Let G be a group, R an integral domain, and V G the R-subspace of the group algebra R[G] consisting of all the elements of R[G] whose coefficient of the identity element 1 G of G is equal to zero. Motivated by the Mathieu conjecture [Mathieu O., Some conjectures about invariant theory and their applications, In: Algèbre non Commutative, Groupes Quantiques et Invariants, Reims, June 26-30, 1995, Sémin. Congr., 2, Société Mathématique de France, Paris, 1997, 263-279], the Duistermaat-van der Kallen theorem [Duistermaat J.J., van der Kallen W., Constant terms in powers of a Laurent polynomial, Indag. Math. , 1998, 9(2), 221-231], and also by recent studies on the notion of Mathieu subspaces, we show that for finite groups G, V G also forms a Mathieu subspace of the group algebra R[G] when certain conditions on the base ring R are met. We also show that for the free abelian groups G = Z , ≥ 1, and any integral domain R of positive characteristic, V G fails to be a Mathieu subspace of R [G], which is equivalent to saying that the Duistermaat-van der Kallen theorem cannot be generalized to any field or integral domain of positive characteristic.
Introduction
Let us first recall the following notion introduced recently by the first author in [16, 19] , which can be viewed as a natural generalization of the notion of ideals.
Definition 1.1.
Let R be a commutative ring and A an associative R-algebra. An R-submodule or R-subspace M of A is said to be a left (resp., right; two-sided) Mathieu subspace of A if for any ∈ A with ∈ M for all ≥ 1, we have ∈ M (resp., ∈ M; ∈ M) when 0, i.e. there exists N ≥ 1 such that ∈ M (resp., ∈ M; ∈ M) for all ≥ N.
Two-sided Mathieu subspaces will be also called simply Mathieu subspaces. An R-subspace M of A is said to be a pre-two-sided Mathieu subspace of A if it is both left and right Mathieu subspace of A. Note that the pre-two-sided
Mathieu subspaces were previously called two-sided Mathieu subspaces or Mathieu subspaces in [16] .
The introduction of the notion of Mathieu subspaces in [16, 19] was mainly motivated by the studies of the Jacobian conjecture [10] (see also [1, 3] ), the Mathieu conjecture [11] , the vanishing conjecture [5, 13, 14, 18] and more recently, the image conjecture [15] as well as many other related open problems. For some recent developments on Mathieu subspaces, see [6-9, 17, 19] . For a recent survey on the image conjecture and its connections with some other problems, see [4] .
The notion was named, in [16] , after Olivier Mathieu due to his conjecture mentioned above, which now in terms of the new notion can be re-stated as follows.
Conjecture 1.2 (the Mathieu conjecture).
Let G be a compact connected real Lie group with the Haar measure σ . Let A be the algebra of complex-valued G-finite functions on G, and M the subspace of A consisting of ∈ A such that G σ = 0. Then M is a Mathieu subspace of A.
The Mathieu conjecture, except for the abelian case, is currently still unsettled. The abelian case, proved by Duistermaat and van der Kallen in [2] , now can be re-stated as follows.
Theorem 1.3 (Duistermaat and van der Kallen).
Let = ( 1 2 ) be commutative free variables and V the subspace of the Laurent polynomial algebra C[ −1 ] consisting of the Laurent polynomials with no constant term. Then V is a Mathieu subspace of C[ −1 ].
Actually, the main result of [2] is the following theorem, from which the theorem above follows immediately. But, for the purpose of this paper, we will refer to the theorem above (instead of the theorem below) as the Duistermaat-van der Kallen theorem.
Theorem 1.4.
Let be a Laurent polynomial in = ( 1 2 ) over C such that for each ≥ 1, the constant term of is equal to zero. Then the Newton polytope of (i.e. the convex subset of R spanned by all the α ∈ Z such that the coefficient of α in is nonzero) does not contain 0 ∈ R .
Note that despite its innocent looking, the proof of the theorem above is surprisingly difficult. The proof in [2] uses some heavy machineries such as toric varieties, resolutions of singularities, etc.
To discuss the main motivations and results of this paper, we start with the following observation on the Duistermaat-van der Kallen theorem, Theorem 1.3. Let G be the free abelian group Z , ≥ 1. Then the Laurent polynomial algebra C[ −1 ] can be identified in the obvious way with the group algebra C [G] . Under this identification, the subspace V ⊂ C[ −1 ] in the theorem corresponds to the subspace V G of the group algebra C[G] consisting of the elements of C[G] whose "constant term" (i.e. the coefficient of the identity element 1 G of G) is equal to zero. So, we are naturally led to the following (open) problem.
Problem 1.5.
Let R be a commutative ring and G a group. Let V G be the R-subspace of the elements of the group algebra R[G] with no "constant term", i.e. the coefficient of the identity element 1 G of G is equal to zero. Then under what conditions on R and G, V G forms a Mathieu subspace of the group algebra R[G]?
The problem above not only provides a different point of view to get further understanding on the remarkable Duistermaatvan der Kallen theorem, but also gives a family of candidates for Mathieu subspaces, which may provide some new understandings on the still very mysterious notion of Mathieu subspaces. This makes the problem itself very interesting and worthy to investigate.
One of the main results of this paper is that for any finite group G and an integral domain R of characteristic = 0 or > |G| (the order of G), The arrangement of this paper is as follows. In Section 2, we recall some general results on Mathieu subspaces obtained in [16, 19] , which will be needed later in this paper. In Section 3, we prove some results on Problem 1.5 for the group algebras of finite groups G over arbitrary commutative rings or integral domains. In particular, we show in Theorem 3.5 that when the base ring R is an integral domain of characteristic = 0 or > |G|, the subspace V G is always a Mathieu subspace of R[G].
In Section 4, we focus on the group algebras of finite abelian groups G over integral domains R of characteristic > 0. The main result of this section is Theorem 4.1, which combining with Theorem 3.5 provides a complete solution of Problem 1.5 for the group algebras of finite abelian groups G over the integral domains R which satisfy a primitive root of unity condition, e.g., when R is an algebraically closed field.
In Section 5, we consider Problem 1.5 for the group algebras of the free abelian groups Z , ≥ 1, over an integral domain R of characteristic > 0. We prove that V G in this case fails to be a Mathieu subspace of R[Z ] by showing that the example in Lemma 5.2, which was suggested by Arno van den Essen to the authors, does provide a desired counter-example.
Some results on Mathieu subspaces
Although all the results below with certain modifications hold for all types of Mathieu subspaces (one-sided, pre-twosided, etc.), we here focus only on the two-sided case, which by Corollary 3.2 in the next section will be enough for our purpose.
Throughout this paper, unless stated otherwise, R and K always stand respectively for a unital commutative ring and a field of any characteristic, and A is a unital algebra over R or K . Following [19] , we define for any R-subspace V of an R-algebra A the radical, denoted by √ V , to be the set of ∈ A such that ∈ V when 0.
We start with the following equivalent formulation of Mathieu subspaces, which was given in [19, Proposition 2.1].
Proposition 2.1.
Let A be an R-algebra and V an R-subspace of A. Then V is a Mathieu subspace of A iff for any ∈ √ V and ∈ A, we have ∈ V when 0.
The following characterization of the Mathieu subspaces with algebraic radicals was also proved in [19, Theorem 4.2] .
The next proposition is easy to check directly (or see [19, Proposition 2.7] ).
Proposition 2.3.

Let I be an ideal of A and V an R-subspace of A such that I ⊆ V . Then V is a Mathieu subspace of A iff V /I is a Mathieu subspace of the quotient algebra A/I.
Finally, let us recall the following family of Mathieu subspaces of the polynomial algebra R[ ] in variables = ( 1 2 ), which was given in [16, Proposition 4.6 ].
Proposition 2.4.
Let ≥ 1 and R an arbitrary integral domain.
Then V is a Mathieu subspace of R[ ] iff for any non-empty subset J ⊂ {1 2 }, we have 1 ∈J = 0 (1)
Note that the proposition above was proved in [16] only under the condition that R is a field. But if R is an integral domain, then by clearing denominators, we can obtain (S) = {0 α} and (S) = {0 β} in the proof of [16, Proposition 4.6] for some α β ∈ R instead of α = β = 1, and we see that the proof of [16, Proposition 4.6] actually goes through also for the integral domain case.
Some general results for the case of finite groups
Throughout the rest of this paper, unless stated otherwise, G stands for a finite group, R a commutative ring, and K a field of any characteristic. We denote by R[G] and K [G] the group algebra of G over R and K , respectively. Furthermore, we also fix the following terminology and notation. i) We denote by 1 or 1 G the identity element of the group G and also the identity element of the group algebra R [G] .
ii) For any ∈ R[G], we denote by Const the coefficient of 1 G of , and call it the constant term of .
iii) The set of all the elements of R[G] with no constant term will be denoted by V G R , or simply by V G if the base ring R is clear in the context. iv) When R is an integral domain, by the characteristic of R (denoted by char R) we mean the characteristic of the field of fractions of R.
Next, we start with the following equivalent formulation of Problem 1.5 for the group algebras of finite groups. for all ∈ G and ≥ N. In particular, for each ∈ G, the constant term of −1 N , which is the same as the coefficient of in N , is equal to 0, whence N = 0, i.e. is nilpotent.
Another way to show the (⇒) part is as follows. Assume otherwise and let ∈ √ V G be such that = 0 for all ≥ 1. Since G is finite, there exists ∈ G such that the coefficient of in is nonzero for infinitely many ≥ 1. Then the constant term of −1 is nonzero for infinitely many ≥ 1. Then by Definition
, which is a contradiction.
The following two corollaries are immediate consequences of Proposition 3.1.
Corollary 3.2.
Let R and G be as in Proposition 3.1.
Therefore, throughout the rest of this paper we may and will focus only on the two-sided case.
Corollary 3.3.
Let R and G be as in Proposition 3.1. Assume that V G is a Mathieu subspace of R[G]. Then V G contains no nonzero idempotent of R[G].
Proof. Assume otherwise. Let ∈ V G be a nonzero idempotent, i.e., 2 = = 0. Then for any ≥ 1, we have
When the base ring R is a field, we show next that the converse of Corollary 3.3 actually also holds.
Proposition 3.4.
Let K be a field and G a finite group.
Proof. The (⇒) part is a special case of Corollary 3.3. To show the (⇐) part, note that K [G] is algebraic over K , since it is of finite dimension over K . In particular, the radical
Next, we show that Problem 1.5 can be solved for the group algebras of all finite groups G over integral domains R such that char R = 0 or char R = > |G|.
Theorem 3.5.
Let G be a finite group and R a commutative ring such that the integer
Proof. Let Next, we show the following lemma which will be needed later.
Lemma 3.7.
Let R be any commutative ring and G any group (not necessarily finite). Assume that V G is a Mathieu subspace of R[G]. Then for each subgroup H of G, V H is a Mathieu subspace of R[H].
Proof. Assume 
Corollary 3.8.
Let R and G be as in Lemma 3.7 and H a subgroup of G. Assume that V H is not a Mathieu subspace of R[H]. Then V G is not a Mathieu subspace of R[G].
As an application of Lemma 3.7 or Corollary 3.8, we derive the following necessary condition for V G to be a Mathieu subspace of R[G] over integral domains R of positive characteristic.
Proposition 3.9.
Let R be an integral domain of characteristic > 0 and G an arbitrary finite group. Write |G| = for some ≥ 0 and ≥ 1 with . Assume that R contains a primitive -th root of unity and V G is a Mathieu subspace of R [G] . Then for each prime divisor of |G|, we have ≥ .
Proof. Assume otherwise and let be a prime divisor of |G| such that < . Then we have | , whence R also contains a primitive -th root of unity. Since | |G|, there is at least one element ∈ G of order . Let C be the cyclic subgroup of G generated by . Then by Theorem 4.1 to be proved in Section 4, V C is not a Mathieu subspace of R[C ]. Hence, by Corollary 3.8, V G is not a Mathieu subspace of R[G] either, which is a contradiction.
Finally, we point out that when the finite group G in Proposition 3.9 is abelian, a stronger conclusion will be given in Theorem 4.1 of the next section.
The case of finite abelian groups
In this section, we study Problem 1.5 for finite abelian groups over certain integral domains. The main result of this section is the following theorem. Two remarks on Theorem 4.1 are as follows. First, when the integral domain R has char R = 0 (or char R = ≥ |G|), Problem 1.5 has been solved by Theorem 3.5. Theorems 3.5 and 4.1 together provide a complete solution of Problem 1.5 for the group algebras of all finite abelian groups when the base integral domain R satisfies the primitive root of unity condition in Theorem 4.1, e.g., when R is an algebraically closed field. Second, from the example below we see that the -th primitive root of unity condition on the integral domain R in Theorem 4.1 is necessary.
Example 4.2.
Let F 3 be the field with three elements. Note that F 3 obviously does not contain any primitive 5-th root of unity. But, V Z 5 is a Mathieu subspace of F 3 [Z 5 ], although char F 3 = 3 < = 5. Indeed, since 3 is a generator modulo 5 and gcd(5 − 1 3) = 1, this is proved in the proposition below.
Proposition 4.3.
Let be a prime number and assume that is a power of a prime which is a generator modulo . Then V Z is a Mathieu subspace of F [Z ] iff gcd( − 1 ) = 1.
Since is a unit modulo and = , the coefficient of of is the same as that of mod of , for all 1 ≤ ≤ − 1. Moreover, is a generator modulo , whence = 1 ( + 2 + · · · + −1 ) follows. Consequently, Const 2 = ( − 1) 2 1 = 0 and since − 1 = 0 in F , we have 1 = 0 in F . Thus = 0 is the only idempotent of V Z , and the desired result follows from Proposition 3.4.
We will devote the rest of this section to a proof for Theorem 4.1. First, we need to show the following reduction lemma.
Lemma 4.4.
Let R be an integral domain of characteristic > 0 and H a finite abelian group. Let = for some ≥ 1 and
Proof. For convenience, we identify Z with the multiplicative cyclic group C with elements. We also identify Next, let us recall the following well-known fundamental theorem on finite abelian groups.
Theorem 4.5.
Any finite abelian group can be written as a direct product of cyclic groups whose orders are powers of primes.
Note that by applying Theorem 4.5 and Lemma 4.4 (inductively), it is easy to see that we may actually assume that the exponent in Theorem 4.1 is equal to zero, i.e., it suffices to show the following lemma.
Lemma 4.6.
Let G be a finite abelian group and R an integral domain of characteristic > 0 such that = |G|. Assume that R contains a primitive -th root of unity. Then V G is a Mathieu subspace of R[G] iff > = |G|.
From now on and throughout the rest of this section, we let G and R be as in the lemma above. Note first that when = |G| = 1, we have V G = {0}, which is obviously a Mathieu subspace of R [G] . Hence, Lemma 4.6 holds in this trivial case. So we will assume = |G| ≥ 2. Note also that by Theorem 4.5, we may (and will) further assume that the abelian group G is given by
for some ≥ 1 and ≥ 2, 1 ≤ ≤ . But, here we do not need to assume that the integers ≥ 2, 1 ≤ ≤ , are powers of primes. In order to study the group algebra R[G] of G in (2), we need to write the factor groups Z , 1 ≤ ≤ , in (2) as multiplicative groups H with a fixed generator ∈ H , i.e., for each 1 ≤ ≤ , we let
For convenience, for each 1 ≤ ≤ , we also identify H (implicitly) with the subgroup of G in (2) consisting of all the -tuples whose -th, = , component is the identity element of H Z . Note that under this identification, we have H ⊂ G, whence G is also the internal direct product of the subgroups H , 1 ≤ ≤ , i.e., with the abusive notations fixed above, we have
Furthermore, we also introduce the following two sets:
) ∈ R : = 1 for all (4) Note that since R contains a primitive -th root of unity, R also contains a primitive -th, 1 ≤ ≤ , root of unity, since | . Then from (3) and (4), we have |S| = = |D| = |G|.
Next, with the notations fixed above we give an equivalent formulation of Lemma 4.6 in terms of the polynomial algebra R[ ] over R in variables = ( 1 2 ). First, we define and consider the following R-linear functional:
Lemma 4.7.
Let G and R be fixed as above. Then for any α ∈ D, we have
Proof. If α = 0, then L( α ) = ∈S 1 = |S| = . So we let α = 0. Without losing any generality, we assume that the first component of α is nonzero, and denote it by (for short).
Let ξ 1 be a primitive 1 -th root of unity in R. Then we have ξ 1 = 1, since 1 ≤ ≤ 1 − 1. Note that for each root 1 = ∈ R of the polynomial 1 1 − 1 ∈ R [ 1 ] , is also a root of the polynomial
1 . Therefore, for the fixed primitive 1 -th root of unity ξ 1 ∈ R, we have
Now, for each 1 ≤ ≤ , set C = {ξ : 0 ≤ ≤ − 1}, where ξ is any fixed primitive -th root of unity in R. Then from the definition of the set S in (4), we have S = C 1 × C 2 × · · · × C . By taking the sum L( α ) = ∈S α first over the set C 1 , it follows immediately from (7) that L( α ) = 0.
Next, we define the following R-algebra homomorphism:
:
Note that the kernel of the R-algebra homomorphism above is the ideal of R[ ] generated by the polynomials − 1, 1 ≤ ≤ . We will denote this ideal by I , where stands for the -tuple ( 1 2 ). The pre-image of V G ⊂ R[G] under the linear map is given by the following lemma.
Lemma 4.8.
With the setting above, we have −1
Then by the definition of in (8) , it is easy to see that we have −1
Therefore, it suffices to show that Ker L coincides with the set on the right-hand side of the equation above.
Then there exists a unique ∈ V such that ≡ (mod I ). By (10) we have
Furthermore, since S is the zero-set in R of the ideal I , we have ( ) = ( ) for all ∈ S. In particular, we have L( ) = L( ) and hence,
Write ( ) = α∈D α α . Then by (6) we have
Since , we see that ∈ Ker L iff 0 = 0 iff ∈ V 0 . Then by the equivalences in (11) and (12), we have that it is easy to see that the latter property holds iff > = |G|.
By combining the three equivalences above the lemma follows.
The case of the group algebra R[Z ] with char R = > 0
In this section, we show that Problem 1.5 has a negative answer for the group algebras of the free abelian groups Z , ≥ 1, over all integral domains R of positive characteristic. More precisely, we have the following proposition. ] mentioned above, it will be enough to show the following lemma. The Laurent polynomial in the lemma was suggested to the authors by Arno van den Essen.
Lemma 5.2.
Let be a prime and a free variable.
]. Then the following two statements hold:
In order to prove the lemma above, we first need to show the following lemma.
Lemma 5.3.
For any prime number > 0, the following statements hold.
i) For any ∈ N such that ≥ 1 and ≤ − 1, we have − 1 ≡ (−1) mod (13) ii) For any integer ≥ 1, we have ≡ 0 mod (14) Proof. i) Let be a free variable. We consider the polynomial ( − 1) −1 in the rational function field Z ( ), for which we have the following two equations:
Note that (16) also holds for the case = 2, since 1 = −1 in Z 2 . Now, by comparing the coefficients of in the polynomials on the right-hand sides of (15) and (16) , we see that i) follows.
ii) Write = for some ≥ 0 and ≥ 1 such that . In particular, we have +1 . We consider the polynomial ( + 1) ∈ Z [ ]. Note that the coefficient of in ( + 1) is equal to . On the other hand, we also have ( + 1) = ( + 1) +1 = +1 + 1
Now, assume that ≡ 0 mod . Then by the equation above, appears in the polynomial ( +1 + 1) with a nonzero coefficient, whence = +1 for some 1 ≤ ≤ . But this implies +1 | , which is a contradiction.
Proof of Lemma 5.2. i) Since = −1 + −1 , the constant term of , ≥ 1, is given by the sum of for all the integers 0 ≤ ≤ such that −( − ) + ( − 1) = 0, which is the same as = . Therefore, there is at most one such an integer , which is / if (and only if) | . Hence we have (14), we see that i) follows.
ii) By a similar argument as in i), it is easy to check that for any ≥ 1, the coefficient of in for all ≥ 1, i.e., ii) holds.
We conclude this paper with the following two remarks on Lemma 5.2 i). First, from Lemma 5.2 i), or from the more general Lemma 5.4 below, we immediately see that Theorem 1.4, the main result of [2] , cannot be generalized to the positive characteristic case either. Second, Lemma 5.2 i) can actually be generalized to all Laurent polynomials of the form = ( ) with ( ) ∈ Z [ ] and ∈ Z such that .
Lemma 5.4.
Let > 0 be a prime, ( ) a univariate polynomial in Z [ ], and ∈ Z such that . Set ( ) = ( ). Then Const = 0 for all ≥ 1.
Proof. Assume otherwise. Let ≥ 1 be the least positive integer such that Const = Const ( ) = 0. Then it is easy to see that must be a multiple of . Write = for some ≥ 1 and consider 0 = Const ( ) = Const ( ) = Const ( ) = Const Hence we also have Const = 0. But this contradicts the minimum choice of the positive integer , since < .
