Abstract. In this paper, we address the problem of personalization in question answering (QA). We describe the personalization component of YourQA, our web-based QA system, which creates individual models of users based on their reading level and interests.
Introduction
Question answering (QA) can be seen as a form of information retrieval (IR) where the aim is to respond to queries in natural language with actual answers rather than relevant documents. A common problem in QA and IR (especially when web-based) is information overload and consequently the low relevance of results with respect to the user's needs [1] . While the need for personalized (or profile-based) IR has been addressed by the IR community for a long time [1, 2] , no extensive effort has yet been carried out in the QA community in this direction. Indeed, personalization has been advocated in the main QA evaluation campaign, TREC-QA (http://trec.nist.gov), but expeditiously solved by assuming a fixed "average news reader" profile [3] .
In this paper, we explain how the user's characteristics can be represented in a QA system via a user model. We argue that personalization is a key issue to make QA closer to the user's actual information requirements, and plays an important role among the current directions for improving QA technology.
Sections 2 -4 discuss how our QA system, YourQA [8] , dynamically creates, saves and updates user models. Sections 5 -6 focus on how the user's interests are used to achieve personalization. Sections 7 -8 introduce and report the results of an evaluation methodology for personalized QA. Section 9 concludes on the application of user modelling to QA and discusses further work.
answering in YourQA is organized into three main phases: 1) question processing, where the user's question is analyzed to estimate the expected answer type; 2) document retrieval, where an IR engine is used to retrieve web documents relevant to the query; 3) answer extraction, where such documents are analyzed to extract answers which are eventually returned to the user in a ranked list.
However, YourQA aims at moving beyond traditional approaches to QA by targeting the answers to individual users based on their information needs. For this purpose, YourQA applies a user model to filter the documents during the retrieval phase and to re-rank its candidate answers during answer extraction.
The User Model
The user model (UM) in YourQA is designed to represent students searching for information on the web. The model is composed of three modules:
-age range, a ∈ {7 − 10, 11 − 16, adult}; -reading level, r ∈ {basic, medium, advanced}; -profile, p, a set of documents and/or web pages of interest.
The user's age range corresponds to the primary school, secondary school and adult age range in Britain. Although the reading level can be modelled separately from the age range, for simplicity we here assume that these are paired.
Although currently basic, such model may be extended in the future with additional modules encompassing different aspects of the user.
Analogous UM components can be found in the SeAn [5] and SiteIF [6] news recommender systems, where information such as age and browsing history, respectively are part of the user model. More generally, our approach is similar to that of personalized search systems such as [7] , which constructs user models based on the user's documents and web pages of interest.
In previous work [8] , we assumed a fixed user model with an empty profile component to illustrate how the reading level parameter is applied to answer filtering, efficiently contributing to improving the users' perceived readability of answers. In this paper, we focus on how user profiles can be dynamically created, saved and updated in YourQA. Section 3 reports how YourQA creates the user profile and how the latter is used to achieve personalization.
A Dynamic User Profile
This section illustrates the life cycle of the UM profile parameter in YourQA.
Profile Creation
When accessing YourQA, the user has three options (see Figure 1 .(a)):
A) Create a new profile from documents of interest and/or browser bookmarks; in this case, keyphrase extraction is used to obtain a list of keyphrases from the text documents or bookmarked web pages; B) Load a previously saved profile; in this case, the list of keyphrases contained in the loaded user profile are obtained; C) Decide not to use a profile; in this case, no keyphrases are extracted. Keyphrase extraction plays an important role in the representation of the user's profile: for this, we use the Naïve Bayes based Kea extractor [9] . Kea takes two attributes to classify a phrase p as a keyphrase or a non-keyphrase: its T F × IDF score within the set of retrieved documents 1 (in short, T ), and the index of p's first appearance in the document. Based on these, Kea outputs for each document a list of phrases, ordered by decreasing relevance, among which the top k (currently k =6) are selected as keyphrases.
Profile Confirmation, Update and Save
In cases A) and B), the keyphrases corresponding to the user's profile are shown to him/her, who can then exclude those he/she finds unsuitable or incorrect (see Figure 1.(b) ). The profile resulting from the remaining keyphrases is the base for all the subsequent QA activity: any question the user will submit to YourQA will be answered by taking such profile into account.
Providing documents of interest is a way to solve the cold start problem of creating a profile from a previously unseen user [10] . While defining a complete profile can be time consuming for the user, simply asking for web pages of interest or mining his/her bookmarks folder appears to be a fairly unobtrusive and effortless way to collect initial information.
The user can click on the "Save as..." button (see Figure 1. (b)) in order to remember a newly created profile or the current updates (i.e. selected/deselected keyphrases) and reload the profile in the future. Enabling the user to modify and save a profile, in addition to the implicit updates consisting in the user's evolving bookmarks and documents of interest, makes the UM component dynamic.
From the Query to Answers
Once a profile has been chosen, the QA session can start. The user enters a question and optionally chooses to filter the answers based on one of the reading levels specified in the UM (or each one separately, see Figure 1.(b) ). By default, YourQA performs no filtering based on reading levels. Section 4 illustrates the core question answering phases; the effects of the user's profile on the results are described in Section 5.
Core Question Answering Phase
The core question answering phaseis organized as follows in YourQA:
1. The query's expected answer type is estimated using SNoW [11] according to a coarse-grained 11-class taxonomy. 2. The 20 top documents retrieved for the query using Google 2 are obtained; 3. Their reading levels are estimated using unigram language models (see [8] ); 4. Keyphrases are extracted from these documents using Kea (see Section 3.1); 5. Documents having an incompatible reading level with the user are discarded; 6. On the remaining documents, different lexical, syntactic and semantic criteria (based on the query's expected answer type) are applied to compute the similarity between each sentence in the document and the query (see [8] ); 7. One passage is created for each document, containing the most similar sentence to the query, preceded and followed by up to 2 adjacent sentences (depending on the structure of the original text); 8. Passages are ranked based on the similarity of their top sentence to the query.
In case of a tie, passages from documents having a higher Google rank are given priority in the YourQA ranking. Figure 1 .(c) shows the format of a sample answer in YourQA: this consists of a header containing information about the original document (title, URL, . . . ), followed by a short passage where the most similar sentence to the query is in boldface. Useful terms such as the question keywords are highlighted.
Up to this point, the system's behaviour is completely independent of the profile parameter of the user model. Section 5 explains how the profile is used to determine the final answer ranking.
Profile-Based Answer Re-ranking
As illustrated in Step 8 of the algorithm above, in the standard version of YourQA the primary answer ranking criterion is the similarity to the question (Step 6), and the secondary criterion is the Google rank of the document from which the passage has been extracted. The personalized version of YourQA applies an additional answer ranking criterion giving priority to answers from documents having common keyphrases with the user's profile documents, as shown below.
Document Relevance Computation
For each document composing the UM profile set and the retrieved document set, a ranked list of keyphrases is available from the previous steps. Both keyphrase sets are represented by the user modelling component of YourQA as arrays, where each row corresponds to one document and each column corresponds to the rank within such document of the keyphrase in the corresponding cell.
A basic example profile, created from two documents about Italian cuisine and a the animation picture "Akira", respectively, might result in the array: P ={{pizza, lasagne, tiramisu},{akira, anime, film}}.
We name P and Retr the arrays of UM profile keyphrases and of retrieved document keyphrases, respectively. We call Retr i the document represented in the i-th row in Retr and P n the one represented in the n-th row of P 3 . We define w(k ij , P n ), i.e. the relevance of k ij (the j-th keyphrase extracted from Retr i ) with respect to P n (the n-th document in P ), as:
The total relevance of Retr i with respect to P , w P (Retr i ), is defined as the maximal sum of the relevance of its keyphrases, obtained for all the rows in P 4 :
Final Answer Ranking
Having computed a relevance score for each document retrieved for the query, the personalized version of YourQA uses the following answer ranking criteria: 1. Similarity of the answer passage to the question;
2. Relevance of the passage's source document with respect to the UM profile; 3. Google rank of the source document. In Figure 1 .(c) for instance, the answer is targeted at a user interested in architecture, hence the high relevance of a result about a building. Table 1 compares the results of the query: "UM conference" when no profile is used and when a profile containing the keyphrase "user modelling" is active. In the second case, the profile keyphrases disambiguate the query and contribute to a higher ranking of answers related to user modelling (potentially more interesting to the user). Considering that in a QA system the list of answers is rarely supposed to include more than five results, filtering based on the UM can dramatically improve the relatedness of answers to the user profile. 
Discussion and Related Work
Although as explained in Section 1, the intuition behind the above approach is not new [12] , this paper describes to our knowledge the first fully implemented and evaluated application of user modelling for QA. As in standard IR, a key issue in pursuing personalization is that this must not be at the cost of objectivity. We believe that this is the case in our approach for two main reasons: first, due to the limited number of keyphrases extracted from documents, when common keyphrases are found between one document in the U M set and one in the Retr set, it appears worthwile to point out to the user that such document is very relevant to his/her profile.
Second, the compatibility of a given document with respect to a given user model is always a secondary ranking criterion to the semantic similarity to the query; profile match is only considered in case of a tie between candidate answers.
User Modelling as a Form of Implicit Relevance Feedback
Our approach to user modelling can be seen as a form of implicit (or quasiimplicit) relevance feedback, i.e. feedback not explicitly obtained from the user but inferred from latent information in the user's documents.
Indeed, we take inspiration from Teevan et al.'s approach for personalized search [7] , computing the relevance of unseen documents (such as those retrieved for a query) as a function of the presence and frequency of the same terms in a second set of documents on whose relevance the user has provided feedback.
More specifically, for each of the N documents retrieved for a query, and for each term t i ∈ N , the number of documents ∈ N containing t i , n i , is computed. The relevance of term t i with respect to the current user is then:
, where R is the number of documents for which relevance feedback has been provided (i.e. documents which have been indexed), and r i is the number of documents which contain t i among the R examined.
We interpret R as the set of documents composing the user model profile, while N evidently corresponds to the set of documents retrieved by YourQA during document retrieval. Moreover, instead of handling all the terms contained in the user's documents (which can be costly and introduce noise), we use the information deriving from keyphrase extraction and only analyse the terms contained in the keyphrase arrays P and Retr.
Relevance based on profile keyphrases. Teevan's relevance formula accounts for the frequency of a term within the document it is contained in and across the documents in the set, computing the log product between ρ i = (ri+1/2) (R−ri+1/2) and ν i = (N −ni+1/2) (ni+1/2) . This product can be seen as a T F × IDF measure, as ρ i accounts for term frequency in documents for which relevance feedback has been given, and ν i accounts for inverse document frequency.
In YourQA, this frequency-related information is already available from keyphrase extraction: Kea classifies a term as a keyphrase for a document if it occurs frequently in such document (high TF) and not too frequently in the other documents under exam (low DF). We can assume that if a term t i is a keyphrase for some document in P , then ρ i ≈ 1 R . Similarly, ν i ≈ N if t i is a keyphrase for some document in Retr. Hence, when t i ∈ P , w(t i ) ≈ ω = log N R , i.e. we can approach w(t i ) by a constant. This yields: w(t i ) = ω, t i ∈ P 0, otherwise .
The final relevance formula in (1) is a refined version of the former where the relevance is normalized and sensitive to keyphrase rank.
Evaluating Personalized Question Answering
In designing an evaluation method for personalized QA, our aim was to assess whether user-adaptive answer filtering would be positive in terms of answer usefulness and, in any case, whether it would be perceived at all. Since to our knowledge there is no published work on the evaluation of useradaptive QA, we drew our evaluation guidelines from general work on useradaptive system evaluation [13] and from the closest domain to QA for which this exists: personalized search [12] .
As personalized search is a form of IR, its typical evaluation metrics are precision and recall, where precision is measured in terms of user satisfaction. An example of such evaluation is the one for UCAIR [14] , a search engine plugin which re-orders the list of results with respect to the user's information need model (this is based on his/her browsing actions). Here, the baseline system for evaluation is the underlying search engine, and the application's performance metric is result precision at different recall levels.
In our evaluation, we tested the impact of the YourQA user modelling component by using as a baseline the default version of YourQA where such component is inactive, as exposed in Section 7.1.
Evaluation Methodology
Our evaluation experiment was taken by twelve adult participants from different backgrounds and occupations. The experiment involved the following two phases.
First phase: profile design. In the first phase, participants were invited to explore the Yahoo! Directory (http://dir.yahoo.com) and provide 2-3 categories of their interest. Moreover, they were invited to brainstorm as many keyphrases as they wanted relating to each of their chosen categories.
Keyphrases were used to create offline individual profiles to be loaded into memory in the following phase. For each profile domain, related queries were elaborated in such a way that the system's answers would be different when the UM-based filtering component was active (to ensure that the final answer ranking would be affected by the use of the profile), and entered in one set.
Second phase: QA. Participants were then assigned an instruction sheet with three tasks. Each task started with one of three fixed queries to be typed in YourQA, chosen from the previously compiled query set with specific criteria: Q A : related to one of his/her interest domains, answered using his/her profile; Q B : related to a different interest domain of the same user, answered using a baseline QA (i.e. YourQA without user modelling); Q C : related to another user's profile, with no overlap with the current user's profile; answered using the baseline QA system 5 . Q A tests YourQA's personalization abilities; hence it was chosen for each user so that the final list of answers would be affected by the UM component.
Q B represents the baseline QA system: its role is to compare YourQA to a state-of-the art system under the same experimental conditions. Q C is an additional, "control" baseline query whose role is to check if there is a bias in the user towards questions relevant to his/her profile. Also, since the same queries were used as Q A and Q C for different users, we could compare the answers given to each query when the UM profile was active and when not.
For each query, the top five answers were computed in real time by the QA system by switching off reading level filtering to minimize biases.
Questionnaire. As soon as each query's results were available, the users had to answer the following four questions on the instruction sheet. The questionnaire provides a qualitative assessment of the effects of user modelling, which are tested at user level to eliminate the nuisance introduced by cross-user evaluation [13] . Each question relates to a separate factor: TEST1 measures the perceived usefulness of each result in answering the corresponding query. This measurement corresponds to the standard user-centered precision metric applied by other personalized IR applications, such as [14] . TEST2 measures the perceived relatedness of the answer content with respect to the profile. TEST3 measures the user's satisfaction with respect to the time taken browsing results, while TEST4 measures the perceived profile sensitivity in answering the query overall (i.e. not with respect to the individual answers).
Interaction logs. Users interacted with YourQA on a workstation equipped with MORAE
T M (www.techsmith.com/morae), a commercial, non-intrusive software able to record the user's activity while carrying on a task. Interaction logs were recorded to measure the time taken to find information and to complete and understand user comments and questionnaire answers.
Evaluation Results
Answer usefulness (TEST1). Table 2 reports the average and standard deviation of the number of answers judged useful for each query (answers to TEST1). These were compared by carrying out a one-way analysis of variance (ANOVA) and performing the Fischer test using the usefulness as factor (with the three queries as levels) at a 95% level of confidence. This revealed a significant difference in the specific contrast between Q A and Q C (linear F= 5.86, degrees of freedom = 1,11, p = 0.034), suggesting that users are positively biased towards questions related to their own profile when it comes to perceived utility.
However, we did not find a significant difference overall, hence not between Q A and Q B , therefore we cannot prove that there is a significant impact in utility when the UM is active. We believe that this may be due to the fact that our study involved a limited number of users and that their judgments may have been "distracted" by other aspects of the system, such as the response time.
To further investigate perceived utility, we counted for each query q the number of answers judged useful by the user to which q had role Q A (i.e. was addressed by the personalized QA system). We counted the occurrences of the same answers in the list of results to the user for which q had role Q C (i.e. when results were not affected by personalization). The paired t-test showed a statistically significant difference (p = 0.006), so we can say that for the same questions, useful answers are more likely to occur when profile filtering is active.
As a final remark, the number of users finding each single answer to Q A useful started high for the first result and tended to decrease with the answer rank, as visible in Figure 2.(a) . In contrast, the usefulness of answers to Q B and Q C exhibited a more random allure. However, when we performed the Friedman test on these values, we did not find a significant difference, probably because the data came from five measurements (i.e. ranks) only. In the future, we will elicit Likert scale answers instead of Yes/No answers for a more fine-grained analysis.
Answer relatedness (TEST2).
To analyze the answers to TEST2, which measured the perceived relatedness of each answer to the current profile, we computed the ANOVA table on the data in Table 2 , row 2. We used the number of answers judged as related as the independent variable and the three queries as factors. This time, the results showed an overall significant difference (F= 11.9, d.f. = 1,11, p < 0.001). These results confirm that answers obtained without using the users' profile were perceived as significantly less related to those obtained using their own profile, i.e. there is a significant difference between Q A and Q B . As expected, the difference between Q A and Q C (where the question is unrelated to the profile) is even more significant.
Once again, we observed that the perceived relatedness of the results to Q A tended to be higher for the first ranked answers and to slightly decrease with the answer rank (see Figure 2.(b) ). For Q B , the result relatedness was generally lower and seemed to follow a more irregular pattern; this makes sense as the profile ranking was not active. For Q C , the result relatedness was much lower and again did not exhibit a descending pattern across the rank as the relatedness for Q A did. However, from Friedman's ANOVA we can only call Q A 's descending pattern a trend, as 0.05 < p = .098 < 0.1 (F=8.2, d.f.=4).
Time spent looking for answers (TEST3).
In formulating TEST3, we assumed that profile-based QA would help users find interesting information more quickly. However, the time question proved problematic: we noticed from user comments and MORAE logs that such time was often mistaken with the perceived duration of the document retrieval phase. Another factor making time difficult to interpret is the fact that the system was previously unknown, hence examining the results to the first query took longer than the following ones.
Furthermore, several users mistook the time spent looking for information with the time spent actively browsing the result page and clicking on the result links to read interesting information; to these users, a longer browsing time probably meant better fitness of the answers to the profile. Hence, we decided to discard time as a source of information in the current study and plan to re-formulate the TEST3 in the future.
Profile sensitivity (TEST4). One surprising result from the questionnaire was that although for each user Q C was selected to be as unrelated as possible to his/her categories, the latter did not always realize that their profile had no role in answering such query (perhaps the wording "the system's answers were sensitive to my profile" was ambiguous).
In any case, the perceived relatedness to the user's profile of the answers as a whole, i.e. the profile sensitivity of the system in answering the query altogether, was sensibly higher for Q A (0.92±0.27) than for Q B (0.5±0.52) and Q C (0.28±0.47). We computed the ANOVA table using as a variable the number of users agreeing that the system had been sensitive to their profile in answering the current query and the three queries as factors. This gave a significant difference between each query (F= 22, d.f.=1,11, p < 0.001), confirming that users perceived the sensitivity of the system to their own profile when the UM component was active.
Conclusions and Further Work
We present an efficient and light-weight method to personalize the results of a web-based question answering system based on a user model. We show how individual users' interests can be extracted automatically from their documents and how they can be used to filter and re-rank the answers to their queries.
We introduce a user-centered evaluation methodology for personalized QA and report the results of an actual evaluation, where we found a statistically significant improvement when filtering answers based on the users' profile in terms of both perceived answer usefulness and profile relatedness.
Our future work will further integrate the user modelling component and the core QA component of YourQA to allow dynamic updates of the UM based on previous information-seeking history.
