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Abstract
We consider the Matrix Tree Multiplication problem. This problem is a generalization of the
classic Matrix Chain Multiplication problem covered in the dynamic programming chapter of many
introductory algorithms textbooks. An instance of the Matrix Tree Multiplication problem consists
of a rooted tree with a matrix associated with each edge. The output is, for each leaf in the tree, the
product of the matrices on the chain/path from the root to that leaf. Matrix multiplications that
are shared between various chains need only be computed once, potentially being shared between
different root to leaf chains. Algorithms are evaluated by the number of scalar multiplications
performed. Our main result is a linear time algorithm for which the number of scalar multiplications
performed is at most 15 times the optimal number of scalar multiplications.
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1 Introduction
An instance of the Matrix Tree Multiplication problem consists of an arborescence T = (V, E).
There is a positive integer dimension dv associated with each vertex v, and a du by dv matrix
Mu,v associated with each directed edge (u, v). Let r be the root of T and L be the collection
of leaves of T . The output is, for each leaf ℓ ∈ L, the product of the matrices on the directed
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6:2 Matrix Tree Multiplication
path from the root r to that leaf ℓ (in that order). We restrict our attention to algorithms
that use the standard matrix multiplication algorithm to multiply two matrices, which uses
ijk scalar multiplications to multiply an i by j matrix by a j by k matrix. We evaluate
algorithms based on the aggregate number of scalar multiplications that they use. If the
tree T has a single leaf, then this is the classic Matrix Chain Multiplication problem that is
commonly covered in the dynamic programming chapter of introductory algorithms textbooks
(e.g. [4]). However, it is important to note that a Matrix Tree Multiplication instance is
not equivalent to a disjoint collection of Matrix Chain Multiplication instances, one for each
leaf. This is because multiplications that are shared between various chains need only be
computed once, not once for each chain.
To help the reader appreciate this difference, let us consider two instances of Matrix Tree
Multiplication where T is a balanced binary tree of depth lg n with n leaves. In the first
instance, depicted in Figure 1a, all dimensions are 1. Then every feasible solution for every
root-to-leaf path/chain uses lg n − 1 scalar multiplications. However, the aggregate number
of scalar multiplications can be quite different for different feasible solutions. To see this, if
u is an ancestor of v in T , let Mu,v denote the product of the matrices between u and v in T .
We now consider two feasible solutions:
Top-Down: For each root-to-leaf path r = v1, v2, . . . vk in T , the ith matrix multiplica-
tion is Mv1,vi+2 = Mv1,vi+1Mvi+1,vi+2 for i ∈ [1, k − 2].
Bottom-Up: For each root-to-leaf path r = v1, v2, . . . vk in T , the ith matrix multiplic-
ation is Mvk−i−1,vk = Mvk−i−1,vk−iMvk−i,vk for i ∈ [1, k − 2].
For Top-Down the computation of a matrix Mv1,vh can be shared by all root-to-leaf paths
with leaves in the subtree Tvh of T rooted at vh. If we charge the computation of Mv1,vh to the
vertex vh, then each vertex that is neither the root nor a child of the root is charged exactly
once and this charge is one. Thus, the objective value for Top-Down is n − 3. In contrast,
for Bottom-Up none of its matrix multiplications can be shared between different paths.
Thus, the objective value for the Bottom-Up algorithm is Θ(n lg n). Thus, conceptually
the advantage of Top-Down is that it minimizes the number of matrix multiplications,
and maximizes the number of root-to-leaf paths that can utilize each particular matrix
multiplication.
We remark that when the dimensions higher in the tree are significantly larger than the
dimensions lower in the tree Bottom-Up can be significantly cheaper than Top-Down. This
is because the individual matrix multiplications can be significantly cheaper. As an example
consider the instance, depicted in Figure 1b. Here the dimension of a vertex at height h
is 22h. Therefore, leaves have dimension 1, and the dimensions increase geometrically by a
factor of 4 as one goes up the tree, with the root ultimately having dimension n2. The cost
of Top-Down is clearly Ω(n6) as there are individual matrix multiplications high in the tree
that have this cost. On the other hand, the cost Bottom-Up is O(n5) as its cost increases
geometrically up the tree, and the last matrix multiplications cost O(n5).
One motivation for our consideration of the Matrix Tree Multiplication problem comes
from Markovian models of phylogenetic trees (see for example [9, Chapter 7]). In this setting
the leaves are the taxa (for example, the DNA strands for known strains of some virus such
as COVID), and the internal nodes represent conjectured historic ancestors of the leaf taxa.
The phylogenetic tree T is thus a conjectured explanation of the evolutionary history of the
leaf taxa. The matrices represent transition probabilities for mutation of a taxon in particular
state to a taxon in some other state over some period of time. Multiplying the matrices on a
root-to-leaf path results in an aggregate transition probability from an initial taxon state to
a final leaf taxon state. This can then be used in a variety of ways, for example to find the




















(b) A tree where the node weight are geometrically
decreasing.
Figure 1 Two example trees.
initial taxon state that most likely resulted in the leaf taxa states, or for determining the
likelihood that T would result in the known leaf taxa given an initial distribution of states.
Such applications motivate the consideration of the Matrix Tree Multiplication problem.
Additionally, we are primarily interested because we believe that the problem is an interesting
and natural generalization of a known classical algorithmic problem.
Another motivation for the Matrix Tree Multiplication problem comes from automatic
differentiation (AD) [5, 1], which is widely used today in machine learning [1]. In AD, we
are given a differentiable multivariate function f : Rp → Rq for some p and q and our target
is to compute the derivative of each of the q outputs with respect to each of the p inputs.
Those derivatives can be arranged together in a (q × p) Jacobian matrix of f . The function
f is typically represented as a computer program or a computation graph G which is a
DAG where vertices and directed edges represent variables and elementary functions being
applied to those variables. Now consider the special case where G has a tree structure
T = (V, E) where each vertex v corresponds to a set of dv variables for some number dv and
each directed edge (u, v) corresponds to a multivariate function fu,v : Rdu → Rdv . Let Mu,v
be the transpose of the Jacobian matrix of fu,v. Let r be the root of the tree and L the set of
leaves. Thanks to the (multivariate) chain rule [5], the problem of computing the derivatives
of the root’s variables with respect to the variables of each leaf reduces to computing the
multiplication of the matrices Mu,v along each leaf-to-root path, hence to an instance of
Matrix Tree Multiplication.
The standard textbook dynamic programming algorithm for the Matrix Chain Mul-
tiplication problem computes a parenthesization that results in the minimum number of
scalar multiplications in time O(n3). This optimal parenthesization can be computed by a
significantly more complicated algorithm that runs in time O(n log n) [7, 8]. It seems quite
challenging to extend these approaches to the Matrix Tree Multiplication problem, even on
very simple instances. For example, we do not know how to compute the optimal number of
scalar multiplications in polynomial time even in the case that T has only 2 leaves. This is
because it’s not clear if there are subproblems the optimum solutions to which lead to that
to the original problem.
Thus, we consider approximation algorithms. First, let us review what is known in
terms of approximation algorithms for Matrix Chain Multiplication. [3] and [7] cite [2] as
giving a 2-approximation algorithm for the Matrix Chain Multiplication problem. 1 A 1.25
approximation algorithm was later given in [3], and finally a 1.15 approximation algorithm
was given in [6]. In each case an optimal parenthesization can be computed in linear or
nearly linear time.
1 [2] is an IBM technical report that does not seem to be available on the web, and the IBM library is
closed during the COVID outbreak.
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Our main result is a linear-time 15-approximation algorithm, that we call the Cut
Contraction algorithm, for the Matrix Tree Multiplication problem.
The rest of the paper is organized as follows. Section 2 gives a technical overview of the
algorithm design and analysis. Section 3 introduces some additional notation and terminology
that we will use. Section 4 describes the multiplications performed Cut Contraction algorithm
(ignoring implementation details). Section 5 analyzes the approximation ratio for the Cut
Contraction algorithm. Section 4.3 briefly discusses how to implement the Cut Contraction
algorithm to get a linear-time algorithm that can output a parenthesization for each root to
leaf path that has approximation ratio at most 15.
2 Technical Overview
To build some intuition, let us begin by giving a greedy 2-approximation algorithm for
Matrix Chain Multiplication (which is presumably the algorithm given in [2]). Assume the
vertices are 1, 2 . . . , n. Let m = arg mini di be the index of the minimum dimension. If you
think of the chain as a path graph, then dm is the min vertex cut. Intuitively the algorithm
multiplies the min-cut out to the end. So the algorithm first computes the matrix products
Mm−i,m = Mm−i,m−i+1Mm−i+1,m for i = [2, m − 1], Mm,m+i = Mm,m+i−1Mm+i−1,m+i for









scalar multiplications. Observe that in any feasible solution it must be the case that for each
i /∈ [m − 1, m], the cost of the matrix multiplication that involves Mi,i+1 is at least didi+1dm.







The factor of two comes from the fact that each matrix multiplication involves two matrices.
Note that the upper bound on the cost of the algorithm is then twice this edge cut lower
bound. Therefore, intuitively the edge cut lower bound assumes every edge/matrix gets
multiplied by its preferred dimension, and this algorithm gives every edge its preference.
As a first step toward generalizing the algorithmic design to trees, we develop three cut
based lower bounds for trees. The first lower bound is what we call the edge cut lower bound.
Roughly speaking, the edge cut lower bound is∑
(u,v)∈E
dudvα(u, v)/2
where α(u, v) is the minimum aggregate dimension of a cut that separates the edge (u, v)
from either the root or the leaves. This edge cut lower bound assumes every edge/matrix
gets multiplied by its preferred dimensions. The second lower bound is what we call the
root-leaf lower bound. Roughly speaking, the root-leaf lower bound is∑
ℓ∈L
drdℓβ(ℓ)
where L is the set of leaves and β(ℓ) is the minimum dimension on the path from r to ℓ,
excluding the endpoints. The final lower bound is what we call the vertex cut lower bound.
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Roughly speaking, the vertex cut lower bound is∑
v∈V
dvγ(v)
where γ(v) is the product of the min-cut separating v from the root and the aggregate
dimensions of the min-cut separating v from the leaves.
With those cut lower bounds in hand, the natural path forward would be to design an
algorithm in such a way that one could analyze its approximation ratio by comparing to
these cut lower bounds. However, there are instances such that no matrix multiplication can
be charged to the cut lower bounds (at least in a natural way). Further, there are instances
where these cut lower bounds are too loose in aggregate and are more than a constant factor
less than optimal. One such example is when T is a a complete balanced binary tree where
the dimension of the root is n, the dimension for vertices of height h ∈ [0, lg n2 ] is 2
h, and the
dimension of the rest of the vertices are
√
n. For this instance, all the cut lower bounds are
O(n2), but the optimal solution has cost Θ(n5/2).
Our algorithm for Matrix Tree Multiplication first “reduces” the tree by performing all
the matrix multiplications that can naturally be charged to the cut lower bounds. Roughly
speaking the multiplications that can not be charged to these cut lower bounds are those
in which the middle dimension dv corresponds to a vertex v that is itself the min-cut of
Tv, the subtree of T rooted at v. Thus, in the resulting reduced tree R, every node is the
min-cut of its own subtree. Further it is relatively straight-forward to also ensure that the
dimensions of the vertices on any root-to-leaf path in the reduced tree R form a geometrically
decreasing sequence. Our algorithm then performs the multiplications on the reduced tree R
in top-down order. We show that the above-mentioned properties of the reduced tree R are
sufficient to allow us to use a charging argument to directly bound the cost of these top-down
multiplications by a constant factor times the cost of any arbitrary feasible solution for T .
Here we directly charge to the optimal and not the lower bounds.
3 Notation and Terminology
We use r to denote the root, and Tv to denote the subtree rooted at vertex v. For any vertex
v and any sets of vertices A, let Πv(A) denote the set of vertices in A that are descendant of




We use v ≺ u to denote that v is a strict ancestor of u in T . We write ≼ to denote that
v is an ancestor of u and also u could equal v. Given a vertex v of T , we call a collection
C of vertices is a cut in Tv if the removal of the vertices in C leaves no remaining v to leaf
path in Tv, and there are no two vertices u and v in C such that v ≺ u. Given a vertex v
of T , we call a cut C in Tv the min-cut of Tv if its vertices have the minimum cumulative
dimensions among all cuts; that is C = arg minC′∈C
∑
v∈C′ dv.
4 The Cut Contraction Algorithm Description
Our Cut Contraction algorithm first partitions the tree T into various components. This is
described in Subsection 4.1. An algorithm, which we call Reduce, then performs matrix mul-
tiplications that can be charged to the cut lower bounds. This is described in Subsection 4.2.
Finally the Top-Down algorithm, described in the introduction, is applied to the resulting
reduced tree R.
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4.1 Classifying Vertices in the Tree
We explain how the vertices of T are classified by the algorithm before any matrix multiplic-
ations are performed. The first cut C1 = C(r) is the min cut of T . To compute Ci+1, the
algorithm iteratively considers the non-leaf vertices u ∈ Ci, and then considers all paths P
from u to every leaf ℓ in Tu. Let v be the vertex with the least depth (closest to u) on P
such that dv < du/2. We call the vertex v a checkpoint vertex. If v does not exists then the
leaf l is included in Ci+1. If v exists then min-cut of the subtree Tv is added to Ci+1. Note
that the min cut of Tv can be v itself.
Let Dvi be the vertices between a non-leaf vertex v ∈ Ci and the descendants of v in Ci+1
including v and the descendants. That is, Dvi = {u : v ≼ u and ∃x ∈ Ci+1 u ≼ x}. Uvi are
the vertices in Dvi that prefer v over the cut Ci+1 and Svi are the vertices that prefer Ci+1.
Formally, Uvi = {u : u ∈ Dvi and dv ≤
∑
w∈Πu(Ci+1) dw} and S
v
i = Dvi \ Uvi . Finally
Di = ∪v∈CiDvi are the level i intermediate vertices, Ui = ∪v∈CiUvi are the level i upper
vertices and Si = ∪v∈CiSvi are the level i lower vertices.
▶ Observation 1. For all vertices v ∈ Ci, the vertices in Uvi is a connected component of T
that includes v.
4.2 The Reduce Algorithm Description
Initially for every path r = u1, u2, . . . , uk from r to every vertex uk ∈ C1 of length at
least two hops the algorithm computes the matrix products Muj ,uk = Muj ,uj+1Muj+1,uk , for
j ∈ [1, k − 2].
Next the algorithm iteratively performs matrix multiplication on matrices between Ci
and Ci+1 for i = 1, 2, .... To multiply matrices between Ci and Ci+1 the algorithm iteratively
considers vertices v ∈ Ci. The algorithm next iteratively considers vertices u ∈ Πv(Ci+1).
Let v = u1, u2, . . . , u = uk be the path from v to u. If k ≥ 3 the algorithm then multiplies
the matrices on this path in manner that we now describe (otherwise the algorithm does
nothing on this path). Let m be minimum such um+1 is not in Uvi . Note that it could be
that all of u2, . . . , uk are in Svi and thus m = 1, or all of u1, . . . , uk are Uvi and thus m = k.
If m ≥ 2 the algorithm multiplies the matrices in Uvi in top-down order. That is, it computes
the matrix products Mv,uj = Mv,uj−1Muj−1,uj for j ∈ [2, m]. If k − m ≥ 2 the algorithm
multiplies the matrices in Svi in bottom-up order. That is, the algorithm computes the matrix
products Muk−j ,uk = Muk−j ,uk−j+1Muk−j+1,uk for j ∈ [2, k − m]. Finally, if 2 ≤ m ≤ k − 1
the algorithm computes the matrix product Mv,uk = Mv,umMum,uk . Let the resulting tree
be R.
4.3 Linear Time Implementation
Here we sketch the key steps to make the algorithm run in linear time. To find the min-cuts
of every subtree, the algorithm can start from the leaves and make them the min-cut of their
subtree. Recursively in a bottom up fashion the algorithm can find the minimum cut of all
the subtrees. For each vertex, the algorithm compares its dimension with the summation of
the min-cuts of its children.
Once this is known, C1 can be found in linear time. In order to find the checkpoints and
the next cuts, we only need to perform a depth first search over the tree. Similarly, finding
the sets Uvi and Svi can be done by a depth first search over the vertices of the tree. After
this step, the multiplications are well defined.
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5 Cut Contraction Approximation Analysis
In subsection 5.1 we state and prove three cut based lower bounds on optimal. In subsection
5.2 we prove some structural properties of the classification of vertices. In subsection 5.3 we
analyze the Reduce algorithm. Finally in subsection 5.4 we analyze the Top-Down algorithm
on the reduced tree R.
5.1 The Cut Lower Bounds
Let C(v) be a min-cut of the subtree Tv, and let C−(v) be the minimum cut of Tv subject to
the constraint that the cut does not contain v. Let h(v) be the vertex x with the minimum




dh(u) if u ̸= r and v ∈ L










For a vertex v ∈ V that is neither the root nor a leaf, define γ(v) as follows
γ(v) = dh(v) · W (C−(v))
▶ Lemma 2 (Edge Cut Lower Bound).∑
(u,v)∈E
dudvα(u, v) ≤ 2 · Opt
Proof. Let Pu,v be the set of all root-to-leaf paths passing an edge (u, v). Let A(u,v) be the
set of vertices q for which, the optimum algorithm has made a multiplication of cost dudvdq.
That is, the algorithm has performed either the multiplication Mu,vMv,q or Mq,uMu,v and
let Ou,v be the total cost of these multiplications. That is, Ou,v =
∑
q∈A(u,v) dudvdq.
In any feasible solution, for every path p in Pu,v, there should be one vertex in p that
is in Au,v. That is because, in order for the algorithm to find the final product of the
matrices in p, at some point, it must multiply Mu,v to some other matrix in p. Therefore,
if no ancestor of u is in Au,v, we know Au,v must be a cut (or its superset) in Tv that
is not equal to {v}. If there exists a vertex x ∈ Au,v such that x ≺ u, then we know
Ou,v ≥ dxdudv ≥ dh(u)dudv. Otherwise, as Au,v is a cut in Tv, we have W (Au,v) ≥ W (C−(v));
thus, Ou,v ≥ W (Au,v)dudv ≥ W (C−(v))dudv. Therefore, in either case, Ou,v ≥ dudvα(u, v).
Summing over all edges (u, v), we get the following value for the total cost of the multiplications








We get the factor of 2 because each matrix multiplication only involves two matrices and
therefore is counted at most twice. ◀
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▶ Lemma 3 (Root-Leaf Cut Lower Bound).∑
ℓ∈L
drdℓβ(ℓ) ≤ Opt
Proof. Since the optimal solution is feasible, it must perform a multiplication of the form
Mr,uMu,ℓ for each leaf ℓ in order to computed Mr,ℓ, which must cost at least drdℓβ(ℓ), and
cannot be shared among different leaves. ◀
▶ Lemma 4 (Vertex Cut Lower Bound). Let V ′ be the set of vertices in T that are neither a
root nor a leaf. Then,∑
v∈V ′
dvγ(v) ≤ Opt
Proof. Fix an edge (u, v) and consider all the root to leaf paths that pass through (u, v).
Any feasible solution needs to compute the final product of the matrices lying on all of these
paths. We first prove the following claim: for any root-to-leaf path P that contains the edge
(u, v) there exists a multiplication of the form Ma,uMu,b that the feasible solution computes
where a and b are two vertices in P and a ≺ u ≺ b.
We can find this multiplication by the following procedure. We first consider the last
multiplication that is performed on the path between r and a leaf node ℓ. Let Mr,wMw,ℓ,
be that multiplication. If w = u, then we have found the multiplication. If w ≺ u, then we
recurse on the last multiplication that the algorithm has performed to calculate Mu,ℓ until
we find a multiplication of the form Ma,uMu,b. Lastly, if u ≺ w, then we recurse on the last
multiplication that the algorithm has performed to compute Mr,u.
Now, for an edge (u, v), let A(u,v) be the set of all pairs of vertices (a, b) such that the
algorithm has computed Ma,uMu,b. From the above claim we can conclude that the set
B(u,v) = {b : (a, b) ∈ A(u,v)} is a cut in the subtree Tv, because for every root-to-leaf path
that has the edge (u, v), there exists a pair of (a, b) in A(u,v) that is on that path and v ≺ b.
Then, since these sets of multiplications are disjoint with respect to different edges (u, v), we
















Rewriting the last summation, by summing over all vertices u and then all the edges









Lemma 5 states that vertices between v and the cut C(v) inherit their min-cut from C(v).
Lemma 6 lower bounds the size of min-cuts C(u) for vertices u ∈ Di. Lemma 7 observes
that the dimension of every vertex in a set Ci must be smaller than the dimension of any
ancestor. Lemma 8 lower bounds the cut size for an edge (u, w) ∈ Di. Lemma 9 observes
that nodes in R are min-cuts of their subtree. Lemma 10 observes that the dimensions are
geometrically decreasing on root to leaf paths in the reduced tree R.
▶ Lemma 5. Let u be a descendant of v in T such that u also has a descendant in C(v).
Then Πu(C(v)) is a min-cut in Tu.
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Proof. We prove the claim by contradiction. Let us assume Πu(C(v)) is not a min-cut of
Tu. Note that there is no vertex x ∈ C(v) such that x ≼ u; because, if that was the case, we
could remove any vertex in C(v) that is descendant of u and obtain a smaller cut. Therefore,
since every v to leaf path including the ones passing through u have a vertex in C(v), we can
conclude that Πu(C(v)) is a cut in Tu, and since we have assumed that it is not a min-cut,
we can conclude W (C(u)) < W (Πu(C(v))).
Now we create a new cut in Tv by removing the vertices in Πu(C(v)) from C(v) and adding
C(u). The weight of the new cut is W (C(v)) − W (Πu(C(v))) + W (C(u)) which is smaller than
W (C(v)) and that is a contradiction with the fact that W (C(v)) was the min-cut of Tv. ◀
▶ Lemma 6. For all nonleaf vertices v ∈ Ci, and for all vertices u ∈ Dvi it must be the case
that W (C(u)) ≥ min(dv/2, W (Πu(Ci+1))).
Proof. If there is a vertex x in C(u) such that dx ≥ dv/2 then the proof is trivial. Now we
assume that for all vertices x ∈ C(u), we have dx < dv/2.
We divide the proof into two cases. In the first case assume that there is a checkpoint
vertex t such that v ≺ t ≼ u. Then by definition, Πt(Ci+1) is a min-cut of Tt. Furthermore,
since t is an ancestor of u, we have Πu(Πt(Ci+1) = Πu(Ci+1). Then using Lemma 5, we can
conclude Πu(Ci+1) is a min-cut of Tu; therefore, W (C(u)) = W (Πu(Ci+1)).
In the second case, assume that there is no checkpoint between v and u. Then for all
the vertices x ∈ C(u), there exists a checkpoint vertex t such that u ≺ t ≼ x; that is because
dx ≤ dv/2 and there is no checkpoint above v. Let T denote all such checkpoints, then T is a
cut in Tu and a cut between u and C(u). Therefore,
⋃
t∈T Πt(C(u)) = C(u), and based on the




For any checkpoint in t, using Lemma 5, we know Πt(C(u)) is a min-cut of Tt, and as
a result W (Πt(C(u))) = W (C(t)) = W (Πt(Ci+1)). Summing over all vertices in T we get
W (C(u)) = W (Πu(Ci+1)). ◀
▶ Lemma 7. For any nonleaf vertex v ∈ Ci and for all ancestors u of v, it must be the case
that dv ≤ du.
Proof. We use induction on i. For the base case of i = 1, we know C1 is the min-cut of T ,
and if there was a vertex u such that u ≺ v and du < dv, we could create a smaller cut by
replacing v with u in C1.
For i > 1, let q be the ancestor of v in Ci−1. We show that dv is smaller than du for all
vertices u where q ≼ u ≺ v. Then by induction, it will be smaller than all of its ancestors
because q is a non leaf vertex in Ci−1. Since v is not a leaf, there exists a checkpoint vertex
t between v and q. Then as v is in C(t), for all u where t ≼ u ≼ v, we have dv ≤ du.
Furthermore, based on the definition of a checkpoint, dt ≤ dq/2 and for all vertices w where
q ≼ w ≺ t, we have dw > dq/2; therefore, dv ≤ dt ≤ dw. ◀
▶ Lemma 8. For all nonleaf vertices v ∈ Ci, and for all vertices edges (u, w) in T , with both
endpoints in Dvi we have α(u, w) ≥ min(dv/2, W (Πw(Ci+1))).
Proof. First, for every edge (u, w) with both ends in Dvi , we prove
dh(u) ≥ min(dv/2, W (Πw(Ci+1))). (1)
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If there exists a checkpoint t such that v ≺ t ≼ u, then for every vertex q such that t ≼ q ≼ w,
we have dq ≥ W (C(w)). This is because thanks to the definition of Ci+1 and the fact that
q ≼ w we have Πt(Ci+1) = C(t) and Πw(Ci+1) ⊆ Πq(Ci+1), and furthermore using Lemma 5,
we know Πq(Ci+1) is a min-cut of Tq and Πw(Ci+1) is a min-cut of Tw. Therefore,
dq ≥ W (C(q)) = W (Πq(Ci+1)) ≥ W (Πw(Ci+1)) = W (C(w)).
Moreover, for every vertex x where v ≼ x ≺ t, we know dx ≥ dt; therefore, we have
dx ≥ W (C(w)). Then, using Lemma 7, we can conclude dh(u) ≥ W (C(w)) = W (Πw(Ci+1)).
If there exists no checkpoint t between v and u, then based on the definition of a checkpoint
and Lemma 7, we have dh(u) ≥ dv/2. Thus, we have shown Eqn. (1).
Now, for every edge (u, w) with both ends in Dvi , we prove
W (C−(w)) ≥ min(dv/2, W (Πu(Ci+1))). (2)
First, note that W (C−(w)) ≥ W (C(w)) because C(w) is the minimum over all cuts including
the cut {w} whereas C−(w) ̸= {w}. Furthermore, note that it is either the case that there is
a checkpoint between v and every vertex in C(w) which implies C(w) = Πw(Ci+1), or C(w)
has a vertex with dimension larger than dv/2. Therefore, we have
W (C−(w)) ≥ W (C(w)) ≥ min(dv/2, W (Πw(Ci+1))).
Since α(u, w) = min(dh(u), W (C−(w))), Eqn. (1) and (2) give the lemma. ◀
▶ Lemma 9. Every vertex v in R that is not r, is the min-cut of both Tv and Rv.
Proof. The fact that v is a min-cut of Tv follows from the definition of the cuts Ci and the
definition of the Reduce algorithm. The fact that v is a min-cut of Rv follows from the fact
that min-cuts of Rv are feasible cuts for Tv. ◀
▶ Lemma 10. For every edge (u, v) ∈ R such that u ≠ r and v is not a leaf, it must be the
case that du ≥ 2dv.
Proof. This is a direct consequence of the definition of the Ci’s. ◀
5.3 Reduce Analysis
▶ Lemma 11. The cost incurred by the Reduce algorithm is at most 8 · Opt.
Proof. We divide the multiplications into 4 categories and analyse their costs separately.
We will refer to these costs as categories.
1. The multiplications that involve the matrices between the root and the vertices in C1.
2. The multiplications of the matrices with both ends in Uvi for some v ∈ Ci.
3. The multiplications involving a matrix Mu,w where (u, w) is an edge with w being in
Svi ∪ Πv(Ci+1) for some v ∈ Ci.
4. The multiplications of the form Mv,mMm,u where m ∈ Uvi and u ∈ Πv(Ci+1).
Note that the above categories cover all the multiplications done by the Reduce algorithm.
We use the lower bound in Lemma 2, and show that the cost of each multiplication in the
first three categories is a constant factor of dudvα(u, v) for some edge (u, v) and no edge is
charged more than once. Then we use the lower bound in Lemma 4 to bound the cost of the
multiplications in the fourth category.
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Category 1: Every matrix multiplication in this category has the form Mp(u)u · Mu,v where
v is a vertex in C1 and Mu,v is the result of the product of the matrices in path between u





where E1 is the set of edges between the root and C1. This is because any matrix Mu,v
will be in one multiplication per each vertex of Πv(C1). Note that since C1 is a min-cut,
for any subset B of C1, the value
∑
x∈B dx is smaller than the dimension of any of their









Category 2: Fix an integer i and a vertex v ∈ Ci. For every edge (u, w) with both ends
in Uvi \ {v}, the algorithm performs one multiplication of form Mv,uMu,w in top-down
multiplication of Uvi , and the cost for this multiplication is dvdudw. Using Lemma 8 and the
definition of Uvi , we know α(u, w) ≥ min(dv/2, W (Πw(Ci+1))) = dv/2. As a result the total
















where E2(v) is the set of edges with both ends in Uvi .
Category 3: Let u be a vertex in Ci+1 and v be its ancestor in Ci. Then the path between
u and v can be divided into two sections such that the vertices of the upper section are all in
Uvi ∪ {v} and the vertices of the lower section are in Svi ∪ {u}. Then on the path between u
and v, for every edge (w, t) on this path for which t is in Svi \ {u}, the algorithm performs
the multiplication of form Mw,tMt,u. Then if we sum over different vertices u ∈ Πt(Ci+1),
the total cost of the multiplications in this category that involve Mw,t is dwdtW (Πt(Ci+1)).
Using the Lemma 8 and the definition of Svi , we have
2α(w, t) ≥ min(dv, 2W (Πt(Ci+1))) ≥ W (Πt(Ci+1)).














where E3(v) is the set of edges (w, t) where t is in Svi .













i are disjoint, we have not double charged any
edge. Therefore, using Lemma 2 we can conclude that the total cost of the multiplications in
categories 1, 2, and 3 is at most 4Opt.
Category 4: Let u be a vertex in Ci+1 and v be its ancestor in Ci. Let (q, w) be an edge
on the path between v and u such that q ∈ Uvi and w ∈ Svi . The algorithm may make one
multiplication of the form Mv,qMq,u for this path. Therefore, summing over all vertices
u ∈ Πv(Ci+1), we can derive the following total cost of all multiplications of this form:
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in which E4(v) is the set of edges with one end in Uvi and one end in Svi .
For any edge (q, w) ∈ E4(v), using Lemma 6 and the fact that w ∈ Svi , we have
2W (C(w)) ≥ min(dv, 2W (Πw(Ci+1))) ≥ W (Πw(Ci+1)).
Furthermore, we know no checkpoint can be in U iv, because for any checkpoint t we have
W (Πt(Ci+1)) = W (C(t)) ≤ dt ≤ dv/2.
Therefore, using Lemma 7 and the fact that no checkpoint is in U iv, for any edge (q, w) ∈ E4(v)















Then using Lemma 4, and taking the summation over all the edges that are not connected






4dqdh(q)W (C(w)) ≤ 4
∑
u∈V
duγ(u) ≤ 4Opt. ◀
5.4 Top-Down Analysis
Our analysis of the Top-Down algorithm on the reduced tree R is based on a charging
argument. A few of the Top-Down multiplications will be charged to the root-leaf cut lower
bound. However, most of the Top-Down matrix multiplications will be directly charged
to various matrix multiplications in Opt. There are three different possible ways that the
Top-Down matrix multiplications can be charged: leaf-charge, low-charge, and high-charge.
The charging is done independently for each root-to-leaf path P . Iteratively consider
a fixed root-to-leaf path P in T ending in a leaf ℓ ∈ L. Let Mr,uMu,v be a Top-Down
matrix multiplication on P that has not yet leaf-charged or low-charged any multiplication
in optimal. If there is no checkpoint between u and v in T , note that we must have v = ℓ
and the root-leaf cut lower bound is charged. We call this a leaf-charge. Otherwise, assume
u ∈ Ci, v ∈ Ci+1 and note that there must exist a checkpoint t strictly between u and v on
P (and thus t can not be either the root r nor a child of the root r in T ). Let Mr,aMa,b be
an arbitrary matrix multiplication in the optimal solution such that r ≺ a ≺ t ≼ b ≼ ℓ. We
will show such a matrix multiplication must exist in the optimal solution in Lemma 12. If
b ≼ v then the optimal multiplication Mr,aMa,b is charged drdudv, the cost of this Top-Down
multiplication. Call this a low-charge. If v ≺ b then the optimal multiplication Mr,aMa,b is
charged drdudb, which is a fraction of the cost of this Top-Down multiplication. Call this a
high-charge.
▶ Lemma 12. For each root-to-leaf path P in T and for each vertex t on P that is neither
the root nor a child of the root, at least one multiplication Mr,aMa,b is in the optimal solution
for T such that r ≺ a ≺ t ≼ b ≼ ℓ where ℓ is the leaf in P .
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Proof. Let x1 ≺ . . . ≺ xk = ℓ be all the vertices in P such that the optimal solution contains
a multiplication of the form Mr,xiMxi,xi+1 . Note that it must be the case k ≥ 2 since
the optimal solution is feasible and it needs to compute Mr,xk . The claim is there exists
j ∈ [1, k − 1] such that xj ≼ t ≼ xj+1, and one can take a = xj and b = xj+1.
To prove this claim, note that x1 must be a child of root. This is because, otherwise, the
optimal solution needs to perform another multiplication to compute Mr,x1 since it uses it
in Mr,x1Mx1,x2 . Let Mr,x0Mx0,x1 be that multiplication, then x0 is on P which contradicts
with the definition of x1, . . . , xk. Therefore, since t is not the root or its children, we have
x1 ≺ t. Also we know xk is the leaf and t ≼ xk. Therefore, there exists a j ∈ [1, k − 1] such
that xj ≼ t ≼ xj+1. ◀
▶ Lemma 13. The aggregate amount of root-leaf cut charges is at most twice the root-leaf
cut lower bound, and therefore at most 2 · Opt.
Proof. For each leaf ℓ there can be at most one matrix multiplication, say Mr,uMu,ℓ charged
to it. From Lemma 7 and the fact that there is no check point be between u and ℓ one can
conclude that β(ℓ) ≤ 2du. ◀
▶ Lemma 14. Every Top-Down matrix multiplication M = Mr,uMu,v charges at least drdudv
to the multiplications in the optimal solution.
Proof. If M was charged via a high charge, this is obvious. Otherwise assume M was only
charged via low charges. Let (a1, b1), . . . (ak, bk) be the collection of multiplications in optimal
that M was charged to via low charges. By the feasibility of the optimal solution {b1, . . . , bk}
must be a cut of Tv. Thus by Lemma 9 it must be the case that
∑k
i=1 dbi ≥ dv. Thus the
aggregate amount of low charges is at least drdudv. ◀
▶ Lemma 15. Every matrix multiplication Mr,aMa,b in optimal is charged at most 2drdadb
by low charges.
Proof. Let Mr,uMu,v with u ∈ Ci and v ∈ Ci+1 be one of the multiplications of top-down
that low-charges Mr,aMa,b. Then we know there exists a checkpoint t in T such that u ≺ t ≼ v
and a ≺ t ≼ b ≼ v. Then the claim is that the only multiplications of top-down that may
low-charge the multiplication Mr,aMa,b in optimal are the ones of the form Mr,uMu,w where
w ∈ Πb(Ci+1).
To see the reason for the above claim, consider any multiplication Mr,pMp,q that can
low-charge Mr,aMa,b. Based on the definition of low-charge, we have p ∈ Cj is an ancestor of
b, and w ∈ Cj+1 such that b ≼ w. If j + 1 ≤ i, then no vertex in Cj+1 can be an descendent
of u, and therefore, we cannot have b ≼ w because that would imply u ≺ b ≼ w. Furthermore,
we cannot have j ≥ i + 1 because we already know that v is in Ci+1 and b ≼ v; therefore, no
vertex in Cj can be an ancestor of b, meaning we cannot have p ≺ b; because that would
mean p ≺ u. Thus, the only possibility is j = i, which means p = u. Then the only vertices
in Ci+1 that are descendent of b are by definition Πb(Ci+1).
Using this claim, we can conclude the maximum amount low-charged to a multiplication
Mr,aMa,b is drduW (Πb(Ci+1)). Note that a ≺ t, therefore, da > du/2; that is because, all
the vertices between t and u have dimensions larger than du/2, and using Lemma 7, we know
the dimension of all the ancestors of u is at least du. Furthermore, note that Πt(Ci+1) is
the min-cut of Tt; therefore, using lemma 5 and the fact that t ≼ b ≼ v, we can conclude
W (Πb(Ci+1)) < db. Therefore, we can get the following upperbound for the total cost
lower-charged to a multiplication Mr,aMa,b of optimal: drduW (Πb(Ci+1)) ≤ 2drdadb. ◀
▶ Lemma 16. Every matrix multiplication Mr,aMa,b in optimal is charged at most 4drdadb
by high-charges.
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Proof. Consider a multiplication Mr,uMu,v in top-down that high-charges the multiplication
Mr,aMa,b in optimal. We have a ≺ t ≼ v ≼ b where t is the checkpoint between u and
v, and Mr,uMu,v high-charges the cost drdudb. Note that both t and v are on the path
between a and b in T . Let (u1, u2), (u2, u3), . . . , (uk−1, uk) be the edges in R, for which
u2, . . . , uk are all on the path between a and b in T , and the checkpoint between ui, ui+1 for
all i is also on this path. Using the definition of high-charge, the only multiplications in
Top-Down that can high charge Mr,aMa,b are the multiplications of the form Mr,uiMui,ui+1
for i ∈ [1, k−1]. Therefore, the total cost high-charged to Mr,aMa,b is at most: drdb
∑k
i=1 dui
Using Lemma 10, we know dui+1 ≤ dui/2. Furthermore, using the definition of the checkpoint
and Lemma 7, we have du1 ≤ 2da because a is the ancestor of the checkpoint between u1





i=0 1/2i ≤ 4drdbda ◀
We now can prove the main theroem.
▶ Theorem 17. The Cut Contraction Algorithm for the Tree Matrix Multiplication problem
is 15 approximate.
Proof. Using Lemma 11, we can conclude the cost of Reduce multiplications is 8Opt, and
using Lemmas 13, 14, 15, and 16, we can conclude the cost of the multiplications performed
in TopDown phase is 7Opt which gives us total cost of 15Opt. ◀
6 Conclusions
In this paper we studied a natural extension of the matrix chain problem where multiples
chains are overlaid forming a tree. Currently, we do not know if the problem is NP-hard
although we believe so. The obvious open question is to show that the problem is indeed NP-
hard. Further, we do not know how to obtain a better approximation using any polynomial
time algorithms. Improving the approximation ratio would be another interesting direction.
Finally, it would be very interesting to study the more general setting where the chains form
an arbitrary DAG. The main challenge in such an extension seems to lie in discovering lower
bounds different from what we used in this paper.
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