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Abstract
In this paper we dene partial orders associated to process terms of place/transition
nets. Further, we construct a set of partial orders from a given set of process terms.
For place/transition nets without loops we prove the following result:
The set of minimal partial orders constructed from process terms is in a one-to-
one correspondence with the set of minimal partial orders dened by processes of
the given net.
1 Introduction
In [6] the well known partial-order based non-sequential (operational) seman-
tics of place/transition Petri nets (p/t-nets) was dened. According to this
semantics, behavior is dened by process nets. A process net is an acyclic net
together with a mapping associating places and transitions of the process net
to elements of the original net. This mapping preserves presets and postsets
in the way illustrated in Figure 1. Abstracting from places of process nets,
partial orders on transitions representing events in a run are dened.
In contrast to sequential semantics given by occurrence sequences, process
nets distinguish between the history of tokens. An example is shown in Figure
1. The processes distinguish a token in place p
3
produced by the occurrence of
transition a from a token in place p
3
produced by the occurrence of transition
b. Therefore, the process semantics dened in [6] is also called individual token
semantics.
In [2] the (operational) collective token semantics, which does not distin-
guish between dierent tokens, is considered. Technically, it is dened using
1
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Fig. 1. A p/t-net together with two process nets representing both a run, where
transition c occurs after transition a or transition b.
an equivalence relation between processes. Roughly speaking, the equivalence
relates process nets diering only in permuting (swapping) unordered places
representing tokens on the same place of the original net. For example, the
processes in Figure 1 are equivalent w.r.t. swapping equivalence.
In [8] it is realized that non-sequential semantics of p/t nets can be ex-
pressed in an axiomatic way by concurrent rewriting using the free commuta-
tive monoid over the set of places. In this algebraic approach, a transition t is
understood to be an elementary rewrite term, allowing to replace the marking
pre(t) by the marking post(t). Moreover, any marking m is understood to be
an elementary term, rewriting m by m itself. A single occurrence of a tran-
sition t leading from a marking m to a marking m
0
(in symbols m
t
 ! m
0
)
can be understood as a concurrent composition of the elementary term t and
the rewrite term corresponding to the marking x that satises m = x+ pre(t)
and m
0
= x+ post(t), where + denotes a suitable operation on markings. For
example, in [8] the operation + is the addition of multi-sets of places, be-
cause the approach describes the behavior of place/transition nets. The non-
sequential behavior of a net is given by equivalence classes of process terms
dened by a set of equations. A process term is constructed from rewrite terms
(representing transitions and markings) using operators for sequential and for
concurrent composition, denoted by ; and k, respectively. Each process term
has an associated initial marking and nal marking.
Initial and nal markings are necessary for sequential composition: Two
process terms can be composed sequentially only if the nal marking of the
rst process term coincides with the initial marking of the second one.
For the concurrent composition of two process terms, the initial mark-
ing of the resulting term is obtained by concurrent composition of the initial
markings of the two composed terms, and likewise for the nal marking.
Mathematically, the equivalence classes of process terms form a monoidal
category with objects formed by elements of the used monoid and the mor-
phisms formed by the equivalence classes of the process terms.
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Fig. 2. A process net which cannot be derived directly from an associated process
term (see Figure 3)
In [4] it is shown that an equivalence class of process terms corresponds to
a swapping equivalence class of processes, according to collective token seman-
tics of place/transition nets (see [2] and [4]). In the individual token approach,
where single processes are of interest ([6]), it is usual to use much more so-
phisticated algebras. For example, in the case of concatenated processes [9],
monoids formed by permutations of multi-sets are employed. One of the main
reason why free commutative monoids were never used to describe individual
token semantics is that any two process terms from a single equivalence class
have never been distinguished in previous work.
In this paper we investigate another possibility how to deal with individual
token semantics, using the same algebra that is used for the collective token
semantics. In other words, we show how to obtain single partial orders from
process terms which are generated using the monoid of multi-sets of places
with addition of multisets (i.e. the free commutative monoid over the set of
places).
There is a strong connection between the (axiomatic algebraic) process
term semantics mentioned above and the usual (operational) partial order
based semantics. Each process term  denes a partially ordered set of events
representing transition occurrences in an obvious way: an event e
2
depends
on an event e
1
if the process term  contains a subterm 
1
;
2
such that e
1
occurs in 
1
and e
2
occurs in 
2
.
The partial order derived from a process term might equal some partial
order associated to a corresponding process. But this is not the case in general,
because the structure of process terms is too simple for representing any partial
order. This fact is illustrated in Figure 2. The partial order po associated to
the process net in Figure 2 is shown in Figure 3. This partial order expresses
the true causalities between the occurred transitions.
The following process terms represent the above process net (in the process
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Fig. 3. The partial order po corresponding to the process in Figure 2
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Fig. 4. The partial orders associated to the process terms corresponding to the
process in Figure 2.
terms, subterms representing markings are ommited):

1
=(a+ b); (c+ d);

2
=((a; c) + b); d;

3
=(a+ b); c; d;

4
= a; b; (c+ d);

5
=(a+ b); d; c;

6
= b; a; (c+ d);

7
= a; b; c; d;

8
= b; a; c; d;

9
= a; b; d; c;

10
= b; a; d; c;

11
= a; c; b; d:
The corresponding partial orders are shown in Figure 4.
None of the partial orders given in Figure 4 equals the partial order po
given in Figure 3. But we observe that each of these partial orders is a se-
quentialization of po (for every po

i
we have po  po

i
). In other words,
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Fig. 5. The partial orders associated to the process terms corresponding to swapping
equivalence class of the process in Figure 1.
every partial order po

i
contains all existing causalities and additionally arcs
representing non-existing causalities. Our approach will modify these partial
orders, removing the non-existing causalities which are not justied by the
underlying net.
Comparing two partial orders, one could remove all causalities which do
not appear in both orders, i.e. one could intersect the partial orders. However,
arbitrary intersection of partial orders given by process terms does not always
lead to a (sequentialization of) a partial order associated to a corresponding
process net. This aspect can be observed in the following example.
Figure 5 shows the partial orders produced by the process terms associated
to the swapping equivalence class of the process of Figure 1:

1
=(a; c) + b;

2
=(b; c) + a;

3
= a; c; b;

4
= b; a; c;

5
= b; c; a;

6
= a; b; c:
Intersecting the partial orders po

1
and po

2
of Figure 5 would lead to the
partial order, were a, b and c are mutually unordered. But always either a or
b has to occur before c. Thus, some partial orders are incompatible.
The crucial condition for the compatibility of two partial orders po
1
and
po
2
is the existence of two events a and b such that:
(i) a  ! b in po
1
and b  ! a in po
2
(a and b are dierently ordered);
(ii) Gluing the elements a and b in po
1
, po
2
and po
1
\ po
2
leads to the same
partial order.
If two partial orders are compatible w.r.t. two events a and b (satisfying
the above conditions), we claim that no causality between a and b exists in
the corresponding process. The intersection of two compatible partial orders
removes the pretended causality between the associated events a and b. The
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resulting partial order is called valid. The minimal partial orders which are
obtained by iteratively intersecting compatible valid partial orders are called
nal.
Using this terminology we obtain the following results:
(i) Every valid partial order includes a partial order corresponding to a pro-
cess.
(ii) Every partial order corresponding to a process is a valid partial order.
This implies the main result of the paper:

The set of nal partial orders equals the set of minimal partial orders within
the set of all partial orders corresponding to processes.
In the example of Figure 5, the partial orders po

1
and po

2
are the nal
partial orders corresponding to the processes in Figure 1.
The operational semantics of Petri nets based on partial orders oers a
concise graphical representation of the Petri net behaviour. The only dis-
advantage of the partial order based semantics is that it is constructed for
dierent classes of Petri nets in an ad-hoc way (e.g. for nets with read and/or
inhibitor arcs). In [5,10] it is shown how the algebraic axiomatic semantics
of dierent Petri net classes can be obtained in a uniform way. Since the
methodology to obtain partial orders from a set of process terms presented in
this paper is general (i.e. does not depends on the Petri net class), the pre-
sented results give a possibility to obtain a concise graphical representation of
semantics of arbitrary Petri nets in a uniform way.
2 Basic denitions
In this section we shortly give necessary basic denitions. For more details
see [1]. As usual, N denotes the set of nonnegative integers, and N
+
the set of
positive integers.
Petri net denitions
Denition 2.1 [Net]
A net is a triple (P; T; F ), where P is a nite set of places, T is a nite set of
transitions, satisfying P \ T = ;, and F  (P [ T ) (T [ P ) is a called ow
relation.
Places and transitions of a net are also called elements of the net.
As usual, places are drawn as cycles, transitions as boxes, and the ow
relation is expressed using arcs connecting places and transitions.
Let (P; T; F ) be a net and x 2 P[T be an element. The preset x is the set
fy 2 P [T j (y; x) 2 Fg, and the postset x is the set fy 2 P [T j (x; y) 2 Fg.
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Given a set X  P [ T , this notation is extended as follows:
X =
[
x2X
x and X =
[
x2X
x
For technical reasons, we consider only nets in which every transition has
nonempty and nite preset and postset.
Denition 2.2 [Place/Transition Net]
A place/transition net (shortly p/t-net) N is a quadruple (P; T; F;W ), where
(P; T; F ) is a net and W : F ! N
+
is a weight function.
We extend the weight function W to pairs of net elements (x; y) satisfying
(x; y) 62 F by W ((x; y)) = 0.
To avoid confusion, sometimes we will write N = (P
N
; T
N
; F
N
;W
N
) to
denote N = (P; T; F;W ).
A marking of a net N = (P; T; F;W ) is a function m : P ! N , i.e. a multi-
set over P . Graphically, a marking is expressed using a respective number of
black tokens in each place.
Denition 2.3 [Occurrence rule]
Let N = (P; T; F;W ) be a p/t-net. A transition t 2 T is enabled to occur in
a marking m of N i m(p)  W ((p; t)) for every place p 2 t. If a transition
t is enabled to occur in a marking m, then its occurrence leads to the new
marking m
0
dened by: m
0
(p) = m(p) W ((p; t))+W ((t; p)) for every p 2 P .
We write m
t
 ! m
0
to denote that t is enabled to occur in m and that its
occurrence leads to m
0
.
Denition 2.4 [Occurrence sequence, reachability]
Let N = (P; T; F;W ) be a p/t-net andm be a marking of N . A nite sequence
of transitions  = t
1
; : : : ; t
n
; n 2 N is called a nite occurrence sequence from
m to m
n
if there exists a sequence of markings m
1
; : : : ; m
n
such that
m
t
1
 ! m
1
t
2
 ! : : :
t
n
 ! m
n
:
We say that the occurrence sequence  is enabled to occur in m and that its
occurrence leads to m
n
. The marking m
n
is said to be reachable from the
marking m.
Denition 2.5 [Marked p/t-net]
A marked p/t-net is a pair (N;m
0
), where N is a p/t-net and m
0
is a marking
of N called initial marking.
In a marked p/t-net, markings reachable from the initial marking m
0
are
shortly called reachable markings.
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Process denitions
Denition 2.6 [Occurrence net]
An occurrence net is a net O = (B;E;G) satisfying:
(i) j  bj; jb  j  1 for every b 2 B (places are unbranched).
(ii) O is acyclic, i.e. the (irreexive) transitive closure G
+
of G is a partial
order.
Places of an occurrence net are called conditions and transitions of an occur-
rence net are called events.
To avoid confusion, sometimes we will write O = (B
O
; E
O
; G
O
) to denote
O = (B;E;G).
Denition 2.7 [Slice]
Let O = (B;E;G) be an occurrence net. A co-set is a subset S  B fullling:
8x; y 2 S : (x; y) 62 G
+
. A slice is a maximal co-set.
Denition 2.8 [Process]
Let (N;m
0
) be a marked p/t-net, N = (P; T; F;W ). A process net (process for
short) of (N;m
0
) is a pair K = (O; ), where O = (B;E;G) is an occurrence
net and  : B [ E ! P [ T is a labelling function, satisfying
(i) (B)  P and (E)  T .
(ii) 8e 2 E; 8p 2 P : jfb 2 e j (b) = pgj = W ((p; (e))) and
8e 2 E; 8p 2 P : jfb 2 e j (b) = pgj = W (((e); p)).
(iii) 8p 2 P : jfb 2Min(O) j (b) = pgj = m(p).
For a slice S  B of K, we dene the multi-set jSj  N
P
by
8p 2 P : jSj(p) = jfb 2 B j b 2 S ^ (b) = pgj:
Given a process K = (O; ), the set of conditions of the occurrence net
O = (B;E;G) which are minimal (maximal) according to G
+
are denoted by
Min(K) (Max(K)). Obviously, Min(K) and Max(K) are slices.
Denition 2.9 [Directed graph, partial order, labelled partial order]
A directed graph is a pair (V;!), where V is a nite set of nodes and !
V  V is a binary relation over V called the set of arcs. A partial order is a
graph po = (V;<), where < is an irreexive and transitive relation (a partial
order) on V . A labelled partial order is a triple lpo = (V;<; l), where (V;<)
is a partial order, and l is a labelling function on V . As usual, given a binary
relation ! we write a! b to denote (a; b) 2!.
Denition 2.10 [Labelled partial order of a process]
Let K = (O; ) be a process of a marked p/t-net (N;m
0
). The labelled partial
order lpo
K
= (E;G
+
j
EE
; j
E
) is called the labelled partial order of the process
K.
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Denition 2.11 [Total sequentialization of a labelled partial order]
Let lpo = (V;<; l) be a labelled partial order. A total sequentialization of lpo
is a labelled partial order lpo
s
= (V;<
s
; l) fullling:
(i) <<
s
.
(ii) 8a; b 2 V : a 6= b) a <
s
b _ b <
s
a.
Remark 2.12 It is a well known observation (see e.g. [1]), that for every total
sequentialization (fe
1
; : : : ; e
n
g; <
s
; l) satisfying 8i; j 2 f1; : : : ; ng : i < j )
e
i
<
s
e
j
of a labelled partial order of a process K = (O; ) of a marked p/t-net
(N;m
0
) the sequence of transitions  = l(e
1
); : : : ; l(e
n
) = (e
1
); : : : ; (e
n
) is
an enabled occurrence sequence of (N;m
0
). The occurrence of  in m
0
leads
to the marking m = jMax(K)j.
Process term denitions
The addition of multi-sets over a nite set P is denoted by +. Given two
multi-sets m and m
0
over P , m +m
0
is dened by 8p 2 P : (m +m
0
)(p) =
m(p) +m
0
(p). Notice that (N
P
;+) is the free commutative monoid over P .
Denition 2.13 [Algebraic p/t-net]
An algebraic p/t-net is a quadruple N = (P; T; pre; post), where P is a nite
set of places, T is a nite set of transitions, satisfying P\T = ;, and pre; post :
T ! N
P
are source and target functions, respectively.
The formal denition of algebraic p/t-nets was introduced in [8]. We write
t : m! m
0
to denote that t 2 T; pre(t) = m; post(t) = m
0
.
Denition 2.14 [Process term semantics]
Given an algebraic p/t-net N = (P; T; pre; post), the set of process terms
P(N) of N is dened inductively by the following production rules:
m 2 N
P
m : m! m 2 P(N)
t 2 T
t : pre(t)! post(t) 2 P(N)

1
: m
1
! m
0
1
2 P(N) ^ 
2
: m
2
! m
0
2
2 P(N)
(
1
k 
2
) : m
1
+m
2
! m
0
1
+m
0
2
2 P(N)

1
: m! m
0
2 P(N) ^ 
2
: m
0
! m
00
2 P(N)
(
1
;
2
) : m! m
00
2 P(N)
These rules dene binary operations, called concurrent composition (k) and
concatenation (; ) of process terms.
Given a process term  : m! m
0
, we denote by pre() = m and post() =
m
0
the source and target of .
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Process terms are identied by an equivalence relation 
t
which preserves
the operations k and ; (i.e. by a congruence w.r.t. operations k and ;), given
by the following axioms:
Let m;m
0
2 N
P
and 
1
; 
2
; 
3
; 
4
be process terms.
(1) (
1
k 
2
) 
t
(
2
k 
1
).
(2) ((
1
;
2
);
3
) 
t
(
1
; (
2
;
3
)), whenever these terms are dened.
(3) ((
1
k 
2
) k 
3
) 
t
(
1
k (
2
k 
3
)).
(4) ((
1
k 
2
); (
3
k 
4
)) 
t
((
1
;
3
) k (
2
;
4
)), whenever these terms are
dened.
(5) (
1
; post(
1
)) 
t

1

t
(pre(
1
);
1
).
(6) m +m
0

t
(m k m
0
).
Axiom (1) represents commutativity of concurrent composition, axioms (2)
and (3) associativity of concurrent composition and concatenation of process
terms, axiom (4) distributivity, axiom (5) states that elements of N
P
are partial
neutral elements with respect to ; and axiom (6) expresses that addition of two
multi-sets is congruent to the process term constructed from their concurrent
composition.
Observe that for any two equivalent process terms 
1

t

2
, we have
pre(
1
) = pre(
2
) and post(
1
) = post(
2
).
Denition 2.15 [Algebraic p/t-net corresponding to a p/t-net]
Let N = (P; T; F;W ) be a p/t-net. The algebraic p/t-net (P; T; pre; post)
dened by 8p 2 P; 8t 2 T : pre(t)(p) = W ((p; t)) and post(t)(p) = W ((t; p))
is said to be corresponding to N .
Denition 2.16 We say that a process term 
seq
is maximally sequentialized
i it is of the form (t
1
k m
1
); : : : ; (t
n
k m
n
) with transitions t
i
2 T and
markings m
i
2 N
P
, i = 1; : : : ; n.
Lemma 2.17 Let  be a process term. Then there exists a term 
seq
such
that  
t

seq
and 
seq
is a maximally sequentialized process term.
Proof. Inductively, using the fact that for process terms 
1
and 
2
we have

1
k 
2

t
(
1
; post(
1
)) k (pre(
2
);
2
) 
t
(
1
k pre(
2
)); (post(
1
) k 
2
)
and the fact that for process terms  and  and a marking m we have
(; ) k m 
t
(; ) k (m;m) 
t
( k m); ( k m)
2
Remark 2.18 Observe that, given a marked p/t-net (N;m
0
) and the al-
gebraic p/t-net N
0
= (P; T; pre; post) corresponding to N , for every occur-
rence sequence  = t
1
; : : : ; t
n
leading from the initial marking m
0
to some
marking m, there are appropriate markings m
1
; : : : ; m
n
, such that  = (t
1
k
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m
1
); : : : ; (t
n
k m
n
) : m
0
! m is a dened maximally sequentialized process
term of N
0
. On the other hand, for every dened process term  of the form
 = (t
1
k m
1
); : : : ; (t
n
k m
n
) : m
0
! m with transitions t
i
2 T and markings
m
i
2 N
P
, i = 1; : : : ; n, the sequence of transitions t
1
; : : : ; t
n
is an occurrence
sequence of N leading from m
0
to m.
3 From process terms to partial orders
Throughout this section let (N;m
0
) be a xed marked p/t-net and N
0
=
(P; T; pre; post) be the algebraic p/t-net corresponding to N .
Denition 3.1 [Labelled partial order of a process term]
Let  be a process term of N
0
. Dene inductively the labelled partial order
lpo

= (V

; <

; l

) of :

lpo
m
= (;; ;; ;) for markings m.

lpo
t
= (ftg; ;; id) for transitions t.

lpo
k
= (V

[ V

; <

[ <

; l

[ l

) where V

and V

are assumed to be
disjoint (what can be achieved by appropriate renaming of nodes).

lpo
;
= (V

[ V

; <

[ <

[f(a; b) j a 2 V

; b 2 V

g; l

[ l

) where V

and V

are assumed to be disjoint (what can be achieved by appropriate
renaming of nodes).
Remark 3.2 Clearly, given a maximally sequentialized process term 
seq
=
(t
1
k m
1
); : : : ; (t
n
k m
n
) with transitions t
i
2 T and markings m
i
2 N
P
,
i = 1; : : : n, and a labelled partial order lpo

seq
= (fe
1
; : : : ; e
n
g; <

seq
; l) of 
seq
with l(e
i
) = t
i
, we have 8i; j 2 f1; : : : ; ng : i < j ) e
i
<

seq
e
j
.
In the following, we will assume without loss of generality, that all labelled
partial orders of 
t
-equivalent process terms have the same set of nodes V
and the same labelling function l.
Lemma 3.3 Let  : m! m
0
be a process term of N
0
and lpo

= (V

; <

; l

)
be the labelled partial order of . Then there exists a process K

of (N;m)
with the labelled partial order lpo
K

= (V

; <
K

; l

) satisfying <
K

<

and
jMax(K

)j = m
0
.
Proof. Dene K

inductively as follows:

If  = m is a marking, dene
K

= ((B
m
; ;; ;); 
m
)
for a set B
m
with 8p 2 P : jB
m
j(p) =
P
p2P
m(p) and a labelling function

m
: B
m
! P satisfying jB
m
j = m. Clearly, K

is a process of (N;m)
satisfying the proposition for .
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
If  = t is a transition of N , dene
K

= (B
pre(t)+post(t)
; ftg; G
t
; 
pre(t)+post(t)
[ 
t
);
where B
pre(t)+post(t)
and 
pre(t)+post(t)
are dened as above, and 
t
: ftg ! T
and the ow relation G
t
are dened as follows:
 
t
(t) = t,
 8p 2 P : jfb j (b; t) 2 G
t
^ 
pre(t)+post(t)
(b) = pgj =W (p; t) and
 8p 2 P : jfb j (t; b) 2 G
t
^ 
pre(t)+post(t)
(b) = pgj =W (t; p).
Clearly, K

is a process of N satisfying the proposition for .

If  = 
1
k 
2
is the concurrent composition of two process terms, K

=
(B

1
[ B

2
; E

1
[ E

2
; G

1
[G

2
; 

1
[ 

2
), where B

1
, B

2
and E

1
, E

2
are assumed to be disjoint (what can be achieved by an appropriate renam-
ing respecting V

1
and V

2
). Clearly, K

is a process of N satisfying the
proposition for .

If  = 
1
;
2
is the sequential composition of two process terms, let  :
Max(K

1
) !Min(K

2
) be a bijection (there are more possible ones) satis-
fying 8b 2Max(K

1
) : 

1
(b) = 

2
((b)). Let B
0

2
= (B

2
nMin(K

2
)) and
G
0

2
= G

2
j
(E

2
[B
0

2
)(E

2
[B
0

2
)
. Dene K

= (B

1
[B
0

2
; E

1
[E

2
; G

; 

1
[


2
j
E

2
[B
0

2
), where the ow relation G

is given by
G

= G

1
[G
0

2
[ f(b; t) j b 2Max(K

1
) ^ t 2 E

2
^ (

1
(b); t) 2 G

2
g
Assuming that B

1
, B

2
and E

1
, E

2
are disjoint by appropriate renaming
of the nodes, it is a straightforward observation that K

is a process of N
and that the proposition fullled for the labelled partial orders of  and
K

. Notice that for dierent such bijections  we get dierent processes,
i.e. K

is not unique.
2
From Remark 2.12 and Remark 2.18 we get the following lemma, stating
that for each total sequentialization of the labelled partial order of a process
of (N;m
0
) there exists a process term with the labelled partial order equal
to the sequentialization (with the source equal to the initial marking and the
target determined by the maximal cut of the process).
Lemma 3.4 Let lpo be a total sequentialization of a labelled partial order of
a process K = (O; ) of (N;m
0
). Then there exists a maximally sequentialized
process term  : m
0
! m of N
0
, such that the labelled partial order lpo

of 
equals lpo and m satises jMax(K)j = m.
Moreover, given two total sequentializations of the labelled partial order of
a process, the corresponding process terms (with labelled partial orders equal
to these sequentializations and with source equal to the initial marking) are

t
-equivalent.
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Lemma 3.5 Let 
seq
: m
0
! m, 
seq
: m
0
! m be maximally sequentialized
process terms of N . If there exists a process K of (N;m
0
) such that both
labelled partial orders of 
seq
and 
seq
are total sequentializations of the labelled
partial order of K, then 
seq

t

seq
.
Proof. Let K = (O; ) with O = (B;E;G). Denote

seq
= (s
1
k m
1
); : : : ; (s
k
k m
k
)
with s
i
2 T and m
i
2 N
P
for i = 1; : : : ; k, and

seq
= (r
1
k m
0
1
); : : : ; (r
n
k m
0
n
)
with r
i
2 T and m
0
i
2 N
P
for i = 1; : : : ; n. Because the labelled partial
orders of both 
seq
and 
seq
are total sequentialization of the labelled partial
order of K, we have n = k = jEj and there exists a permutation v such that

seq
= (r
v(1)
k m
1
); : : : ; (r
v(n)
k m
k
).
If 
seq
6= 
seq
, consider that i is the rst index satisfying v
i
6= i (obviously
v(i) > i). The idea is to \bubble-sort" transition r
v(i)
from the position
v(i) in  backwards to the position i, which it has in , and to repeat this
procedure until there is no such i. We have 
seq
= (r
1
k m
0
1
); : : : ; (r
v(i) 2
k
m
0
v(i) 2
); (r
v(i) 1
k m
0
v(i) 1
); (r
v(i)
k m
0
v(i)
); : : : ; (r
n
k m
0
n
). Since i was the rst
index with the property v(i) 6= i, the position of r
v(i) 1
in 
seq
is j with
j > i, i.e. 
seq
= (r
v(1)
k m
1
); : : : ; (r
v(i 1)
k m
i 1
); (r
v(i)
k m
i
); : : : ; (r
v(i) 1
k
m
j
); : : : (r
v(n)
k m
k
).
We have to show that there are two markings  and 
0
such that (r
v(i)
k
); (r
v(i) 1
k 
0
) is a dened process term which is 
t
-equivalent to (r
v(i) 1
k
m
0
v(i) 1
); (r
v(i)
k m
0
v(i)
). This can be achieved by 
t
-equivalent transformations
of the second process term into the rst. Using the same arguments as in the
proof of lemma 2.17, it suÆces to prove 8p 2 P : m
0
v(i) 1
(p)  pre(r
v(i)
)(p),
i.e., the marking m
0
v(i) 1
contains enough tokens to enable transition r
v(i)
. In
fact, if this is proven, dening m = m
0
v(i) 1
  pre(r
v(i)
),  = (pre(r
v(i) 1
)+m)
and 
0
= (post(r
v(i)
) +m), we get:
(r
v(i) 1
k m
0
v(i) 1
); (r
v(i)
k m
0
v(i)
)

t
((r
v(i) 1
k pre(r
v(i)
)) k m); ((post(r
v(i) 1
) k r
v(i)
) k m)

t
(r
v(i) 1
k r
v(i)
) k m

t
(r
v(i)
k (pre(r
v(i) 1
) +m)); (r
v(i) 1
k (post(r
v(i)
) +m));
what nishes the proof.
It remains to show 8p 2 P : m
0
v(i) 1
(p)  pre(r
v(i)
)(p). We use the
underlying process K and its labelled partial order (E = fe
1
; : : : ; e
n
g; <; l).
Let (E;<

seq
; l) be the labelled partial order of 
seq
and (E;<

seq
; l) be the
labelled partial order of 
seq
with l(e
i
) = r
i
for every e
i
2 E. From 
seq
we have e
v(i)
<

seq
e
v(i) 1
and from 
seq
we have e
v(i) 1
<

seq
e
v(i)
. Because
<<

seq
and <<

seq
, we get e
v(i)
6< e
v(i) 1
^e
v(i) 1
6< e
v(i)
. Therefore, the set
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
e
v(i) 1
[

e
v(i)
(which is the union of disjoint sets!) forms a co-set. Restricting
the process K to the set of events fe
v(1)
; : : : ; e
v(i) 2
g, including Min(K), still
denes a process (of (N;m
0
)), which we denote by K
v(i) 2
. From the form
of  and <<

seq
the co-set

e
v(i) 1
[

e
v(i)
is a subset of the maximal slice
Max(K
v(i) 2
) of K
v(i) 2
. This gives
jMax(K
v(i) 2
)j= post((r
1
k m
1
); : : : ; (r
v(i) 2
k m
v(i) 2
))
 pre(r
v(i) 1
) + pre(r
v(i)
):
Notice that post((r
1
k m
1
); : : : ; (r
v(i) 2
k m
v(i) 2
)) = pre(r
v(i) 1
) +m
0
v(i) 1
. 2
Corollary 3.6 Let  : m
0
! m,  : m
0
! m be process terms of N . If there
exists a process K of (N;m
0
) such that both labelled partial orders of  and 
are sequentializations of the labelled partial order of K, then 
seq

t

seq
.
Denition 3.7 [Gluing two nodes of a graph]
Let G = (V;!) be a graph and a; b 2 V . Gluing the nodes a and b of G
results in the graph G
[a=b]
= (V
[a=b]
;!
[a=b]
) dened by:

V
[a=b]
= V n fa; bg [ f(a; b)g (for a new element (a; b) 62 V ).

!
[a=b]
is the transitive closure of (! \((V nfa; bg)(V nfa; bg))[f(v; (a; b)) j
v ! a _ v ! b)g [ f((a; b); v) j a! v _ b! vg.
Denition 3.8 [Compatible labelled partial orders]
Two labelled partial orders on the same set of nodes and with the same la-
belling function lpo
1
= (V;<
1
; l) and lpo
2
= (V;<
2
; l) are called compatible,
if there are nodes a; b 2 V such that:
(i) a <
1
b and b <
2
a.
(ii) (V;<
1
)
[a=b]
= (V;<
2
)
[a=b]
= (V;<
1
\ <
2
)
[a=b]
are partial orders.
If lpo
1
and lpo
2
are compatible with nodes a and b satisfying (i) - (iii) above,
we also say that they are (a; b)-compatible. We also denote (V;<
1
\ <
2
)
[a=b]
by (V
[a=b]
; <
[a=b]
).
Observe that (ii) implies: Denoting <=<
1
\ <
2
we have 8c 2 V n fa; bg :
(c <
1
a) c < a) ^ (c <
2
b) c < b) ^ (a <
2
c) a < c) ^ (b <
1
c) b < c).
Denition 3.9 [Valid labelled partial orders]
Let  be a 
t
-equivalence class of process terms. Let m

be the preset pre(Æ)
for every process term Æ 2 . Then -valid labelled partial orders are dened
inductively by the following steps:
(i) Given a process terms  2 , the labelled partial order lpo

of  is -valid.
(ii) The intersection of two (a; b)-compatible -valid labelled partial orders is a
-valid labelled partial order.
If the equivalence class  is clear from the context, then it is often omitted
and we simply talk about valid partial orders.
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Theorem 3.10 Assume a p/t-net N = (P; T; F;W ) without loops ((x; y) 2
F ) (y; x) 62 F ). Let  be a 
t
-equivalence class of process terms and let
lpo = (V;<; l) be a -valid labelled partial order. Then there exists a process
K such that <
K
< for the labelled partial order lpo
K
= (V;<
K
; l) of K.
Proof. (Sketch) We prove the statement by structural induction, following
the denition of validity.
If lpo = lpo

for a process term  2 , the statement follows from lemma
3.3.
Let lpo = (V;<
1
\ <
2
; l) = (V;<; l) for (a; b)-compatible labelled partial
orders lpo
1
= (V;<
1
; l) and lpo
2
= (V;<
2
; l). We will construct a process K
using the following facts:
(1) Since lpo
1
and lpo
2
are assumed to be valid, there are processes K
i
such
that <
K
i
<
i
for the labelled partial order lpo
K
i
= (V;<
K
i
; l) of K
i
, i = 1; 2.
Without loss of generality, the sets of conditions and events and the labelling
functions of K
1
and K
2
can be identied, where the identication respects
the respective partial orders (so, K
1
and K
2
dier only in the ow relations).
(2) From the (a; b)-compatibility of lpo
1
and lpo
2
, denoting A = fa
1
; : : : a
n
g =
fc 2 V j c <
[a=b]
(a; b)g and C = fc
1
; : : : c
m
g = fc 2 V j c >
[a=b]
(a; b)g, we
get <
1
j
A
=<
2
j
A
, <
1
j
C
=<
2
j
C
.
The restriction of K
i
= (O
i
; 
i
) to the set of events A, including Min(K
i
),
denes a process K
i
j
A
of (N;m

), i = 1; 2. We claim:
(a) There are enough conditions in Max(K
1
j
A
) to re b parallel to a, i.e. 8p 2
P : jfs 2 a [ b j 
1
(s) = pgj 6 jfs 2 Max(K
1
j
A
) j 
1
(s) = pgj, where the
pre- and postsets are taken according to process K
1
.
(b) The event b can be red in Max(K
1
j
A
) parallel to a, such that the new
partial order between events from A and from fa; bg respects <=<
1
\ <
2
.
Claim (a) follows from Max(K
1
j
A
) = Max(K
2
j
A
) and b Max(K
2
j
A
).
To proof claim (b), observe (because there are no loops in N) that the
preconditions of b in Max(K
2
j
A
) are not used by a in Max(K
1
j
A
). Since
for every event c with c <
2
b we have c <
1
a _ c <
1
b, the new partial
order, constructed by ring b in Max(K
1
j
A
) at the identied conditions as in
Max(K
2
j
A
), respects <.
It is possible, that there are not enough free conditions (with empty post-
set) in Max(K
1
j
A
) to re b parallel to a in K
1
according to claim (b), because
certain needed conditions (to re b according to claim (b)), are used in K
1
by other events e
i
. Since in K
2
such conditions are used by b and since
Max(K
1
j
A
) = Max(K
2
j
A
), these events e
i
have less gh preconditions avail-
able in Max(K
2
j
A
) as in Max(K
2
j
A
) to re. Therefore they must take some
postconditions greater than Max(K
2
j
A
) to re. This part in K
2
dierent to
K
1
can be swapped into K
1
. 2
Remark 3.11 There are counterexamples which show that for marked p/t-
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p4p3
p2
p1
a b
c
a
c
b
b
c
a a
c
b
a) b) c) d)
Fig. 6. Part (a) shows a p/t-net with loops. Two compatible labelled partial
orders of process terms of this net are shown in part (b) and (c). Obviously the
valid labelled partial order in part (d) constructed by intersecting the compatible
labelled partial orders in part (b) and (c) includes no process of the net.
nets with loops the above denition of compatible labelled partial orders lead
to valid labelled partial orders which do not represent processes (see Figure
6).
Theorem 3.12 Let the underlying p/t-net N be general (loops are allowed).
The labelled partial order lpo
K
of a process K is -valid for an equivalence
class  of process terms.
Proof. Denote lpo
K
= (V;<
K
; l). We will inductively construct backwards
from lpo
K
pairs of compatible labelled partial orders until we get the un-
derlying set of labelled partial orders of process terms in maximally sequen-
tialized form, which all belong to some equivalence class of process terms .
For this, in each step we take an already constructed labelled partial order
lpo = (V;<; l) and two nodes a; b 2 V which are still unordered w.r.t. <.
Dene new labelled partial orders lpo
1
= (V;<
1
; l) and lpo
2
= (V;<
2
; l) by <
1
to be the transitive closure of < [f(a; b)g and <
2
to be the transitive closure
of < [f(b; a)g (clearly <
i
is irreexive, i = 1; 2). Observe that from this rule
we get <
K
<<
i
, i = 1; 2.
Since the nally constructed labelled partial orders are total sequentializa-
tions of lpo
K
, from lemma 3.4 we get that the corresponding process terms
in maximally sequentialized form are all in an equivalence class  of process
terms. This gives that all constructed labelled partial orders are valid and
particularly that all constructed pairs of labelled partial orders are compati-
ble. 2
Theorem 3.13 Given a p/t-net without loops N and let N
0
be the correspond-
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ing algebraic p/t-net of N . Let Pr
m
0
be the set of all processes of (N;m
0
) and
Pr =
S
m
0
2N
P
Pr
m
0
be the set of all processes of N . Let  be the set of
all 
t
-equivalence classes of process terms of N
0
. Given an equivalence class
 2 , let Mlpo

be the set of minimal -valid labelled partial orders. Let
Mlpo =
S
2
Mlpo

. The set of minimal valid labelled partial orders Mlpo
equals the set of minimal labelled partial orders MPr within the set of all
labelled partial orders of the set Pr of processes of N .
Proof. From theorem 3.12 we get Mpr  Mlpo. According to theorem 3.10
every lpo 2 Mlpo includes a labelled partial order of a process. Assuming
lpo 2MlponMpr would therefore lead to a contradiction to the minimality.2
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