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A GENERALISATION OF THE BABBAGE FUNCTIONAL
EQUATION
MARC HOMS-DONES
Mathematical Institute, University of Oxford, England.
Abstract. A recent refinement of Kerékjártó’s Theorem has shown that in R
and R2 all Cl–solutions of the functional equation fn = Id are Cl–linearizable,
where l ∈ {0, 1, . . .∞}. When l ≥ 1, in the real line we prove that the same
result holds for solutions of fn = f , while we can only get a local version of
it in the plane. Through examples, we show that these results are no longer
true when l = 0 or when considering the functional equation fn = fk with
n > k ≥ 2.
1. Introduction
In 1815, Babbage proposed the systematical study of nth order functional equa-
tions, i.e.
F (x, f(x), f2(x), . . . , fn(x)) = 0, (1.1)
where solutions f are searched for a given F and fn = f ◦ fn−1 with f0 = Id.
Already in his paper [1], he emphasized the particular case,
fn = Id, (1.2)
which is known as Babbage’s functional equation and has been intensively investi-
gated up until now (see [3, 6]). The solutions of (1.2) are called periodic functions
or nth iterative roots of the identity, and their behavior depends greatly on the
regularity of f and its definition set.
We will mostly limit our study to functions f ∈ Cl defined on manifolds. More-
over, we will only worry about the dynamics defined by f , and thus we will study the
functions up to conjugacy. In this area, there are many classical results which state
that in R, R2, S1 and S2 all solutions of (1.2) are linearizable, i.e. are topologically
conjugated to a linear map (see Section 1.2).
The main goal of this paper is to find a similar classification for the functional
equation,
fn = fk, (?)
where n, k ∈ N ∪ {0} and n > k, which clearly is a generalization of the Babbage’s
functional equation, but in fact, it is a particular case of (1.1). Notice that when
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2 GENERALISATION OF BABBAGE EQUATION
f is bijective, equations (?) and (1.2) are equivalent. Solutions of (?) appear fre-
quently in many sciences, especially solutions of f2 = f . Some simple examples are
projections and rounding functions. A more complex one is the Hardy-Weinberg
equilibrium, which is frequently used in biology (see [2, Chapter 11]). In a two
allele population this equilibrium states that the function
f(p, q) =
((
p+
q
2
)2
, 2
(
p+
q
2
)(
1− p− q
2
))
,
is idempotent, i.e. f2 = f . Moreover, in [23] it is shown that a more refined version
of this equilibrium gives rise to a map such that f3 = f2 and f2 6= f .
1.1. Main results. We will always assume that n > 1, except in Section 1.2. A
function f is in Cl if it is l–times continuously differentiable. If l =∞ we say that f
is smooth and if f is analytic we say it is in Cω. Note that differentiable functions
do not need to be in C1.
Definition 1.1. A function f : U ⊂ Rm → U is Cl–linearizable if it is Cl–conjugated
to a linear map L : Rm → Rm. That is, there exists a Cl–diffeomorphism ϕ : U →
Rm which conjugates f with L, i.e. ϕ ◦ f = L ◦ ϕ.
In the one-dimensional case our main results are:
Theorem A. Let f : R→ R be a differentiable function, such that fn = f , then f
is differentiably linearizable. Moreover, if f ∈ Cl, with l ∈ {1, . . . ,∞, ω}, then it is
Cl–linearizable.
Theorem B. Let f : R → R be an analytic function satisfying (?). Then f is
Cω–linearizable.
In Example 2.3 we show examples of continuous functions such that fn = fk
for all n > k ≥ 1 and are not linearizable. Moreover, in Example 2.5 we show
examples of smooth functions such that fn = fk for all n > k ≥ 2 and are not
linearizable. Thus, the previous results are sharp. Furthermore, for both cases, we
give an uncountable family of solutions not topologically conjugated to each other.
In the two-dimensional case we prove:
Theorem C. Let f : R2 → R2 be smooth, non-periodic and non-constant. Then,
fn = f if and only if f3 = f . Moreover, up to smooth conjugacy we have:
• the solutions of f2 = f are exactly g(x, y) = (x + yg(x, y), 0) with g ∈ C∞
an arbitrary function;
• the solutions of f3 = f and f2 6= f are exactly g(x, y) = (−x+ yg(x, y), 0)
with g ∈ C∞ an arbitrary function.
Theorem D. Let f : R2 → R2 be a Cl–solution of fn = f with l ∈ {1, . . . ,∞}.
Then, in a neighborhood of Im f , f is Cl–linearizable.
We also get partial results for the general case fn = fk and we show in Example
3.12 that there exist non globally linearizable polynomial functions such that fn =
fk for all n > k ≥ 1. Furthermore, the map defined in the forthcoming equation
(3.1) shows that Theorem D does not hold for general solutions of (?).
In Rm we show that if f is a Cl–solution of (?), with l ∈ {1, . . . ,∞} and
d = dim(Im fk) ≤ 2, then Im fk is a Cl–submanifold diffeomorphic to Rd (see
Proposition 4.1). Moreover, we show that in this case the only obstruction from
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getting generalizations of Theorem C and D is the fact that Im fk may be knotted
in Rm. In Section 5, we explore basic properties of solutions of (?) when defined
on manifolds (we use this term for manifolds without boundary).
Finally, in Section 6 we show that not only the Hardy-Weinberg equilibrium in
any dimension is an idempotent process, but it is also conjugated to a projection.
We also show that the generalization given in [23] is not linearizable.
1.2. Review of the periodic case.
Definition 1.2. Given a periodic function f , its period is the minimum n > 0 for
which fn = Id.
Functions with period 2 are called involutions.
We will use I to denote any type of proper interval, i.e. with at least two distinct
points.
In the real line the following results have been known for a long time (see for
instance [8, Corollary 1] and [16]).
Proposition 1.3. Let n ∈ N\{0} and f : I → I be continuous. If n is odd, fn = Id
if and only if f = Id. If n is even, fn = Id if and only if f2 = Id. Moreover, f is
decreasing if and only if it is an involution, i.e. f2 = Id and f 6= Id.
Remark 1.4. If f is a differentiable involution by the chain rule we have
f ′(f(x))f ′(x) = 1 and since f is decreasing, f ′ < 0.
Now considering the conjugation given by f − Id and the Inverse Function The-
orem (for differentiable injective functions) it is easy to prove:
Proposition 1.5. Let l ∈ {0, . . . ,∞, ω}, all Cl–involutions defined in R are Cl–
conjugated to − Id. The same is true in the class of differentiable functions.
In the continuous case, the periodic functions on the circle are described in the
following result, which is a straightforward consequence of the main theorem in [14].
Theorem 1.6. Let f : S1 → S1 be a continuous function of period n. Then, f is
a homeomorphism and,
• if f is order-preserving, f is topologically conjugated to a rotation of angle
2pir/n where r and n are coprimes;
• if f is order-reversing, f is topologically conjugated to reflection through the
x–axis.
As far as we know no classification has been found in the class Cl. In two
dimensions we have Kerékjártó’s Theorem.
Theorem 1.7. Let f : R2 → R2 be a n periodic Cl–function with l ∈ {0, . . . ,∞}.
Then, f is Cl–conjugated to a rotation of angle 2pir/n (with r and n coprimes)
centered at the origin or a reflection through the x–axis.
The Cl case is a recent result presented in [5, 6], whereas the continuous case is
a classical result [15]. A modern approach for the continuous case can be found in
[7] where first an analogous result in the closed disc is seen. Then, Theorem 1.7
follows from the study of periodic functions in the sphere.
Theorem 1.8. Let f : S2 → S2 be a continuous periodic function. Then, f is
topologically conjugated to an element of the orthogonal group O(3).
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Informally, all previous results can be restated as: in the manifolds R, R2, S1
and S2, all periodic solutions are “linearizable”. In this case, by “linearizable” in Sm
we mean that they are conjugated to a linear map restricted to Sm ⊂ Rm+1 instead
of the definition given in Definition 1.1.
In higher dimensions such results do not exist. For instance, in R3 there are
periodic homeomorphisms such that their set of fixed points form a wild plane. It
is well known that an homeomorphism of R3 cannot send a wild plane to an affine
one, and thus these periodic functions cannot be linearizable. In [4] an uncountable
number of such functions not conjugated to each other are presented. In fact, it
is shown that for every period there are uncountable many equivalence classes up
to topological conjugacy. Similar results are presented when considering periodic
homeomorphisms in S3.
In the differential case we do not have a classification either. For instance, in R7
if n > 1 is not a prime power there are uncountable many topological equivalent
classes of period n without any fixed point (see [10]). Since all linear maps have a
fixed point, these cannot be linearizable.
1.3. Elementary properties. Given a set A and f : A → A it is easy to check
that Im f l+1 ⊂ Im f l for all l ∈ N. Hence, (f| Im f l)r is well defined and (f| Im f l)r =
(fr)| Im f l . We will denote this function by fr| Im f l . Moreover, we will write f
r
| Im f l =
Id if fr| Im f l : Im f
l → Im f l is the identity.
We proceed to state several basic properties of any function that solves (?).
Proposition 1.9. Let A be a set and f : A → A, then f satisfies (?) if and only
if fn−k| Im fk = Id. In this case, f| Im fk : Im f
k → Im fk is bijective.
Proof. We have the following equivalences,
fn = fn−k ◦ fk = fk ⇐⇒ ∀y ∈ Im fk, fn−k(y) = y ⇐⇒ fn−k| Im fk = Id .
Since the domain and codomain of f coincide we have Im f l+1 ⊂ Im f l for all l ∈ N.
Thus, f| Im fk : Im fk → Im fk is well defined and fn−k−1| Im fk is its inverse. 
The above characterization will be key to study the solutions of (?). Indeed, if
we consider A as a set without any further structure, then all solutions of (?) can
be constructed in the following two steps. First, we choose any subset B ⊂ A and
any periodic function f1 : B → B with period dividing n− k. Secondly, we choose
any function f2 : A \B → A such that Im fk2 ⊂ B. Then, the function f defined as
f|B = f1 and f|A\B = f2 satisfies (?) and all solutions of the equation are of this
form.
We now state two particular cases of Proposition 1.9 which will be especially
useful.
Remark 1.10. If f is surjective then Im fk = A and f is a periodic function.
Remark 1.11. If f solves the equation (?) and fk is constant, i.e. Im fk is a
singleton, then f| Im fk = Id, and thus fk+1 = fk.
The following result is a direct consequence of the characterization given by
Proposition 1.9.
Corollary 1.12. Let A be a set and f : A → A satisfying (?). Then, f is also a
solution of f l1(n−k)+k = f l2(n−k)+k for any l1, l2 ∈ N ∪ {0}.
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Hence, if f is an idempotent function, i.e. f2 = f , it will be a solution of fn = fk
for all n > k ≥ 1.
Proposition 1.13. Let A be a set and f : A→ A satisfying (?). Then, the function
h = fk(n−k) is idempotent, i.e. h2 = h, and Imh = Im fk.
Proof. Using the previous corollary with l1 = k and l2 = 0 we get fk(n−k+1) = fk.
Now, applying fk(n−k−1) to both sides we have,
h2 = f2k(n−k) = fk(n−k) = h.
Finally, Imh = Im fk due to Proposition 1.9. 
Definition 1.14. We say that r : A → A is a retraction if r is continuous and
idempotent, i.e. r2 = r. In this case we also say that Im r is a retract of A.
We can restate Proposition 1.13 in the continuous case as the following remark:
Remark 1.15. If f : A→ A is continuous and satisfies (?), then Im fk is a retract
of A. Moreover, if A is Hausdorff by [18, Page 233, Exercise 4], Im fk is closed.
2. One-dimensional case
We start discussing the simplest non-periodic case. Let f : I → I be a continuous
idempotent function, i.e. f2 = f . Clearly Im f is connected, and by Remark 1.15
it is closed in I.
Assume now for simplicity that Im f = [a, b] (the general case can be seen in
[8]). Then, the graphic of f is bounded by the horizontal lines {y = a} and
{y = b}. Moreover, by Proposition 1.9, f| Im f = Id and thus, f has the general
shape shown in Figure 1. Visually, it is clear that in general these functions cannot
be differentiable. Formally, using the limit definition of the derivative at a and b,
the following result is straightforward.
Id
y= a
y= b
f
a
b
Figure 1. Graph of a generic idempotent continuous function in R.
Proposition 2.1. Let f : I → I be an idempotent differentiable function, then f
is constant or the identity.
For the functional equation f3 = f all the previous arguments hold, except that
f| Im f could also be an involution. Using Remark 1.4, which states that involutions
have strictly negative derivative, it is not difficult to prove:
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Proposition 2.2. Let f : I → I be a differentiable solution of f3 = f , then f is
constant, the identity or an involution.
Now that we know the general shape of continuous idempotent functions, we
would like to have a classification up to topological conjugacy. Unfortunately, we
will see that there are many equivalence classes and such fact complicates having
a simple classification.
A classical result of cardinal theory states that the set of continuous real value
functions has the same cardinal as the real numbers, i. e. |{f : R → R :
f continuous}| = |R| (see [12, Chapter 1.5, Exercise 23]). Thus, the set of idempo-
tent continuous functions has at most the continuum cardinality. We will see that
in fact, there are exactly |R| equivalence classes of idempotent continuous functions
up to topological conjugacy.
Example 2.3. There exists a family of idempotent continuous functions not topo-
logically conjugated with each other with cardinality |R|.
Proof. Let {fλ}λ∈(0,1) be the family of functions defined as follows. In (−∞, 1] we
have
fλ(x) =
{
0 if x ≤ 0,
x if 0 < x ≤ 1. (2.1)
For all m ∈ N \ {0}, fλ(m + 1) takes the value of the mth decimal position of
λ’s binary representation (unique with the convention that it does not end with 1
repeating). Finally, we define the value of fλ in (1,∞) \ N in such a way that f is
continuous and f((1,∞) \ N) ⊂ (0, 1). For instance, f can be a line in (m,m + 1)
when fλ(m) 6= fλ(m+ 1) and a parabola when fλ(m) = fλ(m+ 1), as depicted in
Figure 2. It is clear that all these functions are idempotent and continuous.
Id
y= 1
f
1 2 3 4 5
Figure 2. Graph of the function fλ with λ = (0.11001 . . . )2.
Let λ, µ ∈ (0, 1) and ϕ a homeomorphism such that ϕ◦fλ = fµ ◦ϕ, we will show
that λ = µ.
Since ϕ is a homeomorphism it sends fixed points of fλ to fixed points of fµ.
Hence, ϕ([0, 1]) = [0, 1] and in particular ϕ(0) = 0 and ϕ(1) = 1 or ϕ(0) = 1 and
ϕ(1) = 0.
If ϕ(0) = 1 and ϕ(1) = 0 then ϕ is decreasing and we have
1 = ϕ(0) = ϕ(fλ((−∞, 0])) = fµ(ϕ((−∞, 0])) = fµ([1,∞)) = [0, 1],
which is a contradiction. Hence, ϕ is an increasing homeomorphism with ϕ(0) = 0
and ϕ(1) = 1; in particular, ϕ([1,∞)) = [1,∞). Moreover, we have fµ(ϕ(m)) =
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ϕ(fλ(m)) = fλ(m) ∈ {0, 1}, so fµ(ϕ(m)) ∈ {0, 1} for all m ∈ N. By definition of
fµ, [1,∞) ∩ f−1µ ({0, 1}) ⊂ N, and thus ϕ(m) ∈ N for all m.
If we show that ϕ(m) = m for all m ∈ N, it will follow that fλ(m) = fµ(m) and
λ = µ.
We have already seen that ϕ(0) = 0 and ϕ(1) = 1, we prove the general case by
induction. Assume that ϕ(k) = k for all k ≤ m − 1, then ϕ(m) ∈ {m,m + 1, . . . }
since ϕ(m) ∈ N. Suppose for the sake of contradiction that ϕ(m) > m. Then, by
continuity there is x ∈ (m− 1,m) such that ϕ(x) = m. Hence,
fλ(x) = ϕ
−1(fµ(ϕ(x))) = fµ(m) ∈ {0, 1},
since ϕ fixes 0 and 1. But x 6∈ f−1λ ({0, 1}) = (−∞, 0] ∪ N which is a contradiction,
and thus ϕ(m) = m. 
Note that the functions defined above are solutions of fn = fk for any n, k with
n > k ≥ 1 (see Corollary 1.12). Moreover, they are not linearizable, since linear
solutions of (?) in R are 0, − Id and Id, which have either one or all fixed points.
2.1. General case. Let f : I → I be a continuous solution of (?). By Remark 1.15,
Im fk = J is an interval closed in I and by Proposition 1.9, we have fn−k|J = Id.
Hence, f|J is a periodic function and by Proposition 1.3 it is the identity or an
involution. Using the characterization given by Proposition 1.9, we obtain the
result below.
Proposition 2.4. Let n, k ∈ N ∪ {0} with n > k and f : I → I be continuous. If
n − k is odd, fn = fk if and only if fk+1 = fk. If n − k is even, fn = fk if and
only if fk+2 = fk.
Now, Theorem A follows from Proposition 2.4, 2.1, 2.2 and 1.5.
One can usually check visually if a “well behaved” continuous function is a solu-
tion of fk+1 = fk. First, f must be the identity in an interval J ⊂ I closed as a
subset. Then we only need to verify that Im fk = J . To do so, we can compute suc-
cessively f(I), f2(I), . . . , fk(I) by searching for the maximum and minimum of f in
the intervals I, f(I), . . . , fk−1(I). An analogous process can be done for fk+2 = fk
with the only difference that f can be an involution instead of the identity in J .
Despite this apparently simple structure, Example 2.3 shows that one should not
expect an easy classification up to topological conjugacy of continuous solutions of
(?) for any n > k ≥ 1. We might ask then if imposing more regularity to f is
enough to have a nice classification. If k = 1, Theorem A answers affirmatively. If
k ≥ 2, the following example shows that there are many smooth solutions of (?),
which difficults such classification.
Example 2.5. There exists a family of smooth functions satisfying f3 = f2 not
topologically conjugated with each other with cardinality |R|.
Proof. Let {fλ}λ∈(0,1) be the family of functions defined as follows. For all x ∈
[−1, 0], fλ(x) = 0. In (−∞,−1], fλ is a strictly increasing smooth function that
connects smoothly at −1 and when x→ −∞, fλ(x)→ −1. Now, for allm ∈ N\{0},
fλ(m) takes minus the value of themth decimal position of λ’s binary representation
(unique with the convention that it does not end with 1 repeating). We define fλ
everywhere else with smooth transition functions (see [20, Page 33]) in such a way
that fλ ∈ C∞ and f((1,∞) \ N) ⊂ (−1, 0), see Figure 3. A simple computation
yields Im f = [−1, 0], Im f2 = {0} and f(0) = 0, hence f3 = f2.
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fId
y= − 1
1 2 3 4−1
Figure 3. Graph of the function fλ with λ = (0.11001 . . . )2.
Now, if ϕ conjugates fλ with fµ, then we must have ϕ([−1, 0]) = [−1, 0] as it
is the only maximal proper interval whose image under fλ or fµ is a point. Then,
either ϕ(−1) = −1 and ϕ(0) = 0 or ϕ(−1) = 0 and ϕ(0) = −1. In the latter case,
ϕ is decreasing so ϕ([0,∞)) = (−∞,−1], and thus,
ϕ([−1, 0]) = ϕ(fλ([0,∞))) = fµ(ϕ([0,∞))) = fµ((−∞,−1]) = (−1, 0],
which is a contradiction as the left-hand side is compact and the right-hand side
is not. Hence, ϕ(−1) = −1 and ϕ(0) = 0. Now, exactly the same argument as in
Example 2.3 proves that λ = µ. 
As in Example 2.3, the functions defined above are solutions of fn = fk for any
n, k with n > k ≥ 2 and are not linearizable.
Now we want to tackle the analytic case. We will need the following technical
results to do so.
Notation. Given a, b ∈ R ∪ {±∞} we will denote by |a, b| any type of interval
between a and b which is a subset of the real numbers.
Given an interval |a, b| we will say that L is a lateral neighborhood of |a, b| if
|a, b| ⊂ L and L = |c, d) or L = (c, d|.
Given A,B ⊂ R, a ∈ R and f : A → A, we will say that f|B ≤ a if and only if
∀x ∈ A ∩B, f(x) ≤ a.
Lemma 2.6. Let f : |a, b| → |a, b| be a continuous function such that fk+1 = fk
for some k ∈ N ∪ {0} and denote |c, d| = Im fk. Then, there exists  > 0 such that
f|[d,d+) ≤ d and f|(c−,c] ≥ c.
Proof. If b = d, then clearly the statement concerning d is true. Otherwise we
prove it by contradiction. Assume that there does not exist a constant 0 > 0 such
that f|[d,d+0) ≤ d. Then, for all 0 > 0 there exists 1 > 0 such that [d, d + 1) ⊂
f([d, d + 0)). Applying this repeatedly, it is clear that there is a constant δ > 0
such that [d, d + δ) ⊂ fk([d, b)) but Im fk = |c, d| and we get a contradiction. We
can proceed in the same manner to see the statement concerning c. 
Lemma 2.7. Let f : |a, b| → |a, b| be a continuous function satisfying (?) and we
denote |c, d| = Im fk. Then, there exists a lateral neighborhood L of Im fk such
that f(L) = Im fk. Moreover, if a = c, b = d or, fk+1 = fk and c 6= d, we can
choose L to be a neighborhood of Im fk.
Proof. We will assume a 6= c, b 6= d and c 6= d, but these cases can be seen similarly.
Assuming this, by Remark 1.15 we have |c, d| = [c, d].
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We first consider the case fk+1 = fk. By Lemma 2.6 there exists  > 0 such
that f|[d,d+) ≤ d and f|(c−,c] ≥ c. Recalling Proposition 1.9, f|[c,d] = Id, then
by continuity we have f|[d,d+) ≥ c and f|(c−,c] ≤ d if  is small enough. Thus,
L = (c− , d+ ) is the desired neighborhood.
If fk+1 6= fk, by Proposition 2.4 fk+2 = fk and by Proposition 1.9 f|[c,d] is an
involution. Thus, f(c) = d, f(d) = c and by continuity there exists  > 0 such that
f|[d,d+) ≤ d and f|(c−,c] ≥ c. Assume for the sake of contradiction that there does
not exist a lateral neighborhood L such that f(L) = Im fk. Then, for all  > 0
there exists δ > 0 such that (c − δ, c] ⊂ f([d, d + )) and [d, d + δ) ⊂ f((c − , c]).
Hence, for all  > 0 there exists δ > 0 such that [d, d+ δ) ⊂ f2([d, d+ )), which is
in contradiction with Lemma 2.6 applied to f2. 
Proposition 2.8. Let f : I → I be a non-periodic differentiable solution of (?).
Then, fk is constant.
Proof. First, note that Im fk ( I since otherwise f would be surjective and hence
periodic by Remark 1.10. Assume for the sake of contradiction that Im fk = |c, d|
with c 6= d. If fk+1 = fk, f has the shape shown in Figure 1 in a neighborhood of
Im fk by Lemma 2.7. Then, it is easy to see that f cannot be differentiable at both
c and d. Otherwise by Proposition 2.4 we have fk+2 = fk and by Proposition 1.9,
f||c,d| is an involution. By Remark 1.4, involutions have strictly negative derivative
and using Lemma 2.7 it is easy to see that f cannot be differentible at both c and
d. 
We are now prepared to give a classification of the analytic solutions of (?). In
the non-periodic case we have by Proposition 2.8 and Lemma 2.7 that f must be
constant in a proper interval, and since f is analytic it must be constant.
Corollary 2.9. Let f : I → I be an non-periodic analytic function satisfying (?).
Then, f is constant.
Theorem B follows from Proposition 1.3, 1.5 and the previous corollary.
2.2. On the circle. The next proposition shows us that the study done for con-
tinuous functions f : I → I can be applied to functions f : S1 → S1.
Remark 2.10. Any closed arch of S1 (where S1 is not considered an arch) is
diffeomorphic to [0, 1]. Thus, to study solutions of (?) in a closed arch is equivalent
to study the solutions in [0, 1].
Proposition 2.11. Let f : S1 → S1 be a non-periodic continuous function. Then,
fn = fk for some n > k ≥ 1 if and only if Im f = J is a closed arch and fn−1|J =
fk−1|J . Moreover, given a closed arch J , any continuous function f : J → J solution
of fn = fk with n > k ≥ 1 can be extended to S1 satisfying the same relation.
Proof. Since f is continuous, and S1 is connected and compact, Im f is connected
and compact. Moreover, f cannot be surjective by Remark 1.10. Thus, Im f must
be a closed arch. Using this fact it is not difficult to verify the if and only if
statement.
For the second part we may assume without loss of generality that J is a semicir-
cle delimited by the x–axis. Then the desired extension can be defined as F|J = f
and F|S1\J = f ◦R where R is the reflection through the x–axis. 
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By the previous proposition, given f : S1 → S1 a non-periodic continuous solu-
tion of (?), there exists an archK ) Im f and clearly fn|K = f
k
|K with f non-periodic
in K. Since K can be viewed as an interval, we get Proposition 2.1, 2.2, 2.8 and
Corollary 2.9 for non-periodic functions defined in S1.
3. Two-dimensional case: Euclidean plane
In this section we would like to classify up to conjugacy all continuous solutions
of (?) defined in R2. The periodic case is already solved by Kerékjártó’s Theorem
(see Theorem 1.7), which states that all solutions are linearizable. However, the
non-periodic case is much more complex. To see this, recall from Example 2.3
that there is a family of univariate idempotent continuous functions {fλ}λ∈(0,1)
such that any pair of distinct elements of it is not topologically conjugated to
each other. Then, the family {i1 ◦ fλ ◦ p1}λ∈(0,1) where p1 is the first component
projection and i1 is the first component inclusion, has the same property and it
is defined in the plane. Indeed, given an homeomorphism ϕ : R2 → R2 such that
ϕ◦(i1 ◦fλ ◦p1) = (i1 ◦fµ ◦p1)◦ϕ, one may check that φ = p1 ◦ϕ◦i1 : Im fλ → Im fµ
is a homeomorphism which conjugates fλ with fµ. Moreover, it is clear that φ can
be extended to a self-homeomorphism of the real line. So if fλ and fµ are not
conjugated neither are i1 ◦ fλ ◦ p1 and i1 ◦ fµ ◦ p1.
Remark 3.1. The previous argument also works in higher dimensions, we only
need to consider p1 : Rm → R and i1 : R→ Rm.
Thus, we will need to impose more regularity to f to get our desired classification.
However, we should not expect a simple classification for solutions of (?) when
k ≥ 2, since by Example 2.5 and the previous argument we will have uncountably
many topologically non-equivalent smooth solutions.
First, we study the set Im fk, which by Remark 1.15 is a retract of the ambient
space. It is well known that a retract of a contractible space is contractible (see
[18, Page 366, Exercise 6]) and that a Cl–retract of a connected Cl–manifold is a
Cl–submanifold if l ∈ {1, . . . ,∞} (see [11, Page 20, Exercise 2]). Thus, we get the
following results.
Proposition 3.2. Let A be a contractible space, and f : A → A a continuous
solution of (?), then Im fk is contractible.
Proposition 3.3. Let M be a connected Cl–manifold, l ∈ {1, 2, . . . ,∞} and f :
M →M a Cl–solution of (?). Then, Im fk is a connected Cl–submanifold of M .
Remark 3.4. In the above proposition, dim(M) = dim(Im fk) if and only if f is
periodic. Indeed, if dim(M) = dim(Im fk) then every point in Im fk has an open
neighborhood U ⊂ Im fk given by its charts, and thus Im fk is open. By Remark
1.15, Im fk is closed, hence Im fk =M and by Remark 1.10, f is periodic.
In Proposition 4.4 we will state a characterization for submanifolds of Rm which
are retracts. From now on, {∗} will denote a singleton.
Proposition 3.5. Let M be a contractible two dimensional Cl–manifold for some
l ∈ {1, . . . ,∞} and let f : M → M be a non-periodic Cl–solution of (?). Then,
Im fk is Cl–diffeomorphic to R or R0 = {∗}.
Proof. By Proposition 3.3 and Remark 3.4, Im fk is a connected manifold with
dim(Im fk) < 2. If dim(Im fk) = 0, Im fk = {∗} and if dim(Im fk) = 1 by the
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classification of one dimensional manifolds (see [17]) Im fk is Cl–diffeomorphic to
R or S1. However, by Proposition 3.2 Im fk is contractible, hence Im fk ∼= R. 
Remark 3.6. The argument above holds if we drop the dimensional condition on
M and impose dim(Im fk) < 2.
Now Im fk is an f–invariant set where f is periodic. Hence, when Im fk ∼= R we
can use Proposition 1.3 to prove the following statement.
Proposition 3.7. Let n, k ∈ N \ {0} with n > k, M a contractible C1–manifold
and f : M → M a C1 function with dim(Im fk) = 1. If n − k is odd, fn = fk if
and only if fk+1 = fk. If n− k is even, fn = fk if and only if fk+2 = fk.
Remark 3.8. If dim(Im fk) = 0, we have fk+1 = fk by Remark 1.11.
To control how the set Im fk ∼= R is embedded in the plane we use the following
reformulation of [6, Lemma 3.6].
Lemma 3.9. Let C ⊂ R2 be a Cl–submanifold of R2 for some l ∈ {1, 2, . . . ,∞}
which is closed as a subset and C ∼= R. Then, there exists a Cl–diffeomorphism
ϕ : R2 → R2 such that ϕ(C) = R× {0}.
We are now prepared to prove that after a conjugation, all C1–solutions of (?) in
the plane have Im fk = Ri × {0}2−i with i ∈ {0, 1, 2} and f| Im fk is linear. If fk is
constant the result is trivial, and if f is periodic, it is a restatement of Kerékjártó’s
Theorem. Otherwise, we have:
Theorem 3.10. Let f : R2 → R2 be a Cl–solution of (?) with l ∈ {1, 2, . . . ,∞}.
Assume that f is non-periodic and fk is non-constant. Then, f is Cl–conjugated
to a function g with Im gk = R× {0} such that
• if n− k is odd, g(x, 0) = (x, 0) for all x ∈ R;
• if n − k is even, either g(x, 0) = (−x, 0) for all x ∈ R, or g(x, 0) = (x, 0)
for all x ∈ R.
Proof. By Proposition 3.5, Im fk ⊂ R2 is a Cl–submanifold Cl–diffeomorphic to R.
Moreover, by Remark 1.15 Im fk is closed, and thus by the previous lemma there
is a Cl–diffeomorphism ϕ : R2 → R2 such that ϕ(Im fk) = R × {0}. If we define
F = ϕ ◦ f ◦ ϕ−1, it is clear that Fn = F k and ImF k = R × {0}. Hence, by
Proposition 1.9 Fn−k|R×{0} = Id.
Now we denote by i1 (resp. p1) the inclusion (resp. projection) respect the
first variable. Clearly f = p1 ◦ F ◦ i1 is a periodic univariate function. Thus, by
Proposition 1.3 and 1.5 either f = Id (this is always the case if n − k is odd) or f
is Cl–conjugated to − Id by φ1. In the first case we take g = F . In the later case
we take φ(x, y) = (φ1(x), y) and g = φ−1 ◦ F ◦ φ. It is easy to check that g has the
desired properties. 
Now we can tackle Theorem C.
Proof of Theorem C. As a particular case of Proposition 3.7 we get fn = f if and
only if f3 = f . We only prove the case f2 = f as the other one can be seen similarly.
If g is defined as in the theorem statement, a simple computation yields g2 = g.
Consider f as in the theorem statement, then by Theorem 3.10 there is a function
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g smoothly conjugated to f such that Im g = R × {0} and g|R×{0} = Id. Then,
clearly g(x, y) = (g1(x, y), 0) with g1|R×{0} = Id and since g1 ∈ C1 we have
g1(x0, y0) =g1(x0, 0) + g1(x0, y0)− g1(x0, 0) = x0 +
∫ 1
0
∂
∂t
g1(x0, ty0)dt
=x0 + y0
∫ 1
0
∂g1
∂y
(x0, ty0)dt = x0 + y0g(x0, y0),
where g(x0, y0) =
∫ 1
0
∂g1
∂y (x0, ty0)dt. Since g1 ∈ C∞, we have g ∈ C∞ and thus, g is
as required. 
We should note that different functions g ∈ C∞ can define the same map g up
to smooth conjugacy.
Remark 3.11. We only use that f ∈ C∞ in the last line of the proof. Hence, if
f ∈ Cl with 1 ≤ l < ∞ we have a similar result. However, in this case g 6∈ Cl,
instead it is a particular type of Cl−1–function.
We also note that the same argument can be used to prove that, after a C∞–
conjugation, the smooth (non-periodic and with fk non-constant) solutions of (?)
with n − k odd are exactly the functions g(x, y) = (x + yg(x, y), g2(x, y)), where
g, g2 ∈ C∞ and g2(Im gk−1) = {0}. If n − k is even then either g is as above or
g(x, y) = (−x+ yg(x, y), g2(x, y)) with the same conditions on g and g2.
3.1. Linearizability. Despite the somewhat satisfying classification of solutions
of fn = f given by Theorem C, they need not to be linearizable.
Example 3.12. There exists an infinite family of two variable idempotent poly-
nomial functions not topologically conjugated with each other and not linearizable.
Proof. For i ∈ N \ {0} consider the polynomial
pi(x, y) = x
i∏
j=1
y − j
j
,
which can be expressed as x + yqi(x, y) for some polynomial qi(x, y). Hence, if
fi(x, y) = (pi(x, y), 0), by Theorem C, f2i = fi. Moreover, Im fi = R × {0} and
thus, fi collapses the space to a line of fixed points. Notice that the only linear
maps with such behavior are projections to a line. Additionally, we have,
f−1i (0, 0) = p
−1
i (0) = ({0} × R) ∪
 i⋃
j=1
R× {j}
 .
That is, the set f−1i (0, 0) is formed by a vertical line and i horizontal ones, and thus
it is not a manifold. In particular fi is not conjugated to a projection. Notice that
the first component of ∇pi(x, y) only vanishes inside p−1i (0). Hence, for all a ∈ R∗,
f−1i (a, 0) = p
−1
i (a) is a smooth manifold and it is clear that f
−1
i (b, a) = ∅ for all b.
Let fi and fj be conjugated by ϕ. Then, ϕ(0, 0) = (0, 0) since (0, 0) is the only
point where the preimage is not a manifold. Then, ϕ is a homeomorphism between
f−1i (0, 0) and f
−1
j (0, 0) and it is easy to see that they are homeomorphic if and only
if i = j. 
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Examining the previous example one may think that our problem comes from the
fact that ∇p(z) = (0, 0) at some points z. That is, by Theorem 3.10 we know that
if f2 = f and f ∈ C1 then after a C1–conjugation we may assume that f = (g, 0)
with g(x, 0) = x (if f is not constant or the identity). We would like to know if in
this situation, the condition ∇g(z) 6= (0, 0) for all z ∈ R2 is enough to deduce that
f is conjugated to a projection P . This condition is very natural, since it assures
us that the preimages of g, and thus of f , are manifolds. Moreover, if we want
the conjugation ϕ from f to P , to be a diffeomorphism, this condition is necessary.
Indeed, we would have f = ϕ−1 ◦ P ◦ ϕ and thus for all z ∈ R2,
Dzf = (DP (ϕ(z))ϕ)
−1 ·Dϕ(z)P ·Dzϕ.
Since the right hand side of the equality has range 1, Dzf has range 1, i.e.
∇g(z) 6= (0, 0).
We now show that the condition ∇g(z) 6= (0, 0) for all z ∈ R2 is not enough.
Example 3.13. Let g(x, y) = x+ yx2, then ∇g(x, y) 6= (0, 0) for all x, y ∈ R and
the polynomial function f(x, y) = (g(x, y), 0) is idempotent and not linearizable.
Proof. We have ∇g(x, y) = (1 + 2xy, x2) and clearly it never vanishes. Moreover,
f−1(0, 0) = g−1(0) = {x = 0} ∪ {xy = −1 and x > 0} ∪ {xy = −1 and x < 0}.
Thus, the preimage of (0, 0) has 3 connected components and therefore f cannot
be linearizable. 
Until this point, we have only considered linear maps defined in the hole plane.
Notice, that if a projection is defined in a subset of R2 its preimages can have
multiple connected components. If we accept these kinds of projections we get the
following positive result.
Proposition 3.14. Let R × {0} ⊂ U ⊂ R2 be a open set such that for all y ∈ R,
U ∩ R × {y} is connected. Let g : U → R, g ∈ Cl with l ∈ {1, . . . ,∞} such that
g(x, 0) = x and ∂g∂x 6= 0 in U . Then, f = (g, 0) is Cl–conjugated to the projection
P (x, y) = (x, 0) defined in an open set V ⊃ R× {0}.
Proof. Consider ϕ : U → ϕ(U) = V with ϕ(x, y) = (g(x, y), y). Clearly, ϕ ∈ Cl
and,
P ◦ ϕ(x, y) =P (g(x, y), y) = (g(x, y), 0),
ϕ ◦ f(x, y) =ϕ(g(x, y), 0) = (g(g(x, y), 0), 0) = (g(x, y), 0).
Thus, we only need to check that ϕ is a diffeomorphism. Clearly, it is a local
diffeomorphism, since |D(x,y)ϕ| = ∂g∂x (x, y) 6= 0.
By definition, ϕ is surjective; we check its injectivity. Let (x0, y0), (x1, y1) ∈ U
such that ϕ(x0, y0) = ϕ(x1, y1). That is g(x0, y0) = g(x1, y1) and y0 = y1. We
consider the function g(x) = g(x, y0) with derivative g′(x) = ∂g∂x (x, y0) 6= 0. Since g
is defined in U ∩R× {y0} which is connected, g is monotone. Hence, g is injective
and since g(x0) = g(x0, y0) = g(x1, y1) = g(x1, y0) = g(x1), we have x0 = x1. 
With the same arguments, one can get an analogous result when g(x, 0) = −x.
In this case, f is conjugated to the map −P (x, y) = (−x, 0).
We can now get a local conjugation of f with a projection defined in the hole
plane.
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Corollary 3.15. Let f : R2 → R2 be a Cl–solution of fn = f with l ∈ {1, . . . ,∞},
non-periodic and non-constant. Then, f restricted to a neighborhood of Im f is
conjugated to a projection or a projection composed with a reflection. That is, there
exists a neighborhood V ⊃ Im f and a Cl–diffeomorphism φ : V → R2 such that
φ ◦ f ◦ φ−1 = P, where P(x, y) = P (x, y) = (x, 0) or P(x, y) = −P (x, y).
Proof. By Theorem 3.10 we can assume that f = (g, 0) and g(x, 0) = x or g(x, 0) =
−x and g ∈ Cl. We will only prove the case g(x, 0) = x, as the other one is
analogous. Notice that ∂g∂x (x, 0) 6= 0 for all x ∈ R and by continuity ∂g∂x does not
vanish in a neighborhood U ⊃ R × {0} = Im f . If we choose U with a suitable
shape, by the previous proposition we have ϕ : U → ϕ(U) which Cl–conjugates f|U
with P|ϕ(U).
The map ϕ is not the desired diffeomorphism since in general ϕ(U) 6= R2. To
solve this problem, consider R× {0} ⊂W ⊂ ϕ(U) open such that ∂W is the union
of the graphics of h ∈ C∞ and −h. Now define ψ :W → R2 as
ψ(x, y) =
(
x, tan
(
piy
2h(x)
))
.
We have |D(x,y)ψ| 6= 0 for all x, y ∈ W and clearly ψ is bijective, hence it is a
C∞–diffeomorphism. Furthermore, since ψ does not change the first component, it
conjugates the projection P : W → W with the projection P : R2 → R2. Finally,
if we consider V = ϕ−1(W ) ⊃ Im f we have φ = ψ ◦ ϕ : V → R2 and it conjugates
f|V with P defined in the hole plane. 
As a corollary we get Theorem D. Indeed, if f is constant clearly is conjugated to
the zero map and if f is periodic the conjugation is given by Kerékjártó’s Theorem
(see Theorem 1.7). Otherwise we can apply Corollary 3.15.
Theorem D, is not true in the general case (?), where we would clearly choose
a neighborhood of Im fk instead of a neighborhood of Im f . For instance, consider
the smooth function f(x, y) = (f1(x), 0) with
f1(x) =
{
−e−1x if x > 0,
0 if x ≤ 0. (3.1)
It is easy to check that f3 = f2 and that for every ball Br((0, 0)) ⊃ Im f2 = {(0, 0)},
f(Br((0, 0))) = (−e−1r , 0] × {0}. Hence, the image of f|Br((0,0)) is a manifold with
boundary and thus it cannot be linearizable.
3.2. Holomorphic case. To end this section we consider functions defined in the
complex plane. In this context it is natural to consider holomophic solutions of
(?). This condition is very restrictive, and for instance it is well known that all
non-constant holomorphic functions are open, see [21, Chapter 3, Theorem 4.4].
Thus, if f is a non-constant holomorphic solution of (?), then Im fk is open and
since by Remark 1.15 it is also closed, we have Im fk = C. Therefore, by Remark
1.10, f is periodic and by Proposition 1.9, fn−k = Id. Now we need the following
elemental result from [21, Chapter 3, Exercice 14].
Lemma 3.16. Let f : C→ C be holomorphic and injective, then f(z) = az+ b for
some a, b ∈ C with a 6= 0.
Thus, f(z) = az+b with a 6= 0. If a = 1, f is a translation and since f is periodic,
f = Id. Otherwise, a 6= 1, and ϕ(z) = z − b1−a conjugates f with g(z) = az. Thus,
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an−k = 1 and g is a rotation centered at the origin of angle 2pidn−k for some d ∈ Z.
Since ϕ is a translation, f is a rotation of the same angle centered in b1−a . Therefore
we have proof the following result.
Proposition 3.17. The holomorphic solutions of (?) are rotations of angle θ ∈
2pi
n−kZ and constant maps.
4. Higher dimension Euclidean spaces
If we want to get a nice classification of the solutions of (?) for all dimension we
will have to limit ourselves to a well behaved set of functions. Indeed, in Section 1.2
we have seen that not even the continuous (resp. smooth) periodic case is treatable
in R3 (resp. R7).
4.1. Linear maps. After a linear conjugation, we can assume that linear maps are
in their Jordan canonical form. Studying the Jordan blocks individually one can
show that if f is a linear solution of (?) its eigenvalues are (n − k)th roots of the
unity or 0. Moreover, one can show that if a Jordan block has a non-zero eigenvalue
then it diagonalizes in C. Thus, if we let Nl be the nilpotent matrix of dimension
l and Rθ the rotation of angle θ, i.e.
N3 =
0 1 00 0 1
0 0 0
 , Rθ = (cos θ − sin θsin θ cos θ
)
,
then, the Jordan blocks of f are of the form 1, −1 (if n − k is even), Rθ with
θ ∈ 2pin−kZ and Nl with l ≤ k.
4.2. Non-periodic C1–functions. Many of the results seen in the previous section
can be used in higher dimensions.
Proposition 4.1. Let f : Rm → Rm be a Cl–solution of (?) with l ∈ {1, 2, . . . ,∞}.
Then, Im fk ⊂ Rm is a Cl–submanifold and if d = dim(Im fk) ≤ 2, it is Cl–
diffeomorphic to Rd.
Proof. By Proposition 3.3 we know that Im fk is a Cl–submanifold. Now if
dim(Im fk) < 2 by Remark 3.6 we get the desired result. Assume that dim(Im fk) =
2. Then, by Proposition 3.2 Im fk is contractible and by the classification of 2 di-
mensional manifolds, it is homomorphic to R2 (see [19]). Since in low dimension
every topological manifold has a unique Cl structure, we have the desired diffeo-
morphism. 
If m = 3, as a consequence of the previous proposition and Remark 3.4, we get:
Corollary 4.2. Let f : R3 → R3, be a Cl–solution of (?) with l ∈ {1, 2, . . . ,∞}.
Then, Im fk is a Cl–submanifold of R3, Cl–diffeomorphic to Rd where d =
dim(Im fk).
Let f be as in Proposition 4.1. Then by Proposition 1.9, we have fn−k| Im fk = Id
and we can use the study of periodic functions in Rd with d ≤ 2 to deduce properties
of f . If Im fk = {∗}, fk+1 = fk by Remark 1.11. We will now study the cases
d = 1 and d = 2 separately. When doing so, we face knot theory problems, as we
will see in the following paragraphs. We emphasize that we will only give ideas on
how one may try to deal with them, rather than concrete results.
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4.2.1. One-dimensional Im fk. By Proposition 3.7 we can limit ourselves to the
study of fk+1 = fk and fk+2 = fk without loss of generality. Now assume
that Lemma 3.9 holds in Rm. That is, if l ∈ {1, . . . ,∞} assume that every Cl–
submanifold of Rm which is diffeomorphic to R and closed as a subset can be send
by an ambient Cl–diffeomorphism to the x–axis. Then, if one replaces the con-
ditions “non-periodic and fk non-constant” with dim(Im fk) = 1, it is not hard
to see that analogous results to Theorem 3.10, Theorem C, Proposition 3.14 and
Corollary 3.15 hold in Rm. Maybe the only two delicate parts are that in Theorem
C we would have g(x1, . . . , xm) = (g1(x1, . . . , xm), 0, . . . , 0) with
g1(x1, . . . , xm) = ±x1 + x2g2(x1, x2) + x3g3(x1, x2, x3) + · · ·+ xmgm(x1, . . . , xm),
where gi ∈ C∞, and that in Corollary 3.15 we consider the cylindrical coordinates
x, r, θ1, . . . , θm−2 and
∂W = {(x, r, θ1, . . . , θm−2) ∈ R× R+ × [0, pi]m−3 × [0, 2pi) : r = h(x)}. (4.1)
Sadly, the existence of the diffeomorphism given by Lemma 3.9 depends on the
ambient dimension, m. To see this we introduce the following non-standard termi-
nology.
Definition 4.3. A strong embedding of Ri in Rm is a smooth submanifold of Rm
diffeomorphic to Ri that is closed as a subset.
Ifm = 3, there are strong embeddings of R in R3 which cannot be placed in the x–
axis through an ambient homeomorphism. The overhand knot with extremes going
to infinity is an example, since if we merge the “endpoints” we get a trefoil knot.
Moreover, the following theorem from [13] assures us that any such submanifold
can be the image of a smooth retraction.
Proposition 4.4. Let l ∈ {0, . . . ,∞} and M ⊂ Rm be a connected Cl–submanifold.
Then, the following 2s+ 2 conditions are equivalent.
• M is a Cr–retract of some Cr–retraction for some r ∈ {0, . . . , l}.
• M is closed in Rm and Cr–contractible in M for some r ∈ {0, . . . , l}.
Remark 4.5. We cannot drop the manifold condition on M . For instance, the
comb space is contractible in itself but it is not a retract of R2.
We say that two subsets A,B ⊂ Rm are topologically equivalent or just equiva-
lent if there is an ambient homeomorphism which sends A to B. Using standard
knots, it is easy to see that there are at least countably many non-equivalent strong
embeddings of R in R3. Thus, there are at least countable many smooth solutions
of f2 = f with dim(Im f) = 1 in R3 not conjugated to each other. We could have
seen this through a slight modification of Example 3.12, nevertheless, the fact that
there are a countable number of non-equivalent images is stronger. For instance,
it is now clear that a classification such as the one in Theorem 3.10 is not possible
in R3. One could also try to prove that in fact there is an uncountable number of
non-equivalent images by smoothly concatenating the overhand and the figure-eight
knot and doing a cantor diagonal argument (see Figure 4).
If m ≥ 4 it is well known that all smooth knots in Sm are smoothly trivial, i.e.
there is a smooth diffeomorphism which sends them to an equator (see [9]). Now
suppose that for some compact subspace K, Im fk ∩Kc is contained in the x–axis
(after a Cl–endomorphism of Rm). Then if we compactificate Rm to Sm adding the
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Figure 4. Concatenation of two overhand knots, one figure eight
knot and one overhand knot.
point at infinitum, Im fk ∪ {∞} is sent to an smooth embedding of S1 in Sm, i.e.
a smooth knot in Sm. The diffeomorphism that sends this knot to the equator can
be used to create a diffeomorphism in Rm which sends Im fk to R× {0}m−1.
Notice that for knots such as the one shown in Figure 4, it is not clear that
outside a compact set we can diffeomorphically send them to the x–axis. Hence, the
approach described in the previous paragraph does not work in general. However,
we believe that with a direct approach one can prove that any strong embedding
of R in Rm can be sent by a global diffeomorphism to R× {0}m−1 when m ≥ 4.
4.2.2. Two-dimensional Im fk. By Proposition 4.1, Im fk ∼= R2. Assume now that
Im fk = R2 × {0}m−2. Then, following the proof of Theorem 3.10 – while using
Theorem 1.7 instead of Proposition 1.5 – one shows that after a Cl–conjugation
f(x,0) = (Mx,0), where M is a periodic linear map, x ∈ R2 and 0 = (0, . . . , 0) ∈
Rm−2 (we do not distinguish between Rm and R2 × Rm−2). Similarly, if one also
has fn = f and f ∈ C∞ it can be shown with arguments from Theorem C that
after a smooth conjugation,
f(x1, x2, . . . , xm) =
(
M
(
x1
x2
)
+ x3g3(x1, x2, x3) + · · ·+ xmg3(x1, . . . , xm),0
)
,
where gi : Rm → R2 are smooth functions. We also have analogous results in the
local context:
Proposition 4.6. Let f : Rm → Rm be a Cl–solution of fn = f with l ∈ {1, . . . ,∞}
and Im f = R2 × {0}m−2. Then, f restricted to a neighborhood of Im f is lineariz-
able. That is, there exists a neighborhood V ⊃ Im f and a Cl–diffeomorphism
φ : V → Rm such that φ ◦ f ◦ φ−1 = L, where L(x, y) = (Mx,0) with M a periodic
linear map, x ∈ R2 and y ∈ Rm−2.
Proof. Let x ∈ R2 and y ∈ Rm−2, then it is clear that f(x, y) = (g(x, y),0) for a
certain function g = (g1, g2) : Rm → R2. By the arguments made in the paragraph
above we can assume without loss of generality that g(x,0) = Mx. Now, given
z ∈ Rm, we define
v(z) =
(
∂g1
∂x1
(z),
∂g1
∂x2
(z)
)
, w(z) =
(
∂g2
∂x1
(z),
∂g2
∂x2
(z)
)
.
Then, since
(
v(x,0)
w(x,0)
)
= M for all x ∈ R2, there is a convex neighborhood U of
R2 × {0}m−2 such that for all z, t ∈ U , det(v(z)T , w(t)T ) 6= 0. That is, in U ,
the range of directions of v and of w do not intersect. Now we follow Proposition
3.14. We define ϕ : U → ϕ(U) as ϕ(x, y) = (g(x, y), y) and we can check that
it conjugates f with L, it is surjective and a local Cl–diffeomorphism. To prove
that ϕ is injective we slightly modify the argument made in Proposition 3.14. If
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ϕ(x0, y0) = ϕ(x1, y1) it is clear that y0 = y1. Then, if x0 6= x1, by the definition of
U , either x0 − x1 6∈ 〈{v(z)⊥ : z ∈ U}〉 or x0 − x1 6∈ 〈{w(z)⊥ : z ∈ U}〉. Assume
without loss of generality that we are in the former case and notice that v(x, y)
represents the gradient at x of g1|R2×{y} : R2 → R. Thus, in [x0, x1] ⊂ R2 (the
segment that joins x0 and x1) g1|R2×{y0} is monotonous and we get a contradiction
since g(x0, y0) = g(x1, y1) = g(x1, y0).
Finally, notice that ϕ is not the desired map since ϕ(U) 6= Rm. To solve this we
use the same techniques as in Corollary 3.15 while considering a modified version
of the cylindrical coordinates from equation (4.1). 
Now, we would like to prove that there exists a global diffeomorphism which
sends Im fk to R2 × {0}m−2, in this case we say that Im fk is trivially embedded.
If m = 4, since there are knotted spheres in S4, one may show (as we did for S1
embedded in S3 with the overhand knot) that there are strong embeddings of R2
in R4 not trivially embedded.
If m ≥ 5 then in [9] it is shown that any smooth embedding of S2 in Sm is
smoothly trivial. Again we believe (especially if m ≥ 6) that the same is true for
strong embeddings of R2 in Rm.
If m = 3, we believe that the following construction is a strong embedding of
R2 in R3 which is not trivially embedded. Consider the embedding of [0,∞) into
R3 formed by the smooth concatenation of overhand knots. Thicken this up to an
embedding of [0,∞) × D2 into R3. The boundary of this construction is a strong
embedding of R2 in R3 (after smoothing the edge {0}×S1) and we believe it is not
trivially embedded. Another candidate is given in the first paragraph of [22].
5. Other manifolds
We would like to study solutions of (?) defined in other manifolds (for S1 see
Section 2.2). We now state a useful result in this scenario.
Proposition 5.1. Let M be a manifold and f : M → M a continuous solution of
(?). Then, pil(Im fk) is isomorphic to a subgroup of pil(M) for all l ≥ 1.
Proof. Denote h = fk(n−k), by Proposition 1.13, Imh = Im fk and h| Im fk = Id.
Then we have the following commutative diagrams,
Im fk M Im fki
Id
h =⇒ pil(Im fk) pil(M) pil(Im fk)i∗
Id∗=Id
h∗ .
Where i∗ and h∗ are group morphisms, and since h∗ ◦ i∗ = Id, we know that i∗ is
injective and h∗ surjective. Then, i∗ is the desired isomorphism. 
The same arguments work for other homologies and cohomologies.
Looking at the problems faced in Sections 4.2.1 and 4.2.2, one may think that
when studying solutions of (?) in Sm the unknotting results of S1 or S2 in Sm for
m ≥ 5 would be very useful. However, the following observation shows that this is
not the case.
Remark 5.2. If f : Sm → Sm is a continuous solution of (?), then Im fk 6∼= Sr for
all r 6= m
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To prove this notice that for all s > 0, pis(Ss) ∼= Z, pil(Ss) ∼= 0 if l < s, and use
Proposition 5.1.
Nevertheless, the study of C1–solutions of (?) in S2 and S3 is quite simple.
Proposition 5.3. Let f : S2 → S2, be a C1–solution of (?) where fk is not
constant. Then, f is topologically conjugated to an element of the orthogonal group
O(3).
Proof. By Proposition 3.3, Im fk is compact connected manifold with d =
dim(Im fk) ≤ 2. If d = 0 clearly fk is constant. If d = 2, by Remark 3.4 f is
periodic and by Theorem 1.8 it is topologically conjugated to an element of O(3).
Finally, by Remark 5.2 we cannot have d = 1 since then Im fk ∼= S1. 
Proposition 5.4. Let f : S3 → S3, be a C1–solution of (?) where fk is not
constant. Then, f is periodic.
Proof. By Proposition 3.3, Im fk is a compact connected manifold with d =
dim(Im fk) ≤ 3. When d = 0, 1 the argument in Proposition 5.3 hold. When
d = 3, f is periodic by Remark 3.4. Finally, if d = 2, then Im fk is a compact
connected 2–manifold. By their classification it is a sphere, the connected sum of
projective planes or the connected sum of torus. All these surfaces have a non trivial
fundamental group, but pi1(S3) is trivial. Thus, d 6= 2 by Proposition 5.1. 
Finally, we would like to point out that in a torus we can have Im fk ∼= S1. For
instance, take f : S1 × S1 → S1 × S1 defined as f(x, y) = (x,N) where N is the
north pole.
6. Hardy-Weinberg equilibrium
The equilibrium of Hardy-Weinberg in its simplest form states that, under certain
biological assumptions (see [23]), the proportions of each allelic pair AA, Aa and
aa in a population with two alleles A and a is constant through time. This result
is frequently used in genetic studies, since it allows us to deduce the proportion of
each allelic pair only by knowing the proportion of one of them (see [2, Chapter
11]). We will show that this equilibrium follows from the idempotent nature of the
“offspring” function.
Let a1, . . . , ak be the alleles of our population and denote by aiaj or ajai the
allelic pair with alleles ai and aj . Then we have
(
k+1
2
)
different types of allelic
pairs. Let xi,j = xj,i represent the proportion of the population with allelic pair
aiaj , thus
∑
i≤j xi,j = 1 and we may think of xk,k as an affine combination of the
other proportions xi,j . Let x ∈ E = R(
k+1
2 )−1, where
x = (x1,1, x1,2, . . . , x1,k, x2,2, x2,3, . . . , xk−1,k−1, xk−1,k).
Define now the functions pi : E → R for i < k as the proportions of the allele ai in
the whole population, that is
pi(x) =
1
2
k∑
j=1
xi,j +
1
2
xi,i.
Let f : E → E, with f(x) = (fi,j(x))i≤j,i 6=k represent the proportions of each type
of allelic pair in x’s offspring. Then, in [23] it is shown that with certain biological
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assumptions,
fi,j(x) =
{
2pi(x)pj(x), i 6= j,
pi(x)
2, i = j.
Moreover, either by a biological argument or an algebraic computation, it is easy
to see that pi(f(x)) = pi(x). Since f(x) is defined through the values pi(x), it is
clear that f(f(x)) = f(x), i.e. f is an idempotent function. Thus, the proportions
of allelic pairs can only change from the first to the second generation, and since in
biology we do not observe this, we get the desired equilibrium. Furthermore, one
can check that ϕ : E → E defined as ϕ(x) = (ϕi,j(x))i≤j,i 6=k with,
ϕi,j(x) =
{
xi,j − 2pi(x)pj(x), i 6= j,
pi(x), i = j,
bipolynomically conjugates f to a projection of range k − 1. As we have seen
in Example 2.3 this is a stronger result than the fact that f is idempotent, i.e.
the standard statement of Hardy-Weimberg equilibrium. It is worth pointing out
that one gets the same results for hypothetical species where l progenitors have an
offspring with l alleles (one from each parent).
In [23], biological assumptions are slightly weakened by essentially introducing
sexes. That is, divide the population into two groups M and F (each of which has
their own allelic proportions xM and xF ) and only pairs of individuals of different
groups can have offspring. It is seen that the corresponding “offspring” function
f = (fM , fF ) : E × E → E × E, is given by,
fMi,j (x) = f
F
i,j(x) =
{
pMi (x)p
F
j (x) + p
M
j (x)p
F
i (x), i 6= j,
pMi (x)p
F
i (x), i = j,
where x = (xM , xF ) and pMi (x) = pi(xM ) (resp. for pFi ). Moreover, they show that
pMi (f(x)) = p
F
i (f(x)) =
pMi (x)+p
F
i (x)
2 , hence in Im f the conditions to apply the
classical Hardy-Weinberg equilibrium are satisfied and they conclude that f3 = f2.
We can show that f2 6= f by taking k = 2, xM1,1 = xM1,2 = 12 , xF1,1 = 13 and
xF1,2 =
2
3 . The dynamics defined by f can be better understood if we consider the
bipolinomial conjugation ϕ = (ϕM , ϕF ) : E × E → E × E given by
ϕMi,j(x) =
{
xMi,j − 2ai(x)aj(x), i 6= j,
ai(x), i = j,
ϕFi,j(x) =
{
xMi,j − xFi,j , i 6= j,
pMi (x)−pFi (x)
2 , i = j,
where ai(x) =
pMi (x)+p
F
i (x)
2 . Then,
(ϕ ◦ f ◦ ϕ−1)Mi,j(y) =
{ −2yFi,iyFj,j , i 6= j,
yMi,i , i = j,
(ϕ ◦ f ◦ ϕ−1)F (y) = 0.
Despite the simplistic appearance of the previous equation, f is not linearizable.
Indeed, for k = 2 we have,
f−1
((
3
16
,
5
8
)
,
(
3
16
,
5
8
))
=
{((
λ,−2λ+ 1
2
)
,
(
µ,−2µ+ 3
2
))
: λ, µ ∈ R
}
∪
{((
λ,−2λ+ 3
2
)
,
(
µ,−2µ+ 1
2
))
: λ, µ ∈ R
}
.
Notice that this set has two connected components and hence f can not be conju-
gated to a linear map. Moreover, it is easy to check that both connected components
intersect the “biologically relevant” region. That is, the region where xMi,j ≥ 0 for all
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i ≤ j with i 6= k and ∑i≤j,i 6=k xMi,j ≤ 1 (resp. for xFi,j). Thus, we cannot conjugate
f restricted to this region with a linear map either.
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