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Quantum state transfer from an information-carrying qubit to a receiving qubit is ubiquitous for
quantum information technology. In a closed quantum system, this task requires precisely-timed
control of coherent qubit-qubit interactions that are intrinsically reciprocal. Here, breaking reci-
procity by dissipation in an open system, we show that it is possible to autonomously transfer a
quantum state between stationary qubits without time-dependent control. The minimum system
dimension for transferring one qubit of information is 3 × 2 (between one physical qutrit and one
physical qubit), plus one auxiliary reservoir. We propose realistic implementations in superconduct-
ing circuit QED using non-linear couplings between transmon and cavity modes, and also propose
transfer schemes requiring only bilinear couplings between multiple two-level atoms.
Dissipation in a quantum system due to its coupling
with the environment usually causes decoherence, which
has been a major roadblock for quantum information tech-
nologies. In recent years, however, it has been increasingly
recognized dissipation from specifically-engineered environ-
ment reservoirs [1] can be an important resource for quan-
tum information processing (QIP). Mostly notably, dissipa-
tion can drive a quantum system to relax towards a unique
non-trivial steady state. This steady state can be a re-
source state such as a Bell state [2–4] or a multi-particle
entangled state [5] for subsequent QIP tasks, or itself can
potentially be the answer to an open problem, such as a
sophisticated many-body state [5–7] or the final state of a
quantum computation algorithm [7]. On the other hand,
dissipation can also be designed to create a steady-state
manifold spanned by two or more eigenstates. This allows
confinement of quantum states in a logical subspace [8–10]
without disrupting the encoded information, which leads
to the possibility of autonomous quantum error correction
(AQEC) [11–18].
Development of the dissipation engineering toobox
should ultimately enable implementation of arbitrary quan-
tum processes [19], which are a far greater set of possible
QIP operations than what is possible under unitary evo-
lutions alone. Here, going beyond recent demonstrations
of individual state preparation [2–5, 20, 21] and manifold
confinement [10, 22], we investigate the feasibility to imple-
ment a dynamic manipulation of a quantum manifold using
dissipation: autonomous quantum state transfer (AQST).
In a closed quantum system, state transfer between sta-
tionary subsystems relies on interactions that swap excita-
tions back and forth, which is a fully reciprocal process as
required by the Hermiticity of the Hamiltonian. Precisely-
timed external control that turns off the swapping Hamil-
tonian at the right moment is therefore essential for state
transfer [23]. If built-in directionality between subsystems
is desired, as is the case for minimizing back-actions in a
modular quantum computer [24, 25] or network [26], dissi-
pative reservoirs can be used to construct directional trans-
mission channels [27] to form cascaded quantum systems
[Fig. 1(a)] [28]. While directional transmission of travel-
ing modes can be lossless [29], engineerable [27, 30] and
highly valuable for QIP [31, 32] in its own right, station-
ary modes necessary for storing quantum information are
inevitably subject to decay if directly coupled to these di-
rectional channels [28]. Therefore, quantum state transfer
in cascaded systems still requires time-dependent control to
dynamically couple and decouple storage modes from the
reservoir [33–35].
Here we propose a new type of cascaded system where
a quantum state is autonomously fed forward from an
upstream qubit to a downstream qubit with unit fidelity
[Fig. 1(b)]. In other words, the “free” evolution of a two-
qubit state without time-dependent external control fol-
lows:
|ψ〉A |vac〉B → |vac〉A |ψ〉B
|vac〉A |ψ〉B → |vac〉A |ψ〉B (1)
Here |ψ〉 = α |0〉+ β |1〉 is a logical qubit to be transferred.
α, β are normalized complex coefficients. The “vacuum”
state, |vac〉, represents a pre-defined state void of infor-
mation, which could be |0〉 or |1〉 or an additional non-
computational state. This is achieved in a reservoir en-
gineering scheme incorporating two orthogonal degrees of
freedom: One encodes a logical qubit and is protected from
dissipation, and the other encodes location of the informa-
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FIG. 1. (a) A cascaded quantum system, where two bosonic cav-
ity modes (aˆ, bˆ) are coupled to an open directional waveguide
with rate κA and κB . The directional nature of the interaction
can be described by an aˆbˆ† term in an effective non-Hermitian
Hamiltonian: Hˆeff = −i~[κAaˆ†aˆ+κB bˆ†bˆ+2(κAκB)1/2aˆbˆ†] [28].
Note that both modes are necessarily subject to a global decay
into the waveguide, as indicated by the κAaˆ
†aˆ + κB bˆ†bˆ terms.
(b) A schematic diagram of AQST, where an encoded quan-
tum state |ψ〉 is spontaneously emitted from a subsystem A and
fully absorbed by another subsystem B. This is realized via a
directional coupling channel which is blind to |ψ〉.
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2tion, which interacts with the reservoir to obtain direction-
ality. Dissipation asymptotically drives the quantum state
onto a dark state manifold with information localized at
the receiving end.
This Letter is organized as follows: First we discuss the
basic requirements for AQST and present a minimal quan-
tum system that makes it possible. We then propose im-
plementation schemes using nonlinear couplings in super-
conducting circuit QED with realistic and detailed experi-
mental parameters. Finally, we propose methods involving
bilinear couplings only, with potential implementations in
atomic systems.
Minimum system construction – The first observation we
make from Eq. (1) is that at least one of the two physi-
cal subsystems has to contain more than two eigenstates.
To prove this by contradiction, we presume A and B are
both two-level systems, and let |vac〉i = |0〉i (i = A or B)
without loss of generality. The open quantum system (S)
composed of A and B, can be considered as part of a larger
closed system that includes the environment (E) and un-
dergoes unitary evolution. Any quantum process acting on
the density matrices in Hilbert space HS = HA ⊗HB can
thus be described by a unitary transformation Uˆ acting on
(the state vectors in) an expanded Hilbert space ofHS⊗HE
followed by tracing out E. To satisfy Eq. (1), for any input
state vectors of the form |ψ〉A |0〉B |x〉E or |0〉A |ψ〉B |x〉E
(where |x〉 is a state vector in HE), Uˆ must not entangle
S with E, so E undergoes a unitary transformation of its
own (Rˆ1 or Rˆ2 in the following):
Uˆ
(
α |00〉+ β |10〉 )
S
|x〉E =
(
α |00〉+ β |01〉 )
S
Rˆ1 |x〉E
Uˆ
(
α |00〉+ β |01〉 )
S
|x〉E =
(
α |00〉+ β |01〉 )
S
Rˆ2 |x〉E (2)
Now we consider an input state of the form |φ〉 = (α |00〉+
β |01〉 + γ |10〉 )
S
|x〉E . Using different linear combinations
of Eq. (2), Uˆ |φ〉 = (α |00〉 + β |01〉 )Rˆ1 |x〉 + γ |01〉 Rˆ2 |x〉
and Uˆ |φ〉 = (α |00〉 + γ |01〉 )Rˆ2 |x〉 + β |01〉 Rˆ1 |x〉 should
simultaneously hold for arbitrary normalized coefficients α,
β and γ. This requires Rˆ1 = Rˆ2, or
Uˆ
(
α |00〉+ β |10〉+ γ |01〉 )
S
|x〉E
=
[
α |00〉+ (β + γ) |01〉 ]
S
Rˆ1 |x〉E (3)
Therefore, Uˆ is not unitary, contradictory to its own defini-
tion. In fact, Eq. (3) describes a deterministic non-unitary
quantum gate that is forbidden within the framework of
linear quantum mechanics [36, 37]: the trace of the density
matrix of the system (in HA ⊗HB) is no longer equal to 1
after this transformation.
Now we allow one subsystem to have a non-
computational eigenstate as its vacuum state. Consider
|vac〉A ≡ |2〉A and |vac〉B ≡ |0〉B , and we show an AQST
of |ψ〉A|0〉B → |2〉A|ψ〉B can be achieved. Let the initial
state be a pure state |ψ〉A|0〉B and the system Hamiltonian
be Hˆ = 0, and we engineer dissipation (via a Markovian
reservoir) with a jump operator of
Lˆ =
√
κ
[
|2〉A|0〉B〈0|B〈0|A + |2〉A|1〉B〈0|B〈1|A
]
(4)
where κ is the jump rate. This dissipation process explic-
itly maps the two eigenstates that encode the logical |0〉
and |1〉 in A onto the two eigenstates that encode them
in B respectively. The quantum jump Lˆ will occur once
and only once throughout the process. As can be verified
by solving the Lindblad mater equation, the density ma-
trix evolves over time t as ρ(t) = e−κt|ψ〉A|0〉B〈0|B〈ψ|A +
(1−e−κt)|2〉A|ψ〉B〈ψ|B〈2|A. Although the system generally
evolves as a mixed state, at sufficiently long time t 1/κ,
it exponentially converges to a pure state, and quantum
state is transferred with fidelity arbitrarily close to 1. Prac-
tically, t in the range of 5/κ to 10/κ will be sufficiently long
so that infidelity due to incomplete transfer (10−2 ∼ 10−4)
is insignificant compared with other imperfections such as
decoherence.
General requirements – Consider a system consisting of
A, B, and an auxiliary subsystem C that has Hamiltonian
Hˆ and interacts with m independent Markovian reservoirs
described by jump operators Lˆµ, µ ∈ [1,m]. In order for a
qubit to be transferred from A and eventually stored in B,
first of all, a two-dimensional stationary dark-state mani-
fold MB = span
{ |φ0,B〉 , |φ1,B〉} is needed to encode in-
formation locally in B with
|φk,B〉 = |vac〉A |k〉B |vac〉C , ∀k ∈ {0, 1}
Lˆµ |φk,B〉 = 0, ∀µ and Hˆ |φk,B〉 = Ek,B |φk,B〉 (5)
Secondly, all basis states of the initial state manifoldMA =
span
{ |φ0,A〉 , |φ1,A〉}, with |φk,A〉 = |k〉A |vac〉B |vac〉C ,
should be attracted onto MB at long times. The third re-
quirement is that orthogonal states inMA remain orthogo-
nal throughout any possible quantum trajectories evolving
towards MB . This is necessary and sufficient to ensure no
leakage of quantum information to the environment, which
is equivalent to meeting the Knill-Laflamme quantum error
correction criteria [38] at all times
〈φk,A| Kˆ†i Kˆj |φl,A〉 = ηijδkl, ∀k, l, i, j (6)
where Kˆi and Kˆj are any possible Kraus operators after a
given evolution time, and ηij is Hermitian.
The AQST discussed in this Letter is intrinsically con-
nected to AQEC [11–18], as reflected by the above require-
ments similar to (but stronger than) that of AQEC [13]:
The initial manifold MA can be viewed as an error space
that is being continuously mapped back to the correct code
space MB through dissipation engineering in AQEC. The
difference is technical but yet distinct: AQEC is designed
to recover information from an adjacent error space that is
typically separated from the code space by the perturba-
tion of a single natural error. On the other hand, AQST
seeks to transport information from an initial space as dis-
tant from the final code space as necessary to store the
logical qubit in a different physical subsystem (Fig. 2). As
a result, the Kraus operators in general involve a series of
quantum jumps from {Lˆµ} intertwined with no-jump evo-
lutions Lˆ0(τ) = exp
{(− iHˆ/~−∑m1 12 Lˆ†µLˆµ)τ}, making
Eq. (6) fairly difficult to use in practice. A helpful strat-
egy to design AQST schemes is to conceptually divide the
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FIG. 2. Conceptual comparison of (a) AQEC and (b) AQST. In
either case, the black ring represents a 2D steady-state manifold
encoding a qubit (“a Bloch sphere seen from low dimension”),
where the radial angle on the ring represents the qubit state.
Any translation or expansion/shrinkage of the ring create an al-
ternative encoding space (error space) for the qubit. Each thick-
ened green ring represents a mixture of multiple error spaces. A
state depicted by a red or blue band is mixed among different
error spaces but still contains a pure logical qubit state. In (a)
AQEC, dissipation maps a few neighboring error spaces (and
their mixtures) back to the code space. In (b) AQST, dissipa-
tion maps MA and any possible mixture of intermediate code
spaces to MB .
global system into two independent degrees of freedom L
and P , a “logical” (L) qubit mode that contains the infor-
mation |ψ〉 and is associated with certain symmetry, and a
“position” (P ) mode that marks where the information is.
We then engineer Hˆ and Lˆµ to respect sufficient symmetry
and drive non-reciprocal interactions in mode P only, and
therefore maintain the density matrix of the global system
in a separable form of
ρˆ =
(
|ψ〉L〈ψ|L
)
⊗
(∑
i
pi|i〉P 〈i|P
)
(7)
Here |i〉P are eigenstates of the position mode including
(but not limited to) |A〉P and |B〉P .
Implementation in superconducting circuits – Turning
to physical implementations, the minimal model of AQST
composed of one qubit and one qutrit can be realized in
superconducting circuit QED [39]. As shown in Fig. 3(a),
we consider a transmon qutrit [40] and a superconducting
cavity as the subsystems A and B, simultaneously coupled
to another transmon qubit acting as a dissipative reser-
voir R. The transmons are anharmonic LC oscillators,
each made of a Josephson inductance shunted by an ex-
ternal capacitance [40]. We only access the lowest three
levels (|g〉 , |e〉 , |f〉) of A and the lowest two levels (|g〉 , |e〉)
of both R and the cavity B. Computational and non-
computational states are defined as |0〉A ≡ |f〉A , |1〉A ≡
|e〉A , |vac〉A ≡ |g〉A , |0〉B ≡ |g〉B , |1〉B ≡ |e〉B , |vac〉B ≡
|g〉B .
Engineered dissipation of the form of Eq. (4) can be
achieved by the scheme shown in Fig. 3(b). Two mi-
crowave pump tones are continuously applied to drive the
|eg, g〉 → |ge, e〉 and |fg, g〉 → |gg, e〉 transitions with equal
rate of Ω, where we have omitted sequential indices of A, B
(a) (b)
(c)
FIG. 3. Implementation of AQST in circuit QED. (a) Effective
circuit diagram including a transmon qutrit A, a storage cav-
ity B, a reservoir transmon R, and auxiliary elements for state
preparation and readout. (b) Energy level diagram that shows
the state transfer paths. The quantum state initially encoded in
A is driven to a pair of virtual states by slightly-detuned Rabi
drives with equal rate Ω (straight arrows), and subsequently
decay to the final states in B by reservoir dissipation (twisted
arrows). (c) Numerical results of transferring an equator state,
including decoherence, showing fidelity of instantaneous state ρ
against target state σ, F = [Tr(√ρσ√ρ)1/2]2 as a function of
time during the transfer. Simulation parameters correspond to
A and R having frequencies of 5.6 GHz and 8 GHz, anharmonic-
ities of 78 MHz and 210 MHz, and a dispersive (ZZ) coupling
of χa = 4.2 MHz between them. Different color curves are sim-
ulated for different χb and their corresponding optimal κ. In-
set shows the ideal-case infidelity due to rotation of the virtual
states in drive frame which scales as (κ/χb)
−2.
and R. Starting from an initial state of α |eg, g〉+β |fg, g〉,
when R acquires an excitation from these transitions, the
reservoir damping (with rate κ) stochastically projects the
system to the final state α |ge, g〉 + β |gg, g〉. This process
is analogous to optical pumping of a Λ system with a hid-
den degree of freedom that encodes a quantum state. The
rate of this transfer process scales approximately as κ in
the limit of Ω  κ, or Ω2/κ in the experimentally more
relevant limit of Ω κ.
The cQED Hamiltonian incorporating two microwave
drives applied to the reservoir mode far off-resonantly with
normalized amplitudes ξ1 and ξ2 can be written as [10]
Hˆ =~ωAaˆ†aˆ+ ~ωB bˆ†bˆ+ ~ωRrˆ†rˆ
−
∑
i=I,II
EJi
24
[
ΦAi
(
aˆ† + aˆ
)
+ ΦBi
(
bˆ† + bˆ
)
+ ΦRi
(
rˆ† + rˆ
+ ξ1e
−iω1t + ξ∗1e
iω1t + ξ2e
−iω2t + ξ∗2e
iω2t
)]4
(8)
where aˆ†, bˆ† and rˆ† are creation operators of oscillator
modes A, B and R. EJi is the Josephson inductance of
4junction i (= I or II). ΦXi is the zero-point flux fluctu-
ation of mode X (=A, B, or R) across junction i. Here
we have taken the cosine expansion of Josephson energy to
the 4th order, and the drive terms have been absorbed into
the Josephson nonlinearity after a displacement transfor-
mation (see e.g. supplementary info of Ref. [10, 41]). The
frequencies of the drive tones, ω1 and ω2, are chosen close to
the two aforementioned transitions (with small detunings
δ1 and δ2), and near-stationary 4
th-order terms of the form
ξ1aˆbˆ
†rˆ† and ξ2aˆ2rˆ† (+h. c.) emerge as a result of four-wave
mixing. Under the rotating wave approximation (RWA),
the Hamiltonian in the reference frame of the drives is
Hˆrot =~δ1|ge, e〉〈ge, e|+ ~δ2|gg, e〉〈gg, e|
+~
Ω1
2
|ge, e〉〈eg, g|+ ~Ω2
2
|gg, e〉〈fg, g|+ h. c. (9)
where the Rabi drive rates Ω1 =
∑
i 2ξ1EJiΦAiΦBiΦ
2
Ri/~,
Ω2 =
∑
i 2ξ2EJiΦ
2
AiΦ
2
Ri/~. To implement the protocol, ξ1
and ξ2 are chosen to satisfy Ω1 = Ω2 ≡ Ω.
The reservoir loss operator, Lˆ =
√
κrˆ, for relevant states
in the Heisenberg picture of the drive frame is
Lˆrot =
√
κ
[|gg, g〉〈gg, e|+ ei(δ2−δ1−χb)t|eg, g〉〈eg, e|] (10)
where χb ≈ EJIΦ2BIΦ2RI is the dispersive shift between B
and R. The-time dependent phase factor in Lˆrot indicates
a dephasing effect due to the energy difference of the reser-
voir emission for logical |0〉 versus |1〉. To eliminate this
error, we choose detunings δ1 = −χb/2 and δ2 = χb/2 to
make Lˆrot stationary. Effectively, we drive the two sets of
Λ-transitions through nearby virtual states to compensate
for the dispersive shift of the real states. The different ro-
tation axes of the two detuned Rabi drives make the two
Λ-transitions still distinguishable by the environment, but
the resulting infidelity is small in the limit of χb  κ as a
result of the Zeno effect (scales as χ2b/κ
2 and independent
of Ω as we find numerically, Fig. 3(c) inset).
We performed master equation simulation under the
RWA using a full set of experimentally achievable parame-
ters, and the results for transferring a logical equator state
(i.e. (|0〉L + |1〉L)/
√
2) are presented in Fig. 3(c). The sim-
ulation considered pump amplitude of ξ2 < ξ1 = 0.3 (to
avoid spurious heating effects [41]), intrinsic T1 of 50 µs
for A and 800 µs for B (conservatively below Ref. [42]) in
addition to reservoir-induced Purcell effect, and a spuri-
ous |g〉 → |e〉 transition rate of κ/100 for R (comparable to
Refs. [22, 42]) which is the main dephasing mechanism in A
and B. We find process fidelity of up to 93% (state fidelity
of up to 92% for equator states) for AQST completed in
about 2-3 µs. Leakage error out of the 12-dimension Hilbert
space of HA⊗HB⊗HR is not included, but its leading con-
tribution from spurious transition of R to its second excited
state is estimated to be less than 0.2%. Further improve-
ment beyond these numerical results is possible if Purcell
filters [43], advanced thermalization techniques [44], or ac-
tive/passive methods to cancel χb [45, 46] are employed.
Implementation with bilinear interaction - Circuit QED
has four-wave mixing Hamiltonian as a powerful tool to
engineer the tunable three-body interaction term that is
A
B
A3
B3
B2
κΒ
(a)
(b) A B
A1A2
B1
FIG. 4. Autonomous transfer of a quantum state encoded in
three atoms. (a) A schematic system with pair-wise interac-
tions between atoms in B (green arrows), swapping interaction
between σˆAi and σˆBi (i = 1, 2, 3) (red arrows), and collective
dissipation of B (red twisted lines). (b) Energy level diagrams
of A and B. The red and blue circles indicate the levels used for
logical |0〉 and |1〉 when encoded in A (dashed) or in B (solid).
The thick black levels denote the vacuum states. The red and
blue arrows indicate the transfer paths for |0〉 and |1〉.
central to the AQST protocol above. However, such inter-
action is typically weak, leading to slow operation speed.
Moreover, in many physical systems, it is difficult to ob-
tain four-wave mixing, and the natural interactions be-
tween subsystems are often bilinear, such as Ising, two-
mode squeezing, and Jaynes-Cummings type of interac-
tions. In the following, we provide a proof-of-principle pro-
tocol for AQST with only bilinear interaction. We consider
a system as in Fig. 4, where the information emitter A and
receiver B are each composed of three identical two-level
atoms described by Pauli operators, σˆn1, σˆn2, σˆn3 (n = A
or B). The atomic states are |g〉 and |e〉 with transition en-
ergy ~ω. We consider a system Hamiltonian with swapping
interactions between certain pairs of atoms
Hˆ =~ω
∑
i
σˆzAi + ~ω
∑
i
σˆzBi + ~J
∑
i<j
(
σˆ+Biσˆ
−
Bj + σˆ
−
Biσˆ
+
Bj
)
+ ~g
∑
i
(
σ−Aiσ
+
Bi + σ
+
Aiσ
−
Bi
)
(11)
where g  J  ω. The swapping Hamiltonian is equiv-
alent to the XY spin model and can arise, for example,
from resonant dipolar interactions in Rydberg atoms [47]
or laser-driven interactions in trapped ions [48]. The three
atoms in B are subject to collective decay by emitting into
the same reservoir with jump operator
LˆB =
√
κ
(
σ−B1 + σ
−
B2 + σ
−
B3
)
(12)
We define logical and vaccum states as (Fig. 4(b)):
|0〉A = |S1〉A, |1〉A = |R1〉A, |vac〉A = |ggg〉A, |0〉B =
|R1〉B , |1〉B = |L1〉B , |vac〉B = |R1〉B . Here |S1〉n, |L1〉n
5and |R1〉n (n = A or B) are symmetric, “left-handed” and
“right-handed” states in the one-excitation manifold:
|S1〉 = |egg〉+ |geg〉+ |gge〉
|L1〉 = |egg〉+ ei 23pi |geg〉+ e−i 23pi |gge〉
|R1〉 = |egg〉+ e−i 23pi |geg〉+ ei 23pi |gge〉 (13)
Due to the symmetric collective decay in B, |S1〉B is unsta-
ble but |L1〉B and |R1〉B are stable. The three states for
the two-excitation manifold are similarly defined as |S2〉,
|L2〉, |R2〉, e.g. |L2〉 = |gee〉+ ei 23pi |ege〉+ e−i 23pi |eeg〉.
Starting from an initial state |ψ〉A |vac〉B , the relatively
weak ~g term resonantly couples the two initial logical
states |S1(R1)〉A |R1〉B to |ggg〉A |R2(L2)〉B respectively,
which allows the transfer of one collective excitation from
A to B. (On the other hand, coupling to |R2(L2)〉A |ggg〉B
is off-resonant and can be neglected in RWA when g  J .)
Subsequently LˆB leads to decay from |ggg〉A |L2(R2)〉B
to steady states |ggg〉A |L1(R1)〉B without acquiring the
which-state information, completing the directional trans-
fer to |vac〉A |ψ〉B . The principle behind this protocol is
that information is encoded in the total “chirality” of the
superposition coefficients while both the Hamiltonian and
the dissipation are symmetric with respect to the chirality.
There are a few variations of this protocol worth con-
sidering. The interactions within B can alternatively use
an Ising type of coupling such as σzi σ
z
j . Qubit encodings
for A and B can also be made identical: |0〉 = |R1〉 and
|1〉 = |L1〉 if the last term in Eq. (11) is rewritten as
~g
(
σ−A1σ
+
B1 + e
i 23piσ−A2σ
+
B2 + e
−i 23piσ−A3σ
+
B3 + c.c.
)
. For pos-
sible scaling up of the scheme into a chain of subsystems,
inter-atom couplings and collective dissipation can be in-
troduced to A to enable it as a receiver of quantum state
from further upstream emitters.
Outlook – We have shown that it is possible to construct
a dissipative quantum channel where logical qubit states
are autonomously fed forward from one subsystem to the
next. We have presented its general requirements and a
few implementation schemes including one that can be re-
alized in the near future in superconducting circuits. While
the subsystems in our proposals are not yet spatially far
apart, the modest requirement of only bilinear couplings
between subsystems suggests a remote version of the pro-
tocol is plausible. More in-depth understanding of the re-
quired resources and limitations would be very helpful in
constructing such autonomous transfer “codes”. It will also
be interesting to explore more sophisticated encodings to
include protection against errors during the AQST, for ex-
ample, in multi-cavity bosonic states [18, 42].
Looking forward, an intrinsically directional but still
information-preserving channel may be used to enforce hi-
erarchy and improve isolation in modular architectures of
quantum computation. In addition to its application in
gate-based quantum technologies, the use of dissipation en-
gineering for state transfer may also be integrated into dis-
sipative quantum computation [7]. Furthermore, we note
that our directional quantum channel naturally implements
a classical OR gate (e.g. from Eq. (4)), which may inspire
ways to combine quantum and classical logic in the same
quantum system.
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