INTRODUCTION
The uses of interpolation theory in various branches of analysis, especially Fourier analysis, are well known. For many operators a weak type interpolation theory is indispensible for accurately describing their mapping properties. Such for example is the case with the Hilbert transform, maximal operators, etc.
The early results in interpolation theory were for spaces of measurable functions. Subsequently, a strong type interpolation theory was developed for arbitrary Banach spaces by using various functionalizations of these spaces. The most widely known are the A. P. Calderon complex method [16] and the Lions-Peetre real method [13] .
We will show in this paper that it is a straightforward matter to develop a generalized weak type interpolation theory for arbitrary Banach spaces by combining the Peetre functionalization with the maximal operators of Calderon [15] . As would be expected, this generalized weak type theory has many interesting applications.
It was shown by Calderon [15] that T is a linear operator which is simultaneously of weak type (A , qJ and (A , CA), 1 d ~1 -C P, < to, 1 < 41, It is an important observation that (1.1) can be used as the definition of weak type if now we talk about weak type for two pairs of indices (pi, ql) and (pZ , q2) rather than the indices separately. It was shown by C. Bennett [4] that (I. 1) serves as a natural definition for weak type even if p, is infinite. Hence, if T satisfies (1. I), we will say T is of weak type u(pi , q1 ; p, , qJ. Suppose an operator T satisfies (1.1). F unction norms can be applied to both sides of (1.1) and then Hardy's inequality, or some variation thereof, can be used to obtain mapping properties of T (see [6, 15, 251 ). This gives not only information for indices strictly interior to the segment u(pr , q1 ; p, , q2) (cf. Section 2) but also information at the endpoints (pi , qi), i = 1, 2 as well.
So the inequality (1.1) automatically contains information on the mapping properties of T. In Section 2, we give an expanded discussion of weak type u(pi , qi ; p, , q2) interpolation, and the resulting mapping properties.
It is a simple matter to replace the roles of f * and (Tf)* in (1.1) by an appropriate functionalization of the Banach spaces to obtain a definition of weak type interpolation in arbitrary Banach spaces. For the majority of our applications, the K functional is the most suitable functionalization. In this case if (S, , A-,) and (Yi , Y.J are two pairs of Banach spaces, we say that T is of generalized weak type u(pi , q1 ; pZ , qJ with respect to the couples (S, , S,), (1, , II) if for every t > 0, where K,(g, .) = K(g, .; Yr , YZ) and K,r(f, .) = K(f, .; Xi , Xa). The notation of generalized weak type u[pi , qi ; p, , qJ and u(pr , q1 ; p, , qJ means that the integral corresponding to the closed endpoint does not appear on the right hand side of (1.2). Of course, if an inequality such as (1.2) holds for an operator T, then only one endpoint and the slope of u will be explicitly given. We take the remaining endpoint of u to be the intersection of the boundary of the unit square with the straight line passing through the given endpoint with slope m. There are, in general, two points of intersection, but the requirement 1 < p, < pa < 00, 1 < or, q2 < 03, q1 # q2 (which we will insist hold throughout the paper) determines the remaining endpoint uniquely. Hardy type inequalities will show that this is the optimal selection in our situation.
Using Hardy inequalities as mentioned above, we can deduce that if T is of generalized weak type u( pi , q1 ; pa , q2) and (l/p, l/q) is on the open line segment joining (l/p, , l/q,) to (l/pa , 1 /q2), then the operator T maps (Xl T -J&m continuously into (k', , T.;)K,a,n (notation as in Section 3). Finer results are also possible such as inclusion of logarithm factors in the definition of the spaces and a description of the mapping properties of Tat the endpoints.
These are spelled out in detail in Section 3.
In order to point out the usefulness of the formulation (1.2), we give several applications of generalized weak type interpolation to various problems in analysis. In many of these applications, the resulting weak type inequality (1.2) is a well known classical inequality, while in others the very formulation of (1.2) leads one to search for the correct weak type inequality. The reason that (1.2) usually has a classical formulation is that for the classical spaces there are descriptions of the K functional in terms of more familiar quantities. For example, K(f, t; L, ,L,) = q**(t) with f**(t) = t-t $,f*(s) ds and K(f, tr; L, ) WV') ,-w7 (f, t)l, (cf. Section 4) when WDr is the Sobolev space of Y times differentiable functions in L, and wr(f, .), is the r-th order moduli of smoothness in L, , Perhaps the most familiar weak type inequality is Marchaud's inequality which compares the moduli of smoothness of two different orders. If Q is a subset of Rn, then it is a simple matter to show that for each f~ L,(Q) and Y and K positive integers, we have
With certain structural assumptions on Q, this inequality has a (weak) converse (1.4) which is the famous Marchaud inequality (the term Ilfil, does not appear when 52 = R"). Using the equivalence of the K functional with (Us , (1.4) can be rewritten as a weak type inequality of the form (1.2); namely, the identity operator is of generalized weak type cr[l, 1; (Y + k)/K, co) for the couples (L, , Wg+") and (L, , ?VDT). There are other inequalities for smoothness of derivatives (even for the semigroup setting) which are of generalized weak type. These are given in Section 4 along with their applications to equivalent characterizations of Besov spaces, reduction theorems for semi-groups, etc. There are also weak type inequalities for moduli of smoothness in different L, spaces. We examine this in Section 5, where we prove among other things that if Q satisfies certain properties, then for q > p and Jo L,(Q), where 0 = n/p -n/q. This shows that the identity operator is of generalized weak type u(r/(r -8), 1; co, r/S] for the pairs (L, , IV,') and (L, , W,'). This implies classical embedding results for Besov spaces (cf. Section 5): for example that BiieTa --+ B$" ifh>O,aswellasB~l-+L,.
There are finer descriptions of the mappings of Besov spaces into the L, spaces and these rest on the weak type inequality where again the term iljl1, can be dropped when Sz = R". This inequality leads to the embeddings BBpla --f Lqea when 8 := n/p -n/q as well as results for q = co which exhibit a loss of a logarithm (see Corollary 5.5) .
In Section 6, we show that the Hilbert transform Hj satisfies the weak type inequality Here, only the cases p = 1, zc are interesting since when 1 < p < cc), we have strong inequalities. This inequality together with the mapping theorems established in Section 3, show that if Jo Bta then the conjugate function is also in B$'. This of course includes the classical result that if Jo Lip OL, then Crf E Lip a, 0 < 01 < 1. The endpoint mappings of Section 3 also give endpoint results for the Hilbert transform now with the anticipated loss of a logarithm (cf. Zygmund [30, p. 1211) .
In Section 7, we give some applications to approrimation theory. Following [S] and [20] we first show that inverse theorems for approximation on the circle by trigonometric polynomials can be written as weak type inequalities. Using this together with Jackson's direct theorem we see (see Corollary (7.1)) that approximation spaces can be characterized as Besov spaces while a loss of logarithm occurs in the endpoint embeddings of the approximation spaces and Favard classes. Next we prove a weak type inequality relating the growth of Fourier coefficients to the modulus of continuity: for 1 < p < 2 ( It is possible to derive the mapping results for many of our applications by avoiding the question of weak type inequalities completely. This has been done by Peetre in his many beautiful applications of interpolation theory in various problems of analysis. The weak type inequality is replaced by some sort of argument with the J-functional together with appropriate use of the reiteration and equivalence theorem for K and J interpolation.
In this case, all results are stated in terms of mappings of the appropriate spaces.
Using weak type interpolation has not only the advantage of giving a unified approach, but one can also see the fundamental inequality behind the mapping properties. Such a weak type inequality carries more information than any statement about mapping properties deduced from it (or in some other way). However, there is no question that these two approaches are closely related. We mention these relationships in Remark 8.5. The essential point is that the J-and K-functionals are comparable by certain strong and weak type inequalities.
We also discuss briefly there how the reiteration theorem can be viewed in the light of weak type inequalities.
As mentioned above, some of the inequalities are classical and most of the others can be found in the literature. However, we do supply the proofs of these inequalities if we have a more direct approach.
THE CLASSICAL THEORS
We want to begin with an overview of classical weak type interpolation for spaces of measurable functions. This will serve as an orientation for the formulation of general weak type interpolation in the next section and also introduce much of the needed notation.
It is important to begin with the "correct" formulation of weak type. For our purposes, this turns out to be the approach given by C. Bennett and K. Rudnick [6] based on the Calderon maximal operators.
If 1 < PI < p2 < a, 1 < 45 , q2 < 00, q1 f q2 , let 4Pl , q1 ; P2 , q22) denote the set of all (p, q) such that the point (l/p, l/q) belongs to the open line segment in R2 with endpoints (l/p, , 1 /ql) and (1 /pa , 1 /q2). The notation 4 Pl v q1 ; P2 t q22) (rev. 4 P, 7 q1 ; P2 , qel) means that the endpoint (l/p, , l/q,) (resp. (l/pa, l/q2)) is included in the segment. The restrictions imposed on PIT 41, P27 and q2 will be carried throughout the paper.
There are three maximal operators associated with segments depending on the form of the segment. Suppose 0 is a segment of one of the three types given above. If (X, CL) is a totally u-finite measure space and f a measurable function which is finite a.e., then denote by f * the decreasing rearrangement of ( f /.
Suppose T is a quasilinear operator. We say that T is g-weak type if 
O<f<P
For p > 1, or p = 1 with a = 1 and 01 > 0, these spaces are Banach spaces under a norm equivalent to /I I,G lIpVa,or . In order to obtain mapping results for u-weak type operators on the spaces LpQ(logL)", we are led to examine integral inequalities for S, _ We state two such theorems. The first applies to interior indices, while the second deals with the endpoint case. In these theorems, (CI denotes an arbitrary nonnegative measurable function, but of course y5 = f * is the choice of present interest. For proofs we refer the reader to Theorems 6.4 and 6.5 of [6] .
58433/r-5 THEOREM 2.1 (Intermediate inequalities).
Let 1 < a < w and --co < fl < 00. If (p, q) E 0, h-f2 IS,, (S&)(t) P(1 + I In t I)")" f}lia <c [Jam (3$(t) PlP(1 + 1 In t I>")" -$ll" (2.5) where the integrals are replaced by a supremum norm when a = co and c is a constant independent of 4. G c ]( JJ (4(t) t"PV + I ln t V>" -$-)lia + &MU)~ (2.6) with the change to the supremum norm if a or b are co and c a constant independent of t,b. When 01 + l/a > 0, the term S,(#)(l) in (2.6) can be dropped. Inequality (2.6) is also valid for 01 = p = 0, a = 00, and b = 1.
Taking zj = f * in (2.5), it follows that if T is of weak type (T and (p, 4) E (T, then T is a continuous map from the Banach space LpQ(logLp into Lga(logL)Oi. At an endpoint (pi , qi) not in (T, the inequality (2.6) gives a similar result except there is a loss of a logarithm.
GENERALIZED WEAK TYPE INEQUALITIES
In order to extend the definition of weak type to the Banach space setting, it is enough to functionalize the Banach spaces. This can be done in several ways and the method that should be chosen depends on the problem at hand. For most of our applications, it will be convenient to work with the Peetre K-functional representation.
A pair of Banach spaces (X1 , X,) continuously embedded in some Hausdorff topological vector space 9? is called a Banach couple. The sum of X, and X, , denoted by X1+X,, is the set of allf=fi+f2, withfiEXi, i= 1,2. For each f E Xl + X2, we define the Peetre K-functional for f by
If there is no chance of confusion we do not indicate the dependence on -k; and X, and write instead K(f, t). Al so, in some specific settings, it is customary to work with a modified K-functional in which /I IIx, is a seminorm. This is the case for example with interpolation between Sobolev spaces which we use in some of our applications. All the results of this section hold as well for such a modified K functional.
The K method generates interpolation spaces (see [ 13, Chapter 31 ) by applying function norms to K(f, t)/t. For example, if 1 < p, a < cc and -cc < a: < co, then let us denote by X,,,,, = (Xr , XJK,p,a,u the set of all f~ Xr + X, for which Ilf II ~,v.a.a = llfllx,,,,, = II K(f, O/t lima -=I +a, (3.2) where II llB.a.a is defined in (2.4). Note that K(f, t) is concave and so K(f, t)/t is decreasing. Thus K(f, t)/t in (3.2) takes the place off* in (2.4) .
In what follows we will generalize the weak type interpolation of Section 2 by placing K(f, t)/t in the role off*. As we have mentioned, in some instances it is better to work with decreasing functionalizations other than K(f, t)/t, such as K(f, t), the derivative of K(f, t). F or example K(f, t) would exactly recover the Bennett Rudnick setting. In some problems in approximation theory the approximation functional E(f, t) (see Section 7) seems to be most convenient. All in all, which functionalization to use depends on the application in mind and it is easy to rework our results for that setting.
DEFINITION.
A quasi-linear operator T is of generalized weak type c with respect to the Banach couples (X, , Xa) and (Yr , YJ if whenever S,[K(f, e; X1 , XJ(.)](t,J is finite for some t, , then Tf belongs to Yi + Ye and there holds
As is the case for weak type operators for spaces of measurable functions, this definition is equivalent to the property that T map (X, , XJK,,i.i,O to VI 9 Y2k*+l for i = 1, 2 (see Theorem (3.4)). For notational convenience, in the remainder of this section we shall drop the dependence on the spaces X, , Xz , Y, , Y2 . It is understood that the domain of the operator T is associated with a pair (X, , X,) and the range of T is associated with a pair (Y1 , Y2).
When T is of generalized weak type CT, Theorem 2.1 gives almost immediately an interpolation theorem for the spaces generated as in (3.2). THEOREM 
(Intermediate interpolation).
If T is of generalized weak type (T and (p, q) E u, then II Tfllr Gcllfllx, (3.4) where Y = (Yl, Y2)K,pSa,a: and X = (X,, X2)K,p,a,ol with 1 < a < 00, --CO < 01 < 03.
Proof. Let a < CO (the case a = CO is handled similarily). From (3.3), it follows that
Since S,(K(f, .)/(.)) may not be decreasing, we avoid the quasinorm notation on the right hand side. Applying (2.5) for y!(t) = K(f, t)/t and (p, 4) E u to the right hand side of (3.5), we get (3.4) as desired. The endpoint case is much more complicated as the variety of inequalities within (2.6) illustrates. Because of the nature of the inequalities, it is generally not possible to state results just in terms of the spaces X,,,,, and Y,,,,, but instead we introduce the following spaces.
Forl<p,<p,<co,l<a,b<ooand-co<ol,fl<co,wedenote by (XI > ~~h+o,a + (Xl 3 J%.+~.B the space generated by the norm is generated by
The definition in (3.7) is equivalent to interchanging the indices p, and p, in (3.6). It follows from Theorem 2.2 that In some of our applications, we will be in the situation that only small values of t are important in the definitions of the spaces (XI , X.JK,p.n,or . For this reason, we want to give the corresponding versions of Theorems 3.1 and 3.2. In the case i = 1 and S, = S,, , the term )I f )lx, can be dropped from inequality (3.9).
We mention one additional result before we turn to the applications of generalized weak type inequalities. Using weak type notions which we outline in Remark 8.5, Calderon's theorem [IS, Theorem 81 can be extended to Banach spaces in the following manner. THEOREM 3.4. Suppose 1 < p1 < pa < w, 1 6 ql, q2 6 w, and q1 # q2 , then a necessary and sz@cient condition that an operator T be of generalized u(P,, ql;p2, 
MODULI OF SMOOTHNESS
Our applications of the weak type theory introduced in Section 3 will center for the most part around inequalities for moduli of smoothness and their uses in obtaining embedding theorems and mapping properties of some operators on smoothness spaces.
Let with c depending only on k and r. When Q = Rn or we work with 271 periodic functions, the term Ilfll, can be dropped. For proofs, see H. Johnen [18] for the case n = 1 and H. Johnen-K. Scherer [19] for R > 2. The inequalities in (4.1) can be used to rewrite (4.3) as a weak type inequality. Indeed, replacing wr(f, t), by K,(f, t'), and changing variables gives for u = a[l, 1; (r + k)/k, DX) and any t > 0 K(f, 0 t < c ]I1 f IID + so ( K"g .), ) Ml which is the key weak type inequality. Recall, 11 f IID does not appear when Q = Rn and, since we are always working within the space L, , the term I/f Iln has no effect for other 9. The inequality (4.4) gives information about embeddings of the spaces X u,**O: = (L ?P+y 9' P K.UA,or into the spaces Y,,,,, = (L, , WD+)K,U,o,a . Before stating these results, it is appropriate for us at this stage to introduce the classical notation for these spaces.
If 0 > 0, 1 < p < co, and 1 < Q ,< co, and Y is any integer >B, then the Besov space B2q is the space of all functions f in L,(Q) for which is made for definitiveness which we will also do.
Let us also introduce the spaces B>qvu as the set of functions LED' for which llf II ~Qsa = Is,' (t-"~+(f, f)p(l + 1 In t Iy)Q $-/l" < co (4.6) again with the usual change for q = co. In (4.6) --co < a < cc). We can even let 0 = 0 in which case only the values of CL 3 -l/q
give something different than L, . We should remark that in the case that 0 = 0, ry > -l/q, the space Bodg3" is not the same as the space X1,Q,a since the latter space is trivial (polynomials of degree <r) due to the fact that the integral over (1, cc) is not negligible.
The results of Section 3 also give endpoint results with the expected loss of a logarithm. For example, among many other things, Theorem 3.3 shows that for 1 < p < cc, a: + l/q < 0, the space (L, , W~+l)K,m,g,o+l is continuously embedded in (~5, , W,r)K,s,q.o (for 01 = -1, q = co, compare p. 107 of [28] ).
There are also comparisons for the smoothness of derivatives off and the smoothness off. A strong inequality is At the endpoint we have that if f E B2*++', 01+ l/q > 0, then for any 1 p / = k, D*fE B"a"-.
The development given above can also be carried out for semi-groups of operators. We follow the treatise in Butzer-Berens [13] . If X is a Banach space and {T(t); 0 < t < a~} is an equibounded C,, semi-group, we can define the r-th order modulus of smoothness for f E X and t > 0 by 4f, t>r = ,yvt IIGW -Wf Ilx . It is also possible to establish weak inequalities for powers of A analogous to (4.8). These in turn give reduction theorems for semi-groups (see [13, Thus, we obtain Theorem 3.4.6 of [13] when 4 < co and Theorem 3.4.10 of [13] when q == 00.
EMBEDDINGS FOR BESOV AND SOBOLEV SPACES
Besides the inequalities for moduli of smoothness of different orders given in Section 4, there are also inequalities relating moduli of smoothness in different L, spaces. These inequalities together with the weak type interpolation theory of Section 3 combine to give simple proofs of the fundamental embeddings for Besov and Sobolev spaces. We continue to work in the setting of Section 4 except that now we assume that 52 is a bounded set. This is only for convenience. The case of infinite Q has similar results with slightly different proofs. So, throughout this section, we assume that Q has the properties given in relation (4.0).
The following lemma summarizes some of the fundamental inequalities which lie at the heart of proving weak type estimates for moduli of smoothness in different L, spaces. where constants depend at most on p, q, r, n, and Q and all norms are assumed to be tahen over Q.
In order to move more quickly to the weak type inequalities, we postpone the somewhat technical proof of this lemma until the end of this section. The next theorem gives the fundamental weak type inequality for moduli of smoothness in different L, spaces.
with the constant independent off and t.
Proof.
For each K > k, , let g, be a function which satisfies (5.3) for h = 2-'; < ho and let z&. = gk+, -g, . If f EL,(Q) is such that the right hand side of (5.4) is finite, then for any j >, K, The embedding (iii) of Corollary 5.3 can be refined and this in turn will give more information as to which Besov spaces can be embedded in L, . These refinements depend on a weak type inequality between the K-functional
and the K-functional K,,(f, .)D, or equivalently, w,(f, .), . This is given in the following theorem. For p = I, we haae the strong inequality K*(f, t) < c (K,(f, t)l + min(l, t) llf II& t >o.
(5.6) (5.7)
Proof. Consider first the case 1 < p < co. We use the same notation as in Theorem 5.3. If 2-j < t < 2-j+l, and f is a function so that the right hand side of (5.6) is finite, then we decompose f as f = gj + (f -gj). According to (5. where the last inequality uses (5.12) and (5.11). Replacing tn by t gives the desired result (5.6) for 1 < p < 00.
When p = 1, Q = co, taking h = 2-% in (5.1) gives that whenever g E IYin, g is in L, and II g llm d c (II g Ill + I g M.
If t > 0, let g E IVi" be such that Ilf -g III + t I g I1.n G 2K(f> t)1 .
From the definition of K*, we have for 0 < t < 1 K*(f, t) < Ilf -g 111 + t II g Ilm G Ilf -g /II + ct(llg 111 + I g l~,n) < Wn(f, th + t IlfllJ where we used the fact that (Ig II1 < II f -g II1 + II f (I1 . This shows (5.7)
for 0 < t < 1. But (5.7) holds trivially for t > 1, and so the theorem is proved.
COROLLARY~.~.
Ijl<p<q<co, l<a<o& --co<oL<co, and e = nlp -n/q, then (i) By*" + Lg*"(log L)ol.
(ii) If 1 ,( p < CO, 1 < a < 00, 01 + l/a < 0, then B~'ps'"y"+l --t L"*a(log L)oi.
(iii) Bz/p*l*O --f L". We now turn to the proof of Lemma 5.1. In order to avoid technical difficulties we will give the proofs only for the case D = I", with I = [-1, 11. The same ideas carry over to the general case of Q using arguments similar to that in [19] . The proof of (5.3) is already given in [19] , since the function g constructed there does not depend on p. We therefore concentrate on the proofs of (5.1) and (5.2).
The proof of (5.1) for p = 1, q = co is given in 171, so we restrict ourselves further to the remaining cases. The cube In can be written as the union of 2" cubes I1 ,..., 1s" , with each It of the form 1, = {x: 0 < (-1>*1 xi < 1) with the ai's either 0 or 1. We will show that for each g E W,'(P), E > 0, and 1 < k < 2*, we have Summing over V, we get II g,,, ll,KJ < CC@ II g IIPV"). .2) is very similar to that of (5.1). Again, the case p = 1, q = co is argued separately, so we prove only the case l/p -l/q < 1. Using the same notation as in the proof of (5.1) and letting 1, = {x; -4 < (-1)": xi < l}, then the exact same estimate as in (5.17) shows that II g -g,,, II,(L) < Cc-8 I g I ..rm. (5.19) In the same way that we have argued in the proof of (5.18) we can show that for 1 01 1 = Y, II D=g,,, II&) < CC' II Dag II,(h) < cc-' I g l,.r(I").
Since OL is arbitrary, we have 1 g,,, i,,@k, d cc-e I g l,.r(I").
(5.20)
If we denote by K,(f, ., I), , the usual K-functional for interpolation between L,(J) and W,r(J), then the inequalities (5.19) and (5.20) show that K(f, l T, Ik), < CP8 I g l,.,(I").
We now use the modified subadditivity of the K-functional (see [19, 
p. S]) to find
Finally, using the equivalence of K,(f, c'), with wT(f, E), (see (4.1)) in this last inequality gives (5.2) as desired.
SMOOTHNESS OF THE HILBERT TRANSFORM
In this section we want to consider the smoothness properties of the Hilbert transform on R:
It is well known that H maps L,(R) and W,'(R) boundedly into themselves when 1 < p < co and therefore satisfy strong estimates. For this reason only the cases p = I, cc are interest. On Lm one must redefine the Hilbert transform to get almost everywhere existence, so in order that we not obscure the ideas we only consider the case p = 1 and leave to Remark 8.4 the comments about generalization to other spaces, to other singular integrals, and the modifications necessary when p = co. Before proceeding to estimate the smoothness of Hf we derive some inequalities involving the smoothness of a partition of unity applied to the kernel of the transform (6.1). Let {#k}", be a partition of unity of the line generated by a nonnegative infinitely differentiable 9 in such a manner that (6.2) and {y: I/J(~) > 0) = (4 , 2). Notice that this forces I,!J~ and its derivatives to have support in (-2k+1t, -22"-*t) U (2"-lt, 2P+1t). Define and for fixed positive integer r. Now, obviously (6.4) and thus there is a constant c independent of k so that Similarly, using Leibnitz's rule of differentiation we can estimate < c(2"t)-", all k
and so there is a c so that
For each f in L, , we let &f(x) = f *b&r).
(6.9)
Since Hf exists almost everywhere and xl=, (-l)j+l(;) = 1, we have
Hf(x) = f H,f(x) a.e.
k--cc
The following lemma is an essential part of our estimation of smoothness of the Hilbert transform. where we have used the inequalities (6.9, w,(f, 2s) < 2' . c+(f, s), and the equivalence inequality (4.1). Now consider the case k > 0 and fix such a k. Select fr EL, and fs E R'r' so that llh Ill + (2't)'lI 0% III < 2K(f, (W'), . (6.11) Let g = 6, *jr and h = b, +$a , then HJ = g + h. Using inequalities (6.8) and (6.1 l), we see that (6.12) Similarly, using (6.6) and (6.11), we obtain (6.13)
Using the subadditivity of the modified K functional together with the estimates (6.12) and (6.13) establishes the lemma for k > 0. Now using the lemma we have , and -00 < OL < 00, then whenever f E B;3a,* the Hilbert transform Hf is also in Bfqa3,. The standard loss of logarithm occurs when e _ 0.
FURTHER APPLICATIONS
In this section we examine two additional areas where weak type inequalities play an important role: inverse theorems of approximation and absolute convergence of Fourier transforms. We consider one example only from each area.
Interpolation theory has for some time been recognized as an important tool in the approximation of functions. It's potential was recognized early by Butzer and Berens [13] , Berens [8] , Butzer and Scherer [14] , Peetre [24] and their collaborators. In the first part of this section we point out that the classical inverse theorem of Bernstein can be formulated as a weak type inequality involving the modulus of smoothness and error of approximation. We consider periodic functions on the unit circle and approximate by trigonometric polynomials. The error of approximation in L, is given by E(f, QD = inflllf -g IID I g E pi, de&d g [tl) (7.1) where 9 is the set of trigonometric polynomials. For eachf, the functionalization E(f, .), is a positive decreasing function on (0, co) which is constant on each interval [i, i + 1). The approximation space A$'** is defined as the set of all functions f in L, for which the functional
is finite, where 0 < 8 < CO, ---co <a:<co, and 1 <a<co. The usual modification is made for a = co. Actually, (7.2) is equivalent to the sequence space norm Pa(log I)a applied to {E(f, n),}E1 .
To estimate the r-th modulus of smoothness, we need to consider Uf, al = Wf, t"% , t>1 (7.3) which provides the necessary approximation functionalizations to carry out our discussion. We notice by a simple change of variable that the spaces Ay*a could be defined as the set off in L, where The "weak" converse is commonly called Bernstein's inequality o<t<1 (7.5) (cf. [20, p. 591, [28, p. 3311 ). In our terminology, this is just the statement that the identity operator is of weak type cr( 1, co; co, l] for the pairs (L, , 9')r and (L, , W,') where (L,, P)r gives rise to the functionalization Er(f, .), . Using relations (7.4) and (7..5), we can now state: Proof. The embeddings Ay** + By+ follow from the intermediate mapping properties of S, (Theorem 2.1) applied to (7.5) , while the first embedding in (ii) is just the endpoint result of Theorem 2.2. The remainder of the embeddings in (i) and (ii) follow from relation (7.4) . Part (iii) follows directly from (7.5) .
A similiar analysis can be carried out for approximation on a closed interval by algebraic polynomials (cf. [28, pp. 344, 5211, [20, pp. 65, 731) or for approximation on the line by integral functions of exponential type (cf. [28, pp. 259, 3401) . Combining (7.5) with the results of Section 4, one obtains differentiability properties of functions according to their rates of approximation. Indeed, weak type inequalities relating these concepts have a long history (cf. pp. 406, 347, 365 of [28] and pp. 57, 61 of [20] ). Now we turn to our final application: the absolute convergence of Fourier transforms. We choose to work with Fourier series but the methods presented are adequate for Fourier transforms on R" (see (7.10) ). Adding these last two inequalities and dividing by t leads to inequality (7.6).
The proof which we have presented is actually an adapted proof of Bernstein's theorem due to Peetre [23] . On Rn, the weak type statement reads: for r > n and1 <p,(2 which shows that the Fourier transform is of weak type a[l, p'; p~/( pr -n), 1) for the pairs (L,(R"), WD7(Rn)) and (Ll(Rn),L,(Rn)).
Applying function norms to (7.6) in the usual way produces COROLLARY 7.3. For 1 ,( p < 2, l/p' = 1 -l/p, 1 < q < p', arzd 0 = 1 /q -1 /p' the Fourier transform on the circle satisfies: (9 I1311~ .a,o, < IlP** lLa < cIlfllB;-, 1 < a < 9 --00 < 0~ -c co.
(ii) IIPII 1,a.u < IIP** Il1.a.. < c llfllBp'~m+~, 1 < a < co, fx + l/a < 0. (iii) 113111 < c IlfIIB;'~~~-O.
Proof. The first inequalities of (i) and (ii) follow since f*(t) < l/t 10'f*(s) ds = f**(t).
The second inequalities follow from the intermediate theorem 2.1 and the endpoint theorem 2.2, respectively. Part (iii) follows directly from (7.6) upon multiplying by 2 and taking the limit as t -+ co.
One should keep in mind that the norms of the spaces on the left hand side of each of the inequalities in Corollary 7.3 are actually sequence space norms ZP,a(logZp. Using the fact that /j # jll,a,a+l,a < c/j I/I** (ll,a,rr for 01 + l/a < 0 (see Theorem 12.1 of [6] ), we could actually strengthen part (ii) of Corollary 7.3 to read (pp.u+l)A -pa(log l)a+l/a where 1 < p < 2, 1 < a < co, and 01+ l/a < 0.
ADDITIONAL RESULTS AND REMARKS
Remark 8.1. The interpolation results of this paper can be extended to function norms [21] other than those of the Lorentz-Zygmund spaces. We only need to determine pairs of measurable function spaces LY1 and LO2 such that S,: LD1 --+ L, where S0 appears in the weak type inequality (3. gives necessary and sufficient conditions on function norms p such that Calderdn operators S,, of the type above map L, to L, We only need to invoke the sufficiency of this theorem for our result, the proof of which is straight forward.
In the same way, we may generate other interpolation results once we know the classical mapping properties of S, (see [25] ).
Endpoint results involving iterated logarithms could be established as well and depend upon proving the appropriate Hardy inequalities. We have avoided this type of extension since the added notational complexity would only obscure the ideas. Remark 8.2. The use of weak type inequalities in determining embedding properties for Besov spaces and other Lipschitz type spaces has been implicit in the literature for some time. The importance of operators S,, and S,, in such embedding theorems is present already in A. P. Calderon [16] . Brudnyi and Shalashov [12] present embedding theorems for a variety of Lipschitz type spaces by explicitly applying function norms to both sides of Marchaud type inequalities. Again, operators of the form S,, and S,, play a major role in determining the embedding properties. In another work, Brudnyi [ 1 l] states an inequality which is stronger than our inequality (5.4) and remarks that embedding results involving the space B.M.O. also follow from his techniques. In equations (5.6) and (5.7), the terms lIfl\, and min(1, t) ilfli,, respectively, can be omitted on the right hand sides. This may be seen by using h = 2-G in (5.1) to estimate IIg,0 11% in (5.10) and noting that k, is arbitrary. In the proof of (5.7) we use (5.1) with arbitrarily large h.
The endpoint embeddings of Corollary 5.5 now take on the variety suggested by Theorems 2.2 and 3.2. Since the endpoint (1, p) is contained in 0, Theorem 3.2 does not give all the desired information. However, we can apply Theorem 2.2 and the results in Bennett and Rudnick to obtain the proper theorem. Since such an exercise is instructive and illustrates the complexity in the case of functionalizations on [0, cc)), we sketch the analogue of the second half of Theorem 3.2. Applying (5.5) and Lemma 2.2 to the norm (3.6) with pr = p', pZ = 1 (equivalent to the norm of the intersection (3.7)), we obtain The complete endpoint result generated by (5.5) in the case Q = R'" is given in the following theorem. The actual weak type inequality for the conjugate function is not new. For r = 1 it appears in Zygmund [30, p. 1211 , and the general case was given by Bari and Stechkin [2] (see [28, p. 1631 ).
Remark 8.5. We want to consider the connections between the J-and Kfunctionals given in the standard development of the interpolation theory as set forth in Chapter 3 of Butzer-Berens [13] . The important equivalence and reiteration theorems follow from certain strong and generalized weak type inequalities.
The J-functional for the Banach couple (Xi, X,) is defined by J(f, 4 = J(f, t; 4 1 X2) = maxilif /lx, , t Ilf Ilx,l for each f in X1 n Xa . A basic relation for the J-and K-functionals for the same Banach couple is K(f, t) < min(l, t/4 J(f, s). (8.5) The space (-Xi , X,),,,,,,, generated by the J-functional is the set of all elements f in Xi + X, , which have a representation f = s: u(t) dt/t, where u(t) is a X, n X, valued strongly measurable function on (0, co) and the integral converges in the usual vector valued sense in the Xi + X, norm. The norm in this space is given by llf II J.P,~.o == ini 7=j:u(t)dtit II JW), G/t llm.0 .
The equivalence theorem [13, Sect. 3.2.31 states that the spaces generated by the K-and J-functionals coincide for the same choice of parameters 1 < p < co, a 3 1. The direct inclusion is obtained by constructing an appropriate u(t) so that f = jr u(t) dt/t and for which the strong inequality holds. In order to get the reverse inclusions to (8.6), one seeks a weak type inequality as a partial converse to (8.7). Since K(., t) is a norm, using (8.5), we find that for t > 0 with o = u( 1, 1; co, m) which is the desired weak type inequality that is the converse to (8.7). Applying norms 11 . /(D,(r.O to both sides of (8.8) taking an infimum over all u, and using Theorem 3.1 gives the reverse inclusions in (8.6) . It is clear that the above embedding could be extended to spaces with the inclusion of a logarithm and then in this setting derive endpoint results as well. The standard development of the K method has as a fundamental component the "reiteration" theorem. This theorem says in effect that the construction of intermediate spaces of intermediate spaces can be identified as intermediate spaces of the original pairs. This helps in the identification of intermediate spaces in classical settings and provides the essential interpolation property. We want to give a brief description of how the weak type theory comes into play at this point.
Let Xoi = (Xl y X2k,f,a.o where Bi=l-l/pi, i-l,2 and 1 <pi< p2 < co. For the pair (Xol , X,9), we have the K-functional Qf, t) = q.L t; xs, , X0,). theory has long been recognized as a useful tool in approximation theory. In particular, Butzer and Scherer [14] developed an extensive theory using Jackson and Bernstein type estimates. Berens [8] has also noted that Hardy inequalities can be put to effective use in our situation. The book of Timan [28] contains weak type inequalities for many approximation processes.
