Let K be a complete discrete valuation field of mixed characteristic (0, p) with residue field kK such that [kK :
Introduction
In the series of papers ( [AB08] , [Bri03] , [Bri08] ), Fabrizio Andreatta and Olivier Brinon generalized some parts of Fontaine's theory of p-adic representations to the relative situation. In [AB08, § 3] and [Bri03] , they extended Sen's theory ([Sen80, § § 1, 2]). Particularly, they defined linear operators on a certain representation, which are analogue of Sen's operator Θ. It is natural to ask whether Sen's theorem on a characterization of the images of p-adic representations with respect to Θ ([Sen80, Theorem 11]) holds in the relative situation. In this paper, we prove a generalization of this Sen's theorem under the setting in [Bri03] , i.e., the base ring is a complete discrete valuation field whose residue field may not be perfect (Theorem 3.1). Sen's original result essentially follows from a certain observation on ramification of p-adic Lie extensions. We prove the same ramification result in the imperfect residue field case just by using Borger's generic residual perfection, which preserves ramification ( § 1). For anétale fundamental group G arising in the relative situation, one can expect to deduce some information about the images of p-adic representations of G from our result by restricting G to its decomposition groups.
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Notation
Let p be a prime. Let (K, v p ) be a complete valuation field of mixed characteristic (0, p) with v p (p) = 1. Denote by O K and k K the integer ring and the residue field of K. In the rest of this paper, we assume that v p is a discrete valuation. Denote by π K a uniformizer of K. Fix an algebraic closure of K and we denote it by K alg or K. We denote by G K (resp. I K ) the absolute Galois group of K (resp. the inertia subgroup of G K ). For an algebraic extension L/K, we endow L with the p-adic topology and we denote byL the completion of L. Particularly, we denote the completion of a maximal unramified extension of K by K ur and denote K by C p . For matrices X, Y ∈ M h (C p ) and n ∈ Z, we mean
for n ∈ N ≥1 as usual and we extend log : 1+2p
Some ramification theory
In this section, we generalize a key lemma in [Sen73] , which concerns a ramification of a p-adic Lie extension. Throughout this section, we assume that k K is separably closed. 
In the rest of this section, let notation be as in Definition 1.2. We put K n := L Gn . The following is a key ingredient in the proof of our main theorem.
Then, there exists a constant c
Proof. Let K g be the generic residual perfection of K ([Bor04, 1.12]). Recall that K g is a complete discrete valuation field of mixed characteristic (0, p) with perfect residue field and there exists a canonical
which is the completion of a maximal unramified extension, by Krasner's lemma. Since Galois groups G and G n are invariant after the base change K → K g,ur , we may reduce to the perfect residue field case [Sen73, Lemma 3].
Remark 1.4. In the relative situation, the author does not know that an analogue of Lemma 1.3 can be reduced to the complete discrete valuation field case since Zariski-Nagata purity theorem may not hold over a non-regular base ring.
Brinon's generalization of Sen's theory
In this section, we recall some basic results of Brinon's generalization of Sen's theory ( [Bri03] ). In this section, we assume [
First, we fix some notation. We fix a system of primitive p n -th root ζ p n of unity such that ζ
p n . We also fix a lift t 1 , . . . , t d of a p-basis of k K and a system of their p n -th roots t
for all n ∈ N and 1 ≤ j ≤ d. We put
For such an O K , let K be the fraction field of O K and we define K n etc. similarly as above. Then, there exists γ 1 , . . . ,
We can choose a section Γ
. By using this section, we may identify Γ
, where e j ∈ Z d p is the j-th elementary vector. We write ι = (ι 0 , . . . , ι d ) and define η 0 (g) := log(χ(g)),
is a chart of the p-adic Lie group Γ Kn for n ∈ N ≥2 . We put
are equivalences of categories ([Bri03, Theorem 4]). Thus, we obtain an equivalence of categories D Sen :
is defined over K n for all sufficiently large n ∈ N, i.e., there exists a finite dimensional
, 
K \ {1} is sufficiently close to 1. Note that D Sen,n (V ) is stable by Θ j for all sufficiently large n.
Finally, we note that Brinon's operators Θ 0 , . . . , Θ d are compatible with a certain base change as follows.
is a complete discrete valuation field. In the following, we regard G K (j) as a closed subgroup of G K . We choose t j as a lift of a p-basis of the residue field
Similarly, we define K pf as the completion of K geom . Then, K pf is a complete discrete valuation field with perfect residue field. There exists a canonical isomorphism
Main Theorem
Let notation be as in § 2. Let ρ :
We denote the scalar extension of Θ 0 , . . . , . . . , Θ d with respect to K ∞ → C p by Θ 0 , . . . , Θ d again. Let g be the Lie algebra of ρ(I K ). The following is our main theorem in this paper. We prove Theorem 3.1 in the rest of this section. By replacing K by K ur , we may assume that k K is separably closed. In particular, we may use the results in § 1. We first fix some notation. We fix a Q p -basis e 1 , . . . , e h of V and let U • : G K → GL h (Q p ) be the continuous group homomorphism defined by g(e 1 , . . . , e h ) = (e 1 , . . . , e h )U g for g ∈ G K . We fix a K ∞ -basis e 
′ an extension of complete valuation fields. By extending scalar, we regard f as an
Note that if f is integral, then so is its extension.
By duality, Theorem 3.1 is equivalent to the following:
Furthermore, for any open subgroup U of G K , the latter condition is equivalent to say that f (log(U g )) = 0 for all g ∈ U since g is generated by {log(U g ); g ∈ U} as a Q p -vector space.
We choose m 0 ∈ N ≥2 sufficiently large such that
We also defineǦ : = G m /G ∞ for m ≥ m 0 . Then,Ǧ m0 is a p-adic Lie group and {Ǧ m } m≥m0 is a Lie filtration of it. We may regard U as a 1-cocycle onǦ m . Note that we have {log(U g ); g ∈ G m0 } = {log(U g ); g ∈Ǧ m0 }.
Before proving Theorem 3.4, we gather some basic lemmas.
Lemma 3.5. For m ≥ m 0 and g ∈ Γ Km+c , we have
Here, we use the congruence exp(A)
Corollary 3.6. For m ≥ m 0 and g ∈ Γ Km+c , we have
Proof. It follows from the fact that for g ∈ Γ Km+c , we have η j (g)Θ j ≡ 0 mod p m .
We prove key congruences (3) and (6) in the following. By definition, we have 
For a while, let g ∈Ǧ m . We have congruences
where the last congruence follows from Lemma 3.5. By substituting these congruences in (1), we obtain a congruence
We choose sufficiently large r ∈ N ≥2 such that p r−2 det(M ) −1 ∈ O Cp . In the following, we assume m > r.
. By multiplying (2) on the left by p r−2 M −1 m and dividing p r−2 , we obtain a congruence
where
We can rewrite the above congruence as
By η j (g) ≡ 0 mod p m+c and
we have
We prove Theorem 3.4. First, we assume f (A 0 ) = · · · = f (A d ) = 0. By applying Lemma 1.3 to each entry of (6), we have f (log(U g )) ≡ 0 mod p
where c ′ is a constant for G =Ǧ m0 in Lemma 1.3. Since g
′ for all g ∈Ǧ m0
Since this congruence holds for all sufficiently large m ∈ N, we have f (log(U g )) = 0 for all g ∈Ǧ m0 by passing m → ∞. Finally, we prove f (A 0 ) = · · · = f (A d ) = 0 by assuming f (log(U g )) = 0 for all g ∈Ǧ m0 . First, note that the assumption implies f (g) = 0. We define g pf as the Lie algebra associated to ρ(I K pf ). Since 
