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Resumo
Uma memória autoassociativa (AM) é um sistema de entrada e saída capaz
de armazenar um conjunto de dados. Uma AM também deve ser capaz de recordar
um dado armazenado quando apresentado uma versão parcial ou corrompida desse dado.
Uma AM que projeta um padrão de entrada em um subespaço linear é chamada me-
mória autoassociativa de projeção em subespaço (SPAM). A fase de recordação de uma
SPAM é equivalente a um problema de regressão multilinear. Nesta dissertação, além
da SPAM usando o método dos quadrados mínimos, apresentamos modelos baseados nos
estimadores robustos: M-estimativa, S-estimativa, MM-estimativa e 𝜀-regressão de vetor
de suporte. Ao contrário do que ocorre em alguns modelos de AMs, as SPAMs baseadas
nos estimadores de regressão multilinear representam uma rede neural nos quais os pe-
sos sinápticos são ajustados durante a fase de recordação. Experimentos computacionais
consideram o reconhecimento de faces utilizando imagens em escala de cinza.
Palavras-chave: Modelos lineares, Estimativa, Redes Neurais, Memória As-
sociativa.
Abstract
An associative memory (AM) is an input-output system able to store a finite
set of data. An AM should be able to retrieve data after presentation of a partial or cor-
rupted data. An AM that projects an input pattern onto a linear subspace is referred to
as a subspace projection autoassociative memory (SPAM). The recall phase of a SPAM is
equivalent to a multi-linear regression problem. This dissertation, suggests least squares
regression robust estimators, M-estimate, S-estimate, MM-estimate and 𝜀-support vector
regression . In contrast to many other AMs models, a SPAM based on a robust estimator
represents a neural network in which the synaptic weights are iteratively adjusted dur-
ing the recall phase. Computational experiments consider the recognition of faces using
grayscale images.
Keywords: Linear Models, Estimates, Neural Network, Associative Memory.
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Introdução
O cérebro é um sistema altamente complexo capaz de executar difíceis tarefas
como reconhecimento de padrões, percepção, e controle motor [1], [2]. Além disso, o
cérebro humano aprende por experiência. Quando uma certa atividade é aprendida,
ela é armazenada para que possa ser recordada depois [3]. Mais ainda, nossa memória
trabalha associativamente no sentido de que a informação é armazenada com relação a um
outro dado ou com seu próprio conteúdo. A habilidade do cérebro humano de armazenar
e recordar informação por associação tem motivado pesquisas em modelos de memória
associativa [4].
Em geral, uma memória associativa (AM) é um sistema de entrada-saída ca-
paz de armazenar um conjunto finito de pares de dados {(u1,v1), . . . , (u𝑝,v𝑝)}, 𝑝 ∈ N.
Além disso, uma memória associativa deve ser capaz de recuperar um certo v𝑘 a partir
da apresentação de uma versão possivelmente incompleta ou corrompida da entrada u𝑘,
para qualquer 𝑘 ∈ {1, . . . , 𝑝} [5],[6],[7]. Aplicações de modelos de memória associativa in-
cluem classificação e reconhecimento de padrões [8],[9],[10],[11],[12], otimização [13], visão
computacional [14],[15], previsão [16], e entendimento de linguagem [17].
A famosa rede de Hopfield é uma AM com capacidade de armazenamento e
recordação de vetores bipolares [18]. Outros modelos de AM para vetores bipolares ou bi-
nários incluem a memória associativa de correlação exponencial (ECAM) [19], a memória
associativa dinâmica não-linear de Chartier e Proulx [20], a memória associativa recorrente
com núcleo [21], e a rede neural esparsa de Grippon e Berrou [22]. Em muitas aplica-
ções, inclusive recuperação e identificação de imagens em escala de cinza [10],[12],[15],
a informação memorizada é representada por vetores no espaço euclideano. Exemplos
de memórias associativas capazes de armazenar e recuperar vetores do espaço euclideano
incluem a memória associativa linear ótima (OLAM) [7],[4], a memória associativa com
núcleo [10], e a rede neural recorrente de Hopfield proposta por Li e outros [23]. Memórias
associativas morfológicas e memórias associativas fuzzy também podem ser usadas para
o armazenamento e recordação de vetores [8],[9],[15],[24],[25].
Recentemente, foi introduzida uma classe de memórias autoassociativas de
projeção em subespaço (SPAMs), a qual também pode ser usada para armazenamento e
recordação de vetores reais [26]. A classe de modelos SPAMs é particularmente motivada
pelo fato de que muitos grupos de transformações são levados em conta se a saída é uma
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combinação linear de alguns vetores da base. Exemplos são encontrados em reconheci-
mento de sinais acústicos, processamento de imagens, classificação de texturas, e letras
cursivas [27].
Em poucas palavras, a SPAM projeta o vetor de entrada num subespaço li-
near 𝒮 usando uma função distância. Considerando o subespaço gerado pelas memórias
fundamentais u1, . . . ,u𝑝, 𝑝 ∈ N, a fase de recordação da SPAM pode ser expressa em
termos de um problema de regressão multilinear 𝑈𝛼 ≈ x, onde x denota a entrada
e 𝑈 = [u1, . . . ,u𝑝] é uma matriz cujas colunas correspondem às amostras. O modelo
OLAM é obtido ao resolver 𝑈𝛼 ≈ x utilizando a tradicional regressão de quadrados mí-
nimos [26]. Geometricamente, esta SPAM projeta o padrão de entrada ortogonalmente
no subespaço gerado pelas memórias fundamentais.
Apesar da simplicidade da OLAM, a falta de robustez da solução de quadrados
mínimos do problema de regressão multilinear 𝑈𝛼 ≈ x tem sido criticada na literatura
[28],[29],[30]. Um aperfeiçoamento no modelo SPAM é obtido ao considerar funções de
distância menos sensíveis para determinar a projeção de x no subespaço gerado pelas
memórias fundamentais. Em outras palavras, melhores modelos SPAMs são obtidos ao
substituir a solução de quadrados mínimos por um estimador robusto do problema de
regressão multilinear 𝑈𝛼 ≈ x. Por exemplo, a M-SPAM é obtida ao substituir os coefi-
cientes de quadrados mínimos pela solução robusta do problema de regressão multilinear
[26],[28]. Ao contrário da OLAM, a M-SPAM não é fortemente afetada por outliers ou
pequenas variações da normalidade assumida na entrada. Mais ainda, a M-SPAM exibi
excelente tolerância a ruído em experimentos computacionais com respeito à recordação
de imagens em escala de cinza corrompidas.
Neste trabalho, consideramos outros estimadores robustos para o problema de
regressão multilinear 𝑈𝛼 ≈ x. Precisamente, apresentamos modelos SPAMs baseados
na minimização da norma-1, S-estimativa, MM-estimativa e na 𝜀-regressão de máquina
de vetor de suporte (𝜀-SVR). Esses estimadores são fortemente relacionadas com muitos
métodos robustos de estimativa de funções, tal como a M-estimativa.
A dissertação está organizada como segue. O primeiro capítulo contém uma
introdução dos conceitos estatísticos utilizados por todo o texto, focando no problema de
regressão e nos estimadores. No segundo capítulo, tratamos das redes neurais artificiais e
encontramos a motivação de trabalhar com as memórias associativas. No terceiro capítulo,
discutimos a classe das memórias autoassociativas de projeção e das memórias autoassoci-
ativas de projeção em subespaço. No quarto capítulo, utilizamos os estimadores robustos
para formular novas SPAMs. No quinto capítulo, apresentamos experimentos computaci-
onais em reconhecimento de faces. Apresentamos, ao final, uma conclusão abordando os




Um estimador de regressão é uma função que descreve um conjunto de variáveis
aleatórias. A construção da função gera algumas ferramentas para sintetizar uma memória
de modo promissor. Partindo dessa concepção, começamos o capítulo com o embasamento
da teoria estatística da probabilidade. Passamos em seguida a descrever o problema de
regressão na sua forma mais simples, a regressão linear, e a utilizamos para formalizar a
regressão multilinear. Ao fim, retomamos os conceitos básicos para construir estimadores
de modo a serem efetivos, na melhor forma possível, para estimar os parâmetros do caso
de regressão multilinear, que é o objetivo deste capítulo.
1.1 Conhecimento Básico de Estatística
Começamos revisando algumas noções básicas de teoria de probabilidade. Ob-
servamos que tais conceitos serão brevemente apresentados de forma matematicamente
rigorosa e sem motivação ou propriedades.
Assumimos 𝒳 um conjunto não vazio. Este conjunto denominamos Domínio
ou Universo. Os elementos 𝑥 ∈ 𝒳 são chamados padrões ou amostras. Cada padrão 𝑥 é
considerado o resultado de um experimento aleatório. Chama-se Experimento Aleatório
aquele com resultado imprevisível, mas que pertence necessariamente a um conjunto de
resultados possíveis denominado Espaço Amostral. Por exemplo, lançar um dado de 6 faces
é um experimento aleatório, pois qualquer uma das seis faces do dado tem probabilidade
de ficar para cima após o arremesso. Neste caso, espaço amostral é o conjunto {·, ··, . . . , ::
, :˙:, ......}, com as imagens das faces de um dado.
Os resultados de um experimento são chamados eventos, isto é, um evento
𝒞 é um subconjunto 𝒞 ⊆ 𝒳 [31],[32]. Vamos considerar probabilidade como sendo uma
função 𝒫 que atribui valores numéricos aos eventos do espaço amostral [32]. Assim, a
probabilidade de um evento 𝒞 ⊆ 𝒳 ocorrer é
𝒫(𝒞) := 𝒫{𝑥 ∈ 𝒞},
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que é lido como a probabilidade do evento 𝒞.
Iremos seguir com a teoria de probabilidade pois queremos construir estimado-
res de acordo com o tipo do problema proposto, mas sempre procurando medir a diferença
entre o dado e a observação. Para isso, indicamos por C a classe dos eventos aleatórios e
supomos que seja uma álgebra de eventos:
Definição 1.1.1 (𝜎-álgebra). Uma coleção C de subconjuntos de 𝒳 é uma 𝜎-álgebra em
𝒳 se
(i) 𝒳 ∈ C.
(ii) C é fechado sobre o complementar, significa que se 𝒞 ∈ C então 𝒳 − 𝒞 ∈ C.




Simplesmente, admitimos que existem as probabilidades em uma certa 𝜎-
álgebra C de eventos [33]. Admitimos, que todo 𝒞 ∈ C seja associado um número real
𝒫(𝒞) chamado probabilidade de 𝒞, de modo que os axiomas 1, 2, e 3 a seguir, sejam
satisfeitos.
Axioma 1. 𝒫(𝒞) ≥ 0.
Axioma 2. 𝒫(𝒳 ) = 1.










Definição 1.1.2 (Medida de probabilidade). Uma função 𝒫 definida numa 𝜎-álgebra C
e satisfazendo os axiomas 1, 2 e 3 chama-se uma medida de probabilidade em C ou
simplesmente uma probabilidade em C.
É fácil observar que o experimento probabilístico é constituído de um conjunto não-vazio
𝒳 de resultados possíveis, o espaço amostral; uma 𝜎-álgebra C de eventos aleatórios e,
uma probabilidade 𝒫 definida em C. Assim definimos o trio (𝒳 ,C,𝒫) como um espaço
de probabilidade, onde: 𝒳 é um conjunto não-vazio, C é uma 𝜎-álgebra de subconjuntos
de 𝒳 , e 𝒫 é uma probabilidade em C [33],[34].
Podemos associar elementos de um espaço amostral à valores numéricos utilizando-
se de uma função chamada variável aleatória. Adotamos a seguinte definição: Uma função
de um espaço amostral em um conjunto ordenado de valores é chamada uma variável
aleatória [31]. Em alguns casos, cada variável aleatória é uma função real do resultado
de um experimento. Dessa forma, uma variável aleatória 𝐴 definida no espaço 𝒳 tal
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que [𝐴 ≤ 𝑎] é evento aleatório para todo 𝑎 ∈ R; isto é, 𝐴 : 𝒳 → R é variável alea-
tória se [𝐴 ≤ 𝑎] ∈ C,∀𝑎 ∈ R. A notação [𝐴 ≤ 𝑎] é usada para designar o conjunto
{𝜔 ∈ 𝒳 ;𝐴(𝜔) ≤ 𝑎}.
Segue imediato a definição de função de distribuição.
Definição 1.1.3 (Função de distribuição). A função de distribuição (também cha-
mada função de distribuição acumulada) da variável aleatória 𝐴, representada por 𝐹𝐴 ou
simplesmente por 𝐹 , é definida por 𝐹𝐴(𝑎) = 𝒫 [𝐴 ≤ 𝑎], 𝑎 ∈ R.
Assim uma função de distribuição indica uma maneira de descrever a forma
com que as probabilidades são associadas aos valores ou aos intervalos de valores de uma
variável aleatória.
A partir da operação de derivação da função distribuição (quando esta é deri-
vável), obtemos a função de densidade que representa a distribuição de probabilidade de
uma variável aleatória contínua. Assim temos a seguinte definição.
Definição 1.1.4 (Variável aleatória contínua e densidade). A variável aleatória 𝐴 é con-




𝑓𝐴(𝑡)𝑑𝑡, ∀𝑎 ∈ R.
Neste caso, dizemos que 𝑓𝐴 é a função de densidade de probabilidade de 𝐴 ou
simplesmente densidade de 𝐴.
Definição 1.1.5 (Esperança). Seja 𝐴 uma variável aleatória qualquer e 𝑓𝐴 sua função de





quando a integral imprópria de Riemann-Stieltjes está bem definida [31],[35].
Precisamos ainda, de um outro conceito. Denotamos por 𝐴𝑛(x) = 𝐴(𝑥𝑛) o
observado do n-ésimo ensaio, e no decorrer do experimento serão registrados os valores
das variáveis aleatórias 𝐴1, 𝐴2, . . .. Notamos que 𝐴𝑛 tem a mesma distribuição de 𝐴, pois
trata-se de uma sequência de repetições do mesmo experimento [33]. Se 𝐴𝑛 não depende
dos demais ensaios e todos os ensaios possuem a mesma distribuição, então os ensaios são
chamados independentes e identicamente distribuídas (i.i.d.) [33],[34].
1.2 Regressão
O objetivo da regressão é descrever a relação de fundo (intrínseca) entre uma
variável resposta ou dependente 𝑦 e uma ou mais variáveis explicativas, preditoras ou
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independentes 𝑥1, 𝑥2, . . . , 𝑥𝑝. A identificação da relação intrínseca é feita com base em 𝑛
observações do conjunto de variáveis envolvidas na relação. A regressão pode ser usada
como um método descritivo da análise de dados, como o ajustamento de curvas, sem
serem necessárias hipóteses sobre os processos que permitiram gerar os dados. Assim uma
regressão designa uma aplicação 𝑓 : 𝒳 → 𝒴 que descreve a relação entre (𝑥1, 𝑥2, . . . , 𝑥𝑝) ∈
𝒳 e 𝑦 ∈ 𝒴 .
Essa relação pode ser obtida com a ajuda de estimadores. Seja 𝛼 um parâmetro
a ser estimado. Seja 𝑋 uma variável aleatória com alguma distribuição de probabilidade
que dependa de um parâmetro desconhecido 𝛼. Seja 𝑋1, 𝑋2, . . . , 𝑋𝑛 uma amostra de 𝑋,
e sejam 𝑥1, . . . , 𝑥𝑛 os correspondentes valores amostrais. Se 𝑔(𝑋1, . . . , 𝑋𝑛) for uma função
da amostra a ser empregada para estimar 𝛼 nos referiremos a 𝑔 como um estimador de
𝛼. O valor que 𝑔 assume, isto é, 𝑔(𝑥1, . . . , 𝑥𝑝) será referido como uma estimativa de 𝛼
e é usualmente escrito como ?^? = 𝑔(𝑥1, . . . , 𝑥𝑝). Impomos que o estimador seja honesto
(unbiased), o que quer dizer que, em média, a resposta do estimador é o valor correto do
parâmetro que pretendemos estimar.
A amostra aleatória, tomada para realizar uma estimativa, pode conter dados
corrompidos ou que se comportam diferentes da nuvem de dados. Quando esses dados
estão nas variáveis independentes, dizemos que são leverage points e, quando esses dados
corrompidos estão nas variáveis resposta, são chamados outliers. Ambos possuem grandes
influências nos estimadores, que podem ser diminuídas por duas abordagens: diagnósticos
de regressão ou por regressão robusta. A primeira consiste de ferramentas que removem
ou corrigem dados corrompidos. A última abordagem separa os estimadores que não
são fortemente afetados por outliers e leverage points. Robustez é a propriedade de um
estimador ser insensível a pequenas variações nas hipóteses [28].
Existem vários modelos de regressão mas escolhemos, pela simplicidade, apre-
sentar o modelo de regressão linear e multilinear. Ademais eles estão intimamente relaci-
onados com uma classe importante de memórias associativas.
1.2.1 Regressão Linear
Um dos modelos mais simples para descrever a relação é o linear, o qual en-
volve apenas uma variável independente e assume que a verdadeira média da variável
resposta varia com uma taxa constante quando o valor da variável independente aumenta
ou diminui [36]. Dessa forma, a estimativa 𝑓(𝑥) para 𝑦 é dada pela equação
𝑓(𝑥) = 𝛼0 + 𝛼1𝑥+ 𝑟 (1.2.1)
onde 𝛼0, 𝛼1 são constantes que representam o intercepto da reta com o eixo vertical e
o declive da reta, respectivamente, e 𝑟 é o erro, a variável que inclui todos os fatores
residuais e erros de medição [36],[37],[38]. Muitas vezes, assume-se que o erro 𝑟 tem
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distribuição normal com média zero e variância fixa, na linguagem de processamento de
sinal é chamado ruído branco [39],[40].
Para descrever a relação entre 𝑥 e 𝑦 procura-se estimar os parâmetros 𝛼0, 𝛼1
de modo a aproximar 𝑓(𝑥𝑖) da observação 𝑦𝑖 para 𝑖 = 1, . . . , 𝑛, ou simplesmente fazer
𝑓(𝑥𝑖) ≈ 𝑦𝑖, o que é realizado utilizando algoritmos de estimadores de regressão.
1.2.2 Regressão Multilinear
O problema de regressão multilinear é análogo ao de regressão linear, com a
diferença de que se pretende modelar uma variável resposta 𝑦 com base em 𝑝 variáveis
independentes 𝑥1, ..., 𝑥𝑝. Tal como no caso anterior, temos um conjunto com 𝑛 observações,
isto é, (𝑥1𝑖 , 𝑥2𝑖 , ..., 𝑥
𝑝
𝑖 , 𝑦𝑖) com 𝑖 = 1, ..., 𝑛. Assim a relação entre a variável independente e
a observação é linear e descrita pela expressão
𝑓(𝑥𝑖) = 𝛼0 + 𝛼1𝑥1𝑖 + 𝛼2𝑥2𝑖 + ...+ 𝛼𝑝𝑥
𝑝
𝑖 + 𝑟𝑖, 𝑖 = 1, ..., 𝑛 (1.2.2)
que pode ser escrita na forma matricial como








⎤⎥⎥⎥⎥⎥⎥⎦ , 𝑋 =
⎡⎢⎢⎢⎢⎢⎢⎣
1 𝑥11 𝑥21 ... 𝑥
𝑝
1
1 𝑥12 𝑥22 ... 𝑥
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... ... ... ... ...
1 𝑥1𝑛 𝑥2𝑛 ... 𝑥𝑝𝑛













representando o vetor das observações, a matriz das amostras, o vetor dos coeficientes e
o vetor dos erros, respectivamente. Neste caso, os estimadores procuram o vetor 𝛼 de
modo a aproximar 𝑋𝛼 de y, isto é 𝑋𝛼 ≈ y, ou ainda 𝑓(𝑋) ≈ y.
Para a construção da estimativa, tomamos as 𝑛 observações como uma amostra
aleatória de um universo maior, ou seja, tomamos um subconjunto finito dos dados que
descrevam bem as características do problema. Esse conjunto recebe o nome de dados de
treino. Note que diferentes grupos de dados podem gerar diferentes curvas ajustadas.
Com o problema de regressão em mãos, precisamos encontrar formas de resolvê-
lo, ou seja, de estimar os coeficientes. Iremos quantificar a qualidade de uma estimativa
e o risco de estimar entradas corrompidas, de forma a construir um estimador que seja
razoável do ponto de vista do nosso problema.
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1.3 Risco e Perda
Com base na teoria estatística, precisamos especificar o objetivo: se procura-
mos minimizar, limitar, aproximar, ou obter algo utilizando os dados. Em outras palavras,
passaremos a determinar um critério para avaliar a qualidade da estimativa 𝑓 : 𝒳 → 𝒴
obtida dos dados.
Discutimos o problema utilizando a abordagem do risco (também chamado
erro) já que a maioria dos algoritmos minimizam alguma forma do risco.
1.3.1 Função Perda
Quando tratamos de perda, queremos representar o custo que pagamos por
algo. Nesse sentido, a função perda representa o preço que dispomos a pagar na previsão
𝑓(𝑥) em vez de 𝑦. Em outras palavras, 𝑓(𝑥) é visto como uma ação e a função perda
mede o custo de tomar a ação 𝑓(𝑥) frente à amostra 𝑥 quando a verdadeira saída é 𝑦.
Definição 1.3.1 (Função Perda). Seja (𝑥, 𝑦, 𝑓(𝑥)) ∈ 𝒳 × 𝒴 × 𝒴 a tripla consistindo de
um padrão 𝑥, uma observação 𝑦 e uma previsão 𝑓(𝑥). A função 𝜌 : 𝒳 × 𝒴 × 𝒴 → [0,∞)
com a propriedade 𝜌(𝑥, 𝑦, 𝑦) = 0 para todo 𝑥 ∈ 𝒳 e 𝑦 ∈ 𝒴 é chamada de função perda
[34].
A função perda também é conhecida como função custo. A definição dada traz
a propriedade de que 𝜌 seja não negativa e, de que a previsão exata 𝑓(𝑥) = 𝑦 não traz
nenhuma perda. Isto quer dizer que o mínimo da perda é zero, que pode ser obtido para
algum dado 𝑥 e 𝑦. Podemos encontrar também definições mais gerais de função perda em
[41],[42].
Ainda, a perda ocorrida não precisa ser necessariamente uma quantidade a ser
minimizada. A função perda pode assumir diversas formas, inclusive ser infactível para
alguns algoritmos [34]. Procurando a eficiência de implementação, é importante que a
função perda satisfaça algumas propriedades. Em particular, a função perda deve ser fácil
para calcular, não ter ou ter um pequeno número de descontinuidades na primeira derivada
e ser convexa para garantir a unicidade do mínimo. Para a construção de estimadores,
espera-se que seja resistente a outliers e leverage points [34].
1.3.2 Risco Esperado e Risco Empírico
Em casos específicos de (𝑥, 𝑦, 𝑓(𝑥)) temos a função perda para penalização.
Precisamos encontrar um método que combine essas penalidades locais, o que nos ajudará
a obter uma estimativa particular 𝑓 [34]. Para isso, assumimos que existe uma distribuição
de probabilidade 𝒫(𝑥, 𝑦) em 𝒳 × 𝒴 que padroniza a geração dos dados e a dependência
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do funcional de fundo [34]. Assumimos que os dados (𝑥, 𝑦) são i.i.d. com distribuição
𝒫(𝑥, 𝑦).
Para criar algoritmos de estimação de parâmetros podemos ou não ter conheci-
mento sobre os dados de treino. Por isso, geralmente é considerado o caso em que nenhum
conhecimento sobre os padrões está disponível [34]. Então procuramos diminuir os risco
esperado conforme a definição.
Definição 1.3.2 (Risco Esperado). O risco esperado com respeito a 𝒫 e 𝜌 de uma esti-
mativa 𝑓 é
𝑅[𝑓 ] := 𝐸[𝜌(𝑥, 𝑦, 𝑓(𝑥))] =
∫︁
𝒳×𝒴
𝜌(𝑥, 𝑦, 𝑓(𝑥))𝑑𝒫(𝑥, 𝑦), (1.3.1)
onde os dados (𝑥, 𝑦) são i.i.d.
Nessa definição, a integral é realizada com respeito à distribuição 𝒫(𝑥, 𝑦).
Novamente, o problema do risco esperado é geralmente intratável, pois não temos a dis-
tribuição 𝒫(𝑥, 𝑦) [34]. Mas dados os padrões de treino (𝑥𝑖, 𝑦𝑖), podemos substituir a
distribuição desconhecida 𝒫(𝑥, 𝑦) por sua estimativa empírica [34]. Isso é feito utilizando
o risco empírico que espera-se ser próximo do risco esperado.
Definição 1.3.3 (Risco Empírico). O risco empírico com respeito à 𝜌 de uma estimativa









𝜌(𝑥𝑖, 𝑦𝑖, 𝑓(𝑥𝑖)) (1.3.2)







Aqui 𝛿𝑥′(𝑥) representa uma 𝛿-distribuição, também denominado Delta de Dirac [43], sa-
tisfazendo ∫︁
𝛿𝑥′(𝑥)𝑓(𝑥)𝑑𝑥 = 𝑓(𝑥′).
Observe que a grandeza em (1.3.2) pode ser calculada e também minimizada.
Resolver esse problema leva a uma classe de estimadores conhecidos como M-Estimadores
na literatura.
Do ponto de vista teórico, a questão de minimizar a perda é um problema à
parte, que é resultado da tarefa a ser estudada e do objetivo de melhorar a desempenho dos
métodos de estimativa. Com isso em mente, dado que procuramos resolver um problema
de estimativa de parâmetros, pode parecer que (1.3.2) é a solução. O que precisamos
então é encontrar uma classe de funções F com 𝑓 ∈ F que minimiza 𝑅𝑒𝑚𝑝[𝑓 ] com respeito
a F. Só que, como já mencionado, procuramos solucionar um problema de regressão
multilinear, que tem uma forma particular, descrita na próxima seção.
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1.4 O Particular Caso da Regressão Multilinear
No caso de uma regressão, 𝑓 é uma função que estima quantidades reais.
Dessa forma, o que importa é o tamanho da diferença 𝑦− 𝑓(𝑥). Em outras palavras, uma
estimativa de regressão penaliza a quantidade de previsão errada [34]. Assim, a função
perda na Definição 1.3.1 toma a forma
𝜌(𝑥, 𝑦, 𝑓(𝑥)) = ℓ(𝑦 − 𝑓(𝑥)), (1.4.1)
com ℓ : R → [0,∞). Esta também pode ser denotada pela expressão ℓ(𝑓(𝑥), 𝑦) = ℓ(𝑦 −
𝑓(𝑥)). Em seguida colocamos alguns exemplos de função perda no caso da regressão.
⋆ Função Perda Quadrática: Corresponde a colocar peso maior para erros maiores.
Formalmente
ℓ𝑄𝑀(𝑟) = 𝑟2, (1.4.2)
Assim função ℓ𝑄𝑀 representa a soma dos quadrados dos resíduos 𝑦 − 𝑓(𝑥). Grafi-
camente temos o comportamento de (1.4.2) na Figura 1.1.
⋆ Função de Tukey: A função ℓ𝑇 caracteriza o comportamento mais suave que o da
perda quadrática acima de um limiar 𝑘, e abaixo deste, o comportamento é logístico,








6𝑘4 , |𝑟|≤ 𝑘,
𝑘2
6 , |𝑟|> 𝑘,
(1.4.3)
na qual considera-se uma constante limiar 𝑘 chamada constante de refinamento ou
aprimoramento. A Figura 1.1 caracteriza a equação (1.4.3) para 𝑘 = 2.
⋆ Função ℓ1: A função ℓ1 é dada pelo módulo dos resíduos 𝑦 − 𝑓(𝑥), assim
ℓ1(𝑟) = |𝑟| (1.4.4)
descreve o comportamento em que o custo é proporcional ao erro. Temos o desem-
penho de (1.4.4) na Figura 1.2.
⋆ Função Perda 𝜀-insensível: Uma extensão da função perda ℓ1, a ideia é que desvios
até um limiar 𝜀 não devem ser penalizados, e todos os outros desvios devem ser
penalizados linearmente. Isto resulta na expressão
ℓ𝜀(𝑟) =
⎧⎨⎩ |𝑟|−𝜀 |𝑟|≤ 𝜀0 |𝑟|> 𝜀 (1.4.5)
26
Figura 1.1: Representação gráfica de ℓ𝑄𝑀 conforme (1.4.2) e ℓ𝑇 dada em (1.4.3) no caso
em que 𝑘 = 2.
Figura 1.2: Representação gráfica de ℓ1 conforme (1.4.4) e ℓ𝜀 dada em (1.4.5) no caso em
que 𝜀 = 1.
Note que se fixarmos 𝜀 = 0 temos que a função ℓ𝜀 toma a forma da função ℓ1. O
comportamento de (1.4.5) pode ser visualizado na Figura 1.2 onde 𝜀 = 1.
Um problema de regressão pode ser resolvido através de um estimador [28],[36].
Como foi discutido, um estimador deve minimizar o funcional risco empírico. Assim para
encontrar a curva 𝑓 que melhor descreve um conjunto de dados de treino {(𝑥𝑖, 𝑦𝑖)}𝑛𝑖=1
deve-se resolver o problema de minimizar 𝑅𝑒𝑚𝑝[𝑓 ], isto é, procuramos encontrar 𝑓 que
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satisfaça
𝑅𝑒𝑚𝑝[𝑓 ] = min
𝑓
𝑅𝑒𝑚𝑝[𝑓 ] (1.4.6)







ℓ(𝑦𝑖 − 𝑓(𝑥𝑖)). (1.4.7)
Logo, (1.4.6) e (1.4.7) juntos descrevem




ℓ(𝑦𝑖 − 𝑓(𝑥𝑖)). (1.4.8)
Em outras palavras, a curva que melhor descreve os dados de treino é encontrada resol-






⎞⎠ , 𝑖 = 1, ..., 𝑛. (1.4.9)
Por definirmos o risco através da função perda, a estimativa da curva linear 𝑓 é dada para
𝛼 que satisfaça y = 𝑋𝛼+r para o menor r possível. Nesse caso, o estimador de regressão
multilinear ?˜? a ser resolvido se torna











Como (1.4.10) depende da função perda, e essa é escolhida de acordo com o problema a ser
resolvido, a solução da minimização (1.4.10) pode ser feita utilizando diversos algoritmos,
dentre esses estão métodos iterativos e de otimização convexa.
Por fim, mencionamos que no caso particular em que (1.4.9) toma a forma
da função perda quadrática tem-se um problema de quadrados mínimos (LSM) [28],[29].
Quando (1.4.9) tem a função perda satisfazendo ℓ é par, diferenciável, ℓ(0) = 0 e ℓ(𝑥1) ≥
ℓ(𝑥2) sempre que |𝑥1|> |𝑥2| o resultado é uma M-Estimativa de acordo com Huber [44].
A função de Tukey é uma sugestão de função perda que satisfaz essas propriedades. E no
caso em que (1.4.9) utiliza-se da função perda 𝜀-insensível, obtemos um caso particular
de máquina de vetor de suporte, que será tratada em detalhes nos próximos capítulos.
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Capítulo 2
Redes Neurais e Memórias
Associativas
Tendo por base a capacidade do cérebro humano, procura-se desenvolver fer-
ramentas matemáticas que imitam a habilidade de aprender e adaptar. Neste capítulo,
tratamos dos conceitos básicos de redes neurais e argumentamos sobre a noção de apren-
dizado.
2.1 Redes Neurais
O cérebro humano é capaz de realizar complexas tarefas, como reconhecer
padrões ou recordar informações de forma simples e eficiente. Entre suas capacidades,
destacamos a forma com que observamos, aprendemos e damos uma resposta apropriada
em frente a uma certa situação apresentada.
Essas características inspiraram o estudo de modelos matemáticos do sistema
neural, denominados Redes Neurais Artificiais ou simplesmente Redes Neurais (RN)
[2],[45]. Uma rede neural é um sistema que modela funções realizadas pelo cérebro. Os
neurônios, as células especiais do cérebro, devem ser capazes de armazenar e disponibili-
zar o conhecimento numa rede neural. Para garantir um bom desempenho, a rede neural
interconecta os neurônios, também chamados de unidades de processamento [2].
Os benefícios de utilizar uma rede neural estão em encontrar boas soluções
aproximadas para problemas complexos que são intratáveis [2]. O que é feito utilizando-
se da capacidade de aprendizado e generalização da rede neural. Entre as propriedades de
uma rede neural estão: a não-linearidade, a aplicação entrada-saída, adaptação, analogia
neurobiológica, dentre outras que podem ser encontradas em [2],[45],[46],[47].
Uma rede neural possui três elementos básicos: modelos neurais, arquitetura
da rede e processo de aprendizado. Neste trabalho, tratamos do processo de aprendizado,
também chamado de algoritmo de aprendizado [2]. Mas, antes de discuti-lo, tratamos de
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um modelo geral de rede neural.
2.1.1 Modelo de Rede Neural
Basicamente, um modelo neural deve ser composto por:
1. Um conjunto de sinapses ou connecting links, caracterizados por pesos. Um sinal 𝑥𝑗
na entrada da sinapse 𝑗 conectada ao neurônio 𝑘 é multiplicada pelo peso sináptico
𝑤𝑘𝑗. Observe que o índice 𝑘 refere-se ao neurônio em questão e o índice 𝑗 a sinapse
à qual o peso refere-se.
2. Um somatório do sinal de entrada, combinado com os respectivos pesos sinápticos.
Ou seja, uma combinação linear.
3. Uma função de ativação ou squashing function, que limita a amplitude de saída do
neurônio.
A função de ativação pode tomar a forma da identidade, função linear por par-
tes, função sinal, função sigmoide e função exponencial. Para o estudo realizado lidamos
apenas com a identidade. Algumas vezes, o modelo neural também inclui um bias, como
na Figura 2.1. Este pode aumentar ou diminuir a entrada da rede na função de ativação,
dependendo do seu sinal.
No modelo neural clássico [2], referenciado em homenagem à McCulloch e Pitts






com 𝑥1, 𝑥2, ..., 𝑥𝑛 os sinais de entrada, 𝑤𝑘1, 𝑤𝑘2, ..., 𝑤𝑘𝑛 os pesos sinápticos do neurônio 𝑘,
𝜙 a função de ativação e 𝑦𝑘 o sinal de saída. Observe que não há a presença do bias, este
tem o efeito de uma transformação afim na saída 𝑦𝑘.
O diagrama de blocos dado na Figura 2.1 mostra o modelo de um neurônio que
forma a base do design de uma grande família de redes neurais. Quando é apresentado um
problema, este é decomposto em um número de tarefas relativamente simples. As redes
neurais com a capacidade intrínseca para resolver cada tarefa são acionadas. Uma das
redes que tratam do aprendizado são as memórias associativas, que iremos estudar com
mais detalhes. Assumimos esta forma de neurônio para todas as redes deste trabalho.
Ressaltamos que há outros tipos de neurônios na literatura [46], como por
exemplo os modelos neurais morfológicos [47],[48],[49] que são representados através das
operações básicas da morfologia matemática, a dilatação e a erosão. Para maiores infor-


















Figura 2.1: Modelo de neurônio
2.1.2 Topologia da rede
A estrutura de interconexões entre os neurônios organizados é denominada ar-
quitetura ou topologia da rede neural. Em uma rede, os neurônios são organizados em
forma de camadas. Uma rede é dita progressiva ou feedfoward quando não há realimenta-
ção na rede, ou seja, quando as conexões avançam da entrada para a saída da rede. Numa
rede recorrente, a entrada de alguns neurônios pode depender, direta ou indiretamente de
sua saída, ou seja, quando há loop de realimentação na rede.
Em geral, são três as classes de arquitetura:
• Rede de camada única: apresenta a camada de entrada com as entradas externas à
rede, e projeta saída dos neurônios, mas a retropropagação não ocorre. A organi-
zação dos neurônios em uma rede de uma camada pode ser visualizado na Figura
2.2.
• Rede de múltiplas camadas: apresenta uma ou mais camadas escondidas. A função
das camadas escondidas é intervir entre a camada de entrada e a camada de saída.
Na Figura 2.3, apresentamos um exemplo de uma rede de múltiplas camadas.
• Rede recorrente: apresenta pelo menos um feedback loop. Isso significa que uma
saída da rede é colocada como entrada em alguma de suas camadas. A presença de
recorrência contribui com o desempenho e na capacidade de aprendizado da rede.
Na Figura 2.4 apresentamos um exemplo de rede recorrente.
Uma rede é dita totalmente conectada quando cada nó em cada camada é conectado com
cada nó na camada adjacente. Caso faltem conexões, a rede é dita parcialmente conectada













𝑧−1 𝑧−1 𝑧−1 𝑧−1
Figura 2.4: Rede recorrente
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2.2 Processo de Aprendizagem
Um dos principais atributos da inteligência é a capacidade de aprender. De
diferentes formas nós aprendemos ao interagir com o nosso ambiente, através da experi-
ência ou da observação da experiência. O aprendizado em uma rede neural ocorre através
de um processo adaptativo caracterizado por algoritmo ou tarefa de aprendizado em que
os pesos das conexões sinápticas são ajustados [45]. Mais precisamente, aprendizagem é o
processo onde os parâmetros livres de uma rede são modificados [55]. Este processo pode
ser visto como um processo de otimização em que procuramos os melhores pesos.
Podemos classificar o tipo de aprendizagem pela maneira que os parâmetros
são modificados. São três as categorias de aprendizagem:
1. Aprendizado supervisionado ou aprendizado com professor: nesse caso, temos um
professor com conhecimento do ambiente inacessível a priori à rede. Ambos, pro-
fessor e rede, são expostos a uma amostra retirada do ambiente. A resposta do
professor representa o ótimo a ser executado pela rede. Assim os parâmetros devem
ser ajustados combinando a influência da amostra e o erro, que é definido como a
diferença entre a resposta da rede e a resposta desejada. O processo de aprendizado
supervisionado consiste na apresentação de exemplos de entrada-saída [55]. Essa
também pode ser descrita como aprendizagem por correção de erro.
2. Aprendizado por Reforço: similar ao aprendizado supervisionado, no aprendizado
por reforço, a rede recebe apenas notas ou pontos que dizem o quão bom foi o
desempenho da rede após uma quantidade de testes. Em outros termos, a rede é
convidada a executar sua tarefa várias vezes, em um intervalo de tempo. Ao final
é dada à rede uma nota, uma pontuação para seu desempenho sobre este intervalo
de tempo. Esse valor serve como avaliação do desempenho da tarefa executada pela
rede. Este também é conhecido por graded training. O aprendizado por reforço
tem a vantagem de não demandar a resposta correta para cada par de entrada
e saída, de modo a treinar a rede para executar uma determinada tarefa. Dessa
forma, as características principais dos problemas em que esse tipo de aprendizado
é mais aplicado incluem, um sentido de causa e efeito, um sentido de incerteza e não
determinismo e, a falta de objetivos explícitos [56], ou seja, em que não há forma
de saber o que a resposta desejada deve ser [7].
3. Aprendizado Não-Supervisionado ou Self-organization: Diferente do que ocorre nos
casos anteriores, em self-organization, a rede se modifica em resposta às 𝑛 entra-
das [7]. Assim uma previsão é feita para medir a qualidade da tarefa que a rede
deve executar, e os parâmetros da rede são otimizados com respeito a essa medida.
Para uma determinada medida de tarefa independente, a rede desenvolve uma ca-
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pacidade de formar representações internas para caracterizar a saída e criar classes
automaticamente [2].
Para o processo, é necessário um conjunto de dados denominado dados de treinamento.
Observe que a regressão multilinear também é visto como um aprendizado, dito apren-
dizado por estimação de função [57],[58],[59]. O aprendizado ao qual se vinculam as
memórias associativas é o aprendizado supervisionado, já que são dados a entrada e a
saída desejada. O aprendizado supervisionado também é a classe do aprendizado por
estimação de função [57].
2.3 Memórias Associativas
Uma memória associativa é um sistema de entrada e saída capaz de armazenar
e recordar um conjunto finito de dados. É esperado que a memória seja capaz de recu-
perar a informação como resposta mesmo quando é apresentado como entrada um dado
corrompido. São duas as fases envolvidas na operação de uma memória associativa [2].
- Fase de armazenamento: o processo de sintetizar uma memória associativa;
- Fase de recordação: a memória é testada para verificar se foram armazenados corre-
tamente os padrões e a capacidade de correção de erro é medida.
Formalmente, nos é dado um conjunto de pares de padrões a serem armazenados ℱ =
{(u𝑘,v𝑘) : 𝑘 = 1, ..., 𝑝}, chamado conjunto das memórias fundamentais, composto dos
vetores u𝑘 ∈ R𝑛 e v𝑘 ∈ R𝑚. Para uma memória associativa, criamos uma associação
ℳ : R𝑛 → R𝑛 entre a entrada u𝑘 e a saída v𝑘. A aplicação ℳ é chamada aplicação
associativa. Ainda, ℳ deve ter tolerância a ruido, ou seja, espera-se que a memória
recupere v𝑘 quando se apresenta como entrada uma versão ruidosa u˜𝑘 de u𝑘. Dessa
forma, procuramos a aplicação ℳ com a propriedade de que
ℳ(u𝑘) = v𝑘 e ℳ(u˜𝑘) = v𝑘, ∀𝑘 = 1, . . . , 𝑝, (2.3.1)
ou seja, u˜𝑘 e u𝑘 devem produzir a mesma saída. A representação da topologia da rede
pode ser observada na Figura 2.5.
Cada par (u𝑘,v𝑘) armazenado na memória é chamado associação. A entrada
do sistema u𝑘 é dito padrão-chave, a saída desejada v𝑘 é chamada recordação fundamental,
e a saída do sistema ℳ(u𝑘) é dito padrão recordado. A rede neural representa uma
memória associativa através da aplicação associativa ℳ com a fase de armazenamento
constituindo de determinar os pesos sinápticos.
Um dos principais objetivos ao criar uma memória associativa é garantir uma




Figura 2.5: Memória Associativa
armazenar um grande número de memórias fundamentais [45]. Um problema aparece
quando ocorrem as memórias espúrias, que são as associações indevidas, ou seja, as
associações que não fazem parte do conjunto das memórias fundamentais.
Existem vários modelos de memórias associativas que são classificados de várias
formas, dependendo da sua arquitetura (estática versus recorrente), seu modo de recor-
dação (síncrono e assíncrono), da natureza da associação armazenada (autoassociativa
versus heteroassociativa). Outros são encontrados em [3],[6].
O tipo de arquitetura de uma rede neural descreve a arquitetura da memória
associativa. As memórias associativas são ditas estáticas quando são descritas por uma
rede neural progressiva. Quando uma rede neural recorrente é usada como mapeamento
associativo, a memória associativa é dita dinâmica. As diferenças dos modos de recordação
podem ser encontradas em detalhes em [2],[45],[55].
Uma memória é dita heteroassociativa quando a entrada u𝑘 é diferente da saída
v𝑘. No caso em que a entrada e a saída são as mesmas temos uma memória autoassociativa.
Neste último caso, os termos memórias fundamentais e chave fundamental são sinônimos.
Se a memória é autoassociativa o conjunto das memórias fundamentais é da forma
ℱ = {u1,u2, ...,u𝑝},
com os vetores u1, ...,u𝑝 ∈ R𝑛 denominados memórias fundamentais. Definimos uma
memória autoassociativa como uma aplicação ℳ : R𝑛 → R𝑛 tal que
ℳ(u𝑘) = u𝑘 e ℳ(u˜𝑘) = u𝑘, ∀𝑘 = 1, ..., 𝑝, (2.3.2)
para u˜𝑘 que seja uma versão ruidosa de u𝑘.
A fase de aprendizado de uma rede neural clássica irá corresponder à fase
de armazenamento de uma memória associativa. Em outras palavras, o algoritmo de
aprendizado é a forma pela qual o armazenamento de uma memória ocorre. Existem várias
formas de aprendizado em RN, como o armazenamento por correlação e o armazenamento
por projeção, explorados a seguir.
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2.4 Memória Associativa Linear
Os primeiros modelos de memória consistem de memórias por associação em
que a entrada x ∈ R𝑛 associa-se à v ∈ R𝑚 através da equação
v =𝑀x (2.4.1)
onde 𝑀 ∈ R𝑚×𝑛 representa a matriz de interconexões. Nesse caso, assume-se que os
padrões são transformados linearmente [4]. Essa abordagem é conhecida por Memória
Associativa Linear (LAM) e foi proposta por diferentes pesquisadores durante o período
de 1968 a 1972, mas classicamente, este modelo é referenciado a Anderson [60], Kohonen
[61] e Nakano [62].
A ideia básica da LAM é que a rede deve ser capaz de aprender os pares
{(u𝑘,v𝑘)}𝑝𝑘=1 de maneira linear. Na forma matricial
𝑉 =𝑀𝑈 (2.4.2)
com 𝑉 = [v1,v2, ...,v𝑝], 𝑈 = [u1,u2, ...,u𝑝] matrizes cujas colunas são compostas das
memórias fundamentais de entrada e recordação, respectivamente. Encontrar uma matriz
𝑀 que satisfaça a relação (2.4.2) sintetiza diferentes memórias. Apresentamos a seguir
duas formas de gerar a memória ℳ(u) =𝑀u,∀u ∈ R.
2.4.1 Memória Armazenada por Correlação
A memória associativa linear armazenada por correlação é baseada no postu-
lado de aprendizado de Hebb [63], que afirma que, se um neurônio 𝜂 é ativado por um
neurônio 𝑘 repetidas vezes, então o neurônio 𝜂 ficará mais sensível aos estímulos de 𝑘 e a
conexão sináptica entre 𝜂 e 𝑘 será maior [45]. Em outras palavras, o peso sináptico 𝑤𝑖𝑗
irá variar de acordo com a correlação entre a entrada 𝑢𝑗 e a saída 𝑣𝑖. Especificamente,
dado um conjunto finito com as associações ℱ = {(u𝑘,v𝑘) : 𝑘 = 1, ..., 𝑝} a ser armaze-
nado numa AM, o armazenamento por correlação é dado por uma matriz de correlação





sendo 𝑐 uma constante de proporcionalidade [61]. Na expressão (2.4.3), por simplicidade,
geralmente toma-se 𝑐 = 1. Em forma matricial
𝑀𝐶 = 𝑐𝑉 𝑈𝑇 ,
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com 𝑉 = [v1,v2, ...,v𝑝] matriz obtida tomando as recordações fundamentais como coluna
e, 𝑈 = [u1,u2, ...,u𝑝] obtida tomando as memórias fundamentais como coluna.
A Memória Associativa com Armazenamento por Correlação é construída a
partir de uma LAM, isto é, a memória ℳ𝐶 é linear dada pela expressão
ℳ𝐶(u) =𝑀𝐶u. (2.4.4)








Logo, v˜ é a combinação linear dos padrões v1, . . . ,v𝑝 com os coeficientes de intensidades
proporcionais aos produtos internos ⟨u𝜆,u⟩, 𝜆 = 1, . . . , 𝑝. Podemos escrever (2.4.5) na
seguinte forma




Neste modelo foi considerado que existe uma conexão entre todos os pares possíveis
(u1,v1), . . . , (u𝑝,v𝑝) e uma associação de forma diretamente proporcional, o que caracteriza-
o como uma memória de Correlação Completa por Matriz (CCMM) de acordo com Koho-
nen [61]. Vale mencionar também que essa memória é sintetizada a partir de uma rede
de camada única progressiva.
Observe que o segundo termo do lado direito em (2.4.6) será zero se ⟨u𝜆,u𝑘⟩ =
0 para 𝜆 ̸= 𝑘, ou seja, se os padrões u1, ...,u𝑝 forem ortogonais. Assim essa segunda
parcela de (2.4.6) é um vetor ruído e surge devido à interferência cruzada (cross-talk)
entre o padrão u𝑘 e as demais memórias fundamentais [55]. Note ainda, que o primeiro
termo de (2.4.6) é proporcional a recordação fundamental com constante 𝑐||u𝑘||22= 1.
De acordo com essa observação, uma condição suficiente para recordar uma memória
perfeitamente é ter {u1, ...,u𝑝} vetores ortonormais, o que dificilmente ocorre. Essa é
uma grande limitação para esse tipo de memória.
Essa memória também pode ser construída para o caso autoassociativo. Seja
ℱ = {u1, ...,u𝑝} o conjunto das memórias fundamentais. Uma Memória Autoassociativa
com Armazenamento por Correlação (CAM) é obtida pela transformação (2.4.4) onde














Assim cada elemento do vetor é conectado com dois elementos do conjunto de entrada.
De (2.4.8) retiramos as mesmas conclusões feitas em (2.4.6), só que para a recordação u˜.
Desse modo, para uma recordação ótima, o conjunto das memórias fundamentais deve
ser ortonormal [61]. O armazenamento por correlação é uma das mais simples formas
de sintetizar uma memória. As vantagens dessa forma de armazenamento está na sua
motivação biológica [55].







































Tomamos o vetor de entrada
x = [0 2 9 4 10 8]𝑇 , (2.4.10)
obtido através da soma do vetor de ruído [−10 0 0 0 0 4]𝑇 e u1. Este é conhecido
como ruído misto. Fixamos 𝑐 = 0.001 pois, de acordo com testes realizados, obtém o




0.2090 0.1340 0.1500 0.1320 0.1630 0.1770
0.1340 0.1370 0.0880 0.1210 0.0940 0.1520
0.1500 0.0880 0.1220 0.0920 0.1350 0.1100
0.1320 0.1210 0.0920 0.1170 0.0980 0.1340
0.1630 0.0940 0.1350 0.0980 0.1500 0.1170




A partir da expressão (2.4.8) encontramos a saída
ℳ𝐶(x) = 𝑀𝐶x
= [5.1920 3.7060 3.8720 3.5900 4.2310 4.5120]𝑇 .
Visivelmente, o vetor recordado é completamente diferente da memória fundamental u1.
Em particular, o erro encontrado ||u1−ℳ(x)||2= 9.2755 é tão grande quanto o erro entre
a memória fundamental e a memória de entrada ||u1 − x||2= 10.77. O erro é grande
devido à interferência cruzada.
2.4.2 Memória Armazenada por Projeção
Para que haja uma recordação perfeita a equação 𝑉 =𝑀𝑈 deve ser satisfeita.
Observe que, quando 𝑝 = 𝑛 e o conjunto u1, ...,u𝑝 for linearmente independente, a solução
exata de (2.4.1) é dada por
𝑀⋆ = 𝑉 𝑈−1. (2.4.11)
Quando o número de padrões é maior que sua dimensão, isto é, 𝑝 > 𝑛, os ve-
tores u1, . . . ,u𝑝 necessariamente são linearmente dependentes e, portanto, provavelmente
não existe solução exata para o problema 𝑉 =𝑀𝑈 [4].
Por outro lado, se 𝑝 < 𝑛 e u1, ...,u𝑝 são linearmente independentes, a solução
𝑀⋆ de 𝑉 = 𝑀𝑈 pode não ser única [64]. Uma solução formal é obtida pelo método de
Penrose com a aproximação por quadrados mínimos, onde encontra-se uma solução que
minimiza a norma da diferença 𝑉 −𝑀𝑈 . Essa solução é dada por
𝑀⋆𝑂 = 𝑉 (𝑈𝑇𝑈)−1𝑈𝑇 . (2.4.12)
A expressão (2.4.12) gera a melhor solução para a LAM tolerante à erros e é conhecida
por Memória Associativa Linear Ótima introduzida por Kohonen e Ruohonen nos anos
70 [4],[65].
Particularizamos uma memória associativa linear ótima no caso autoassocia-
tivo, ou seja, a equação que descreve o modelo LAM (2.4.1) toma a forma
u =𝑀u (2.4.13)
e em particular, procura-se a matriz 𝑀 tal que 𝑈 = 𝑀𝑈 . Observe essa relação por um
momento. Da álgebra de matrizes, sabemos que uma matriz 𝑀 quadrada, idempotente
e hermitiana que satisfaz esse tipo relação [64] e é chamada Matriz de Projeção. No caso
em que 𝑝 ≤ 𝑛 essa pode ser representada na forma
𝑀⋆𝑂 = 𝑈𝑈 † (2.4.14)
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em que 𝑈 † é conhecida como a pseudo-inversa (ou inversa generalizada de Moore-Penrose)
de 𝑈 e pode ser calculada utilizando 𝑈 † = (𝑈𝑇𝑈)−1𝑈𝑇 já que 𝑈 tem posto completo. A
memória (2.4.14) constitui o modelo de Memória Autoassociativa Linear Ótima (OLAM)
[4],[65].
A matriz 𝑀𝑂 é a matriz de projeção no espaço gerado pelos padrões funda-
mentais u𝑘, por isso chamamos este aprendizado de memória armazenada por projeção.
A expressão (2.4.14) é solução do problema de quadrados mínimos com a norma
de Frobenius para matrizes [7],[66], que é expressa da seguinte forma
𝑀⋆𝑂 = min
𝑀∈R𝑚×𝑛
||𝑈 −𝑀𝑈 ||2𝐹 , ∀𝑘 = 1, ..., 𝑝. (2.4.15)
Logo, podemos resolver (2.4.15) e encontrar a matriz de norma mínima 𝑀⋆𝑂 que resolve o
problema (2.4.13).
No caso particular em que os padrões u𝜉 são ortonormais, então 𝑈𝑇𝑈 = 𝐼 e
𝑀 = 𝑈𝑈𝑇 é a matriz da memória armazenada por correlação no caso autoassociativo.
Assim, o armazenamento por correlação em certas condições é equivalente ao armaze-
namento por projeção. Discutiremos as propriedades da OLAM nos próximos capítulos;
agora, retomamos o Exemplo 2.4.1 para o caso da OLAM.
Exemplo 2.4.2. Tome o conjunto das memórias fundamentais ℱ = {u1,u2,u3,u4} ⊆
R
6 dados por (2.4.9) e o padrão de entrada (2.4.10). Seguindo o método da OLAM,
calculamos a matriz da projeção
𝑀𝑂 = 𝑈𝑈 †
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.69 −0.28 0.15 0.12 0.05 0.30
−0.28 0.72 0.02 0.13 0.14 0.28
0.15 0.02 0.35 0.04 0.43 −0.09
0.12 0.13 0.04 0.92 −0.11 −0.13
0.05 0.14 0.43 −0.11 0.60 −0.09
0.30 0.28 −0.09 −0.13 −0.09 0.69
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
e com (2.4.13), recuperamos a memória
ℳ𝑂(x) = 𝑀𝑂x
= [4.30 5.96 7.07 2.22 9.05 3.76]𝑇 .
(2.4.16)
Note que a saídaℳ𝑂(x) não recupera a u1 corretamente. Ainda, o erro entre a memória
fundamental e o padrão recordado ||u1 −ℳ𝑂(x)||2= 7.48 é menor que o erro entre a
memória fundamental e o vetor de entrada ||u1 − x||2= 10.77. Ou seja, houve uma





Até esse momento, foram apresentados as memórias associativas como um mo-
delo da forma em que o cérebro é capaz de armazenar e recordar informações. Utilizando-
se das associações definimos uma memória associativa como uma aplicação capaz de re-
cordar a informação armazenada, inclusive quando é apresentado um dado de entrada
ruidoso. Entramos na fase de armazenamento, isto é, no procedimento de sintetizar uma
memória. Motivados pelas propriedades e características atrativas, buscamos definir as
memórias de projeção para o caso autoassociativo, o qual é tema central do trabalho.
3.1 Memória Autoassociativa de Projeção
Seja ℱ = {u1,u2, ...,u𝑝} o conjunto das memórias fundamentais. Uma ideia
simples é procurar a saída ℳ(u𝑘) como a projeção do vetor de entrada no conjunto ℱ
para alguma distância. Consideramos como distância a classe de funções que satisfazem
a seguinte definição [67],[68]:
Definição 3.1.1 (Distância, Métrica e Semi-Métrica). Dado um conjunto 𝒳 de pontos,
uma função distância em 𝒳 é uma aplicação 𝑑 : 𝒳 × 𝒳 → R+ que é simétrica e satisfaz
𝑑(𝑥, 𝑥) = 0 para todo 𝑥 ∈ 𝒳 . A distância é dita uma métrica se a desigualdade triangular
vale, isto é,
𝑑(𝑥, 𝑦) ≤ 𝑑(𝑥, 𝑧) + 𝑑(𝑧, 𝑦), ∀𝑥, 𝑦, 𝑧 ∈ 𝒳
e também satisfazem a condição adicional de que 𝑑(𝑥, 𝑦) = 0 se e somente se 𝑥 = 𝑦.
A distância é dita pseudo ou semi-métrica se essa condição adicional não vale, isto é,
𝑑(𝑥, 𝑦) = 0 para 𝑥 ̸= 𝑦.
Observe que a memória fundamental u𝑘 deve ser um ponto fixo da memória
autoassociativa. Considere
𝒮 = {s ∈ R𝑛 :ℳ(s) = s},
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o conjunto dos pontos fixos da aplicação associativa ℳ. Note que se ℳ é uma memória
autoassociativa então ℱ ⊆ 𝒮. É natural procurar a saídaℳ(u𝑘) como a projeção do vetor
de entrada no conjunto 𝒮 para alguma distância. Dessa forma, combinando a definição de
memória como função associativa e o conjunto dos pontos fixos da aplicação, o resultado
é a seguinte classe de memórias.
Definição 3.1.2 (Memória Autoassociativa de Projeção). Uma memória associativaℳ :
R
𝑛 → R𝑛 é uma Memória Autoassociativa de Projeção (PAM) se, para qualquer entrada
x ∈ R𝑛, temos que
ℳ(x) ∈ 𝒮 e 𝑑(x,ℳ(x)) ≤ 𝑑(x, s), ∀s ∈ 𝒮 (3.1.1)
com 𝑑 uma certa função de distância em R𝑛.
De acordo com a definição, uma PAM possui algumas propriedades, que são
escritas no seguinte teorema.
Teorema 3.1.3. Seja ℳ : R𝑛 → R𝑛 uma Memória Autoassociativa de Projeção. Então
as seguintes afirmações são verdadeiras
(i) O vetor ℳ(x) recordado pelo modelo PAM é uma melhor aproximação de x em 𝒮.
(ii) O padrão de saída não muda sobre repetidas aplicações de ℳ.
(iii) Se ℱ ⊆ 𝒮 então a PAM possui capacidade ótima de armazenamento.
Demonstração. (i) Segue imediato da desigualdade em (3.1.1).
(ii) Como ℳ(x) ∈ 𝒮 e 𝒮 é o conjunto dos pontos fixos de ℳ, temos que y = ℳ(x) é
um ponto fixo de ℳ, ou seja, ℳ(y) = y.
(iii) Como 𝒮 é o conjunto dos pontos fixos de ℳ, se ℱ ⊆ 𝒮, então ℳ(u𝑘) = u𝑘 para
todo u𝑘 ∈ ℱ .
Essas propriedades fazem da PAM uma interessante classe de memórias. Exis-
tem ainda muitas possibilidades para a aplicação associativa que determina a memória.
Motivados pelo fato que muitos grupos de transformações consideram a saída como com-
binação linear dos vetores da base - por exemplo, se a entrada for uma imagem em escala
de cinza do conjunto das memórias fundamentais, com a diferença de ter tons mais escu-
ros - desejamos que a memória reconheça a semelhança e recupere o valor correto. Para
isso, impomos que a memória seja invariante a escala colocando 𝒮 como subespaço. O
resultado é a próxima classe de memórias.
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Definição 3.1.4 (Memória Autoassociativa de Projeção em Subespaço). Seℳ : R𝑛 → R𝑛
é uma memória autoassociativa de projeção e 𝒮 é um subespaço (linear) de R𝑛, então
dizemos que ℳ é uma Memória Autoassociativa de Projeção em Subespaço (SPAM).
A SPAM herda todas as propriedades mencionadas da PAM. Observe ainda
que a SPAM é linear no conjunto 𝒮 o subespaço gerado pelo conjunto dos pontos fixos.
Com efeito, tome ℳ uma SPAM e u,v ∈ 𝒮. Como 𝒮 é subespaço de R𝑛, para todo
𝜆 ∈ R vale y = u + 𝜆v ∈ 𝒮. Como u ∈ 𝒮 então u = ℳ(u) pela definição do conjunto
𝒮. O mesmo ocorre com v e y, isto é, v = ℳ(v) e y = u + 𝜆v = ℳ(u + 𝜆v). Por
outro lado, y = u + 𝜆v = ℳ(u) + 𝜆ℳ(v). Pelas duas últimas igualdades, tem-se
y =ℳ(u) + 𝜆ℳ(v) =ℳ(u + 𝜆v). O que prova ℳ SPAM linear em 𝒮. Observe que a
SPAM pode ou não ser linear em todo o R𝑛 dependendo na função distância utilizada.
Sabemos que as memórias espúrias são as associações que não fazem parte
do conjunto das memórias fundamentais. Assim, quanto menor for 𝒮, menos memórias
espúrias terá ℳ. Considerando todos os subespaços contendo o conjunto das memórias
fundamentais ℱ , o menor subespaço que contém ℱ é o subespaço gerado pelas memórias
fundamentais. Por isso consideramos apenas as SPAMs definidas em 𝒮 = ⟨u1, . . . ,u𝑝⟩,
ou seja, o conjunto dos pontos fixos da aplicação associativaℳ é subespaço gerado pelas
memórias fundamentais. Partimos assim à procura de uma expressão para a classe das
SPAMs. Para isso, observamos que, dada uma entrada x ∈ R𝑛, caracterizamos a saída
ℳ(x) ∈ 𝒮 como a combinação linear das memórias fundamentais u1, ...,u𝑝. Em outros
termos, existem 𝛼1, ..., 𝛼𝑝 ∈ R escalares tais que
ℳ(x) = 𝛼1u1 + 𝛼2u2 + ...+ 𝛼𝑝u𝑝. (3.1.2)
Havendo os vetores das memórias fundamentais ℱ , para descrever a aplicação associativa
ℳ precisamos encontrar os coeficientes 𝛼1, ..., 𝛼𝑝. Matricialmente, a expressão (3.1.2)
toma a forma
ℳ(x) = 𝑈𝛼, (3.1.3)
sendo 𝑈 = [u1,u2, ...,u𝑝] ∈ R𝑛×𝑝 a chamada matriz das memórias fundamentais e 𝛼 =
[𝛼1, ..., 𝛼𝑝]𝑇 o vetor dos coeficientes.
Considere a segunda restrição de (3.1.1) e (3.1.3). De acordo com as conside-
rações feitas até o momento, devemos encontrar
𝑑(x, 𝑈𝛼) ≤ 𝑑(x, s), ∀s ∈ 𝒮 (3.1.4)
em outras palavras, procuramos a menor distância entre x e todos os elementos s do









Figura 3.1: Diagrama que representa uma SPAM, com x = [𝑥1, . . . , 𝑥𝑛] o vetor de entrada
e y o vetor de saída.




no qual procuramos encontrar 𝛼⋆(x) que minimize a expressão. Este também pode ser
visto como o problema de encontrar 𝛼 de forma a aproximar 𝑈𝛼, isto é,
x ≈ 𝑈𝛼. (3.1.6)
A adaptação do problema descrito à forma de regressão (3.1.6) possui solução pelos mé-
todos de estimadores de regressão que foram explorados no capítulo 1. A relação entre as
memórias associativas e estimadores de regressão multilinear será discutida na próxima
seção.
De acordo com o modo como definimos a classe SPAM, observamos que esta é
construída sob uma rede de duas camadas, uma camada para calcular a estimativa 𝛼⋆(x)
e uma segunda camada para calcular a saída recordada ℳ(x). A arquitetura da SPAM
pode ser visualizada na Figura 3.1. Dessa forma, todas as SPAMs aqui sintetizadas terão
essa mesma arquitetura.
3.2 Relação entre Memória Autoassociativa de Pro-
jeção em Subespaço e Estimadores de Regressão
Uma SPAM possui uma grande semelhança com o problema de regressão.
Como podemos observar, uma SPAM com a hipótese de que 𝒮 é gerado pelo conjunto
das memórias fundamentais ℱ , é descrito pela relação
𝛼⋆ = min 𝑑(𝑈𝛼,x)⇔ℳ(x) = 𝑈𝛼⋆ (3.2.1)
dado x ∈ R𝑛 padrão de entrada. O problema de regressão (1.4.8) tem 𝑓 descrevendo
uma relação intrínseca entre os dados de treino {(𝑥1, 𝑦1), . . . , (𝑥𝑛, 𝑦𝑛)}. Entretanto, um
44
modelo estatístico de regressão assume a priori que 𝑦𝑖 depende de 𝑥𝑖 com 𝑓 descrevendo
esse processo. Qualquer desvio dessa dependência é devido à erros estocásticos ou ruído,
por hipótese. E como mencionamos, o problema (1.4.8) possui soluções de acordo com a
função perda ℓ utilizada.
Observe então que podemos encontrar a aplicação associativa utilizando a te-
oria de estimadores de regressão pois impomos que a relação (2.3.2) seja descrita por um
problema de regressão multilinear (1.2.3) em que 𝛼0 = 0. Nessas condições, a expressão


















É sempre possível escrever a função distância em termos de uma função perda. Pela
definição, a função perda deve ser positiva e zerar no caso em que a estimativa 𝑓(𝑥) for
igual à observação 𝑦. Uma soma finita de funções perda então é uma função positiva e
zera no caso da estimativa ser igual à observação. Essa soma finita de funções perda então
satisfaz a definição de ser uma função distância. Nesse caso, podemos colocar o problema
a ser resolvido na forma
𝛼⋆(x) = arg min
𝛼∈R𝑝
𝑑(𝑈𝛼,x). (3.2.3)
e utilizar a classe de M-estimadores para encontrar a melhor estimativa para o coeficiente






sendo cada coordenada do vetor dos erros r dado por
𝑟𝑖 = 𝑥𝑖 −
𝑝∑︁
𝑗=1
𝑈𝑖𝑗𝛼𝑗, ∀𝑖 = 1, ..., 𝑛. (3.2.5)
Mais ainda, observe que a construção para sintetizar uma memória de projeção utiliza-se
de funções distância. Observe também que, para encontrar a solução para este problema
posto, tomamos a estratégia dos estimadores de regressão com as funções perda. Essa
é a abordagem tomada no capítulo seguinte, construir memórias para diferentes funções
distância.
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3.2.1 OLAM é uma SPAM
Retomando o caso da OLAM, a solução (2.4.12) também é solução de
min
𝑀∈R𝑚×𝑛
||𝑈 −𝑀𝑈 ||2𝐹 (3.2.6)
que é o problema de quadrados mínimos, no qual a aplicação distância 𝑑 toma a forma da
norma de Euclideana em sua versão para matriz, também chamada norma de Frobenius.
Analisando a matriz 𝑀 , podemos escrever a equação (2.4.1) em forma de aplicação
ℳ(x) =𝑀x (3.2.7)
dado x ∈ R𝑛 entrada e com ℳ : R𝑛 → R𝑚 aplicação associativa. Já mencionamos que a
solução de (3.2.6) tem a forma
𝑀⋆𝑂 = 𝑈(𝑈𝑇𝑈)−1𝑈𝑇 (3.2.8)
e que a memória recuperada é
ℳ(x) =𝑀⋆𝑂x = 𝑈(𝑈𝑇𝑈)−1𝑈𝑇x. (3.2.9)
Por outro lado,
𝛼⋆𝑂 = (𝑈𝑇𝑈)−1𝑈𝑇x
é a solução de norma mínima para o vetor dos coeficientes do seguinte problema
𝛼⋆𝑂(x) = arg min𝛼∈R𝑝||x− 𝑈𝛼||
2
2. (3.2.10)









em que a função perda toma a forma da perda quadrática ℓ𝑄𝑀(𝑥) = 𝑥2. Ou seja,
𝛼⋆𝑂(x) = min𝛼∈R𝑝 𝑑𝑄𝑀(𝑈𝛼,x). (3.2.12)
E a memória OLAM recuperada é escrita em função do vetor dos coeficientes
ℳ(x) = 𝑈 [(𝑈𝑇𝑈)−1𝑈𝑇x] = 𝑈𝛼⋆𝑂. (3.2.13)
Observe que (3.2.9) e (3.2.13) são as mesmas. Logo, combinando (3.2.6) e (3.2.12), afir-
mamos que a OLAM é uma SPAM [69].
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O modelo OLAM é simples computacionalmente e armazena qualquer conjunto
de memórias fundamentais. De fato, dado x ∈ ℱ usando que𝑀x = 𝑈(𝑈𝑇𝑈)−1𝑈𝑇x temos
𝑈𝑇𝑀x = 𝑈𝑇𝑈(𝑈𝑇𝑈)−1𝑈𝑇x = 𝑈𝑇x então 𝑈𝑇 (𝑀x−x) = 0. Logo,𝑀x−x está no núcleo1
de 𝑈𝑇 , isto é, 𝑀x − x ∈ 𝐾𝑒𝑟(𝑈𝑇 ). Mas 𝑈𝑇 possui posto completo, então 𝐾𝑒𝑟(𝑈𝑇 ) = 0
[66]. Com isso, 𝑀x− x = 0 implicando 𝑀x = x.
Vale mencionar que o método é caracterizado como ótimo no sentido de apre-
sentar um bom comportamento com respeito a erros aleatórios normais presentes (que
ocorrem) nos padrões de entrada. Pode-se esperar um desempenho ruim quando 𝑈𝑇𝑈 é
mal-condicionada [64],[65]. Uma das estratégias para melhorar o desempenho da OLAM
é analisar o problema das SPAMs considerando estimadores robustos.
Exemplo 3.2.1. Considere o Exemplo 2.4.2, no qual encontramos a solução da OLAM.
Iremos enxergá-lo com a perspectiva da SPAM. Seja o conjunto das memórias funda-
mentais ℱ = {u1,u2,u3,u4} ⊆ R6 dados por (2.4.9) e o padrão de entrada (2.4.10). O
vetor
𝛼(x) = 𝑈 †x
= [0.01 1.98 − 0.15 − 0.10]𝑇 .
é a solução de norma mínima para expressão (3.2.10). A soluçãoℳ(x) = 𝑈𝛼 é a mesma
obtida (2.4.16). Observe que a solução (2.4.16) também pode ser escrita na forma de
combinação
ℳ𝑂(x) = 0.01u1 + 1.98u2 − 0.15u3 − 0.10u4.
Mais ainda, o vetor dos erros
e0 = x−ℳ𝑂(x)
= [−4.30 − 3.96 1.93 1.77 0.94 4.24]𝑇 ,
é ortogonal à ℳ𝑂, isto é, e𝑇0ℳ𝑂(x) = 0. Com tal característica ℳ𝑂(x) é a projeção
ortogonal de x no subespaço 𝒮 gerado pelas memórias fundamentais u1,u2,u3, e u4.
1Definimos o núcleo de 𝐴, denotado por 𝐾𝑒𝑟(𝐴), como um subespaço de R𝑛 definido por 𝐾𝑒𝑟(𝐴) =




Projeção em Subespaço e
Estimadores Robustos
Na seção 3.2, mostramos como uma memória pode ser sintetizada utilizando
os métodos de estimadores de regressão. Depois, mencionamos como a OLAM pode ser
vista como uma SPAM, mas que a função perda de quadrados mínimos não é robusta.
Antes de utilizarmos estimadores robustos para sintetizar uma memória, cons-
truímos a memória autoassociativa baseada na norma-1, já que a OLAM pode ser vista
como a memória autoassociativa baseada na norma-2.
4.1 Memórias Autoassociativas de Projeção em Su-
bespaço Baseada na Norma-1
Em busca de uma SPAM com melhor tolerância à ruído, impomos que a função
distância em (3.2.2) tome a forma da norma ℓ1 e, consequentemente, a função perda seja










onde a função perda é ℓ1(𝑥) = |𝑥|. Para resolver esse problema, precisamos colocá-lo
na forma de um programa linear [70]. Para isso, denotamos o erro por |𝑒𝑖|= 𝜀+𝑖 + 𝜀−𝑖 ,
com 𝜀+𝑖 ≥ 0, 𝜀−𝑖 ≥ 0 e observamos que vale a desigualdade 𝜀−𝑖 ≤ 𝑒𝑖 ≤ 𝜀+𝑖 . De fato,
temos a expressão −(𝜀+𝑖 + 𝜀−𝑖 ) ≤ 𝑒𝑖 ≤ 𝜀+𝑖 + 𝜀−𝑖 . Se 𝑒𝑖 ≥ 0 então somando −𝜀−𝑖 em
−(𝜀+𝑖 + 𝜀−𝑖 ) ≤ 0 ≤ 𝑒𝑖 ≤ 𝜀+𝑖 + 𝜀−𝑖 temos −𝜀−𝑖 ≤ 𝑒𝑖 − 𝜀−𝑖 ≤ 𝜀+𝑖 . Mas 𝑒𝑖 − 𝜀−𝑖 ≤ 𝑒𝑖 pois
𝑒𝑖 ≥ 0 e −𝜀−𝑖 ≤ 0. Logo juntando as relações −𝜀−𝑖 ≤ 𝑒𝑖 − 𝜀−𝑖 ≤ 𝜀+𝑖 e 𝑒𝑖 − 𝜀−𝑖 ≤ 𝑒𝑖 temos
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𝜀−𝑖 ≤ 𝑒𝑖 ≤ 𝜀+𝑖 . Ainda, se 𝑒𝑖 ≤ 0 então é imediato que 𝑒𝑖 ≤ 𝜀+𝑖 pois 𝑒𝑖 ≤ 0 ≤ 𝜀+𝑖 . Por
outro lado, como 𝜀−𝑖 ≥ 0 e 𝑒𝑖 ≤ 0 então 𝑒𝑖 ≤ 𝑒𝑖 + 𝜀−𝑖 ≤ 𝜀−𝑖 . Assim, obtemos a expressão
𝜀−𝑖 ≤ 𝑒𝑖 ≤ 𝜀+𝑖 . Essa última, pode ser repartida nas seguintes desigualdades
𝑒𝑖 ≤ 𝜀+𝑖
−𝑒𝑖 ≤ 𝜀−𝑖
que compõem as restrições do programa linear (4.1.2). Logo, a solução para o problema












𝑈𝑖𝑗x𝑗 + 𝑦𝑖 ≤ 𝜀−𝑖
𝜀+𝑖 , 𝜀
−
𝑖 ≥ 0, ∀𝑖 = 1, ..., 𝑛.
(4.1.2)
A solução do programa (4.1.2) tem seu ótimo dado por 𝛼⋆1. Com isso, calculamos a
memóriaℳ1 : R𝑛 → R𝑛 denominada Memória Autoassociativa de Projeção em Subespaço
Baseada na Norma-1 (ℓ1-SPAM) utilizando
ℳ1(x) = 𝑈𝛼⋆1, (4.1.3)
para qualquer vetor de entrada x ∈ R𝑛.
Exemplo 4.1.1. Seja o conjunto das memórias fundamentais ℱ = {u1,u2,u3,u4} ⊆ R6
dados por (2.4.9) e o padrão de entrada (2.4.10). Iremos encontrar o vetor dos coeficientes
ao resolver o programa linear (4.1.2) utilizando o comando linprog no Matlab. Assim,
tem-se
𝛼⋆ = [1 0 0 0]𝑇 ,
substituindo em (4.1.3), encontramos como saída da memória o seguinte vetor
x˜ = 𝑈𝛼⋆ = [10 2 9 4 10 4]𝑇 . (4.1.4)
Observe que x˜ é exatamente a memória fundamental u1.
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4.2 Memória Autoassociativa de Projeção em Subes-
paço Baseada em Estimadores Robustos
Continuando com a mesma ideia de modificar a função perda e obter diferentes
SPAMs, escolhemos estimadores de acordo com a robustez e o ponto de quebra. Formal-
mente, seja uma amostra de 𝑛 pontos da forma 𝒳 = {u1, ...,u𝑝} e seja ?˜? um estimador
de regressão. Considere todas as possíveis amostras corrompidas 𝒳 ′ que são obtidas ao
substituir qualquer 𝑚 pontos por valores arbitrários. O ponto de quebra da amostra finita
do estimador ?˜? na amostra 𝒳 é definido por




; 𝛽(𝑚,𝛼,𝒳 ) = sup
𝒳 ′
||?˜?(𝒳 ′)− ?˜?(𝒳 )|| é infinito
}︃
.
Isso significa que, se 𝛽(𝑚,𝛼,𝒳 ) é infinito, então 𝑚 pontos corrompidos podem ter um
grande efeito em ?˜?, o que pode ser expresso dizendo que o estimador "quebrou". Entre-
tanto, tanto os dados u1, ...,u𝑝 quanto v podem ser corrompidos. Ou seja, tem-se tanto
leverage points quanto outliers, respectivamente.
Tendo em vista sintetizar uma memória, exploramos rapidamente alguns mo-
delos de regressão robusta: o M-Estimador de Huber [28],[44], o S-Estimador proposto
por Rousseeuw e Yohai [71] e o MM-Estimador introduzido por Yohai [72],
Em termos mais simples, cada M-estimador é definido colocando hipóteses
sobre a função perda. Em particular no caso em que essa é derivável, podemos utilizar
de um método iterativo de otimização, e encontrar uma solução para o problema do
estimador. Desse modo, construímos uma memória.
4.2.1 Memória Autoassociativa de Projeção em Subespaço Ba-
seada no M-Estimador
Um M-estimador define uma classe de estimadores que minimizam o funcional
de erro empírico de uma função perda. Huber define qualquer estimativa 𝛼⋆, o problema









onde ℓ é uma função perda não-constante e 𝜓(𝑥𝑖,𝛼) = ℓ′(𝑥𝑖,𝛼), é chamado uma M-
Estimativa ou uma estimativa do tipo maximum-likelihood (máxima verossimilhança)










⎞⎠ = min 𝑛∑︁
𝑖=1
ℓ(𝑟𝑖), (4.2.1)











⎞⎠𝑈𝑇𝑘𝑖 = 0, ∀𝑘 = 1, ..., 𝑝.
Observe que as expressões (3.2.3) e (4.2.1) são a mesma, escritas de forma diferente.
Segundo Fox e Weisberg [74], uma função ℓ que indica a contribuição do residual 𝑟𝑖 na
função objetivo, deve satisfazer as seguintes propriedades
(i) não-negatividade, isto é, ℓ(𝑟) ≥ 0;
(ii) ℓ(0) = 0;
(iii) simetria, isto é, ℓ(𝑟) = ℓ(−𝑟);
(iv) se |𝑟𝑖|> |𝑟𝑗| então ℓ(𝑟𝑖) ≥ ℓ(𝑟𝑗), para quaisquer 𝑖, 𝑗.
Quando, na expressão (4.2.1), a função ℓ satisfizer (i)-(iv), a solução 𝛼⋆𝑀 é chamada uma
M-Estimativa. O caso LMS é um caso particular de M-estimador, já que a função peso
quadrática (1.4.2) satisfaz essas propriedades. Também a função ℓ1 é um M-estimador
conhecido como least absolute estimator, obtido quando consideramos (1.4.4). Uma su-













com 𝑘 uma constante de refinamento. A função (4.2.2) chamada Biweight (Bisquare)

















que denotamos função peso de Tukey.
A constante de refinamento ou aprimoramento 𝑘 deve ser selecionada de modo
a garantir alta eficiência quando a distribuição é assumida padrão; em particular, o valor
𝑘 = 4.6850.6754𝑚𝑒𝑑𝑖𝑎𝑛𝑎(|r−𝑚𝑒𝑑𝑖𝑎𝑛𝑎(|r|)|), (4.2.4)
51
assegura 95% de eficiência quando os erros são normais e também proporciona proteção
contra outliers [29],[73]. Em contrapartida aos valores pequenos da constante de refi-
namento, ocorre uma maior resistência a outliers, sacrificando a eficiência do estimador
quando os erros são distribuídos de forma normal [73].
A classe de M-estimadores busca minimizar uma expressão. É conhecido que,
no mínimo local de uma função em R𝑛, seu gradiente se anula [75]. Isto posto, se a
função perda 𝑑 em (3.2.3) for diferenciável, seu mínimo é obtido ao tomar as derivadas
com respeito às coordenadas de 𝛼 e igualar a zero. Neste caso, a estimativa robusta 𝛼⋆
corresponde à solução do problema de quadrados mínimos ponderados
arg min
𝛼∈R𝑝
||𝑊 (𝑈𝛼− x)||22 (4.2.5)
onde 𝑊 = 𝑑𝑖𝑎𝑔(𝜔1, 𝜔2, ..., 𝜔𝑛) é uma matriz diagonal 𝑛× 𝑛. Ou seja, resolver (3.2.3) é o














⎞⎠𝑈𝑖𝑘, 𝑘 = 1, ..., 𝑝. (4.2.6)
Aqui temos 𝑑 real, então a derivada parcial se torna apenas a derivada. Ainda essa
expressão é para todo 𝑘, logo temos o gradiente de 𝑓 expresso como
∇𝑓 = 𝑈𝑇𝑔, (4.2.7)
sendo 𝑔 um vetor com as coordenadas
𝑔𝑖 = ℓ′(𝑟𝑖).
Por outro lado, denotando por
ℓ′(𝑟𝑖) = 𝜔𝑖𝑟𝑖,
cada entrada da matriz diagonal 𝑊 , para todo 𝑖 = 1, ..., 𝑛, tem-se 𝑔𝑖 = 𝜔𝑖𝑟𝑖. Apesar de 𝜔𝑖
ser um quociente, geralmente a função peso vai estar bem definida mesmo quando 𝑟𝑖 = 0.
Consequentemente, podemos escrever o vetor g em termos dos 𝜔𝑖 e 𝑟𝑖, isto é
g = 𝑊r. (4.2.8)
Combinando as expressões (4.2.7),(4.2.8) e o resíduo 𝑟𝑖, segue
0 = ∇𝑓 = 𝑈𝑇g = 𝑈𝑇𝑊r = 𝑈𝑇𝑊 (𝑈𝛼− x).
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Distribuindo o termo 𝑈𝑇𝑊 e somando o oposto 𝑈𝑇𝑊x em ambos os lados da expressão,
o resultado é o seguinte
𝑈𝑇𝑊𝑈𝛼 = 𝑈𝑇𝑊x,
Finalmente, isolando o 𝛼, encontramos
𝛼* = (𝑈𝑇𝑊𝑈)−1𝑈𝑇𝑊x. (4.2.9)
A expressão (4.2.9) é a solução de norma mínima para o problema (4.2.5).
Dessa forma, abordaremos os M-estimadores utilizando a expressão (4.2.5),
que pode ser resolvida através do Método Iterativo de Quadrados Mínimos Ponderados
(IRLS)[74] tomando a estimativa inicial dada pelo resultado do problema de quadrados
mínimos. Ou seja, encontrar os pesos 𝜔 depende do resíduo 𝑟, e para calcular os resíduos
é necessário a estimativa do parâmetro, e para esta última é necessário encontrar os pesos.
Assim, para calcular a M-estimativa com a função perda de Tukey, uma solução iterativa
é obtida seguindo o algoritmo 4.1; fixados 𝑡𝑚𝑎𝑥 o número máximo de iterações e 𝜏 > 0
uma tolerância.
Algoritmo 4.1 Algoritmo da M-Estimativa SPAM
Entrada: o padrão de entrada x ∈ R𝑛.
Saída: o padrão recordado y⋆𝑀 .
Seja 𝑀0 = 𝑈𝑈 † a matriz dos pesos sinápticos inicial e defina y0 = 𝑀0x. Inicialize com
𝑡 = 0 e Δy = 𝜏 + 1.
Enquanto 𝑡 ≤ 𝑡𝑚𝑎𝑥 ou Δy ≥ 𝜏 faça
1. Calcula o erro 𝑟𝑡 = x− y𝑡.
2. Usa (4.2.4) para estimar 𝑘𝑡.
3. Atualiza a matriz de pesos sinápticos: 𝑀𝑡+1 = 𝑈(𝑊𝑡𝑈)†𝑊𝑡, onde 𝑊𝑡 =
𝑑𝑖𝑎𝑔(𝜔𝑡1, 𝜔𝑡2, ..., 𝜔𝑡𝑛) com 𝜔𝑡𝑖 = 𝜔(𝑟𝑡𝑖), ∀𝑖 = 1, ..., 𝑛 dado em (4.2.3).
4. Determina o padrão: y𝑡+1 =𝑀𝑡+1x.
5. Atualiza 𝑡← 𝑡+ 1 e Δy← ||y𝑡+1 − y𝑡||∞.
fim
Defina o padrão recordado y⋆𝑀 = y𝑡.
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Algoritmo 4.2 Algoritmo da M-Estimativa SPAM
Entrada: o padrão de entrada x ∈ R𝑛.
Saída: o padrão recordado y⋆𝑀 .
Seja 𝑀0 = 𝑈𝑈 † a matriz dos pesos sinápticos inicial e defina y0 = 𝑀0x. Inicialize com
𝑡 = 0 e Δy = 𝜏 + 1.
Enquanto 𝑡 ≤ 𝑡𝑚𝑎𝑥 ou Δy ≥ 𝜏 faça
1. Calcula o erro 𝑟𝑡 = x− y𝑡.
2. Usa (4.2.4) para estimar 𝑘𝑡.
3. Atualiza o vetor dos coeficientes: 𝛼𝑡+1 = (𝑊𝑡𝑈)†𝑊𝑡x, onde 𝑊𝑡 =
𝑑𝑖𝑎𝑔(𝜔𝑡1, 𝜔𝑡2, ..., 𝜔𝑡𝑛) com 𝜔𝑡𝑖 = 𝜔(𝑟𝑡𝑖), ∀𝑖 = 1, ..., 𝑛 dado em (4.2.3).
4. Determina o padrão: y𝑡+1 = 𝑈𝛼.
5. Atualiza 𝑡← 𝑡+ 1 e Δy← ||y𝑡+1 − y𝑡||∞.
fim
Defina o padrão recordado y⋆𝑀 = y𝑡.
Após a realização do algoritmo, no contexto das memórias autoassociativas
de projeção em subespaço, definimos 𝛼⋆𝑀 = (𝑊𝑡𝑈)†𝑊𝑡x. A memória ℳ𝑀 : R𝑛 → R𝑛 é
obtida através da relação
ℳ𝑀(x) = 𝑈𝛼⋆𝑀
denominada Memória Autoassociativa de Projeção em Subespaço Baseada no Método Ro-
busto de M-Estimativa (M-SPAM), introduzida por Valle em 2014 [69].
Retome o passo 4 do algoritmo 4.1. Observe que, de modo a guardar espaço da
memória, podemos calcular 𝛼𝑡+1 = (𝑊𝑡𝑈)†𝑊𝑡x e determinar a saída y𝑡+1 = 𝑈𝛼𝑡+1, sem
precisar calcular explicitamente a matriz𝑀𝑡+1, como é feito no algoritmo 4.2. Escrevemos
o algoritmo 4.1 utilizando a matriz 𝑀𝑡+1 para enfatizar a relação com as redes neurais,
já que calculamos matriz dos pesos sinápticos no passo 3. No algoritmo 4.2, utilizamos o
vetor dos coeficientes no passo 4, assim relacionamos a estimativa com a memória.
Por fim, notamos que os pesos sinápticos são atualizados utilizando a propaga-
ção contrária do vetor dos erros através da rede no passo 3 [69]. Dessa forma, em contraste
com muitos modelos de AM recursivos, tal como a Rede de Hopfield, a M-SPAM fica em
torno de passos forward e backward.
Exemplo 4.2.1. Reassumimos o conjunto das memórias fundamentais ℱ = {u1,u2,u3,u4} ⊆
R
6 dados por (2.4.9) e o padrão de entrada (2.4.10). Seguimos com o Algoritmo da M-
Estimativa SPAM fixando 𝑡𝑚𝑎𝑥 = 10 e 𝜏 = 10−4. Pelo Exemplo 2.4.2, já conhecemos a
matriz dos pesos sinápticos inicial 𝑀0 e a estimativa inicial y0. Em 𝑡 = 0, calculamos o
vetor dos erros
r0 = [−4.30 3.96 1.93 1.77 0.94 4.24]𝑇 ,
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e encontramos 𝑘0 = 11.96. Utilizando a função peso de Tukey dada em (4.2.3), temos
𝜔0 = [0.76 0.80 0.95 0.96 0.99 0.77]𝑇





0.66 −0.30 0.19 0.13 0.04 0.33
−0.27 0.72 −0.01 0.14 0.17 0.28
0.12 −0.00 0.35 0.06 0.46 −0.06
0.08 0.09 0.06 0.95 −0.10 −0.09
0.02 0.11 0.42 −0.09 0.63 −0.06
0.32 0.31 −0.09 −0.14 −0.11 0.68
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
e encontrar a próxima estimativa
y1 = [4.66 5.89 7.53 2.81 9.49 3.49]𝑇 .
Observe que Δy = 0.98 > 10−4 e 𝑡 < 𝑡𝑚𝑎𝑥 então vamos para a segunda iteração, com t=1.
r1 = [−4.66 − 3.89 1.46 1.18 0.51 4.51]𝑇 ,
e encontramos 𝑘1 = 14.83. Utilizando a função peso de Tukey dada em (4.2.3), temos
𝜔1 = [0.81 0.87 0.98 0.99 1 0.82]𝑇





0.66 −0.30 0.18 0.13 0.05 0.33
−0.27 0.73 0.00 0.13 0.16 0.27
0.13 0.00 0.36 0.06 0.45 −0.07
0.09 0.10 0.06 0.94 −0.10 −0.10
0.03 0.12 0.44 −0.10 0.62 −0.07
0.32 0.30 −0.10 −0.14 −0.11 0.68
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
e encontrar a próxima estimativa
𝑦2 = [4.69 5.77 7.46 2.71 9.39 3.51]𝑇 .
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Observe que Δy = 0.21 > 10−4 e 𝑡 < 𝑡𝑚𝑎𝑥 então o algoritmo segue para a próxima
iteração. Verificamos que o algoritmo segue até a décima iteração, por isso partimos para
𝑡 = 10 e calculamos o vetor dos erros
r10 = [−5.1622 − 3.4631 1.4436 1.2311 0.5892 4.3681]𝑇 ,
e encontramos 𝑘10 = 13.8436. Utilizando a função peso de Tukey dada em (4.2.3), temos
𝜔10 = [0.7412 0.8788 0.9784 0.9842 0.9964 0.8108]𝑇





0.6221 −0.3408 0.2056 0.1492 0.0536 0.3693
−0.2424 0.7536 −0.0082 0.1226 0.1499 0.2502
0.1180 −0.0066 0.3658 0.0627 0.4535 −0.0613
0.0846 0.0977 0.0620 0.9459 −0.1011 −0.0929
0.0297 0.1166 0.4373 −0.0987 0.6217 −0.0719
0.3087 0.2939 −0.0893 −0.1370 −0.1086 0.6909
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
e encontrar a próxima estimativa
𝑦11 = [5.2559 5.4254 7.5746 2.7821 9.4157 3.6768]𝑇 .
Observe que Δy = 0.1130 < 10−4 e 𝑡 = 𝑡𝑚𝑎𝑥 então não vamos para a próxima iteração.
Podemos calcular o vetor dos coeficientes
𝛼⋆𝑀(x) = [0.1900 1.6510 − 0.0802 − 0.1394]𝑇 ,
e a saída da M-SPAM
ℳ𝑀(x) = [5.2559 5.4254 7.5746 2.7821 9.4157 3.6768]𝑇 .
Note que não há valores semelhantes à memória fundamental u1, e o erro encontrado é
||u1 −ℳ𝑀(x)||22= 6.1806.
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4.2.2 Memória Autoassociativa de Projeção em Subespaço Ba-
seada no S-Estimador
Uma ideia imediata, na esperança de obter melhores resultados, é substituir
o estimador do problema de quadrados mínimos por estimadores robustos. Mas são
muitos os estimadores que satisfazem essa categoria. Por isso, procuramos uma outra
propriedade, que qualifique os estimadores, e encontramos o ponto de quebra. O ponto de
quebra ou breakdown point é a menor fração de contaminação que pode causar o estimador
?˜? tomar valores arbitrariamente longe de 𝛼(𝒳 ) [76].
Vários estimadores robustos de regressão linear com alto ponto de quebra foram
propostos na literatura [77]. Em particular, o S-estimador introduzido por Rousseeuw e
Yohai em 1984 é baseado no método do M-Estimador de Huber, entretanto a abordagem
da previsão foi de utilizar uma escala de residuais com o objetivo de melhorar o ponto
de quebra do estimador. Um parâmetro de escala é um tipo de parâmetro numérico da
família de distribuições de probabilidade. Quanto maior o parâmetro de escala, mais
espalhada a distribuição está, ou seja, isto indica que os dados estão mais diversificados.
Então um parâmetro de escala determina a dispersão da distribuição de probabilidade
[78].
Seja 𝒳 = {u1, . . . ,u𝑝,x} uma amostra de regressão, 𝑈 a matriz cujas colunas
são compostas dos vetores u1, . . . ,u𝑝 ∈ R𝑛 e x o vetor das observações 𝑥1, . . . , 𝑥𝑛. Para
cada vetor 𝛼, obtemos valores residuais
𝑟𝑖(𝛼) = 𝑥𝑖 −
𝑝∑︁
𝑗=1
𝑈𝑖𝑗𝛼𝑗, ∀𝑖 = 1, ..., 𝑛.
Para definir a S-estimativa, observamos dois processos de previsão ocorrendo: uma esti-
mativa de locação, os coeficientes 𝛼𝑗, e uma estimativa de escala, uma constante 𝜎. Para
isso, consideramos uma função perda ℓ : R→ [0,∞) satisfazendo
(i) ℓ é simétrica, continuamente diferenciável e ℓ(0) = 0;
(ii) existe 𝑐 > 0 tal que ℓ é estritamente crescente em [0, 𝑐] e constante em [𝑐,∞).











é chamada de uma M-estimativa de escala onde 𝛿 é um valor fixo [29]. Por exemplo,
para garantir consistência, Rousseeuw e Yohai sugerem tomar 𝛿 igual ao risco esperado,
supondo que o erro possui distribuição normal. Quando a estimativa da escala 𝜎 é repre-
sentada por 𝜎(r(𝛼)) = 𝜎(𝑟1(𝛼), 𝑟2(𝛼), ..., 𝑟𝑛(𝛼)), ou seja, a escala é baseada no resíduo
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do sistema, então a estimativa de regressão pode ser definida como
𝛼⋆𝑆 = arg min𝛼∈R𝑛 𝜎(𝑟1(𝛼), 𝑟2(𝛼), ..., 𝑟𝑛(𝛼)). (4.2.11)
Tal estimativa de regressão é chamada S-Estimativa [29],[76]. Uma maneira de encontrar
a estimativa 𝜎 é utilizar-se de uma estimativa raiz da média quadrática (RMS) ponderada











Podemos interpretar 𝜎(r(𝛼)) como a medida do tamanho dos valores absolutos do resíduo.
Assim uma S-estimativa pode ser vista como a minimização de 𝜎(r(𝛼)) para diferentes
escalas de estimativa 𝜎.














Se há mais de uma solução para (4.2.10), colocamos 𝑠(𝑟1, ..., 𝑟𝑛) igual ao supremo do
conjunto de soluções. Se não há solução para (4.2.10) então 𝑠(𝑟1, ..., 𝑟𝑛) = 0. A S-















Para resolver o mínimo da equação do risco (4.2.10) e encontrar a estimativa de
locação 𝛼, devemos diferenciar a expressão dada em (4.2.10) e igualar a zero. Utilizando








𝑈𝑖𝑗 = 0, ∀𝑗 = 1, ..., 𝑝 (4.2.13)
com ℓ′ = 𝜔 a derivada da função ℓ. A solução, ou seja, uma M-estimativa de escala,
é encontrada através do processo IRLS. Ao mesmo tempo, é necessário um processo de
estimativa para 𝜎. Pela maneira que definimos uma S-estimativa, é possível verificar que a
previsão 𝜎 pode ser vista como uma estimativa chamado raiz da média quadrática (RMS)




Note que essa primeira previsão utiliza-se da mediana dos erros dos dados, duas vezes.
Primeiro, em {|r −𝑚𝑒𝑑𝑖𝑎𝑛𝑎(r)|}, obtemos uma estimativa do centro do erro dos dados
de modo a formar um conjunto dos resíduos absolutos sobre a mediana da amostra. Con-
sequentemente, computamos a mediana da amostra desses resíduos absolutos, conhecida
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como mediana sobre o desvio absoluto da mediana (MAD), normalizada com respeito ao
desvio normal padrão da variável aleatória. Assim, no primeiro passo da estimativa de
escala, busca-se centralizar os dados [29].













sendo 𝛿 uma constante positiva. Para garantir eficiência e a obtenção de uma solução,
assume-se 𝛿 dado em termos da esperança da função perda ℓ.
O 𝜔 é descrito em (4.2.3). Segundo Yohai e Rousseeuw, tomando 𝑘 ≃ 1.547
com a função perda de Tukey, garante-se um ponto de quebra de 0.5. Assim, dependendo
da quantidade de dados corrompidos, pode-se variar o valor de 𝑘 para que o método
encontre uma estimativa melhor. Em particular, valores de 𝑘 maiores que 1.547 implicam
em maior eficiência, mas menor ponto de quebra [71]. Além disso, em termos gerais,
podemos incorporar 𝛿 no parâmetro 𝑘 da função peso de Tukey. Assim, sem perda de
generalidade, tomaremos 𝛿 = 1.
Para calcular uma S-estimativa com a função perda de Tukey, combinamos os
dois métodos, IRLS e RMS ponderado, resultando no seguinte algoritmo com 𝑒𝑚𝑎𝑥 fixado
como critério de tolerância para o RMS ponderado, e 𝜏 fixado como critério de parada
para o IRLS.
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Algoritmo 4.3 Algoritmo da S-Estimativa SPAM
Entrada: o padrão de entrada x ∈ R𝑛, a constante de refinamento 𝑘 ≈ 1.547 e 𝛿 = 1.
Saída: o padrão recordado y⋆𝑆.
Seja 𝛼0 = 𝑈 †x a estimativa inicial, o primeiro padrão recordado y0 = 𝑈𝛼0. Defina
𝑟0 = y0 − x o vetor dos erros e obtenha a escala inicial 𝜎0 = 𝑚𝑒𝑑𝑖𝑎𝑛𝑎(|r0−𝑚𝑒𝑑𝑖𝑎𝑛𝑎(r0)|)0.6745 .
Inicialize com 𝑡 = 0, Λ𝜎 = 𝜎0 e Δy = 𝜏 + 1.
Enquanto |Λ𝜎 − 1|> 𝑒𝑚𝑎𝑥 e Δy ≥ 𝜏 faça
1. Calcula o erro r𝑡 = x− y𝑡.
2. Usa (4.2.14) para obter 𝜎𝑡.
3. Atualiza o vetor dos coeficientes: 𝛼𝑡+1 = (𝑊𝑡𝑈)†𝑊𝑡x, onde 𝑊𝑡 =





















4. Determina o padrão: y𝑡+1 = 𝑈𝛼𝑡+1.
5. Calcula a fração: Λ𝜎 = 𝜎𝑡+1𝜎𝑡
6. Atualiza 𝑡← 𝑡+ 1 e Δy← ||y𝑡+1 − y𝑡||∞.
fim
Defina o padrão recordado y⋆𝑆 = y𝑡.
Ao final, com o coeficiente estimado 𝛼⋆𝑆 = 𝛼𝑡, a memória ℳ𝑆 : R𝑛 → R𝑛 é
obtida utilizando-se
ℳ𝑆(x) = 𝑈𝛼⋆𝑆
chamada deMemória Autoassociativa de Projeção em Subespaço Baseada na S-Estimativa
(S-SPAM).
Quando comparamos o algoritmo 4.3 da S-SPAM com o algoritmo 4.1 da M-
SPAM, observamos uma diferença no critério de parada, já que, para M-SPAM, temos
apenas uma estimativa de locação, enquanto, na S-SPAM, há duas estimativas ocorrendo
ao mesmo tempo, e ambas devem ser satisfeitas. Tal como feito no algoritmo 4.1, para
M-SPAM, calculamos a matriz dos pesos sinápticos durante o procedimento, enquanto,
para S-SPAM, focamos em encontrar uma estimativa para o vetor dos coeficientes. Note
que é possível encontrar a matriz dos pesos sinápticos para a S-SPAM no passo 3 do
algoritmo 4.3 utilizando 𝑀𝑡 = 𝑈(𝑊𝑡𝑈)†𝑊𝑡 e obter o padrão recordado y𝑡 = 𝑀𝑡x, mas
não fazemos deste modo pois o enfoque é na forma em que a S-estimativa é utilizada para
construir uma SPAM.
Ainda, analogamente à M-SPAM, notamos que os pesos sinápticos são atuali-
zados utilizando da propagação contrária do vetor dos erros através da rede no passo 3.
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Dessa forma, a S-SPAM fica em torno de passos forward e backward.
Exemplo 4.2.2. Considere o conjunto das memórias fundamentais ℱ = {u1,u2,u3,u4} ⊆
R
6 dados por (2.4.9) e o padrão de entrada (2.4.10). Observe que temos menos que 50%
de dados corrompidos, por isso fixamos 𝑘 = 2.5. Já que o valor padrão da escala quando
os dados corrompidos são distribuídos normalmente é de 0.67, impomos 𝑒𝑚𝑎𝑥 = 0.67. Po-
demos assim, iniciar o algoritmo 4.3 em 𝑡 = 0. Do Exemplo 2.4.2 temos 𝛼0 os coeficientes
iniciais, a primeira estimativa y0 donde obtemos os erros r0 = x−y0 e consequentemente
a escala inicial 𝜎0 = 2.44. Encontramos o vetor dos erros escalonados
r0
𝜎0
= [−1.76 − 1.62 0.79 0.73 0.39 1.74]𝑇 ,





= [0.25 0.34 0.81 0.84 0.95 0.27]𝑇 ,
que utilizamos para construir a matriz𝑊0 = 𝑑𝑖𝑎𝑔(𝜔0,1, 𝜔0,2, ..., 𝜔0,𝑛) dos pesos ponderados.
Encontramos o vetor dos coeficientes estimados
𝛼1 = (𝑊0𝑈)†𝑊0x
= [0.44 1.27 0.10 − 0.35]𝑇 ,
e o padrão recordado
y1 = 𝑈𝛼1
= [6.05 4.80 8.40 3.83 10.11 2.92]𝑇 .
Como Δy = 1.00 > 10−4 e |Λ𝜎 − 1|= 1.44 > 0.67 o algoritmo segue com 𝑡 = 1. O erro
r1 = [−6.05 − 2.80 0.60 0.17 − 0.11 5.08]𝑇 ,




= [−5.35 − 2.47 0.53 0.15 − 0.09 4.50]𝑇 .





= [0 0 0.91 0.99 1 0]𝑇 ,
que utilizamos para construir a matriz𝑊1 = 𝑑𝑖𝑎𝑔(𝜔1,1, 𝜔1,2, ..., 𝜔1,𝑛) dos pesos ponderados,
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que nos ajuda a obter o seguinte vetor dos coeficientes
𝛼2 = (𝑊1𝑈)†𝑊1x
= [1.00 − 0.00 0.00 − 0.00]𝑇 ,
e a saída da S-SPAM
ℳ𝑆(x) = 𝑈𝛼2
= [10.00 2.00 9.00 4.00 10.00 4.00]𝑇 .




0 1.14 10.86 −1.58 −8.37 0
0 1.00 −0.00 −0.00 0.00 0
0 −0.00 1.00 −0.00 −0.00 0
0 −0.00 −0.00 1.00 0.00 0
0 0.00 −0.00 0.00 1.00 0
0 2.09 10.56 −2.03 −8.71 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Observe que, Δy = 5.00 > 10−4 e |Λ𝜎 − 1|= |0.46 − 1|< 0.67 logo, o algoritmo para.
Portanto o padrão recordado encontrado ao final é y⋆𝑆 = y2, exatamente igual a memória
fundamental u1. Calculamos ainda distância euclidiana entre a memória fundamental e o
padrão recordado, ||u1−ℳ𝑆(x)||2= 0, e observamos ser menor que a distância euclidiana
encontrada para a OLAM e para a M-SPAM, para o mesmo exemplo.
Exemplo 4.2.3. Continuamos com os mesmos dados do Exemplo 2.4.1 com 𝑒𝑚𝑎𝑥 = 0.67
fixo, mas vamos modificar a constante k para observarmos o que acontece. O algoritmo
da S-SPAM foi realizado para 𝑘 no intervalo [1.547, 10]; o limite inferior do intervalo
foi escolhido de acordo com a influência desse valor no ponto de quebra de 50% da S-
estimativa e, o limite superior foi encontrado durante a aplicação do algoritmo M-SPAM
para o mesmo problema. Foi observado que em 𝑘 < 1.547, para esses dados, o algoritmo
não encontra uma solução e indica que o produto das matrizes 𝑊𝑡𝑈 é mal condicionado.
Para valores de 𝑘 > 3.7, o algoritmo gera estimativas cujo o padrão relembrado associado
é distante da memória fundamental. No exemplo anterior, tomamos 𝑘 = 2.5 e obtemos
uma recordação exata da memória fundamental. Verificamos que para 2.2 < 𝑘 < 2.6 a
recordação é perfeita, realizada em duas iterações. Particularizamos alguns valores.
Suponha k=1.547. Na primeira iteração, encontra-se
𝛼1,𝑘=1.547 = [1.53 − 0.53 0.68 − 1.80]𝑇 ,
y1,𝑘=1.547 = [3.43 − 3.74 9 4 10 − 8.02]𝑇 .
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Mas Δy = 1.00 > 10−4 e |Λ𝜎 − 1|= 1.44 > 0.67, então o algoritmo vai para a
segunda iteração. Quando obtemos a matriz
𝑊𝑈 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0.0010 0.0005 0.0023 0.0010
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
e vamos calcular sua pseudo-inversa, o seguinte alerta é exibida: Warning: Matrix
is singular to working precision1. E o resultado encontrado é o seguinte
𝛼2,𝑘=1.547 = [𝑁𝑎𝑁 𝑁𝑎𝑁 𝑁𝑎𝑁 𝑁𝑎𝑁 ]𝑇 ,
y2,𝑘=1.547 = [𝑁𝑎𝑁 𝑁𝑎𝑁 𝑁𝑎𝑁 𝑁𝑎𝑁 𝑁𝑎𝑁 𝑁𝑎𝑁 ]𝑇 .
Com isso, o algoritmo para.
Suponha k=2. O algoritmo para em 𝑡 = 4, com o vetor dos coeficientes
𝛼4,𝑘=2 = [1.11 − 0.07 − 0.12 0.18]𝑇 ,
e o padrão recordado
y4,𝑘=2 = [11.69 2.00 9.81 4.00 10.85 5.15]𝑇 ,
que, ao comparar à memória fundamental u1 observamos que recorda duas coorde-
nadas. E a distância euclidiana é ||y4,𝑘=2 − u1||2= 7.1950× 10−13.
Suponha k=3.7. O algoritmo para em 𝑡 = 2, com o vetor dos coeficientes
𝛼2,𝑘=3.7 = [1.00 − 0.01 − 0.01 0.02]𝑇 ,
e o padrão recordado
y2,𝑘=3.7 = [10.07 2.02 9.00 4.00 10.00 4.09]𝑇 ,
que, ao comparar à memória fundamental u1 observamos que recorda três coorde-
nadas. E a distância euclidiana ||y2,𝑘=3.7 − u1||2= 0.12.
1Os valores da matriz estão próximos ao epsilon da máquina, cujo valor é aproximadamente 2.2204e-16
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Figura 4.1: Gráfico dos valores de 𝑘 pela norma euclidiana do erro entre a memória
fundamental e a saída da S-SPAM. Utilizamos a escala logarítmica nos valores do erro.
Suponha k=4. O algoritmo para em 𝑡 = 2, com o vetor dos coeficientes
𝛼2,𝑘=4 = [1.00 − 0.05 − 0.06 0.16]𝑇 ,
e o padrão recordado
y2,𝑘=4 = [10.76 2.21 9.03 3.99 9.98 4.96]𝑇 ,
que, ao comparar à memória fundamental u1 observamos que não recorda nenhuma
coordenada. E a distância euclidiana ||y2,𝑘=4 − u1||2= 5.9309.
Assim, observe a diferença de padrões entre 𝑘 = 2.2 e 𝑘 = 2, no primeiro o erro é de
2.36 enquanto no segundo é zero. O comportamento descrito acima, pode ser visualizado
nas Figura 4.1 onde observamos que para os valores 𝑘 < 1.5 o método não encontra uma
solução. O menor valor de 𝑘 que o método encontra uma solução, é 𝑘 = 1.85. Para valores
1.9 < 𝑘 < 2, a S-SPAM também não obtém uma solução. No intervalo 2.05 < 𝑘 < 2.5
encontram-se os menores erros. Acima de 𝑘 = 3, como observamos também na Figura
4.2, o erro se mantém elevado. Uma pequena variação do valor de 𝑘 resultou em uma
grande diferença na solução da estimativa. Concluímos que é possível encontrar valores
para 𝑘 que tornam possível a recordação perfeita, ou com poucos erros.
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Figura 4.2: Gráfico dos valores de 𝑘 pela norma euclidiana do erro entre a memória
fundamental e a saída da S-SPAM.
4.2.3 Memória Autoassociativa de Projeção em Subespaço Ba-
seada no MM-Estimador
Uma outra classe de estimadores robustos com alto ponto de quebra é a MM-
estimativa definida por um processo de três passos. No primeiro passo uma estimativa de
regressão inicial é computada, essa deve ser consistentemente robusta e com alto ponto
de quebra, mas não necessariamente eficiente. No segundo estágio uma M-estimativa
dos erros escalonados é calculado usando resíduos baseados na estimativa inicial. Por
fim, no terceiro estágio é feita uma M-estimativa de regressão dos parâmetros baseado
numa função peso própria [72]. Esse MM-estimador foi introduzido por Yohai em 1987
com o objetivo de melhorar o ponto de quebra de um M-Estimador utilizando-se de uma
estimativa de escala e de uma M-estimativa. Para isso, seja 𝒳 = {u1, . . . ,u𝑝} uma
amostra de regressão, 𝑈 a matriz cujas colunas são compostas dos vetores u1, . . . ,u𝑝 e x
o vetor das observações 𝑥1, . . . , 𝑥𝑛. O MM-Estimador é dado em três estágios:
(1º estágio) Toma uma estimativa 𝛼0 com alto ponto de quebra.
(2º estágio) Calcula os resíduos
𝑟𝑖(𝛼) = 𝑥𝑖 −
𝑝∑︁
𝑗=1
𝑈𝑖𝑗𝛼𝑗, ∀𝑖 = 1, ..., 𝑛.
e calcula uma estimativa de locação e escala ?^? = 𝜎(r(𝛼)) utilizando uma função ℓ𝐴
como função perda.
(3º estágio) Seja ℓ𝐴 e ℓ𝐵 satisfazendo
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(i) ℓ𝑖(0) = 0, ℓ𝑖 simétrica e ℓ𝑖 contínua;
(ii) 0 < 𝑢 < 𝑣 implica ℓ𝑖(𝑢) ≤ ℓ𝑖(𝑣);
(iii) seja 𝑎 = sup𝑢 ℓ𝑖(𝑢) então 0 < 𝑎 <∞;
(iv) se ℓ𝑖(𝑢) < 𝑎 e 0 < 𝑢 < 𝑣 então ℓ𝑖(𝑢) < ℓ𝑖(𝑣);
para 𝑖 = 𝐴,𝐵 e em particular,
(v) ℓ𝐵(𝑢) ≤ ℓ𝐴(𝑢) e sup𝑢 ℓ𝐵(𝑢) = sup𝑢 ℓ𝐴(𝑢) = 𝑎.








𝑈𝑖𝑘 = 0, ∀𝑘 = 1, ..., 𝑝 (4.2.16)










O MM-estimador herda as mesmas propriedades e o mesmo ponto de quebra
que a estimativa realizada no segundo estágio do método [29],[72]. Note que, não é
necessário utilizar funções perda ℓ𝐴 e ℓ𝐵 diferentes. Posto que a função ℓ dada na definição
da S-Estimativa satisfaz (i)-(v) da definição da MM-Estimativa, basta tomar ℓ𝐵(𝑟) =
ℓ( 𝑟
𝑐1
) e ℓ𝐴(𝑟) = ℓ( 𝑟𝑐0 ) com constantes 𝑐0 = 1.56 e 𝑐1 = 4.68 [72]. Destacamos que os valores
mencionados de 𝑐0 e 𝑐1, garantem um ponto de quebra de 0.5 para o MM-estimador, mas
sacrifica a robustez e a resistência à outliers quando comparado a estimativas realizadas
com menores valores de 𝑐1 [29],[72].


































































































O comportamento de todas as funções: (4.2.18),(4.2.20),(4.2.19) e (4.2.21) são descritos
na Figura 4.3. No caso de uma estimativa de locação de escala, também chamadaM-scale,
sabemos que 𝑘 ≈ 1.547 garante um alto ponto de quebra, logo o MM-estimador possui
também alto ponto de quebra [29]. Se mudarmos o valor de 𝑘, temos que levar em conta
𝑐0 e 𝑐1. Mais ainda, não é possível mudar o valor de 𝑘 para apenas uma das 𝜔𝐴, 𝜔𝐵, já
que deixamos de satisfazer na definição do estimador: sup𝑢 ℓ𝐵(𝑢) = sup𝑢 ℓ𝐴(𝑢) = 𝑎.
Partimos para a construção do algoritmo da MM-estimativa, utilizando a pró-
pria definição do estimador e os métodos IRLS e RMS.
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Algoritmo 4.4 Algoritmo da MM-Estimativa SPAM
Entrada: o padrão de entrada x ∈ R𝑛, a constante de refinamento 𝑘 ≈ 1.547, 𝛿 = 1,
𝑐0 = 1.56 e 𝑐1 = 4.68.
Saída: o padrão recordado y⋆𝑀𝑀 .
(1º estágio)
Seja 𝛼0 = 𝑈 †x a estimativa inicial e o primeiro padrão recordado y0 = 𝑈𝛼0. Defina
𝑟0 = y0 − x o vetor dos erros e obtenha a escala inicial 𝜎0 = 𝑚𝑒𝑑𝑖𝑎𝑛𝑎(|r0−𝑚𝑒𝑑𝑖𝑎𝑛𝑎(r0)|)0.6745 .
Inicialize com 𝑡 = 0, Λ𝜎 = 𝜎0 e Δy = 𝜏 + 1.
(2º estágio) Enquanto |Λ𝜎 − 1|> 𝑒(1)𝑚𝑎𝑥 e Δy ≥ 𝜏 (1) faça
1. Calcula o erro 𝑟𝑡 = x− y𝑡.
2. Usa 𝜔𝐴( 𝑟𝑡𝑖/𝜎𝑡𝑐0 ) como descrito por (4.2.19) em (4.2.14) para obter 𝜎𝑡+1.
3. Denota 𝑟𝑡𝑖 = 𝑟𝑡𝑖𝜎𝑡+1 .
4. Atualiza o vetor dos coeficientes: 𝛼𝑡+1 = (𝑊𝑡𝑈)†𝑊𝑡x, onde 𝑊𝑡 =
𝑑𝑖𝑎𝑔(𝜔𝑡1, 𝜔𝑡2, ..., 𝜔𝑡𝑛) com 𝜔𝑡𝑖 = 𝜔𝐴(𝑟𝑡𝑖/𝑐0), ∀𝑖 = 1, ..., 𝑛 dado em (4.2.19).
5. Determina o padrão: y𝑡+1 = 𝑈𝛼𝑡+1.
6. Calcula a fração: Λ𝜎 = 𝜎𝑡+1𝜎𝑡
7. Atualiza 𝑡← 𝑡+ 1 e Δy← ||y𝑡+1 − y𝑡||∞.
fim
(3º estágio) Enquanto |Λ𝜎 − 1|> 𝑒(2)𝑚𝑎𝑥 e Δy ≥ 𝜏 (2) faça
1. Calcula o erro 𝑟𝑡 = x− y𝑡.
2. Usa 𝜔𝐵( 𝑟𝑡𝑖/𝜎𝑡𝑐1 ) como descrito por (4.2.21) em (4.2.14) para obter 𝜎𝑡+1.
3. Denota 𝑟𝑡𝑖 = 𝑟𝑡𝑖𝜎𝑡+1 .
4. Atualiza o vetor dos coeficientes: 𝛼𝑡+1 = (𝑊𝑡𝑈)†𝑊𝑡x, onde 𝑊𝑡 =
𝑑𝑖𝑎𝑔(𝜔𝑡1, 𝜔𝑡2, ..., 𝜔𝑡𝑛) com 𝜔𝑡𝑖 = 𝜔𝐵(𝑟𝑡𝑖/𝑐1), ∀𝑖 = 1, ..., 𝑛 dado em (4.2.21).
5. Determina o padrão: y𝑡+1 = 𝑈𝛼𝑡+1.
6. Calcula a fração: Λ𝜎 = 𝜎𝑡+1𝜎𝑡
7. Atualiza 𝑡← 𝑡+ 1 e Δy← ||y𝑡+1 − y𝑡||∞.
fim
Defina o padrão recordado y⋆𝑀𝑀 = y𝑡.
Ao final, a estimativa para o vetor dos coeficientes encontrada é 𝛼⋆𝑀𝑀 = 𝛼𝑡 e
a memória ℳ𝑀𝑀 : R𝑛 → R𝑛 obtida através da expressão
ℳ𝑀𝑀(x) = 𝑈𝛼⋆𝑀𝑀 ,
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Figura 4.3: No primeiro gráfico, temos as funções ℓ𝐴 e ℓ𝐵 e no segundo gráfico as derivadas
𝜔𝐴 e 𝜔𝐵; todas com 𝑘 = 1 fixo.
é a chamadaMemória Autoassociativa de Projeção em Subespaço Baseada na MM-Estimativa
(MM-SPAM).
Por fim, notamos que os pesos sinápticos são atualizados utilizando da propa-
gação contrária do vetor dos erros através da rede nos passos 3, que se repetem. Deste
modo, a MM-SPAM fica em torno de passos forward e backward, tanto no segundo quanto
no terceiro estágio.
Exemplo 4.2.4. Novamente, seja o conjunto das memórias fundamentais ℱ = {u1,u2,u3,u4} ⊆
R
6 dados por (2.4.9) e o padrão de entrada (2.4.10). Iremos fixar primeiro os critérios de
parada, para a S-estimativa no segundo estágio: 𝑒(1)𝑚𝑎𝑥 = 1 e 𝜏 (1) = 10−2, e para o terceiro
estágio: 𝑒(2)𝑚𝑎𝑥 = 0.67 e 𝜏 (2) = 10−4. Para as funções pesos (4.2.19) e (4.2.21), tomamos
𝑘 = 1.547. Ainda, como já mencionado, 𝑐0 = 1.56 e 𝑐1 = 4.68. Seguimos com o algoritmo
4.4, calculando
r0 = [−4.30 − 3.96 1.93 1.78 0.95 4.24]𝑇 ,




= [−1.76 − 1.62 0.79 0.73 0.39 1.74]𝑇 ,
para encontrar uma primeira estimativa dos coeficientes, precisamos dos pesos
𝜔0 = [0.22 0.30 0.80 0.83 0.95 0.23]𝑇 ,
assim,
𝛼1 = (𝑊1𝑈)†𝑊1x
= [0.48 1.18 0.11 − 0.34]𝑇 .
E o padrão de saída
y1 = [6.27 4.58 8.46 3.88 10.12 2.89]𝑇 .
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E o erro
r1 = x− y1
= [−6.27 − 2.58 0.54 0.12 − 0.12 5.11]𝑇 .
Calculamos a escala 𝜎1 = 1.68. Facilmente calculamos |𝜆𝜎−1|= 0.68 < 1 mas Δy = 8.51.




= [−3.73 − 1.54 0.32 0.07 − 0.07 3.04]𝑇
e calculamos os pesos
𝜔1 = [0 0.35 0.96 1.00 1.00 0]𝑇
que nos ajuda à calcular os coeficientes
𝛼2 = (𝑊1𝑈)†𝑊1x
= [1 0 0 0]𝑇 .
E o padrão de saída
y2 = [10 2 9 4 10 4]𝑇 .
E o erro
r2 = x− y2
= 10−12 × [0.4 0.01 0.03 0.01 − 0.02 0.35]𝑇 .
Calculamos |𝜆𝜎 − 1|= |0.69 − 1|< 1 e Δy = 4.7075. Verificamos que o segundo estágio
termina. Tomamos 𝑡 = 3, Δy = 𝜏 + 1 e 𝜆𝜎 = 𝜎0. No terceiro estágio, contamos com r2 e




= 1014 × [−6.20 0 0 0 0 2.48]𝑇 ,
e calculamos os pesos
𝜔2 = [0 0.98 0.85 0.99 0.93 0]𝑇
que nos ajuda à calcular os coeficientes
𝛼3 = (𝑊2𝑈)†𝑊2x
= [1 0 0 0]𝑇 .
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0 1.14 10.86 −1.58 −8.37 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 2.09 10.56 −2.03 −8.71 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Finalmente temos a saída da MM-SPAM
ℳ𝑀𝑀(x) = [10 2 9 4 10 4]𝑇 .
E o erro
r3 = x− y2
= 10−12 × [−0.4263 − 0.0140 − 0.0089 − 0.0036 0.0409 − 0.4121]𝑇 .
Facilmente teremos |𝜆𝜎 − 1|= |9.6026 × 10−15 − 1| e Δy = 1.1290 × 10−12. Logo o
padrão recordado é y⋆𝑀𝑀 = y3. Os erros encontrados ||u1 − y2||2= 5.3499 × 10−13 e
||u1 −ℳ𝑀𝑀(x)||2= 5.9460× 10−13. Note que o erro entre o segundo e o terceiro estágio
mudaram minimamente, apesar de o vetor resposta continuar o mesmo. No segundo
estágio já havia uma recordação perfeita, e essa se manteve no terceiro estágio.
Outra abordagem para o problema das memórias associativas surge quando
removemos a hipótese de que 𝑑 deve ser diferenciável, assim 𝑑 pode ser uma aplicação que
permite erros ou mesmo uma função distância qualquer.
4.3 Memória Autoassociativa de Projeção em Subes-
paço Baseada na 𝜀-Regressão de Vetor de Suporte
Máquina de Vetor de Suporte (SVM) introduzida por Vapnik e associados em
1992 [42],[79],[80], é uma classe de algoritmos de aprendizado que combina o uso de vetores
de suporte, capacidade de controle na margem do classificador, esparsidade da solução,
otimização de um minimo local e o uso da função núcleo. Em sua forma básica, uma
máquina de vetor de suporte é um algoritmo de aprendizado binário que separa padrões.
A ideia conceitual dessa máquina é que, dado um conjunto de dados de treino, a máquina
de vetor de suporte constrói um hiperplano como a superfície de decisão de modo que a
margem de separação entre amostras diferentes seja maximizada [2]. Em seu design, a
máquina de vetor de suporte é ótima, sendo a otimalidade originada de uma otimização
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𝜌
Figura 4.4: Representação da SVM. Há duas classes para serem separadas: ∘ e ◇. A
região tracejada em volta da reta é a margem de separação definida por 𝜌.
convexa. Importante também, são os vetores de suporte que dão o nome ao método, esses
são um pequeno subconjunto dos dados de treino que descrevem o hiperplano ótimo. Esse
comportamento pode ser observado na Figura 4.4.
Analogamente à forma em que a máquina de vetor de suporte aborda o pro-
blema de classificação, foi feita por Cortes e Vapnik [79], para o problema de regressão
uma adaptação, conhecida como 𝜀-Regressão de Máquina de Vetor de Suporte (𝜀-SVR)
[42]. A estimativa 𝜀-SVR para o caso da regressão multilinear é construída utilizando a
função perda 𝜀-insensível (1.4.5), que ignora os erros entre a estimativa e o verdadeiro
valor menores que 𝜀. Esse comportamento pode ser visualizado da Figura 4.5. Em parti-
cular, a curva estimada (1.2.2) deve ser o mais plana possível, o que é descrito pedindo
que o vetor dos coeficientes 𝛼 seja próximo de zero. Essa particularidade é motivada do
fato de que os dados de treino são assumidos gerados pela mesma relação de fundo, e
por isso é razoável assumir que a maioria dos padrões irão estar próximo de pelo menos
um dado de treino. Claramente, a curva deve descrever os dados e, quanto menor sua
inclinação, mais dados estarão na margem de folga.



















Figura 4.5: Representação da 𝜀-SVR. A região tracejada em volta da curva é chamada
𝜀-tubo. Os pontos dentro do 𝜀-tubo não são penalizados pela função perda ℓ𝜀. Os pontos
vermelhos sob a margem tracejada são os vetores de suporte, e satisfazem as restrições
do problema com igualdade. Pontos fora do 𝜀-tubo são penalizados através das variáveis
de folga.
associação entre a complexidade do modelo (a planitude da curva) e a quantidade de
desvios maiores que 𝜀 que são tolerados [2],[42],[80]. Desse modo, se 𝐶 é um valor alto,
então o objetivo é minimizar a perda, mas, se 𝐶 assume um valor baixo, então aprecia-se
a planitude da curva.
Formalmente, a 𝜀-SVR desempenha uma estimativa utilizando uma função
perda 𝜀-insensível e tenta diminuir a complexidade do modelo minimizando ||𝛼||2. Para
isso, sejam 𝜉+𝑖 , 𝜉−𝑖 ≥ 0, 𝑖 = 1, ..., 𝑛 denominadas variáveis de folga, que penalizam a




𝑈𝑖𝑗𝛼𝑗 ≤ 𝜀+ 𝜉+𝑖
𝑝∑︁
𝑗=1
𝑈𝑖𝑗𝛼𝑗 − 𝑥𝑖 ≤ 𝜀+ 𝜉−𝑖 , ∀𝑖 = 1, ..., 𝑛
(4.3.1)








(𝜉+𝑖 + 𝜉−𝑖 )
sujeito a 𝑥𝑖 −
𝑝∑︁
𝑗=1
𝑈𝑖𝑗𝛼𝑗 ≤ 𝜀+ 𝜉+𝑖
𝑝∑︁
𝑗=1
𝑈𝑖𝑗𝛼𝑗 − 𝑥𝑖 ≤ 𝜀+ 𝜉−𝑖
𝜉+𝑖 , 𝜉
−
𝑖 ≥ 0, ∀𝑖 = 1, ..., 𝑛
(4.3.2)
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A resolução de uma estimativa 𝜀-SVR, tem seu ótimo dado por 𝛼⋆𝜀. Podemos
então calcular a memória ℳ𝜀 : R𝑛 → R𝑛 denominada Memória Autoassociativa de Pro-
jeção em Subespaço Baseada na 𝜀-Regressão de Vetor de Suporte (𝜀-SPAM) através da
expressão, dado qualquer vetor de entrada x ∈ R𝑛, por
ℳ𝜀(x) = 𝑈𝛼⋆𝜀. (4.3.3)
Observação 4.3.1. A saída da 𝜀-SPAM não satisfaz necessariamente a propriedade
𝑑𝜀(x,ℳ𝜀(x)) ≤ 𝑑𝜀(x, 𝑈𝛼), ∀𝛼 ∈ R𝑝.






2 ||𝛼||2+𝐶𝑑𝜀(x, 𝑈𝛼), ∀𝛼 ∈ R
𝑝
Só que o termo ||𝛼|| em (4.3.2) pode não representar o mínimo, logoℳ𝜀 não é uma SPAM
[81]. Por outro lado, podemos definir uma SPAM substituindo (4.3.2) pela seguinte dupla












𝑈𝑖𝑗𝛼𝑗 ≤ 𝜀+ 𝜉+𝑖 ,
𝑝∑︁
𝑗=1
𝑈𝑖𝑗𝛼𝑗 − 𝑥𝑖 ≤ 𝜀+ 𝜉−𝑖 ,
𝜉+𝑖 , 𝜉
−
𝑖 ≥ 0, ∀𝑖 = 1, ..., 𝑛
(4.3.4)




(𝜉+𝑖 + 𝜉−𝑖 )
sujeito a 𝑥𝑖 −
𝑝∑︁
𝑗=1
𝑈𝑖𝑗𝛼𝑗 ≤ 𝜀+ 𝜉+𝑖
𝑝∑︁
𝑗=1
𝑈𝑖𝑗𝛼𝑗 − 𝑥𝑖 ≤ 𝜀+ 𝜉−𝑖
𝜉+𝑖 , 𝜉
−
𝑖 ≥ 0, ∀𝑖 = 1, ..., 𝑛.
(4.3.5)
Dessa forma, a solução 𝛼′(x) da dupla de problemas de otimização necessariamente mi-
nimiza 𝑑𝜀(x, 𝑈𝛼), ∀𝛼 ∈ R𝑝. Assim, a desigualdade
𝑑𝜀(x,ℳ′𝜀(x)) ≤ 𝑑𝜀(x, 𝑈𝛼), ∀𝛼 ∈ R𝑝,
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onde ℳ′𝜀(x) = 𝑈𝛼′(x) para todo 𝛼 ∈ R𝑝, é válida. Além disso, 𝛼′(x) é a solução mais
próxima de zero entre todos os mínimos 𝑑𝜀(x, 𝑈𝛼).
Note que é possível encontrar 𝐶 ≥ 0 capaz de obter 𝛼⋆𝜀 solução de (4.3.2)
muito similar à solução 𝛼′ da dupla de problemas de otimização (4.3.4)-(4.3.5).
Em muitas situações, o programa quadrático (4.3.2) é solucionado através da
sua forma dual. Isso é feito utilizando o método dos multiplicadores de Lagrange, que
permite encontrar os pontos extremos de uma função, sujeito à alguma restrição. Esse
método consiste em designar variáveis novas, chamadas multiplicadores de Lagrange. Os
multiplicadores de Lagrange, também são conhecidos como variáveis duais. Podemos
afirmar que vetores normais à curva da função à ser minimizada, são paralelos em algum
ponto extremo. Esses vetores são representados através da função de Lagrange. A função
de Lagrange é construída utilizando-se da função objetivo e, penalizando-se as restrições
através dos multiplicadores de Lagrange. Antes de partimos para a expressão, alguns
detalhes devem ser explicados. O problema estudado é de minimização, então os multi-
plicadores devem ser penalizados negativamente na expressão. Geometricamente, temos
a região factível descrita pelas restrições, e a função objetivo que intercepta essa região
para algum valor 𝑧 gera curvas de nível. Os pontos de máximo e mínimo da função nessa
região, possuem a derivada da função objetivo nula. Sabemos que as derivadas parciais
da função em um ponto, constrói o vetor gradiente da função nesse ponto, e que o vetor
gradiente aponta para a direção de maior crescimento da função. É natural, procurar uma
função que tenha crescimento paralelo (multiplicadores de Lagrange), na direção contrá-
ria. Essa é a base para as condições de Karush-Kuhn-Tucker (KKT) [42],[82],[83] aqui
utilizadas. Ainda, assumimos os multiplicadores 𝜆+, 𝜆−, 𝜂+, 𝜂− ≥ 0. Por fim a função de
Lagrange do programa (4.3.2) é escrito a seguir.






(𝜉+𝑖 + 𝜉−𝑖 )−
𝑛∑︁
𝑖=1













(𝜂+𝑖 𝜉+𝑖 + 𝜂−𝑖 𝜉−𝑖 )
(4.3.6)
É possível verificar que a função de Lagrange possui um ponto de sela com respeito às
variáveis duais e primais na solução [2],[42]. Com essa condição sobre o ponto de sela,
temos que as derivadas parciais de 𝐿 com respeito às variáveis primais 𝛼, 𝜉+, 𝜉− devem
ser zero no ponto ótimo. Assim, derivamos 𝐿 com relação a 𝛼𝑘:
𝜕
𝜕𝛼𝑘






𝜆−𝑖 𝑈𝑖𝑘, ∀𝑘 = 1, ..., 𝑝
⇔ 𝜕
𝜕𝛼𝑘
(𝐿) = 𝛼𝑘 −
𝑛∑︁
𝑖=1








(𝜆+𝑖 − 𝜆−𝑖 )𝑈𝑖𝑘, ∀𝑘 = 1, ..., 𝑝. (4.3.7)
Derivamos 𝐿 também com relação a 𝜉+ e 𝜉−:
𝜕
𝜕𝜉+𝑘
(𝐿) = 𝐶 − 𝜆+𝑘 − 𝜂+𝑘 e
𝜕
𝜕𝜉−𝑘
(𝐿) = 𝐶 − 𝜆−𝑘 − 𝜂−𝑘 , ∀𝑘 = 1, ..., 𝑛.
E, como ambos 𝜕
𝜕𝜉+
𝑘
(𝐿) = 0 e 𝜕
𝜕𝜉−
𝑘
(𝐿) = 0, obtemos expressões para as variáveis duais 𝜂+
e 𝜂−;
𝜂+𝑘 = 𝐶 − 𝜆+𝑘 ∀𝑘 = 1, ..., 𝑛; (4.3.8)
𝜂−𝑘 = 𝐶 − 𝜆−𝑘 ∀𝑘 = 1, ..., 𝑛. (4.3.9)









































([𝐶 − 𝜆+𝑖 ]𝜉+𝑖 + [𝐶 − 𝜆−𝑘 ]𝜉−𝑖 )














(𝜆+𝑖 − 𝜆−𝑖 )𝑈𝑖𝑗
𝑛∑︁
𝑖=1



















(𝜆+𝑖 − 𝜆−𝑖 )𝑈𝑖𝑗
𝑛∑︁
𝑖=1






(𝜆+𝑖 − 𝜆−𝑖 )𝑈𝑖𝑗
]︃2
.












(𝜆+𝑖 + 𝜆−𝑖 )𝜀+
𝑛∑︁
𝑖=1
(𝜆+𝑖 − 𝜆−𝑖 )𝑥𝑖. (4.3.10)
Obtemos, ainda, as restrições para o problema ao observar que os multiplicadores de La-
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grange 𝜂+, 𝜂− satisfazem 𝜂+, 𝜂− ≥ 0; logo, combinado com (4.3.8) e (4.3.9), encontramos
para todo 𝑘 = 1, ..., 𝑛,
0 ≤ 𝜂+𝑘 = 𝐶 − 𝜆+𝑘 e 0 ≤ 𝜂−𝑘 = 𝐶 − 𝜆−𝑘
implicando
0 ≤ 𝜆+𝑘 ≤ 𝐶 e 0 ≤ 𝜆−𝑘 ≤ 𝐶, ∀𝑘 = 1, ..., 𝑛. (4.3.11)
Concluímos com (4.3.10) e (4.3.11), utilizando método dos multiplicadores de Lagrange,












(𝜆+𝑖 + 𝜆−𝑖 )𝜀+
𝑛∑︁
𝑖=1
(𝜆+𝑖 − 𝜆−𝑖 )𝑥𝑖
sujeito a 0 ≤ 𝜆+𝑘 ≤ 𝐶
0 ≤ 𝜆−𝑘 ≤ 𝐶 ∀𝑘 = 1, ..., 𝑛.
(4.3.12)
A solução do problema de otimização quadrática dual é em termos dos multiplicadores de
Lagrange 𝜆+,𝜆−, e não do vetor dos coeficientes 𝛼 desejado. Retome a expressão (4.3.7).




(𝜆+𝑖 − 𝜆−𝑖 )𝑈𝑖𝑘, ∀𝑘 = 1, ..., 𝑝.
é denominada expansão de vetor de suporte, e afirma que o coeficiente 𝛼 pode ser com-
pletamente descrito como uma combinação linear de um subconjunto dos dados de treino
[2], [42].
Dualmente, ℳ*𝜀 denota a 𝜀-SVR SPAM baseada na formulação dual. Combi-
nando (4.3.3) e 𝛼, a 𝜀-SVR SPAM ℳ*𝜀 : R𝑛 → R𝑛 definida por
ℳ*𝜀(x) = 𝑊 (?ˇ?
+(x)− ?ˇ?−(x)), ∀x ∈ R𝑛, (4.3.13)
onde ?ˇ?+(x) e ?ˇ?−(x) denotam a solução (4.3.12) e 𝑊 = 𝑈𝑈𝑇 é a matriz peso sináptico
produzida pela regra do produto externo [2].
Exemplo 4.3.2. Retomamos o conjunto das memórias fundamentais ℱ = {u1,u2,u3,u4} ⊆
R
6 dados por (2.4.9) e o padrão de entrada (2.4.10). Considere os parâmetros 𝜀 = 0.05 and
𝐶 = 10 para a 𝜀-SV SPAM. Intuitivamente, 𝜀 = 0.05 significa que os erros no segundo
dígito significante são irrelevantes para o modelo de memória. De (4.3.2), auferimos a
𝜀-SVR estimativa
?ˇ?(x) = [0.99 0.01 − 0.01 0.02]𝑇 , (4.3.14)
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e as variáveis de folga
𝜉
+(x) = [0 0 0 0 0 3.84]𝑇 , (4.3.15)
𝜉
−(x) = [9.96 0 0 0 0 0]𝑇 . (4.3.16)
A 𝜀-SVR estimativa ?ˇ?(x) e as variáveis de folga 𝜉+(x), 𝜉−(x) acarretam na função objetivo











(𝜉+𝑗 + 𝜉−𝑗 )⏟  ⏞  
=23.00
= 23.49 (4.3.17)
Complementando, os multiplicadores de Lagrange, solução do problema dual (4.3.12), são
?ˇ?
+(x) = [0.00 0.00 0.98 0.75 0.26 1.67]𝑇 , (4.3.18)
?ˇ?
−(x) = [1.67 1.66 0.00 0.00 0.00 0.00]𝑇 . (4.3.19)




10 3 6 8
2 4 9 6
9 4 4 3
4 2 9 4
10 5 4 3










10.01 2.05 8.95 3.95 9.95 4.11
]︁𝑇
.
Dualmente, tomando (4.3.3), a saída da 𝜀-SVR SPAM baseada na formulação dual é




209 134 150 132 163 177
134 137 88 121 94 152
150 88 122 92 135 110
132 121 92 117 98 134
163 94 135 98 150 117












10.01 2.05 8.95 3.95 9.95 4.11
]︁𝑇
,
o qual é igual à ℳ𝜀(x), descontando os erros de arredondamento.
Note que 𝜉+ − 𝜉− aproxima a diferença x − ℳ𝜀(x). Em outras palavras,
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retirando os erros permitidos, as variáveis de folga medem o desvio entre a entrada x
e o padrão recordado ℳ𝜀(x). Aliás, 𝜆+𝑗 (x) = 0 ou 𝜆−𝑗 (x) = 0 é verdade para todo
𝑗 ∈ {1, . . . , 𝑛} e as igualdades ?ˇ?+6 (x) = 𝐶/𝑛 = 1.67 e ?ˇ?−1 (x) = 𝐶/𝑛 = 1.67 são ambas
satisfeitas. Desta maneira, excluindo 𝑗 = 1 e 𝑗 = 6, a 𝑗-ésima componente de ℳ𝜀(x)
não difere de 𝑥𝑗 mais do que 𝜀. Em diferentes termos, |𝑥𝑗 − [ℳ𝜀(x)]𝑗|≤ 𝜀 para qualquer
𝑗 ∈ {2, 3, 4, 5}. Também, observe que o vetor erro
e = x−ℳ𝜀(x)
= [−10.01 − 0.05 0.05 0.05 0.05 3.89]𝑇 , (4.3.20)
não é ortogonal a ℳ𝜀(x) porque e𝑇0ℳ𝜀(x) = −83.21. Assim, ℳ0(x) não é a projeção
ortogonal de x no subespaço 𝒮 gerado pelas memórias fundamentais.
O vetorℳ𝜀(x) recordado pela 𝜀-SVR SPAM não coincide com o padrão origi-
nal u1. Entretanto, o erro entre o padrão recordado e a saída desejada é 𝑑2(u1,ℳ𝜀(x)) =
0.15. Observe que essa taxa de erro é menor que o erro produzido pela OLAM e pela
M-SPAM. Ainda, obtemos 𝑑𝜀(u1,ℳ𝜀(x)) = 0.01.
Exemplo 4.3.3. Como no exemplo anterior, considere o conjunto das memórias funda-
mentais ℱ = {u1,u2,u3,u4} ⊆ R6 composto pelos vetores dados em (2.4.9), o vetor de
entrada x definido por (2.4.10), e 𝜀 = 0.05. Entretanto, seja 𝐶 = 1. Neste caso, a solução
de (4.3.2) é
?ˇ?(x) = [0.86 0.26 − 0.02 0.04]𝑇 . (4.3.21)











(𝜉+𝑗 + 𝜉−𝑗 )⏟  ⏞  
=2.32
= 2.72. (4.3.22)
O vetor recordado pelo modelo 𝜀-SVR SPAM baseado na formulação primal
ℳ𝜀(x) = [9.58 2.84 8.83 3.95 9.95 4.47]𝑇 . (4.3.23)
O erro entre o padrão recordado e o padrão desejado é 𝑑2(u1,ℳ𝜀(x)) = 1.06. Note que
esta taxa de erro é maior que o erro produzido pela 𝜀-SVR SPAMℳ𝜀 obtida ao considerar
𝐶 = 10, que foi 0.15.
Analogamente, a saída da 𝜀-SVR SPAM ℳ*𝜀 baseada na formulação dual é
ℳ*𝜀(x) = [9.73 3.17 8.81 3.95 9.95 4.94]𝑇 . (4.3.24)
Ademais, o dual 𝜀-SVR SPAM obteve o erro 𝑑2(u1,ℳ𝜀(x)) = 1.54, que é
similar ao erro produzido pela formulação primal, mas também é maior que o erro obtido
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ao considerar 𝐶 = 10. Em contraste com ℳ𝜀 e ℳ*𝜀, a 𝜀-SVR SPAM ℳ′𝜀 baseada na
formulação dupla produziu como saída o vetor
ℳ′𝜀(x) = [10.01 2.05 8.95 3.95 9.95 4.11]𝑇 , (4.3.25)
o qual é igual ao vetor ℳ𝜀(x) obtido considerando 𝐶 = 10. Concluindo, o 𝜀-SVR SPAM
baseados na formulação primal e dual diferem da 𝜀-SVR SPAM baseada na dupla formu-
lação se 𝐶 não é suficientemente grande. De fato, para 𝐶 pequeno, o termo (1/2)∑︀𝑝𝑘=1 𝛼2𝑘
interfere na medida do erro por (𝐶/𝑛)∑︀𝑛𝑗=1(𝜉+𝑗 + 𝜉−𝑗 ), deteriorando a tolerância à ruído
de ℳ𝜀 e ℳ*𝜀.
Exemplo 4.3.4. Vamos agora avaliar o efeito do parâmetro 𝐶 nas três 𝜀-SVR SPAMs
ℳ𝜀 e ℳ*𝜀 baseado respectivamente nas formulações primais e duais. Também confron-
tamos os dois modelos de memória com 𝜀-SVR SPAMℳ′𝜀 baseado na formulação dupla.
Novamente, considere o conjunto das memórias fundamentais ℱ = {u1,u2,u3,u4} ⊆ R6
composto pelos vetores dados (2.4.9), o vetor de entrada x definido por (2.4.10), e fixe
𝜀 = 0.05. O parâmetro 𝐶 varia de 0.1 até 105.
A Figura 4.6 mostra as distâncias euclidianas 𝑑2(ℳ𝜀(x),ℳ′𝜀(x)), 𝑑2(ℳ𝜀(x),ℳ*𝜀(x)),
e 𝑑2(ℳ′𝜀(x),ℳ*𝜀(x)). Note que, tanto ℳ𝜀(x), quanto ℳ*𝜀(x), diferem significantemente
deℳ′𝜀(x) para 𝐶 ≤ 6. Similarmente, 𝑑2(ℳ𝜀(x),ℳ′𝜀(x)) < 10−12 e 𝑑2(ℳ′𝜀(x),ℳ*𝜀(x)) <
10−12 para 𝐶 ≥ 10. Dessa forma, ambas as formulações dual e primal coincidem com a 𝜀-
SVR SPAM baseada no problema da dupla de otimização para 𝐶 suficientemente grande.
Igualmente, observe que 𝑑2(ℳ𝜀(x),ℳ*𝜀(x)) e 𝑑2(ℳ′𝜀(x),ℳ*𝜀(x)) aumentam quando o
parâmetro 𝐶 diminui. Consequentemente, a 𝜀-SVR SPAM baseada na formulação dual
pode divergir das outras duas 𝜀-SVR SPAMs quando 𝐶 é muito grande.
A Figura 4.7 compara a tolerância a ruido dos três modelos 𝜀-SVR SPAM.
Precisamente, esta figura mostra a distância Euclidiana 𝑑2(ℳ𝜀(x),u1), 𝑑2(ℳ*𝜀(x),u1), e
𝑑2(ℳ′𝜀(x),u1). Note queℳ′𝜀 gera a melhor tolerância à ruído. De fato, temos 𝑑2(ℳ′𝜀(x),u1) =
0.15 para todo 𝐶. Apesar da pequena diferença entre o vetor recordado pela 𝜀-SVR SPAM
baseada na formulação dual e as outros dois modelos 𝜀-SVR SPAM, as três memórias as-
sociativas exibem similar tolerância a ruído quando 𝐶 é suficientemente grande.
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Figura 4.6: Distâncias euclidianas 𝑑2(ℳ𝜀(x),ℳ′𝜀(x)) (primal × bi-level),
𝑑2(ℳ𝜀(x),ℳ*𝜀(x)) (primal × dual), e 𝑑2(ℳ′𝜀(x),ℳ*𝜀(x)) (dual × bi-level) pelo
parâmetro 𝐶.
Figura 4.7: Distâncias euclidianas 𝑑2(ℳ𝜀(x),u1) (primal), 𝑑2(ℳ*𝜀(x),u1) (dual), e




A face humana é indiscutivelmente um grande objeto de estudo do processa-
mento de imagens. Isso é devido ao crescente aumento na necessidade de identificação de
um indivíduo. Uma das abordagens propostas na literatura é pela classificação baseada em
regressão linear (LRC). Neste capítulo investigamos os modelos de SPAMs apresentados
no texto para o problema de identificação de faces em escala de cinza.
5.1 Reconhecimento de Faces
Reconhecimento de faces está fortemente presente em nossas vidas. A uti-
lização de tecnologias com a capacidade de identificação do indivíduo, mesmo quando
disfarçado, é indispensável não só na questão de segurança quanto na de conforto. Vários
métodos são descritos na literatura [84],[85],[86]. Para a classificação de um indivíduo,
é necessário primeiro realizar a extração de características. Isso é feito utilizando um
pequeno conjunto significativo de dados. Os métodos têm como objetivo construir uma
fronteira de decisão ou um espaço de características, obtidos através do conjunto de ca-
racterísticas. Em maioria, as abordagens são divididas em duas categorias: métodos
reconstrutivos e métodos discriminativos. A abordagem reconstrutiva é dita robusta
quando o problema apresenta algum nível de ruído, como ocorre na análise de compo-
nentes principais (PCA) [85]. Já a abordagem discriminativa é conhecida por obter
melhores resultados em condições claras, como por exemplo a análise discriminante li-
near (LDA) [85]. Recentemente, verificou-se que abordagens menos rígidas, que levam
em conta o espaço característico e a estrutura do classificador, possuem bons resultados
[85]. O classificador baseado na regressão linear (LRC) se encaixa nesta última forma de
abordagem. O LRC usa todos os dados de treino para criar o espaço das característi-
cas. Utilizando-se do conceito de que a classe de um objeto específico deve pertencer ao
seu subespaço linear, define-se a tarefa de reconhecimento de face como um problema de
regressão linear. A decisão fica à favor da classe com a estimativa mais precisa [85].
O programa fonte foi construído em forma de rotina, seguindo os algoritmos
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descritos no texto. Todos os experimentos realizados com o MATLAB. Para a resolução
do programa quadrático (4.3.4), utilizamos o comando quadprog. Para a resolução do
programa linear (4.3.5) utilizamos o comando linprog. Nas próximas seções, iremos
tratar as imagens das faces e do algoritmo LRC como descrito por Naseem, Togneri
e Bennamoun em [85]. Também faremos uma análise análoga utilizando o algoritmo
Classificador de Saída Mais Próxima (NOC).
5.2 Banco de Dados AR
Para executar o experimento de reconhecimento de faces, precisamos de um
banco de informações. Consideremos o banco de dados AR [87] que contém mais de
4000 imagens coloridas de 126 pessoas, sendo 70 homens e 56 mulheres. Nas imagens, há
pose frontal com diferentes expressões faciais, diversas condições de iluminação e disfarce.
O banco de dados AR tem sido utilizado por pesquisadores como forma de avaliar o
desempenho de algoritmos de reconhecimento. Para nossos experimentos, tomamos o
banco de dados AR em escala de cinza com as imagens das faces armazenadas em 50×40
pixels. O banco de dados caracteriza quatro formas de expressão facial: neutro, sorriso,
bravo e grito. Também há duas formas de disfarce: óculos escuros e cachecol. Um exemplo
dessas imagens pode ser vista na Figura 5.3. As imagens (a)-(d) e (g)-(j) da Figura 5.3
correspondem a duas sessões distintas de fotos encorporando as quatro expressões faciais.
Já as imagens (e),(f),(k) e (l) da Figura 5.3 encorporam tipos de disfarces em duas sessões
distintas de foto.
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figura 5.3: Variação das imagens do banco de dados AR.
5.3 Algoritmo de Classificação por Regressão Linear
Uma imagem em escala de cinza de uma face da ordem de 𝑛×𝑝 é representada
por um vetor coluna u de dimensão 𝑛𝑝. Cada vetor imagem deve ser normalizado, isto é,
dividido por 255 para que o maior valor possível de um pixel seja 1. Seja 𝑁 o número de
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classes distintas com 𝑝𝑖 o número de imagens de treino para a 𝑖-ésima classe, 𝑖 = 1, . . . , 𝑁 .
Denotamos cada imagem pelo vetor 𝑢(𝑚)𝑖 sendo 𝑖 = 1, . . . , 𝑁 e 𝑚 = 1, . . . , 𝑝𝑖. Tomamos
por
𝑈𝑖 = [u(1)𝑖 ,u
(2)
𝑖 , . . . ,u
(𝑝𝑖)
𝑖 ], 𝑖 = 1, . . . , 𝑁, (5.3.1)
a matriz composta dos vetores de treino pertencente a classe 𝑖. Dessa forma, cada classe
𝑖 é representada por um subespaço gerado pelas colunas de 𝑈𝑖, também chamado de
regressor da classe 𝑖.
Seja x uma imagem de teste não classificada. Nosso problema é classificar x
como um objeto de uma das classes 𝑖 = 1, . . . , 𝑁 . Novamente, devemos representar a
imagem como um vetor coluna normalizado. Para o LRC, observamos que se x pertence
à 𝑖-ésima classe, então ele deveria ser representado como combinação linear das imagens
de treino da mesma classe, isto é, deveria pertencer ao mesmo subespaço. Assim,
x ≈ 𝑈𝑖𝛼𝑖, 𝑖 = 1, . . . , 𝑁, (5.3.2)
onde 𝛼𝑖, 𝑖 = 1, . . . , 𝑁 denota o vetor dos coeficientes. Utilizando um método de regressão
linear, é possível encontrar uma previsão x^𝑖 para cada classe 𝑖 = 1, . . . , 𝑁 . Em outras
palavras, x^𝑖 é a projeção do vetor x no subespaço gerado pela 𝑖-ésima classe, para alguma
função distância. Depois, calculamos a medida da distância entre a resposta prevista x^𝑖,
𝑖 = 1, . . . , 𝑁 , e o vetor resposta original x,
𝑑𝑖(x) = ||x^𝑖 − x||2, 𝑖 = 1, . . . , 𝑁, (5.3.3)
e decidimos em favor da classe de menor distância, ou seja,
𝑖⋆ = arg min
𝑖∈{1,...,𝑁}
𝑑𝑖(x) (5.3.4)
Concluindo, o vetor x pertence a classe 𝑖⋆.
Veja que podemos enxergar a matriz em (5.3.1) como a matriz das memórias
fundamentais e o vetor x como o padrão de entrada. Então, é possível utilizar as SPAMs
para encontrar o vetor x^𝑖 e continuar com o algoritmo calculando (5.3.3) e (5.3.4). Deste
modo, comparamos o desempenho das memórias OLAM, M-SPAM, S-SPAM, MM-SPAM,
𝜀-SVR SPAM e ℓ1-SPAM apresentadas anteriormente, para o problema de classificação
de faces.
5.3.1 Resultados Experimentais
Os experimentos são baseados na estratégia de cross-validation, isto é, cada
vez o sistema é treinado usando imagens de três diferentes expressões, enquanto que a
sessão de teste é conduzida utilizando a expressão deixada de fora [85]. Um segundo
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experimento é feito treinando o sistema com as quatro diferentes expressões e a sessão
de teste é realizada utilizando uma das imagens com disfarce. Em outro experimento,
consideramos as imagens com as quatro expressões para o treinamento, e uma imagem
disfarçada com ruído como dado de entrada. Todas as imagens foram redimensionadas
em 10× 10 pixels.
Faremos o estudo detalhado destes experimentos utilizando uma classe, como
exemplo. Depois, analisamos os resultados de vários experimentos para todas as SPAMs
aqui discutidas. Algumas das SPAMs necessitam de ajuste de alguns parâmetros. As cons-
tantes 𝑘 e 𝜀 foram obtidas como o valor encontrado que, ao se realizarem testes, levou aos
melhores resultados. Fixamos previamente as constantes 𝑘 = 1.9 para S-SPAM, 𝑘 = 1.5
para MM-SPAM e 𝜀 = 3/255 para a 𝜀-SVR SPAM construído com a dupla de programas
de otimização, no exemplo. Na análise geral, iremos fixá-las a cada experimento.
Análise de um Exemplo
Seja o conjunto de imagens dispostas na Figura 5.10. Observe que tomamos
seis indivíduos, três homens e três mulheres.
Primeiro Experimento: Compomos os dados de treino com as imagens das expressões
sorriso, bravo e grito. Tomamos como dado de teste a imagem com a expressão neutro.
Então, construímos as seguintes matrizes de memórias fundamentais:


































































Dada como entrada a memória x = u(1)1 , devemos encontrar a que classe ela pertence. Para
isso, alimentamos as SPAMs com a matriz das memórias fundamentais 𝑈𝑖, 𝑖 = 1, . . . , 6 e
o dado de entrada. Encontramos o coeficiente 𝛼𝑖, 𝑖 = 1, . . . , 6, para obtermos a saída x^𝑖,
𝑖 = 1, . . . , 6.
Iniciamos, calculando o primeiro coeficiente para todas as SPAMs. Ou seja,
consideramos 𝑈1 e x como dados para OLAM, M-SPAM, S-SPAM, MM-SPAM, 𝜀-SVR
SPAM e ℓ1-SPAM. Calculamos em cada memória uma estimativa para o vetor dos coefi-
cientes 𝛼1.Depois, obtemos a saída das SPAMs e comparamos com a entrada. Obtemos
assim os valores das distâncias mostradas na primeira coluna da Tabela 5.1. Antes de




















































































































Figura 5.10: Imagens utilizadas para análise.
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Figura 5.11: Distâncias obtidas no primeiro experimento para LRC.
zando a matriz das memórias fundamentais associada aos demais indivíduos. De modo
similar, consideramos 𝑈𝑖, 𝑖 = 2, . . . , 6 e x como dados para OLAM, M-SPAM, S-SPAM,
MM-SPAM, 𝜀-SVR SPAM e ℓ1-SPAM. Calculamos em cada memória uma estimativa para
o valor dos coeficientes 𝛼𝑖, 𝑖 = 2, . . . , 6, encontramos a saída das memórias e obtemos as
distâncias apresentados nas demais colunas da Tabela 5.1.
O próximo passo do algoritmo é encontrar o índice com o menor valor da
distância. Para isso observe a Tabela 5.1 de distâncias.
Tabela 5.1: Distâncias obtidas no primeiro experimento para LRC
Memória 𝑑1 𝑑2 𝑑3 𝑑4 𝑑5 𝑑6
OLAM 0.4109 2.0214 1.7688 3.1400 1.7231 3.0342
M-SPAM 0.4289 2.1065 1.7711 3.1519 1.7435 3.1588
S-SPAM 0.4238 2.0621 1.8449 3.1462 1.7383 3.1200
MM-SPAM 0.4251 2.1047 1.7721 3.1523 1.7382 3.1647
𝜀-SVR SPAM 0.4186 2.0590 1.8282 3.1448 1.7471 3.1022
ℓ1-SPAM 0.4293 2.1300 1.9103 3.3419 1.9941 3.2100
Podemos atingir o mesmo objetivo, observando a Figura 5.11 composta dos
gráficos com a norma das distâncias para cada SPAM. É imediato perceber que o indivíduo
x pertence à primeira classe.
Imprimimos na Figura 5.18 a saída das SPAMs no Experimento 1, com relação
à cada conjunto de memórias fundamentais 𝑈𝑖, 𝑖 = 1, 2, 3, 4, 5, 6. Observe que as imagens






Saída da 𝜀-SVR SPAM
Saída da ℓ1-SPAM
Figura 5.18: Imagens dos padrões resposta das SPAMs utilizando o algoritmo LRC.
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Segundo Experimento: Consideramos, como os dados de treino, todas as imagens com-
postas das expressões: neutro, sorriso, bravo e grito. Seja a imagem com óculos escuros
como a imagem de teste. Assim, temos as seguintes matrizes de memórias fundamentais:














𝑖 ], 𝑖 = 1, 2, 3, 4, 5, 6;
com x = u(5)1 a memória de entrada. Devemos encontrar, apesar do disfarce, a que classe
o indivíduo da imagem pertence. Para isso, seguiremos o algoritmo LRC. Calculamos as
saídas das SPAMs e obtemos as distâncias para OLAM, M-SPAM, S-SPAM, MM-SPAM,
𝜀-SRV SPAM e ℓ1-SPAM. Os resultados das distâncias estão exibidos na Tabela 5.2.
Observamos que o menor valor da distância ocorre no primeiro índice, então o indivíduo
Tabela 5.2: Distâncias obtidas no segundo experimento para LRC.
Memória 𝑑1 𝑑2 𝑑3 𝑑4 𝑑5 𝑑6
OLAM 0.8792 2.2534 1.5741 3.3667 2.0609 3.3363
M-SPAM 0.9713 2.3678 1.5842 3.3940 2.0913 3.4489
S-SPAM 0.9230 2.2978 1.6275 3.3864 2.0780 3.3988
MM-SPAM 0.9611 2.3386 1.5843 3.4067 2.0818 3.4507
𝜀-SVR SPAM 0.9234 2.2994 1.6343 3.3832 2.0828 3.4104
ℓ1-SPAM 0.9372 2.4661 1.7729 3.6586 2.3477 3.5328
x pertence à primeira classe.
Este experimento também pode ser feito utilizando a imagem com óculos es-
curos da segunda sessão de fotos. Também podem-se utilizar as imagens com o disfarce
do cachecol como dados de entrada, sem precisar alterar as imagens que constituem as
matrizes das memórias fundamentais.
Terceiro Experimento: Seja o conjunto das imagens compostas por todas as expressões:
neutro, sorriso, bravo e grito, como o conjunto de dados de treino. Tomamos a imagem
com óculos escuros e adicionamos alguma forma de ruído como imagem de teste. Usaremos
duas formas de ruído, o ruído gaussiano e o ruído sal e pimenta, com intensidade padrão
do MATLAB. As imagens de entrada ruidosa são apresentadas na Figura 5.19. Para uma
noção de quanto a imagem com ruído difere da imagem sem ruído, utilizamos peak signal-
to-noise ratio (PSNR) para medir a diferença entre duas imagens [88]. O PSNR calcula o
logarítmo da média quadrática entre uma imagem referência e a imagem ruidosa. Assim,
quanto maior o PSNR menos corrompida será a imagem. Para as imagens na Figura
5.19, encontramos PSNR igual à 20.6067 para a primeira imagem com o ruído gaussiano
e, PSNR igual à 17.6639 para a segunda imagem com o ruído sal e pimenta. Aplicamos
o algoritmo LRC para ambas as imagens em Figura 5.19. Matematicamente, fixe as
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Figura 5.19: Imagens correspondentes ao vetor u(10)1 com ruído gaussiano de variância
0.01 e do vetor u(5)1 com ruído sal e pimenta de intensidade de 0.05, respectivamente.
seguintes matrizes de memórias fundamentais














𝑖 ], 𝑖 = 1, 2, 3, 4, 5, 6.
Considere primeiro o vetor de entrada x = u˜(10)1 , o vetor correspondente ao vetor da
imagem u(10)1 com ruído gaussiano de variância 0.01. Calculamos as saídas das SPAMs
e obtemos as distâncias para OLAM, M-SPAM, S-SPAM, MM-SPAM, 𝜀-SRV SPAM e
ℓ1-SPAM. Os resultados das distâncias estão exibidos na Tabela 5.3. Podemos observar,
Tabela 5.3: Distâncias obtidas no segundo experimento para o ruído gaussiano
Memória 𝑑1 𝑑2 𝑑3 𝑑4 𝑑5 𝑑6
OLAM 0.8792 2.2534 1.5741 3.3667 2.0609 3.3363
M-SPAM 0.9713 2.3678 1.5842 3.3940 2.0913 3.4489
S-SPAM 0.9230 2.2978 1.6275 3.3864 2.0780 3.3988
MM-SPAM 0.9611 2.3386 1.5843 3.4067 2.0818 3.4507
𝜀-SVR SPAM 0.9234 2.2994 1.6343 3.3832 2.0828 3.4104
ℓ1-SPAM 0.9372 2.4661 1.7729 3.6586 2.3477 3.5328
que os menores valores em todas as SPAMs acontecem no primeiro índice. Então o dado
de entrada ruidoso pertence a classe do primeiro indivíduo.
Considere como vetor de entrada x = u˜(5)1 , o vetor correspondente ao vetor
da imagem u(5)1 com ruído sal e pimenta de intensidade de 0.05. Calculamos as saídas
das SPAMs e obtemos as distâncias para OLAM, M-SPAM, S-SPAM, MM-SPAM, 𝜀-SRV
SPAM e ℓ1-SPAM. Os resultados das distâncias estão exibidos na Tabela 5.4. Concluímos
Tabela 5.4: Distâncias obtidas no terceiro experimento do LRC para o ruído sal e pimenta
Memória 𝑑1 𝑑2 𝑑3 𝑑4 𝑑5 𝑑6
OLAM 0.8367 2.0870 1.8060 3.1363 1.7895 3.1031
M-SPAM 0.9190 2.1411 1.8148 3.1998 1.8222 3.2259
S-SPAM 0.8747 2.1250 1.9104 3.1637 1.8014 3.1711
MM-SPAM 0.9053 2.1383 1.8264 3.2277 1.8137 3.2365
𝜀-SVR SPAM 0.8878 2.1401 1.9359 3.1679 1.8141 3.1709
ℓ1-SPAM 0.9238 2.3350 2.0534 3.5197 2.1071 3.3601
que os menores valores em todas as SPAMs acontecem no primeiro índice. Logo, o dado
de entrada ruidoso pertence à classe do primeiro indivíduo.
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Vale observar, que o ruído é colocado na imagem de entrada antes dessa ser
redimensionada em 10× 10 pixels.
Resultados Gerais
Para avaliar os métodos propostos nesta dissertação, executamos os experi-
mentos descritos na seção análise de um exemplo, para todas as SPAMs. Selecionamos
100 imagens de treino, 50 de homens e 50 de mulheres. Consideramos para toda a análise










𝑖 , ], 𝑖 = 1, . . . , 100, (5.3.5)
o conjunto das memórias fundamentais.












𝑖 que correspondem as imagens com a expressão sorriso na segunda






𝑖 que correspondem as imagens com a expressão bravo na






𝑖 que correspondem as imagens com a expres-
são grito na quarta análise. As entradas correspondem à primeira e à segunda sessão
de fotos, respectivamente. Também foi realizado o Segundo Experimento, no qual con-







𝑖 que correspondem às imagens com a disfarce de óculos escuros na
primeira e na segunda sessão de fotos, respectivamente. Realizamos também o Terceiro
Experimento considerando o mesmo conjunto das memórias fundamentais (5.3.5), os da-






𝑖 que correspondem as imagens com a disfarce de
óculos escuros na primeira e na segunda sessão de fotos, respectivamente. Introduzimos,
nos dados de entrada, o ruído gaussiano com variância de 0.01 e ruído sal e pimenta com
intensidade de 0.05. Estes são os valores padrão do MATLAB. Aplicamos o algoritmo para
cada indivíduo 𝑖, os resultados são descritos em porcentagens de acertos e são expostas
na Tabela 5.5.
Tabela 5.5: Resultados gerais para LRC
OLAM M-SPAM S-SPAM MM-SPAM 𝜀-SRV SPAM ℓ1-SPAM
Neutro 99.5% 98.5% 99.5% 99.5% 99.5% 99.5%
Sorriso 99.5% 98.5% 99.5% 99.5% 99.5% 99%
Bravo 98% 98% 98% 98% 98% 97.5%
Grito 98% 96% 97.5% 98% 97.5% 99%
Óculos Escuros 89.5% 76.5% 85% 85% 88.5% 88.5%
Ruído Gaussiano 89% 81,5% 87,5% 82,5% 85,5% 89%
Ruído Sal e Pimenta 89% 81,5% 87,5% 85% 85% 89,5%
Concluindo, podemos observar que a OLAM obteve vários resultados melhores
que os modelos M-SPAM, S-SPAM, MM-SPAM, 𝜀-SRV SPAM, ℓ1-SPAM. Mas isso não
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quer dizer que a imagem recordada por uma SPAM é ruim. Com efeito, se a entrada tem
muito ruído, a imagem recordada fica muito diferente da entrada. Por isso, faremos um
experimento diferente, apresentado na próxima seção.
5.4 Classificador de Saída Mais Próxima
Sabemos que as SPAMs possuem melhor comportamento quando a quantidade
de memórias fundamentais é bem menor que a dimensão desses vetores. Também são
excelentes para a remoção do ruído. Então, não podemos comparar elas com a entrada,
devemos comparar a saída com as memórias fundamentais. Assim, propomos o seguinte
experimento. Considere como conjunto das memórias fundamentais uma foto de cada
pessoa com dimensão 50× 40, que denotaremos u(𝑖), 𝑖 = 1, ..., 𝑝 a imagem do indivíduo 𝑖.
Depois apresente uma imagem diferente como entrada (por exemplo, a foto de outra seção,
com alguma expressão diferente ou com óculos). Vamos chamar de x^ a imagem recordada
e 𝑈 = [u(1),u(2), . . . ,u(𝑝)] o conjunto das memórias fundamentais. Comparamos a saída
com as memórias fundamentais e atribuímos x^ à memória fundamental mais semelhante,
ou seja, a classe de x é







|𝑢𝑖𝑗 − ?^?𝑗| 𝑖 = 1, . . . , 𝑝. (5.4.2)
A esse método, chamaremos Classificador de Saída mais Próxima (NOC).
5.4.1 Resultados Experimentais
Os experimentos são realizados da seguinte forma: cada vez o sistema é trei-
nado usando uma imagem de cada indivíduo com a expressão neutro, enquanto que a
sessão de teste é conduzida utilizando a imagem com expressão grito. Um segundo expe-
rimento é feito treinando o sistema com a expressão neutro e a sessão de teste é realizada
utilizando uma das imagens com disfarce. Em outro experimento, consideramos a imagem
com a expressão neutro para o treinamento, e uma imagem disfarçada com ruído como
dado de entrada.
Faremos o estudo detalhado destes experimentos utilizando um individuo,
como exemplo. Depois, analisamos os resultados de vários experimentos para todas as
SPAMs aqui discutidas. Algumas das SPAMs necessitam ajuste de alguns parâmetros.
As constantes 𝑘 e 𝜀 foram obtidas como o valor encontrado que, nos testes, obteve os
melhores resultados. Para o exemplo, fixamos previamente as constantes 𝑘 = 2 para
S-SPAM, 𝑘 = 1.9 para MM-SPAM e 𝜀 = 3/255 para a 𝜀-SVR SPAM construído com a
dupla de programas de otimização. Na análise geral, iremos fixá-las a cada experimento.
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Figura 5.20: Distâncias obtidas no primeiro experimento para NOC.
Análise de um Exemplo
Seja o conjunto de imagens dispostas na Figura 5.10. Observe que tomamos
seis indivíduos, três homens e três mulheres. Iremos tomar o seguinte conjunto das memó-










6 ], e em cada experimento, tomaremos
diferentes imagens de entrada.
Primeiro Experimento: Seja dada a imagem com a expressão grito como entrada, ou
seja, x = u(4)1 . Devemos encontrar a que classe ela pertence. Para isso, alimentamos as
SPAMs com a matriz das memórias fundamentais 𝑈 e o dado de entrada. Encontramos
o coeficiente 𝛼, para obtermos a saída x^. Depois, utilizamos a expressão (5.4.1) para
encontrar a qual indivíduo a imagem pertence. Podemos observar os resultados do cálculo
das distâncias para cada memória na Figura 5.20. Podemos observar na Tabela 5.6 os
valores da distância para cada saída da SPAM.
Tabela 5.6: Distâncias obtidas no primeiro experimento para NOC
Memória 𝑑1 𝑑2 𝑑3 𝑑4 𝑑5 𝑑6
OLAM 2.9670 17.6049 17.3335 22.3578 10.7506 19.4642
M-SPAM 3.0879 18.1130 17.4044 21.8726 10.4013 20.5621
S-SPAM 2.5616 17.9578 17.2445 22.3309 10.6506 20.2065
MM-SPAM 3.1170 18.0382 17.2971 21.9202 10.3359 20.6194
𝜀-SVR SPAM 2.4678 18.0595 17.0096 22.0517 10.5016 20.1337
ℓ1-SPAM 1.7990 18.4199 16.4787 22.0989 10.8247 20.1646
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Figura 5.21: Imagens dos padrões resposta das SPAMs: OLAM, M-SPAM, S-SPAM,
MM-SPAM, 𝜀-SVR SPAM e ℓ1-SPAM respectivamente.
Observamos que a entrada x pertence ao primeiro indivíduo. Note que em
todas as SPAMs a distância com respeito à primeira memória fundamental é a menor.
Podemos considerar, neste mesmo experimento, diferentes grupos de dados. Imprimimos
na Figura 5.21 a saída das SPAMs. Observe que, na Figura 5.21, todos os modelos foram
capazes de recuperar visualmente a imagem do primeiro indivíduo como desejado.
Segundo Experimento: Seja a imagem com o disfarce de óculos escuros como entrada,
ou seja, x = u(8)1 . Iremos encontrar a que classe ela pertence. Assim, alimentamos as
SPAMs com a matriz das memórias fundamentais 𝑈 e o dado de entrada. Encontramos
o coeficiente 𝛼, para obtermos a saída x^. Depois, utilizamos a expressão 5.4.1 para
encontrar a qual indivíduo a imagem pertence.
Os valores encontrados pelo cálculo da distância para cada saída da SPAM
estão na Tabela 5.7. Novamente, observamos que a entrada x pertence ao primeiro indi-
Tabela 5.7: Distâncias obtidas no segundo experimento utilizando NOC
Memória 𝑑1 𝑑2 𝑑3 𝑑4 𝑑5 𝑑6
OLAM 4.0673 20.2152 16.9005 24.7827 13.8165 22.1235
M-SPAM 0.9260 20.1221 16.8904 23.7618 12.8603 21.5075
S-SPAM 2.1954 20.0926 16.8672 24.1939 13.0829 21.7475
MM-SPAM 1.4368 20.1338 16.9143 23.9920 12.9561 21.6693
𝜀-SVR SPAM 1.5080 19.9564 16.7166 23.8718 12.7734 21.5189
ℓ1-SPAM 0.1858 19.8416 16.9083 23.3338 12.5355 21.1372
víduo. Note que em todas as SPAMs a distância com a primeira memória fundamental é
a menor.
Terceiro Experimento: Consideramos como entrada a imagem com disfarce de óculos
escuro e com ruído, como apresentado na Figura 5.19. Primeiro, aplicamos o ruído gaus-
siano na imagem com variância 0.01. Tomamos o vetor de entrada u(8)1 = x e juntamente
com a matriz das memórias fundamentais 𝑈 , alimentamos as SPAMs. Montamos a Tabela
5.8 com os valores encontrados pelo cálculo da distância para cada saída da SPAM.
Para um segundo experimento, aplicamos o ruído sal e pimenta na imagem de
entrada, com intensidade de 0.05. Tomamos o vetor de entrada u(8)1 = x e juntamente com
a matriz das memórias fundamentais 𝑈 , alimentamos as SPAMs. Construímos uma tabela
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Tabela 5.8: Distâncias obtidas no terceiro experimento ruído gaussiano
Memória 𝑑1 𝑑2 𝑑3 𝑑4 𝑑5 𝑑6
OLAM 4.4189 19.4689 17.0754 24.0777 13.2931 21.3064
M-SPAM 1.1328 19.3486 16.8977 22.9553 12.0468 20.5480
S-SPAM 2.4913 19.3469 16.7538 23.5146 12.5021 20.9663
MM-SPAM 1.1076 19.4025 16.9370 23.0221 12.0794 20.6014
𝜀-SVR SPAM 2.1043 19.2223 16.8235 23.1143 12.1999 20.5966
ℓ1-SPAM 1.3842 18.9527 16.7276 22.7519 11.9488 20.4362
5.9 com os valores encontrados pelo cálculo da distância para cada saída da SPAM. Em
Tabela 5.9: Distâncias obtidas no terceiro experimento ruído sal e pimenta
Memória 𝑑1 𝑑2 𝑑3 𝑑4 𝑑5 𝑑6
OLAM 3.9580 19.6129 16.7932 24.4498 13.2617 21.6556
M-SPAM 0.9657 19.6431 16.7275 23.4921 12.3557 21.0244
S-SPAM 2.6056 19.8458 16.8403 24.2440 12.9995 21.5068
MM-SPAM 0.9367 19.6568 16.7367 23.4894 12.3632 21.0274
𝜀-SVR SPAM 1.8119 19.8140 17.1744 23.9728 12.7743 21.2138
ℓ1-SPAM 0.7655 19.4029 16.6848 23.1376 12.2522 20.8880
ambos experimentos com ruído, a resposta é que a entrada pertence a classe do primeiro
indivíduo, como esperado.
Resultados Gerais
Vamos considerar o banco de dados AR com 100 indivíduos, composto por 50
homens e 50 mulheres. Seja 𝑈 a matriz das memórias fundamentais composta pelas ima-
gens com a expressão neutra da primeira sessão. Faremos três experimentos considerando
as imagens com a expressão grito, com o disfarce de óculos escuros e uma imagem ruidosa,
como dados de entrada.
Experimento 1: Seja o dado de entrada a imagem com a expressão grito. Como feito no
exemplo da seção acima, alimentamos todas as SPAMs com o dado de entrada e o
conjunto das memórias fundamentais, para cada classe de indivíduos, e calculamos a
qual classe este pertence utilizando o método. A porcentagem de acertos é descrita
na Tabela 5.10. Neste experimento a ℓ1-SPAM teve um desempenho melhor que
Tabela 5.10: Resultados Experimento 1
OLAM M-SPAM S-SPAM MM-SPAM 𝜀-SRV SPAM ℓ1-SPAM
Grito 96% 99% 99% 97% 98% 100%
as outras SPAMs. Para este experimento fixamos previamente as constantes 𝑘 = 2
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para S-SPAM, 𝑘 = 1.9 para MM-SPAM e 𝜀 = 3/255 para a 𝜀-SVR SPAM construído
com a dupla de programas de otimização. A obtenção destes dados será discutida
na próxima seção.
Experimento 2: Tome como dado de entrada a imagem com o disfarce de óculos escuros.
Alimentamos todas as SPAMs com o dado de entrada e o conjunto das memórias
fundamentais, para cada classe de indivíduos, e calculamos em qual classe este
pertence. A porcentagem de acertos é descrita na Tabela 5.11. Neste experimento a
Tabela 5.11: Resultados Experimento 1
OLAM M-SPAM S-SPAM MM-SPAM 𝜀-SRV SPAM ℓ1-SPAM
Óculos Escuros 96% 99% 100% 100% 98% 100%
S-SPAM, MM-SPAM e ℓ1-SPAM obtiveram um desempenho melhor que as outras
SPAMs. Para o experimento fixamos previamente as constantes 𝑘 = 2 para S-
SPAM, 𝑘 = 1.9 para MM-SPAM e 𝜀 = 3/255 para a 𝜀-SVR SPAM construído com
a dupla de programas de otimização. A obtenção destes dados será discutida na
próxima seção.
Experimento 3: Seja o dado de entrada a imagem com o disfarce de óculos escuros
adicionado ruído. Usaremos o ruído gaussiano e o ruído sal e pimenta. Tomamos
o ruído gaussiano com variância de 0.01. Já o ruído sal e pimenta, utilizamos
intensidade de 0.05. Ambas as intensidades de ruído foram tomadas de acordo com
o valor padrão do MATLAB. Alimentamos os modelos SPAMs utilizando a imagem
de entrada de cada classe de indivíduos nessas condições e, o conjunto das memórias
fundamentais. Calculamos a porcentagem de acertos, que está disposta na Tabela
5.12. Para os experimentos, fixamos previamente as constantes 𝑘 = 1.9 para S-
Tabela 5.12: Resultados Experimento 3
OLAM M-SPAM S-SPAM MM-SPAM 𝜀-SRV SPAM ℓ1-SPAM
Ruído Gaussiano 96% 98% 97% 96% 97% 98%
Ruído Sal e Pimenta 98% 98% 99% 97% 99% 100%
SPAM, 𝑘 = 2 para MM-SPAM e 𝜀 = 3/255 para a 𝜀-SVR SPAM construído com a
dupla de programas de otimização. A obtenção destes dados é discutida na próxima
seção.
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Figura 5.22: Variação da constante 𝑘 pela porcentagem de acertos obtidos pela S-SPAM
e MM-SPAM, no método LRC.
5.5 Considerações sobre os resultados dos experimen-
tos
Ao realizar os experimentos, foi necessário ajustar os parâmetros para S-SPAM
e MM-SPAM, para que obtenhamos o melhor resultado possível. Para isso, realizamos
ambos as formas de experimentos, o LRC e o NOC, para diferentes valores de constantes.
Esses testes foram realizados para cada tipo de experimento. Apresentamos na Figura
5.22 apenas para o caso em que a entrada é a imagem com óculos.
Note, pela Figura 5.22, que os melhores resultados para S-PAM ocorrem em
1.8 ≤ 𝑘 ≤ 2.2 e, para MM-SPAM em 1.2 ≤ 𝑘 ≤ 1.5 e 𝑘 ≥ 3, quando utilizamos o
método LRC. Ainda, pela Figura 5.23, observamos que os melhores resultados para S-
PAM ocorrem em 𝑘 ≥ 2.2 e, para MM-SPAM em 1 ≤ 𝑘 ≤ 1.5, quando utilizamos o
método NOC.
Finalizando, observamos nas simulações do LRC que a OLAM e a Norma-1
possuem os melhores resultados. Isso é devido não apenas à escolha da distância (5.3.3),
mas também à forma pela qual é comparada a saída para o cálculo do desempenho. As-
sim, quando modificamos a forma de comparação no método NOC, observamos que o
desempenho das S-SPAM, MM-SPAM e 𝜀-SRV SPAM, é melhor. Mas o melhor desempe-
nho, ainda é o da Norma-1. Isso é devido ao fato de que utilizamos na distância o valor
absoluto. Então, modificamos a distância (5.4.1) pela norma-2, ou seja,
𝑑𝑖(x^) = ||u𝑖 − x^||22 𝑖 = 1, . . . , 𝑝. (5.5.1)
97
Figura 5.23: Variação da constante 𝑘 pela porcentagem de acertos obtidos pela S-SPAM
e MM-SPAM, no método NOC.
Fazendo simulações do método NOC com a (5.5.1), encontramos os resultados da tabela
5.13 para os Experimentos 1, 2 e 3, respectivamente.
Tabela 5.13: Resultados Experimento 3
OLAM M-SPAM S-SPAM MM-SPAM 𝜀-SRV SPAM ℓ1-SPAM
Grito 95% 96% 96% 96% 96% 96%
Óculos Escuros 97% 96% 97% 97% 97% 100%
Ruído Gaussiano 97% 97% 97% 97% 97% 98%
Ruído Sal e Pimenta 97% 96% 97% 97% 98% 100%
Além destas observações, foi feita uma análise do comportamento das SPAMs
na presença de várias intensidades de ruído no padrão de entrada. Ou seja, repetimos os
experimentos 6 do LRC e o experimento 3 do NOC, variando os valores de ruído gaussiano.
Obtemos os seguintes gráficos Figura 5.24 e Figura 5.25. As Figura 5.24 e Figura 5.25
mostram uma interpretação visual da tolerância à ruído de todos os modelos de SPAMs
apresentados com relação a ambos os algoritmos LRC e NOC. Como é de se esperar, para
grandes intensidades de ruído, o desempenho das SPAMs decai rapidamente.
Ao finalizar os experimentos com ambas as metodologias LRC e NOC, gos-
taríamos de compará-las. Mas isso não é aconselhável, já que temos duas diferenças
significativas. Primeiro, temos a diferença entre a quantidade de dados de treino. O LRC
toma todas as imagens disponíveis do indivíduo para o treino, enquanto NOC utiliza
apenas uma imagem de cada indivíduo para o treino. Deste modo, devemos utilizar a
estratégia NOC quando há apenas uma imagem disponível, enquanto que para o LRC
deve-se ter mais imagens. Uma segunda diferença, é quanto a forma em que a saída
é comparada, para encontrar a que classe a entrada pertence. Para o LRC, a saída é
98






























Figura 5.24: Variação da intensidade do ruído gaussiano pela porcentagem de acertos
obtidos pela OLAM, M-SPAM, S-SPAM, MM-SPAM, 𝜀-SVR SPAM e ℓ1-SPAM, pelo
algoritmo LRC.































Figura 5.25: Variação da intensidade do ruído gaussiano pela porcentagem de acertos
obtidos pela OLAM, M-SPAM, S-SPAM, MM-SPAM, 𝜀-SVR SPAM e ℓ1-SPAM, pelo
algoritmo NOC.
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comparada com a entrada, ou seja, com o dado de teste. Já o NOC, compara a saída
com as memórias fundamentais, ou seja, os dados de treino. Devemos ressaltar ainda que
todos os experimentos demandam um tempo razoável de processamento e grande parte
da memória computacional. Em média, os experimentos do LRC demoram de uma a duas
horas por memória para os 100 indivíduos. Já os experimentos do NOC demoram de dez
minutos a meia hora por memória para os 100 indivíduos.
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Conclusão
Nesta dissertação, tratamos intensivamente da teoria envolvendo as memórias
autoassociativas de projeção em subespaço (SPAM). Também introduzimos novos mo-
delos: a S-SPAM, a MM-SPAM e a 𝜀-SVR SPAM. A classe das SPAMs é parcialmente
motivada pelo fato de que muitos grupos de transformações são considerados se o padrão
de entrada é combinação linear dos vetores da base [69]. Ao considerar SPAMs no subes-
paço gerado pelas memórias fundamentais, encontramos que a SPAM é representada em
forma do problema de regressão multilinear. Podendo assim, utilizar da teoria de esti-
madores de regressão para encontrar a função associativa. Precisamente, apresentamos a
SPAM baseada em estimadores de regressão multilinear. A Memória Autoassociativa Li-
near Ótima (OLAM), que é uma SPAM, pois projeta o padrão de entrada ortogonalmente
no subespaço gerado pelas memórias fundamentais. Consideramos a Memória Autoasso-
ciativa de Projeção em Subespaço Baseada na M-Estimativa Robusta dada em [69]. Dessa
forma, consideramos a S-Estimativa de regressão robusta [71] para construir a Memória
Autoassociativa de Projeção em Subespaço Baseada no S-Estimador (S-SPAM). Consi-
deramos também a MM-Estimativa de regressão robusta [72] para construir a Memória
Autoassociativa de Projeção em Subespaço Baseada no MM-Estimador (MM-SPAM). Es-
sas duas últimas dependem da constante 𝑘 na sua função perda, que influencia diretamente
no cálculo do Risco Empírico. O risco está intimamente ligado com o ponto de quebra
do estimador. Então, variando a constante 𝑘, visualizamos, com um simples exemplo, a
mudança de comportamento na solução obtida pelo estimador. Ainda, em contraste com
muitos outros modelos de AM, os pesos sinápticos da M-SPAM, S-SPAM, MM-SPAM são
ajustados iterativamente durante a fase de recordação.
O padrão recordado pela OLAM pode ser expresso utilizando a solução de um
problema de quadrados mínimos. Substituindo a distância expressa pela norma euclidi-
ana, constrói-se a Memória de Projeção em Subespaço baseada na norma-ℓ1 (ℓ1-SPAM).
Influenciados pela teoria de máquina de vetor de suporte [34],[58] encontramos uma es-
timativa de regressão multilinear chamada 𝜀-Regressão de Máquina de Vetor de Suporte
[34],[89]. Com isso em mente, construímos a Memória Autoassociativa de Projeção em
Subespaço Baseada na 𝜀-Regressão de Vetor de Suporte (𝜀-SVR SPAM). Esta última é
composta por um problema de programação quadrática, que foi decomposto em três di-
ferentes memórias na fase de recordação, o Primal, o Dual e a Dupla de programas de
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otimização. As três memórias dependem de um parâmetro 𝜀 que define uma indistin-
guível margem entre os dados de entrada e de saída. As 𝜀-SVR SPAM compostas do
primal e do dual também dependem de um parâmetro de regularização 𝐶 > 0. Quando
𝐶 é suficientemente grande, as soluções do primal e do dual se aproximam da solução da
dupla de programas. Por causa de erros de arredondamento oriundos do algoritmo utili-
zado na resolução dos programas quadráticos, a saída da 𝜀-SVR SPAM pode se diferente
para o primal, o dual e a dupla de programas de otimização. Essas observações foram
confirmadas com exemplos.
Experimentos computacionais em reconhecimento de faces apresentados su-
gerem que as SPAMs possuem grande tolerância a ruído. Utilizamos dois algoritmos
para medir o desempenho das SPAMs o Classificador de Regressão Linear (LRC) [85] e o
Classificador de Saída mais Próxima (NOC). Queremos ressaltar que, utilizando o NOC,
obtivemos a imagem de saída visualmente similar à memória fundamental da classe do
indivíduo. Este ocorre mesmo quando as SPAMs são alimentadas com uma imagem cor-
rompida. Vale destacar que os modelos S-SPAM, MM-SPAM e ℓ1-SPAM obtiveram 100%
de acerto na classificação do indivíduo utilizando disfarce de óculos escuros com o clas-
sificador de saída mais próxima. Ressaltamos também que, para o estudo das memórias
autoassociativas, o algoritmo NOC é o mais recomendado, consequência do fato de que o
algoritmo NOC compara a saída com as memórias fundamentais.
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