We consider a three-level quantum system interacting with a bosonic thermal reservoir. Two energy levels of the system are nearly degenerate but well separated from the third one. The system-reservoir interaction constant is larger than the energy difference of the degenerate levels, but it is smaller than the separation between the latter and the remaining level. We show that the quasi-degeneracy of energy levels leads to the existence of a manifold of quasi-stationary states, and the dynamics exhibits two characteristic time scales. On the first, shorter one, initial states approach the quasi-stationary manifold. Then, on the much longer second time scale, the final unique equilibrium is reached.
Introduction and main results
We consider a quantum system with three energy levels interacting with a bosonic heat reservoir. One level, E 0 , is well separated from the other two, E ± σ/2, which are nearly degenerate. Namely, the energy gap ∆ = E 0 − E > 0 and the level splitting σ ≥ 0 satisfy σ < < ∆. The three-level system is coupled to an (infinitely extended) bosonic heat reservoir, at temperature T = 1/β > 0. The systembath interaction induces transitions between the level E 0 and the two almost-degenerate levels. It carries a (small) coupling constant λ. The full Hamiltonian is given by H(σ, λ) = H S (σ) + H R + λG ⊗ ϕ(g), The interaction is symmetric under permutation of the second and third levels, namely, the first level interacts with both of them in the same way. This symmetry facilitates the analysis, but is not required for it, see the remark after (2.24).
The three-level systems with quasi-degenerate two levels (so-called Λ-systems) naturally appear in quantum optics when considering neutral atoms moving in laser fields [4] and in bio-systems which describe the donor-acceptor exciton and electron transfer [8] .
Recently the Λ-system was also implemented in superconducting nanocircuits [5] . In all these situations, it is crucial to understand the influence of the thermal bath on the quantum dynamics of the reduced density matrix. In particular, as we demonstrate in this paper, there are two characteristic time-scales (not one) describing the approach of the system to equilibrium.
We use the diagonal representation of our three-level system, denoting the orthonormal basis diagonalizing H S (σ) by {ϕ 1 , ϕ 2 , ϕ 3 }. We are interested in the regime where the system-reservoir interaction is much smaller than the gap ∆ but much larger than the splitting σ, 0 ≤ σ < < λ 2 < < ∆.
(1.5)
We call the system with σ = 0 degenerate. The initial states are of the form 6) where ω S (A) = Tr(ρ S A) for any observable A of the 3-level system, and where ρ S is an arbitrary initial 3-level density matrix. The bath initial state is the thermal equilibrium of the free bose gas in the thermodynamic limit (infinite volume). In this limit, the momenta of single bosons take continuous values k ∈ R 3 . The bosonic creation and annihilation operators a that ρ R does not have a thermodynamic limit itself (as H R has continuous spectrum in that limit), but given any (quasi-local) observable A of the bosons, the average Tr(ρ R A) does have a thermodynamic limit, which equals ω R,β (A). The state ω R,β can be identified with a density matrix, however, the latter acts on a different Hilbert space than the original one ("KMS construction", see [2] ). This construction is implicit in our analysis, namely, we start off with an infinitely extended reservoir.
The resonance approach we follow (also known as complex spectral deformation, complex scaling) requires certain regularity of the form factor g(k), k ∈ R 3 (see (1.4) ). The precise (and somewhat technical) condition on g can be found in [10] . Here, we limit ourselves to give an example of a family of form factors which are admissible: Expressed in spherical coordinates (r, Σ) ∈ R 3 , g(r, Σ) = r p e −r m g 1 (Σ), where p = −1/2+n, n = 0, 1, . . ., m = 1, 2 and g 1 (Σ) = e iφḡ 1 (Σ), where φ is an arbitrary phase. The reduced dynamics of the 3-level system is obtained by tracing out the degrees of freedom of the reservoir,
In this notation, it is automatically assumed that the thermodynamic limit is performed on the right side. It has been well known for a long time that the reduced dynamics is difficult to analyze [3] . A mathematically rigorous way, based on quantum resonance theory, has been developed in [10] . It uses the general framework established in [1, 6] . We are following this approach. In previous work the situation was considered where the system-reservoir coupling strength λ is much smaller than all energy differences of the uncoupled small system. Except in [11] , where the opposite case is analyzed, namely λ much larger than all system energy differences. In the present work, we consider the regime (1.5) combining the two previous ones. We now summarize our results.
Approximate dynamics
The resonance method yields an approximation T t (ρ) of the reduced dynamics ρ(t). Its strength lies in the following two facts: Firstly, the approximation is accurate to O(λ 2 ), uniformly in time t ≥ 0; this means that it differs from the true dynamics by a 'remainder term' which depends on time, but which has an upper bound O(λ 2 ) that is independent of t ≥ 0 (in particular, it does not grow as t → ∞). Secondly, the derivation of the approximate dynamics and the estimates on the remainder (difference to the true dynamics) are mathematically rigorous. More precisely, we show in Section 2.1 that there is a λ 0 > 0 s.t. if |λ| < λ 0 , then sup
where C is independent of t, λ and σ. The approximate dynamics T t (ρ) satisfies the group property T t+s = T t • T s .
As (1.8) asserts, the approximate dynamics T t (ρ) equals the true density matrix ρ(t) only up to an error O(λ 2 ). In particular, since σ < < λ 2 , the approximate dynamics does not "resolve" O(σ) effects in the density matrix at a fixed moment in time. However, over longer time periods, the effects on the system caused by the level splitting σ accumulate. They eventually become larger than O(λ 2 ) and our theory is able to resolve these effects. We find the time-scales over which significant (measurable) changes, larger than O(λ 2 ), happen. Then, by observing these measurable changes, one can reconstruct the value of σ. We give concrete examples of this procedure in the illustrations in section 1.4 below.
As we show, the reduced dynamics T t has an explicit form in terms of resonance energies and resonance states. This allows us to carry out a detailed analysis of the evolution, yielding the following results.
Properties of the degenerate system (σ = 0)
(A) Multiple stationary states. A system state ρ is called stationary or (T t -)invariant if T t (ρ) = ρ for all t ≥ 0. We show that the manifold of all T t -invariant states is
Here, ρ S,β,0 ∝ e −βH S (0) is the equilibrium state of the system with σ = 0 and ρ τ = |τ τ |, where ((2e β∆ + 1)p − 1).
(B) Final state dependence on initial state. Since M 0 is not a single point, the final state of the 3-level system, as t → ∞, will depend on the initial condition. We show that, for any 3-level system density matrix ρ,
where
2(e β∆ + 1) and
The density matrix is represented here in the energy basis {ϕ j } of H S . Of course, ρ ∞ ∈ M 0 . The convergence speed in (1.10) is exponential, 12) where C and γ deg > 0 ("degenerate") are constants independent of λ and · is the trace norm. The convergence rate c depends on the spectral density of the reservoir,
via the quantity J(∆) and
(1.14)
See point 3. in the discussion after Proposition 2.1. Let T = 1/β be the temperature. We obtain
1.3 Properties of the non-degenerate system (σ > 0) (A) Unique invariant state. We show that for σ > 0, the manifold of invariant states is a single point M σ = {ρ S,β,σ }, the equilibrium state ρ S,β,σ ∝ e −βH S (σ) . Moreover, for every initial state ρ,
where C, γ nd > 0 ("non-degenerate") are constants independent of σ and λ. Again, the convergence speed γ depends on J(∆). See point 3. in the discussion after Proposition 2.1. We obtain the following expressions, where T = 1/β is the temperature
(1.17)
Here,
The convergence to the final state, which does not depend on the initial one, takes place at a speed ∝ σ 2 /λ 2 . The smaller the level spacing σ, the slower the convergence. (And indeed, for σ = 0 the state ρ S,β,σ is not approached at all, for general initial states.)
Comparing the rates γ deg and γ nd we see that at low temperatures, both are exponentially small, proportional to e −∆/T . At high temperatures, γ deg grows linearly in T , while γ nd decreases as 1/T . Both γ deg and γ nd depend on the reservoir correlation time. For example, for the form factor (see (1.4) and before (1.7))
|k|/κ 0 (1.18) the reservoir correlation turns out to be τ c = 1/κ 0 and we obtain
For more details and a derivation of (1.19), see Appendix A.
(B) Emergence of two time scales. We show that the dynamics T t (ρ) has the expansion
0 (σ,λ) χ
where the χ are operators on the 3-level system (not depending on t) and the ε are complex numbers satisfying Imε ≥ 0. More precisely,
In the considered regime σ < < λ 2 , we have Imε
The terms in (1.20) proportional to χ ℓ converge to zero exponentially quickly, on a time scale t 1 ∼ 1/λ 2 . The contribution χ (2) 0 survives on a much longer time scale t 2 ∼ λ 2 /σ 2 . In the limit t → ∞, T t (ρ) becomes the equilibrium state ρ S,β,σ (and (1.16) follows directly from (1.20)).
Taking σ → 0 in (1.20) gives T t (ρ) = ρ S,β,0 + χ
, all the exponentials in the last sum become negligible. Hence on a time scale
0 . One verifies directly (using the explicit formulas in Section 2.4) that ρ S,β,0 + χ (2) 0 ∈ M 0 is the point of M 0 given in (1.9), associated to the initial condition at hand.
Summary. This analysis paints the following picture. For σ < < λ 2 , any initial system state approaches the quasi-stationary manifold M 0 on a rapid time scale t 1 ∼ 1/λ 2 . It sojourns in a vicinity (of size O(σ)) of the point of M 0 given by (1.9) (which depends on the initial state) and finally, after t 2 ∼ λ 2 /σ 2 > > t 1 , it decays to the unique equilibrium ρ S,β,σ .
In the 'usual' situation when λ 2 is smaller than all energy differences of the system alone, there is a single time scale on which the system approaches the equilibrium. This time scale is of order 1/λ 2 . In our situation, the almost-degeneracy of two of the system levels generates the new time scale ∼ σ 2 /λ 2 . We can view this effect as a perturbation of the manifold of stationary states M 0 . As σ > 0, this manifold is unstable and collapses to a single point ρ S,β,σ .
Illustrations
1. Donor-acceptor model. We view the 3-level system as a donor-acceptor system, where the level E 0 is the donor level and E ± σ/2 are almost-degenerate acceptor levels. Suppose the initial state is
with initial populations p D (0), p 2 and p 3 of the donor and acceptor levels 2 and 3, respectively. We analyze the donor probability (c.f. (1.8) and (1.20))
For the degenerate system, σ = 0, the final state is given by (1.10), hence
The final donor value depends on the initial donor value for the degenerate system.
This coincides with the value obtained in [8] for the multi-level acceptor model (see formula (1.15) in [8] with N A = 2, V = 0, which gives the acceptor probability p A for a single acceptor level -the relation to our
On the contrary, if the acceptor levels are however slightly non-degenerate (any σ > 0), then the final donor probability is, independently of the initial condition, given by
To pass from the second last step to the last one, we use the fact that σ < < λ 2 . The final donor probability is reached after a very long time ∝ λ 2 /σ 2 .
Note that the final donor probabilities (1.21) for σ = 0 and (1.22) for σ > 0 do not coincide.
2.
Decoherence. Consider σ > 0. As explained above, on the time-scale t 1 ∝ 1/λ 2 , any initial state ρ 0 of the system approaches the associated quasi-stationary state 
More precisely, ρ t −ρ qstat = O(λ 2 ), for t ≈ t 1 . Thus (1.23) tells us that after times t ≥ t 1 , the coherences (density matrix elements) in ρ t between the two energy subspaces of H S associated to the energies E 0 (non-degenerate) and E (doubly degenerate), are negligibly small (O(λ 2 )). However, the coherence between the two degenerate energy levels, α, is sizeable. Even if these two levels are initially uncorrelated, [ρ 0 ] 2,3 = 0, after time t 1 they acquire coherence (nonzero matrix element) of the size α + O(λ 2 ), with α given in (1.24). In particular, starting with
The coherence between the nearly degenerate energy levels is lost (is of O(λ 2 )) after time t 2 , when the final (Gibbs) equilibrium state is reached.
3. Determining σ from observation. The basic idea is to measure the time until a property of the system changes significantly. The corresponding time scale is linked to the value of σ. Concretely, suppose the initial 3-level system has density matrix
The final state will be
Consider the population of level one,
We use expression (1.20) to obtain
This is so since all exponentials in the sum decay with rate 1/λ 2 . Using the formulas for ε (2) 0 and χ (2) 0 given in Proposition 2.1 and Section 2.4.4, we obtain from (1.20) that
Here, γ > 0 can be read off the expression for ε (2) 0 given in Proposition 2.1.
In (1.25), the quantity decaying in time is large, O(λ 0 ), for times in the window
Then by measuring the population p(t) within this time window one obtains a measured (experimental) value for the decay rate τ meas . We have 1/τ meas = γσ 2 /λ 2 .
One may also relate the value of λ to an experimental measurement in the same way. Initially, we have p(0) = 1. Then, observing how quickly the population decreases to its quasi-stationary value
namely the value of p(t), (1.25), where the exponential has not decayed yet significantly, yields a mesured decay time which is proportional to 1/λ 2 .
2 Detailed description and proofs
Reduced 3-level system dynamics
The reduced density matrix ρ S (t) of the 3-level system is defined by (compare with (1.7))
valid for all A ∈ B(C 3 ). The starting point of the analysis is the dynamics of the uncoupled and degenerate system, σ = λ = 0. Then the 3-level system evolves independently of the reservoir, according to the Liouville equation
The eigenvalues of the Liouville operator L S (0) = [H S (0), · ], acting on (density) matrices, are the differences of all pairs of eigenvalues of H S (0). Namely, e 0 = 0 which has degeneracy s 0 = 5 and e ±1 = ±∆ each having degeneracy s ±1 = 2.
1 As the degeneracy is lifted and the interaction is switched on (σ, λ = 0) the reduced dynamics becomes complicated. It can be expressed using complex (resonance) energies ε 
2) with f (s) j (0, 0) = 0. They are not analytic functions of (σ, λ) at the origin of C 2 . However, if one variable is held fixed away from zero, say λ = 0, then σ → f Tr(ρ S (t)A) = j=−1,0,1
valid for any A ∈ B(C 3 ) and all t ≥ 0. Here, W (s) j are linear functionals on observables A ∈ B(C 3 ) and the remainder term is uniform in t ≥ 0, meaning that |O(λ 2 e −αt )| ≤ Cλ 2 e −αt for a constant C independent of λ, t. We can recover the density matrix elements of ρ S (t) by choosing convenient operators A in (2.3),
The construction of the ε are as follows. To each j = 0, ±1 we associate a level shift operator Λ j , a matrix of size s j × s j (see Section 2.4). In its diagonal form, 
The functionals W (s) j are related to the eigenprojections by
The functionals χ j depends on the initial state. In the expression on the right side of (2.7), we have used the Liouville representation of the 3-level system (see e.g. the book [12] ). In this representation, the density matrix ρ S ∈ B(C 3 ) is given by a normalized vector ψ S ∈ C 3 ⊗ C 3 , such that
Here, 1l S = 1l C 3 . The reference vector ψ ref in (2.7) is the trace state of the 3-level system, given by
The operator B in (2.7) is of the form B = 1l S ⊗ b, with b ∈ B(C 3 ), satisfying
Given any ψ S , such a B exists and is unique -this is known as a property of 'cyclicity and separability' of the reference state ψ ref , see e.g. [2] . For instance, if the initial state of the 3-level system is ρ S = |ϕ 1 ϕ 1 |, then ψ S = ϕ 1 ⊗ ϕ 1 and b = √ 3|ϕ 1 ϕ 1 |.
The approximate dynamics
Combining (2.3), (2.6) and (2.7) we obtain
where the remainder is independent of t ≥ 0 and σ, and where T t is defined by the relation
11) valid for all 3-level system observables A and all 3-level system density matrices ρ. We now refine this dynamics to obtain the correct final state. As one checks directly (see e.g. Section 2.4.4), χ
0 (A) = Tr(ρ S,β,0 A) is the system equilibrium state with σ = 0. The limit t → ∞ of T t (ρ), (2.11), is precisely χ (1) 0 (A) (for σ > 0, all exponentials but one have strictly positive imaginary part, see Proposition 2.1 below). On the other hand, the true asymptotic state, as t → ∞ of the system is the reduction of the coupled system-reservoir equilibrium state, reduced to S alone (partial trace). That state is ρ S,β,σ + O(λ 2 ). Therefore, we will now improve the aproximate dynamics T t to a slightly modified one, T t , having the property that its final state is ρ S,β,σ for σ ≥ 0, not ρ S,β,0 . To do so, we note that with Z S,β,σ = Trρ S,β,σ the system partition function. We now set
and define the improved approximate dynamics T t by
Since X σ = 1l + O(σ) and σ < < λ 2 , we have from (2.10) and (2.12) that still are the spectral projections of the level shift operator, (2.5), and taking into account (2.7) and (2.12), we get
Since ψ ref is cyclic, we have that for any t ≥ 0 and any operator A, there exists a unique operator α t (A) satisfying
This defines the Heisenberg evolution t → α t (A). Since the P (s) j are spectral projections, they satisfy P
j , from which it follows that U(t + s) = U(t)U(s), which implies that α t+s (A) = α t (α s (A)). It follows from (2.17), (2.18) and the fact that B = 1l S ⊗ b commutes with α t (A) ⊗ 1l S and
We derive from (2.19) that the map ρ → T t (ρ) is linear: for all t ≥ 0, A ∈ B(C 3 ), all density matrices ρ, ρ ′ and all z, z ′ ∈ C,
The following result analyzes the resonance energies ε (s) j appearing in U(t). Recall that the square integrable function g(k) = g(ω, Σ) (spherical coordinates) is the form factor (1.1). Recall the definition of the spectral density, (1.13) and (1.14). Define
where µ β (k) = (e β|k| − 1) −1 .
Proposition 2.1 (Resonance energies) Assume that 0 < σ < < λ 2 < < ∆. The resonances bifurcating out of the origin are given by
The resonances bifurcating out of the unperturbed energy ∆ are
Finally, the resonances ε Discussion. 1. More precisely, by 0 < σ < < λ 2 < < ∆ in the lemma, we mean the following. There is a constant λ 0 (much smaller than √ ∆), such that for any λ with |λ| < λ 0 there is another constant σ 0 (depending on λ), such that the result holds for all 0 < σ < σ 0 .
2. One resonance, ε
0 , is always zero and ε 
The degenerate system, σ = 0
A state ω of the 3-level system and reservoir together is said to be stationary (for the degenerate Hamiltonian H = H(σ = 0, λ)) if ω(e itH Ae −itH ) = ω(A) for all times t and all system-reservoir observables A. The degenerate system has two stationary states. One is the joint equilibrium state, in which the 3-level system in entangled with the reservoir due to the interaction. The other stationary state is the product state
where ω R,β is the reservoir equilibrium and
It is readily seen that H S (0)τ = 0 and Gτ = 0, from which stationarity of ω SR,0 follows. Remark. We note that even if G was not symmetric in the levels two and three, i.e., if G was of the form
for some γ ∈ C, γ = 1, the degenerate system would still have two stationary states. One is again the coupled equilibrium and the other one is of the form (2.23) with τ replaced by τ γ ∝ γϕ 2 − ϕ 3 .
As a consequence of the non-uniqueness of the stationary state, the long-time behaviour of the system depends on the initial condition.
Final states and stationary states of the 3-level system
Let ρ be an (initial) state of the 3-level system. According to (2.13) we have lim t→∞ Tr T t (ρ)A = χ .43)). We obtain the following result.
Proposition 2.2 (Final state)
Consider σ = 0 (degenerate system). Let ρ 0 be an arbitrary 3-level density matrix . Then .4)). The speed of convergence is exponential,
where C and c > 0 are constants independent of λ and · is the trace norm.
Discussion. 1. The final density matrix depends on the parameter p ∞ , which involves the initial density matrix through the matrix elements [ρ] 11 and Re[ρ] 23 only.
2. There are no coherences between the non-degenerate and the two degenerate levels in the final density matrix (block diagonal). The final state is symmetric with respect to interchanging levels two and three.
3. The convergence speed is determined by the imaginary part of the non-zero resonances, which is ∝ λ 2 . We give a proof of Proposition 2.2 in Section 2.4.5
Suppose that ρ is stationary for T t , i.e., that T t (ρ) = ρ for all t ≥ 0. Then clearly ρ has to be of the form ρ ∞ as in (2.26). The converse is true too, as shows the next result. To see why Proposition 2.3 holds, we first note that both density matrices ρ S,β,0 = e −βH(0)
Tre −βH(0) and ρ τ = |τ τ | are stationary for T t , namely
We show (2.30) directly in Section 2.4.6. Heuristically, stationarity of ρ τ follows from the fact that the product state (2.23) is stationary for the total dynamics. The Gibbs state ρ S,β,0 is stationary since it is the reduction of the full system-reservoir equilibrium state, up to corrections of O(λ 2 ), and the dynamics T t is an approximation of the true 3-level system dynamics which is accurate to O(λ 2 ), uniformly for all times t ≥ 0. Since both ρ S,β,0 and ρ τ are stationary, the family
has to be stationary as well. This is so since ρ → T t (ρ) is linear, see (2.20) . Written in the basis ϕ j , j = 1, 2, 3, the density matrix ρ(µ), (2.31), has exactly the form (2.29), with p = µ(e β∆ + 1) −1 . So ρ, (2.29), is T t -invariant. This shows Proposition 2.3.
2.3
The non-degenerate system, σ > 0
As the level-splitting is lifted, for σ > 0, the state ω RS,0 , (2.23), is not stationary any more. However, the joint equilibrium is still stationary, of course. 13) and (1.14) . Then, for σ > 0, every initial 3-level density matrix ρ converges to the Gibbs state,
The convergence is exponential,
where C, c > 0 are constants independent of σ and λ.
Discussion. 1. The positivity condition on the spectral density, J(∆), J(0) > 0, ensures that the levels are coupled effectively to the reservoir. They imply that all resonance energies (except zero) have strictly positive imaginary part, see Proposition 2.1.
2. The equilibrium is approached with a convergence speed proportional to the imaginary part of the resonance having the smallest nonzero imaginary part, ε (2) 0 , which is ∝ σ 2 /λ 2 (see Proposition 2.1). As σ → 0, the right side of (2.32) does not decay to zero as t → ∞. This reflects the fact that there are invariant states other than ρ S,β,0 in the degenerate case.
3. The time scale t ∼ t 2 = λ 2 /σ 2 (c.f. (2.32)) is much larger than t ∼ t 1 = 1/λ 2 (c.f. (2.28)), in our parameter regime σ < < λ 2 .
Resonance data and proofs of Propositions 2.1 and 2.2 2.4.1 The Liouville space
In the thermodynamic limit, the equilibrium state of the bosonic reservoir is represented as a vector in a new Hilbert space, called the Liouville-or GNS-Hilbert space. This setup has been discussed in [10] . We only outline the parts that are needed for us to define the level shift operators, whose eigenvalues and eigenvectors encode the reduced dynamics as in Section 2.1. The Hilbert space is
where C 3 ⊗ C 3 is the Liouville space of the 3-level system and
n is the reservoir space, the symmetric Fock space over the single-particle space L 2 (R × S 2 ). On H, the Liouville operator is defined as
where L S (σ) = H S (σ) ⊗ 1l S − 1l S ⊗ H S (σ) and L R = dΓ(u) is the second quantization of the multiplication operator by u, acting on F . The interaction is given by
Here, ϕ(g β ) is the field operator acting on F , smoothed out with the positive temperature form factor
The operators J R and ∆ R in the definition of I above are the modular conjugation. Its action is given by
The level shift operators
Let e ∈ {0, ±∆} be an eigenvalue of L S (0). We denote by P e the projection χ L S =e ⊗ P Ω , where P Ω = |Ω Ω| is the projection onto the vacuum Ω ∈ F and χ L S =e is the spectral projection of L S onto the eigenspace associated with e. Note that dim P 0 = 5 while dim P ±∆ = 2. We define the level shift operators
where P e = 1l − P e and L(0, 0) = P e L(0, 0)P e ↾ RanP e . The level shift operator Λ 0 . We set
is an orthonormal basis of RanP 0 , and Λ 0 is represented as a 5 × 5 matrix in this basis.
Note that Λ 0 = B + A, where
The matrix B is easily found to be
To obtain the matrix elements of A, we first calculate
then we have
(2.39)
It follows from (2.21) and (2.22) that and
where η = ϕ(L R + i0 + ) −1 ϕ and η is the complex conjugate of η. Furthermore, one can easily see that Λ −∆ = −JΛ ∆ J (J is an anti-unitary operator).
Proof of Proposition 2.1
Since 0 < σ ≪ λ 2 ≪ ∆, the operators Λ e can be viewed as a perturbation of matrices A by the small operators B. Analytic perturbation theory then gives the eigenvalues of Λ e . For Λ 0 :
For Λ ∆ , we obtain by analytic perturbation theory:
Finally, the eigenvalues of Λ −∆ are obtained by changing ∆ to −∆ in the last formulas. This completes the proof of Proposition 2.1.
Resonance projections
By analytic perturbation theory we find the eigenprojections of Λ 0 associated to ε
Similarly, the eigenprojections of Λ ±∆ associated to ε (1, 2) ±1 are
Proof of Proposition 2.2
Our starting point is (2.25). We have
The projections are given above, in Section 2.4.4 (with σ = 0). Consider the term with P
0 ,
Using that
, that B commutes with |ϕ j ϕ k |⊗1l S (see before (2.9)) and that
, which is the matrix element of the initials system state ρ 0 in the energy basis (see (2.4) 
This gives one contribution, ρ S,β,0 , to ρ ∞ (the one coming from P Using the explicit expressions of the resonance projections given in Section 2.4.4, is easy to see that χ Since (2.53) holds for all m, l, we have T t (ρ S,β,0 ) = ρ S,β,0 . Next we consider ρ τ . In the Liouville representation space, the state ρ τ is represented by the normalized vector τ ⊗τ. The associated operator B = 1l S ⊗b satisfying Bψ ref = τ ⊗τ is determined by bϕ 1 = 0, bϕ 2 = ϕ 2 − ϕ 3 , bϕ 3 = ϕ 3 − ϕ 2 .
Just as for ρ S,β,0 , this information together with the formulas in Section 2.4.4 gives T t (ρ τ ) = ρ τ .
Proof of Proposition 2.4
The result follows directly from (2.13), (2.15) and Proposition 2.1.
A Spectral density and correlation function
The definition of the spectral density is Here, g is the form factor of the interaction (see (1.4) ) and · β is the thermal average in the reservoir equilibrium state. Note that C(t) = C(t) = C(−t) and C(ω) = C(ω) = C(−ω).
The definition (A.1) is the same as in [8] . In the latter paper, it is shown (Section 4) that it coincides with the definition of the reservoir spectral density for the discretized modes given in [7] . A direct calculation of the correlation function and its Fourier transform, together with (A.1) yields the expression (1.13). We point out that slightly different conventions are used in the literature; for instance the spectral density of [9] is twice that used here. An explicit calculation gives We wish to obtain the decay properties of C(t), as t becomes large. Consider p = −1/2, which is an important case since then J(0) > 0 (see (1.14) and also Proposition 2.4). Note that the decay rate for the non-degenerate system, (1.17), has a dependence on τ c not only via the spectral density J(∆), but for small temperatures also via the constant ϑ.
