We present a fully automatic multimodal 2D + 3D feature-based facial expression recognition approach and demonstrate its performance on the BU-3DFE database. Our approach combines multi-order gradient-based local texture and shape descriptors in order to achieve efficiency and robustness. First, a large set of fiducial facial landmarks of 2D face images along with their 3D face scans are localized using a novel algorithm namely incremental Parallel Cascade of Linear Regression (iPar-CLR). Then, a novel Histogram of Second Order Gradients (HSOG) based local image descriptor in conjunction with the widely used first-order gradient based SIFT descriptor are used to describe the local texture around each 2D landmark. Similarly, the local geometry around each 3D landmark is described by two novel local shape descriptors constructed using the first-order and the second-order surface differential geometry quantities, i.e., Histogram of mesh Gradients (meshHOG) and Histogram of mesh Shape index (curvature quantization, meshHOS). Fi- * Corresponding author
M A N U S C R I P T
Highlights • We propose a feature-based 2D+3D multimodal facial expression recognition method.
• It is fully automatic benefit from a large set of automatically detected landmarks.
• The complementarities between 2D and 3D features are comprehensively demonstrated.
• Our method achieves the best accuracy on the BU-3DFE database so far.
A based face representations are two popular representatives. Although con- 35 siderable advancements have been achieved, 2D FER is still very challenging 36 mainly due to its sensitivity to illumination, pose variations, and possible 37 occlusions [4], [3] . 38 Recently, with the rapid development of 3D imaging and scanning tech- 39 nologies, it becomes more and more popular to capture 3D face scans. Com-40 paring with 2D face images, 3D face scans contain precise geometric shape 41 information of facial surfaces, which is robust to illumination and pose varia- 42 tions, but more sensitive to facial expression changes. Thus, shape-based 3D 43 FER has attracted increasing attentions. Similar to 2D, 3D FER approaches 44 can also be categorized into template-based and feature-based. Template- 45 based approaches usually build a parametric deformable face model first, and 46 then extract the model parameters as expression features for recognition. 3D 47 morphable model [11] , bilinear deformable model [12] , shape deformation 48 model [13] , and statistical feature model [14] are some famous examples. 49 The main drawback of template-based approaches lies in that they require 50 to establish one-to-one correspondence between 3D face scans, which is still Regression (iPar-CLR) algorithm [35] [26]. Therefore, the proposed framework presents a promising way to these 117 landmark-based approaches so that they can be made automatic using the 118 iPar-CLR algorithm in 2D and 3D multimodal face space.
119
The second contribution of this paper is that a novel second-order image 120 gradient based local texture descriptor (HSOG), a novel first-order mesh gra- Seq-CLR algorithm is formulated as:
In practice, W 0 and b 0 are first estimated using x i * , x i 0 , and f (x i 0 ). Then, a cation. In this paper, we explore HSOG for 2D facial expression description.
218
The construction of HSOG is composed of three steps: positive orientation gradient maps, described as:
where o represents a quantized direction, and G Σ is a Gaussian kernel with 225 standard deviation Σ, which is proportional to the size of image patch R.
226
(2) Computation of the second order gradients: Once these first order 227 OGMs of all quantized directions are generated, they are used as the inputs 228 for computing the second order gradients. Precisely, for each OGM J o (x, y), 229 we calculate its gradient magnitude mag o (x, y) and orientation θ o (x, y) at 230 every pixel location. The orientation value θ o (x, y) is then re-scaled from the 231 range of [−π/2, π/2] to [0, 2π], and quantized into L dominant orientations.
232
After quantization, the entry n o of each orientation θ o is calculated as:
(3) Spatial pooling: Daisy-style spatial pooling strategy is used in HSOG 
where i = 0, 1, · · · , L − 1; o = 1, 2, · · · , L, j = 1, 2, · · · , T , and δ is the 243 characteristic function. Then, for each first order OGM J o , its second order 244 gradient histogram h o is generated by concatenating all the histograms from 245 T circles:
where o = 1, 2, · · · L. Finally, the HSOG descriptor is obtained by concate-247 nating all L histograms of the second order gradients as in Eq. (6). Each
248
histogram h o is normalized to a unit norm vectorĥ o before concatenation. 
According to [42] , the principal curvatures k max and k min are computed 268 by fitting a cubic-order surface:
and its normal vectors (f x (x; y), f y (x; y), −1) using both the 3D coordinates 270 and the normal vectors of the associated local neighbor points (two-ring).
271
Once we have two principle curvatures, the shape index values, which describe 272 different shape classes by a single number ranging from 0 to 1, is calculated 273 as: with the same quantized orientation entry n θ (v) as:
where i = 0, 1, · · · , 7; j = 1, 2, · · · , 9, n θ (v) is entry of the quantized gra- 
where i = 0, 1, · · · , 7; j = 1, 2, · · · , 9, n SI (v) is the quantized shape index 309 values. Then, for each 3D landmark, its 3D descriptors are generated by 310 concatenating all the histograms from nine circles in a clockwise direction, 311 HOG = [hog 1 , hog 2 , · · · , hog 9 ] T , HOS = [hos 1 , hos 2 , · · · , hos 9 ] T . (12)
Each sub-histogram (hog i or hos i ) is normalized to the unit length before and sadness for SIFT, but also largely impairs the one of sadness for HSOG.
358
iii) Late fusion generally performs better than early fusion, especially for the 359 fear and sadness expressions. iv) Overall, the average accuracy of HSOG is 360 84.49%, which is better than SIFT (81.85%), and even slightly better than 361 the ones of early fusion (82.85%) and late fusion (84.29%). We can conclude 362 that the second-order gradient based local texture descriptor (HSOG) has 363 more powerful discriminative ability than the popular first-order gradient 364 based one (SIFT) for local texture-based FER. Moreover, there also exists 365 some complementarity between different order descriptors for some specific 366 expressions (e.g., anger and fear). accuracy of meshHOS is 80.55%, which is better than meshHOG (77.62%), 375 and late fusion (82.70%) is superior to early fusion (81.23%). We can con-376 clude that the second-order surface gradient-based local shape descriptor 377 (meshHOS) has stronger discriminative capability than the first-order surface 378 gradient-based one (meshHOG). Moreover, they also contain some comple-379 mentary information when classifying some specific expressions (e.g., sadness 380 and surprise). in Table 1 and Table 2 , we can find that the fusion of the different order to 11% when lately fusing HSOG and meshHOG.
381

404
As reported in Table 5 , when considering the fusion of all the first-order 405 and second-order gradient-based local 2D texture and 3D shape descriptors, 406 our approach achieves an average recognition accuracy of 85.92% for early 407 fusion and 86.32% for late fusion. These scores largely outperform the ones 408 achieved by only fusing 2D descriptors (82.86% and 84.29%) in Table 1 probably the reason that most anger samples are misclassified into sadness, 479 and most surprise samples are misclassified to fear and vice versa as shown 480 in the average confusion matrices in Table 7 . for expression recognition. Furthermore, we also analyze the generalization 512 capability of the proposed approach on Bosphorus, and illustrate the com-513 plementary characteristics between the 2D and 3D descriptors.
514
Considering the limitation of current approach, in the future, we will go 515 deeply in the following directions: i) The iPar-CLR based joint 2D and 3D 516 facial landmark localization algorithm may fail with large pose variations 517 and data missing. To solve this problem, we will investigate more robust 518 algorithms such as [47] . ii) In current work, we use the simplest early and between 2D and 3D modalities, we are going to explore better strategies. iii)
521
In this paper, we focus on recognizing six basic expressions using multimodal
