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Abstract
The usual derivative expansion of gravity duals of charged fluid dynamics is known
to break down in the zero temperature limit. In this case, the fluid-gravity duality is
not understood precisely. We explore this problem for a zero temperature charged fluid
driven by a low frequency, small amplitude and spatially homogeneous external force.
In the gravity dual, this corresponds to time dependent boundary value of the dilaton.
We calculate the bulk solution for the dilaton and the leading backreaction to the metric
and the gauge fields using the modified low frequency expansion of [11]. The resulting
solutions are regular everywhere, establishing fluid-gravity duality to this order.
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1 Introduction
The AdS/CFT correspondence has provided useful insight into the dynamics of strongly cou-
pled quantum field theories, particularly nonabelian gauge theories. Recently this has led to a
fluid-gravity correspondence which provides a study of conformal fluid dynamics, an effective
description of strongly coupled conformal field theory at long wavelengths in local equilib-
rium. In fact there is a precise mathematical connection between a long distance limit of the
Einstein gravity and its holographic dual fluid dynamics [1, 2, 3, 4, 5, 6]. Explicitly, it has
been demonstrated that certain deformations of asymptotically AdSd+1 black branes which are
slowly varying along the boundary directions (but can have O(1) amplitudes) provide dual
descriptions of solutions of the equations of fluid dynamics.
In fluid dynamics, there are local thermodynamic quantities such as local temperature,
chemical potentials, R-charges or d-velocity, which are slowly varying along the boundary
directions compared to effective equilibrium length scale of the fluid, the mean free path lmfp.
Bulk dual solutions of this inhomogeneous fluids are constructed order by order in derivatives
respect to boundary coordinate.
More precisely, the asymptotically AdS space is foliated into a collection of tubes, each
characterized by a value of the boundary coordinate. Each tube is centered about a radial
ingoing null geodesic starting from AdS boundary. The width of each tube in the boundary
direction is smaller than the scale of dual fluid dynamics. The gravity solution is developed
locally in each tube, which turns out to be black brane with local thermodynamic quantities
of the boundary fluid. The global geometry is constructed by gluing the tubes, in which the
local thermodynamic quantities change along the boundary direction.
One crucial aspect of this construction is ultra-locality. The local thermodynamic quantities
and metric corrections are expanded around a point on the boundary, which may be chosen to
be xµ=0. For some local thermodynamic quantity qi(x
µ),
qi(x
µ) = qi(0) + x
µ∂µqi(0) +
1
2
xµxν∂µ∂νqi(0) + ... (1)
In equilibrium these quantities are independent of xµ so that all the higher terms vanish. The
bulk then corresponds to some static black brane. These quantities appear in the bulk metric
and other fields, generically denoted by g(r, xµ), where r is the AdS radial coordinate. One
then expands
g(r, xµ) = g(0)(r, xµ) + g(1)(r, xµ) + g(2)(r, xµ) + ..., (2)
where g(0)(r, xµ) is the bulk field obtained by replacing qi in the equilibrium solution by qi(x
µ).
g(0)(r, xµ) is clearly not a solution of the bulk equations of motion. The higher order terms
g(n)(r, xµ) are then determined by requiring that the full g(r, xµ) solves the bulk equations of
motion. The expansion above then constitutes a derivative expansion of a bulk solution. The
equation satisfied by g(n) is of the form
H
(
g(0)(qi(0))
)
g(n)(r, xµ) = sn. (3)
H is a linear differential operator in the second order in the radial variable. sn is a source term
from mth order corrections where m < n. The operator does not contain any derivative in the
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boundary directions, since this would produce terms of higher order. In other words, in this
derivative expansion, H becomes ultra-local operator. The corrections g(n)(r, xµ) are required
to be regular everywhere outside the black brane horizon. They are also required to fall of
sufficiently fast at the boundary r =∞, so that they do not lead to additional sources in the
boundary theory.
In [3, 4], this program has been carried out for conformal fluids carrying a global R charge.
However, it was found that in the tubes where the local temperature is zero, i.e. the black
hole locally looks like an extremal black hole, the solutions are singular at the horizon. These
singularities seem to be genuine in that those possibly cause singularities in the curvature
invariants at black brane horizon.
The failure of the derivative expansion method of deriving the bulk solution in these tubes
does not agree with expectations from the dual fluid dynamics. In the dual fluid dynamics,
the effective equilibrium length scale is the mean free path, which is given by lmfp ∼ ηǫ [7, 8].
η is shear viscosity and ǫ is energy density. For the fluids described by the gravity solutions in
[1, 2, 3, 4, 5, 9, 10], η = s
4π
, where s is entropy density. Consequently, lmfp ∼ s4πǫ . In a tube
where the local geometry becomes extremal, the zeroth order gravity solutions in the derivative
expansion in these papers have finite entropy and energy densities. This implies that there
should be a reasonable fluid dynamics even at zero temperature.
These divergences appear even in the linearized regime, i.e small amplitude and small
frequency perturbations around an extremal black brane. Consider for example a linearized
scalar field in the extremal background. It has been shown in [11] that in this case performing
a small frequency expansion in the scalar field equation is not straight-forward. Technically,
this is because the equation contains terms which have powers of the frequency multiplied by
functions which blow up at the horizon. This may be traced to the fact that the components of
the background metric have double zeroes or poles at the horizon as opposed to single zeroes
or poles for a geometry at finite temperature.
A clue to resolve this problem is obtained by observing that the near horizon geometry of
the charged black brane becomes AdS2×Rd−1, where d+1 becomes bulk space-time dimension.
For the near horizon region, it is natural to introduce a new radial coordinate ζ ∼ ω
r−r0 , where
ω is frequency of the scalar field, r is radial coordinate of the black brane, and r0 is the horizon
of the black brane. Motivated by the fact that in the near horizon region, the equations
involve ζ with no further ω dependence, the small frequency expansion is then obtained by
writing everything in terms of ζ and then expanding in powers of ω. To lowest order in this
modified small frequency expansion, the equations are then solved in two regions : (i) the inner
region close to the horizon, which is defined as ζ → ∞ with ω
ζ
→ 0, and (ii) the outer region
which corresponds to small ζ or r ≫ r0. It is essential to use the coordinate ζ in the inner
region rather than r. The solution in the full space is then obtained by matching the inner
and outer region solutions. By construction, a solution which is regular at the horizon exists.
This technique has been used to obtained various response functions by solving the linearized
gravity equations and gauge field equations [12, 13].
As will be clarified below, this modified low frequency expansion implies that the tubewise
approximation used in obtaining gravity duals of boundary fluid flows breaks down. This is
because the change of radial coordinates from r to ζ involves the frequency, so that in position
space this implies a non-local (on the boundary) redefinition of fields. This reorganizes the
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low frequency expansion in which differential operators in the equations are not ultra-local any
longer. The implications of this fact for fluid mechanics are not clear at the moment.
In this paper we consider a related problem where similar divergences appear and show
how these get resolved. We consider four dimensional Einstein-Maxwell-dilaton theory with a
negative cosmological constant. All bulk fields are spatially homogeneous but time dependent.
The dilaton has a nonzero boundary value and the velocity of the boundary fluid is zero. First
we consider slowly varying deformations of a charged black hole in this geometry in the presence
of the dilaton source. These deformations are entirely due to the dilaton source. The setup is
similar to that of [14] where a time dependent boundary value of the dilaton evolves an initially
pure AdS geometry into that with a space-like region of large curvature. In the sense of fluid
dynamics, our set up is a natural extension of [2] to R-charged fluid with vanishing velocities.
The authors in [2] solve the Einstein-dilaton system with negative cosmological constant in
which the boundary value of the dilaton field is slowly varying with arbitrary large amplitude.
The field theory dual of the gravity system becomes a certain fluid dynamics satisfying Navier
Stokes equations with dilaton dependent forcing term. We first treat the problem in a naive
derivative expansion. In this expansion, only the dilaton can have O(1) changes, as in [14].
The changes of the metric and gauge fields are due to the backreaction of the dilaton, and
therefore suppressed by powers of the frequency. In [14] (as in [1, 2]), the equations which
determine the corrections to the fields at any given order n are linear and contain fields of
order (n − 1). As expected, we find that the derivative expansion breaks down and solutions
are singular at the horizon.
We then explore if the modified low energy limit can tame these divergences, keeping the
variation of the dilaton field O(1). We find that the effect of backreaction cannot be ignored
in solving for the corrections to the dilaton and other fields even in the lowest order, even
though the backreaction is small. This is because the nonlocal change of the radial coordinate
typically implies that radial derivatives are large (in terms of the parameter of the derivative
expansion) rather than O(1), thus making the effect of the backreaction large.
This motivates us to consider the problem for the case where the dilaton has both small
frequency as well as a small amplitude. We calculate the bulk dilaton and its backreaction
to the metric and gauge fields to the leading order in amplitude. We find that in this case
the modified low frequency expansion of [11] and the matching procedure indeed leads to bulk
solutions which are smooth everywhere. This setup is similar to [11, 12, 13]. In these papers,
the linearized problem was solved for fields which also depend on the spatial coordinates on
the boundary, but the backreaction of the fields were not calculated. In our problem there is
no such spatial dependence; the change of the metric and the gauge fields are entirely due to
the backreaction of the dilaton. A consistent treatment of the backreaction however require
us to go to higher orders in the frequency(in some case up to the fourth order). At the same
time, we need to go to the second order in the amplitude of the boundary dilaton. The fact
that this scheme works to lowest non-trivial order in the presence of back-reaction indicates
that there is a systematic double expansion in the frequency and the amplitude which leads to
non-singular solutions.
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2 Charged Black Brane with Dilaton Field
In this section, we define our model to address the problem. We consider 4-dimensional
Maxwell-Gravity theory with time dependent dilaton. The solutions are constructed order
by order in small frequency in the perturbation theory. It turns out that leading corrections in
the perturbation theory are divergent as they approach the black brane horizon in the extremal
limit.
2.1 Derivative Expansion
A consistently truncated theory from M-theory with S7 compactification [15] motivates us to
consider Einstein-Maxwell-dilaton theory with negative cosmological constant,
S =
2
κ24
∫
d4x
√−g
(
1
4
R− 1
4
FMNF
MN +
3
2L2
− 1
8
∂Mφ∂
Mφ
)
, (4)
where κ4 is the gravitational constant. Indices M ,N .. run from 0 to 3, and FMN is field
strength from U(1) gauge field AM . We choose units with L = 1. The equations of motion are
WMN ≡ RMN + 3gMN − 2FMPF PN +
1
2
gMNFPQF
PQ (5)
− 1
2
∂Mφ∂Nφ = 0,
Y N ≡ ∇MFMN = 0, (6)
X ≡ ∇2φ = 0, (7)
where ∇ denotes a covariant derivative with bulk metric gMN . A charged black brane solution
of these equations of motion in Eddington-Finkelstein coordinates with constant dilaton is
ds2 = 2dvdr− U0(r)dv2 + r2dxidxi, (8)
A = ρ
(
1
r0
− 1
r
)
dv, (9)
φ = const, (10)
where U0(r) = r
2 + ρ
2
r2
− 2ǫ
r
and r0 is the outer horizon of the black brane, the largest root of
U0(r0) = 0. v is the ingoing null coordinate which is time coordinate in the AdS4 boundary. ρ
and ǫ are charge density and energy density of the black brane respectively.
Let us consider time dependent dilaton which is slowly varying compared to r0, φ = φ(0)(v).
More precisely, the dialton has a form of
φ(0)(v) = f(
εv
r0
), (11)
where ε is dimensionless small parameter. The function f satisfies
f ′(
εv
r0
) ∼ O(1), (12)
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where prime denotes derivative with respect to its argument. The derivative of the dilaton
with time is suppressed by ε.
dφ0(v)
dv
=
ε
r0
f ′(
εv
r0
) ∼ ε
r0
∼ O(ε). (13)
φ(0)(v) is obviously not a solution of the equations of motions. To solve the dilaton equation
perturbatively, we add correction terms. The dilaton is expanded as
φ(r, v) = φ(0)(v) + φ(1)(r, v) + φ(2)(r, v)..., (14)
where φ(0) is zeroth order in ε, and φ(1) is 1st order in ε and so on. The dilaton solution can be
calculated perturbatively order by order in ε, which becomes the expansion parameter of the
perturbation theory. We promote the energy density and the charge density to be functions of
time as
ρ(v) = ρ0 + r
2
0C(v), (15)
ǫ(v) = ǫ0 + r
3
0E(v), (16)
where ρ0 and ǫ0 are constants. For further convenience, we set C(−∞) = E(−∞) = 0 as initial
conditions. We expand C(v) and E(v) as
C(v) = C(0)(v) + C(1)(v) + C(2)(v)... (17)
E(v) = E(0)(v) + E(1)(v) + E(2)(v)... (18)
The dilaton equation up to first order in ε becomes
0 = ∂r
(
r2U(r, v)∂rφ(1)(r, v)
)
+ 2r∂vφ(0)(v), (19)
where U(r, v) = r2+
(ρ0+r20C(v))
2
r2
− 2(ǫ0+r30E(v))
r
. As we will show below (See Eq(35) and Eq(36)),
C(v) and E(v) are higher order in ε. The first order correction to the dilaton is given by
φ(1)(r, v) =
∫ r r20Λ1(v)− r2
r2U0(r)
(∂vφ(0)(v)) + Λ2(v), (20)
where U0(r) = r
2 +
ρ20
r2
− 2ǫ0
r
and Λ1(v) and Λ2(v) are integration constants which are to be
determined by boundary conditions that we demand. The regularity condition at the black
brane horizon requires Λ1(v) = 1. Moreover, we want a specific boundary condition that as
r →∞, φ(r, v) = φ(0)(v). Λ2(v) is determined by this boundary condition.
We pause here to demonstrate the relationship of the tube-wise solution with derivative
expansion. Consider the congruence of null geodesics emanating from AdS4 boundary and
tubes which are centered along the null geodesics. The set up is spatially homogeneous, so we
classify the tubes by v. Without loss of generality, we set v = 0 for every individual tube. We
expand φ(0)(v) in the neighborhoods of v = 0 as
φ(0)(v) = φ(0)(0) + εv∂vφ(0)(0) +
1
2
ε2v2∂2vφ(0)(0) + ... (21)
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The charge density and energy density can be expanded as
ρ(v) = ρ(0) + εv∂vρ(0) +
1
2
ε2v2∂2vρ(0)..., (22)
ǫ(v) = ǫ(0) + εv∂vǫ(0) +
1
2
ε2v2∂2vǫ(0)... (23)
We add correction terms to the dialton field as
φ(r) = φ(0) + εφ(1)(r) + ε
2φ(2)(r)... (24)
We omit v-dependence in the correction terms because the differential operator acting on
these becomes ultra-local as argued below Eq(3). Plugging these into the dialton equation and
evaluating it up to first order in ε at v = 0, we obtain
0 = ∂r
(
r2U(r)∂rφ(1)(r)
)
+ 2r∂vφ(0)(0), (25)
where U(r) = r2 + ρ
2(0)
r2
− 2ǫ(0)
r
. The solution of this equation becomes
φ(1)(r) =
∫ r r20Λ1(0)− r2
r2U(r)
(∂vφ(0)(0)) + Λ2(0), (26)
where Λ1(0) = 1 for the regularity of the solution φ(1)(r) at the horizon and Λ2(0) is determined
by the same boundary condition of our solution at AdS4 boundary. To get global solution, we
should patch every local solution. Even if the way of getting solution is different, Eq(20) and
Eq(26) have the same form at least in the first order in small frequency expansion. This is also
true for its back reactions.
Back reactions are obtained perturbatively order by order in ε with gauge field and metric
being expanded as
gMN = g
(0)
MN + g
(1)
MN + g
(2)
MN ... (27)
AM = A
(0)
M + A
(1)
M + A
(2)
M ... (28)
For leading order correction, we try following form of metric and gauge field solutions:
ds2 = 2dvdr− U(r, v)dv2 + r2dxidxi + k(r, v)
r2
dv2 − 2h(r, v)drdv, (29)
A = ρ(v)(
1
r0(v)
− 1
r
)dv + a(r, v)dv,
where k(r, v), h(r, v), and a(r, v) are leading order corrections in the perturbation theory.
Details of equations of motions and calculations of the solutions are in Appendix A. We briefly
list the leading back reactions. The leading corrections to gauge field and metric are
g
(1)
MN = A
(1)
M = 0, (30)
h(r, v) ≡ −g(2)rv = −
1
4
(∂vφ(0)(v))
2
∫ r
r′
(
r20 − r′2
r′2U0(r′)
)2
dr′ + h¯1(v), (31)
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k(r, v) ≡ r2g(2)vv = −
r2
2
U0(r)(∂vφ(0))
2
∫ r
r′
(
r20 − r′2
r′2U0(r′)
)2
dr′ (32)
+
r
4
(∂vφ(0)(v))
2
∫ r (r20 − r′2)2
r′2U0(r′)
dr′ + rk¯1(v)− 2ρ0a¯1(v) + 2r2U0(r)h¯1(v),
a(r, v) ≡ A(2)v =
ρ0
4
(∂vφ(0)(v))
2
∫ r dr′
r′2
∫ r′
r′′
(
r20 − r′′2
r′′2U0(r′′)
)2
dr′′ − a¯1(v)− ρ0h¯1(v)
r
(33)
+ a¯2(v).
h¯1(v), a¯1(v), a¯2(v) and k¯1(v) are integration constants. They are determined by specific bound-
ary conditions that we demand. At the black brane horizon, these solutions are already regular
by choosing Λ1(v) = 1. For the boundary condition at r = ∞ we demand that each leading
correction of the perturbation theory behaves as
h(r, v) ∼ O(r0), (34)
k(r, v) ∼ O(r3),
a(r, v) ∼ O(r−2).
The motivation behind these boundary conditions is that there are no non-normalizable modes
which deform the boundary metric, chemical potential or charge density [1, 2, 3, 4].
There are the constraint equations which are certain combinations of the equations of back
reactions. They are in fact the equations of dual fluid dynamics [2].
C(0)(v) = C(1)(v) = E(0)(v) = 0, (35)
E˙(1)(v) =
1
4r0
(∂vφ(0)(v))
2. (36)
The other components of gauge field and metric are trivial.
2.2 Divergences of the Leading Order Corrections in the Extremal
Limit
The regularity of the solution that we impose for each perturbative correction in the previous
section breaks down in the background of extremal black brane. In Appendix B, we derive
the near horizon behavior of leading corrections of the dilaton and its back reactions in the
extremal limit by expansion in u − 1, where u is a rescaled radial coordinate, u ≡ r
r0
. To be
more general, we keep Λ1(v) to be arbitrary in Eq(139). As shown above, Λ1(v) = 1 ensures
regularity at the horizon for non-extremal black brane. However in the extremal limit, all the
corrections, Eq(20),Eq(31),Eq(32) and Eq(33) have singularities at the horizon. For example,
φ(u, v) = φ(0) −
∂vφ(0)(v)
3r0
ln(u− 1) +O(1), (37)
as u → 1. The near horizon expansion of the back reactions are also leading to divergences
in physical quantities like curvature invariants and field strengths. The u→ 1 behavior of the
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leading correction to the gauge field is given by
a(u, v) = −
√
3
108
(∂vφ(0)(v))
2
r0
(
3ln(u− 1)− 2(u− 1)ln(u− 1) +O(u− 1)2)+O(1). (38)
The first two terms can cause singularity in the field strength, Frv. The divergences of metric
corrections are
h(u, v) = −1
4
(∂vφ(0)(v))
2
r20
(
− 1
9(u− 1) +
2
27
ln(u− 1) +O(1)
)
, (39)
k(u, v) = −1
4
r20(∂vφ(0)(v))
2
(
8
9
(u− 1)2ln(u− 1) +O(1)
)
. (40)
In particular the term multiplying (u− 1)2ln(u− 1) in k(u, v) can possibly cause singularities
in curvature invariants.
2.3 Divergence Resolution (The Main Result)
In this subsection we briefly discuss the main result of this paper without much technical
details. To deal with divergences discussed in Sec.2.2, we follow Ref.[11] and divide the radial
coordinate into two regions.
Inner Region : u− 1 = ν
ξ
for δ < ξ <∞, (41)
Outer Region :
ν
δ
< u− 1,
with a certain scaling limit,
ν → 0, ξ = finite, δ → 0, and ν
δ
→ 0. (42)
where ν is frequency of the fields in the perturbation theory. Note that switching the radial
variable u to ξ is a non-local transformation. For this transformation, we need to evaluate
our equations in the frequency space. We use ξ as a radial coordinate for the inner region
and u as that for the outer region. We also define overlapping region (or matching region)as a
region that ξ ∼ δ. The black brane horizon is located at ξ = ∞. As ξ → 0, we approach the
overlapping region by the scaling limit(42). The solutions listed in Sec.2.1 are the outer region
solutions. The expansions of the dilaton and its back reactions as u→ 1 in Sec.2.2 are therefore
the fields in the overlapping region. With the scaling limit we define a new perturbation theory
in small frequency in the inner region. If the inner region solutions are
• Regular at the black brane horizon,
• Smoothly connected to the outer region solutions in the overlapping region,
the solutions are regular everywhere.
9
The dilaton equation in the extremal background is
∇2φ(u, v) = 1
u2
(
∂u(u
2U(u, v)∂uφ(u, v)) +
1
r0
∂u(u
2∂vφ(u, v)) +
u2
r0
∂u∂vφ(u, v)
)
= 0, (43)
where again we define dimensionless radial coordinate, u ≡ r
r0
. The metric factor U(u, v) =
(u−1)2
u2
(u2 + 2u+ 3) + 2
√
3C(v)+C2(v)
u2
− 2E(v)
u
. More explicitly, the equation has a form of
0 = ∂u
(
(u− 1)2(u2 + 2u+ 3)∂uφ(u, v)
)
+
1
r0
∂u(u
2∂vφ(u, v)) +
u2
r0
∂u∂vφ(u, v) (44)
− 2E(v)∂u (u∂uφ(u, v)) .
In this equation, we see that the term multiplying the energy density E(v) is of O(ε2) whereas
the terms proportional to ∂2uφ(u, v) is of O(ε), using the constraint equation(36)(which shows
E(v) ∼ O(ε)) and the dilaton solution(20). Then, it may appear that the last term in Eq(44)
can be ignored for obtaining the first order solution in ε. However, this is no longer true when
we switch the radial variable u to ξ. The momentum ν which appears in Eq(41) is effectively
proportional to ε. This is because the dilaton field is localized around ν ∼ ε in the momentum
space(See the discussion in the beginning of Sec.3). In ξ coordinate, each u-derivative in Eq(44)
produces extra factor of 1
ε
. Therefore, the first term in Eq(44) becomes the higher order in ε
than the term multiplying the energy density in ξ coordinate. This means that this later term
cannot be ignored any longer. We have not yet been able to solve this type of equation. In
the following we will choose a regime where the amplitude of the dilaton field is small. This
will allow us to ignore the last term in Eq(44), but retain the essential feature of the problem.
The inner region solutions that we solve are completely agree with above two conditions
for the entire solutions to be regular everywhere. To be precise, we briefly list our inner region
solutions. The inner region solution of the dilaton has a form of
φ(in)ν(ξ) = φ
(0)
ν + ν
(
A(1)ν −
iφ
(0)
ν
3r0
e
i
3r0
ξ
E1(
i
3r0
ξ)
)
+ ν2A(2)ν (45)
− ir0ν
2
2
(∫ ξ
∞
g(2)ν(ξ
′)
ξ′2
dξ′ − e i3r0 ξ
∫ ξ
∞
g(2)ν(ξ
′)
ξ′2
e
− i
3r0
ξ′
dξ′
)
+O(ν)3,
where
g(2)ν(ξ) =
2iA
(1)
ν
r0
− 4iφ
(0)
ν
3r0ξ
+
2iφ
(0)
ν
3r0ξ
(
1− 4iξ
3r0
)
e
iξ
3r0E2(
iξ
3r0
). (46)
Ek(x) ≡
∫∞
1
e−xt
tk
dt is The Integral Exponential Function, where k is an integer. The numerical
coefficients, A
(1)
ν , A
(2)
ν and so on, are determined by matching with the outer region dilaton
solution(37) in the overlapping region, more explicitly with Eq(139). The inner region solutions
are developed in the frequency space. Therefore, for matching we need to take the outer
region solution to momentum space by Fourier transformation defined in Eq(59). The precise
expression of the outer region solution of the dilaton in frequency space is in Sec.3.2. We have
a precise form of A
(1)
ν as
A(1)ν =
iφ
(0)
ν
36r0
(
6
√
2tan−1(
√
2)− 6ln(6)− 6π√
2
)
+
iγ
3r0
φ(0)ν +
iφ
(0)
ν
3r0
ln
(
iν
3r0
)
, (47)
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where γ = 0.57721.. is Euler’s constant. For the regularity at the horizon and the matching
with the outer region dilaton solution, only ingoing waves at the black brane horizon are
allowed in Eq(45). As a homogeneous solution of the dilaton equation we could add outgoing
waves as B
(n)
ν e
iξ
3r0 to Eq(45), where B
(n)
ν is a constant of order n in ε. The matching condition
forces B
(0)
ν = 0. For n > 1, it turns out that B
(n)
ν spoils the regularity of the dilaton solution
in n+1th order in ǫ. Thus, we naturally impose ingoing boundary condition at the horizon for
the smooth dilaton field. The other coefficients are obtained by matching with higher order
solutions in the outer region. Near horizon, the inner solutions behave as
φ(in)ν(ξ) ∼ φ(0)ν + ν
(
A(1)ν −
φ
(0)
ν
ξ
+ ...
)
+ ν2
(
A(2)ν −
A
(1)
ν
ξ
(48)
+
φ
(0)
ν − 3ir0A(1)ν
ξ2
+ ...) + ...,
which is manifestly regular as ξ →∞.
We evaluate back reactions from the dilaton up to the second order in small frequency as
h(in)ν(ξ) = h
(1)
(in)ν(ξ) + ν
2H¯(2)ν + νh
(2)
(in)ν(ξ)..., (49)
a(in)ν(ξ) = ν
2A¯(2)ν + ν
2A˜(2)ν +
√
3r0ν
∫ ξ
∞
dy
y2
h
(1)
(in)ν(y)−
√
3r0ν
3 H¯
(2)
ν
ξ
+ ν3A¯(3)ν + ν
3A˜(3)ν (50)
+
√
3r0ν
2
∫ ξ
∞
dy
y2
(
h
(2)
(in)ν(y)−
2
y
h
(1)
(in)ν(y)
)
...,
k(in)ν(ξ) = ν
2K¯(2)ν + ν
3
(
K¯(3)ν +
K¯
(2)
ν
ξ
)
+ 6r40ν
2
(
h
(1)
(in)ν(ξ)
ξ2
− 2
∫ ξ
∞
dy
y3
h
(1)
(in)ν(y)
)
(51)
+ ν3K˜(3)ν + ν
4
(
K¯(4)ν +
K¯
(3)
ν
ξ
)
+ ν4
(
K˜(4)ν +
K˜
(3)
ν
ξ
)
+ 12ν4r40
H¯
(2)
ν
ξ2
− 2r40ν3
(
6
∫ ξ
∞
dy
y3
h
(2)
(in)ν(y) + 3
∫ ξ
∞
dy
y4
h
(1)
(in)ν(y)− 3
h
(2)
(in)ν(ξ)
ξ2
− 2
h
(1)
(in)ν(ξ)
ξ3
)
+ 12r40ν
3
∫ ξ
∞
dy
y2
∫ y
∞
dz
z3
h
(1)
(in)ν(z)...,
where
h
(1)
(in)ν(ξ) = νH˜
(1)
ν −
1
36r20
∫ ∞
−∞
dωφ(0)ω φ
(0)
ν−ω
ω(ν − ω)
ν
∫ ξ
∞
dy
(
1− 2iωy
3r0ν
e
iωy
3r0νE1(
iωy
3r0ν
) (52)
− ω(ν − ω)y
2
9r20ν
2
e
i
3r0
y
E1(
iωy
3r0ν
)E1(
i(ν − ω)y
3r0ν
)
)
,
h
(2)
(in)ν(ξ) = νH˜
(2)
ν −
1
36r20
∫ ∞
−∞
dωφ(0)ω φ
(0)
ν−ω
ω(ν − ω)
ν
∫ ξ
∞
dy
y
(
1− 2iωy
3r0ν
e
iωy
3r0νE1(
iωy
3r0ν
) (53)
− ω(ν − ω)y
2
9r20ν
2
e
i
3r0
y
E1(
iωy
3r0ν
)E1(
i(ν − ω)y
3r0ν
)
)
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− i
36r0
∫ ∞
−∞
dωφ
(0)
ν−ω
ω3(ν − ω)2
ν4
∫ ξ
∞
y2dy
(
ν
(ν − ω)ye
iωy
3r0ν
− i
3r0
e
i
3r0
y
E1(
i(ν − ω)y
3r0ν
)
)∫ ω
ν
y
∞
dz
g(2)ω(z)
z2
e
− i
3r0
z
.
H¯
(2)
ν , A¯
(2)
ν , A¯
(3)
ν , K¯
(2)
ν , K¯
(3)
ν and K¯
(4)
ν are integration constants which are determined by match-
ing with the outer region solutions. Eq(49), Eq(50) and Eq(51) are smoothly connected to
frequency space expressions of the outer region solutions of Eq(39), Eq(38) and Eq(40) respec-
tively. Details are discussed in Sec.4.2. We determine some of the integration constants in the
inner region solutions with this as
H¯(2)ν =
1
864r20
∫ ∞
−∞
dω
ω(ν − ω)
ν2
φ(0)ω φ
(0)
ν−ω
(
8 +
13
√
2π
2
− 13
√
2tan−1(
√
2)− 8ln(6) (54)
+ 16ln(ν)) ,
A¯(2)ν = −
√
3
288
∫ ∞
−∞
dω
ω(ν − ω)
ν2
φ(0)ω φ
(0)
ν−ω
(
−10 + 2
√
2tan−1(
√
2)−
√
2π + 4ln(6) (55)
− 8ln(ν)) ,
K¯(2)ν =
1
4
r20
∫ ∞
−∞
dω
ω(ν − ω)
ν2
φ(0)ω φ
(0)
ν−ω
(√
2tan−1(
√
2)− 1
)
+
r0k¯
ν
1
ν2
. (56)
A¯
(3)
ν , K¯
(3)
ν and K¯
(4)
ν are determined by higher orders in the outer region solutions. k¯ν1 is the
Fourier transform of k¯1(v). H˜
(1)
ν , H˜
(2)
ν , A˜
(2)
ν , A˜
(3)
ν , K˜
(3)
ν and K˜
(4)
ν are finite numerical constants,
which cannot be obtained analytically(In principle we can. See Sec.4.1 for the discussion about
these constants). The near horizon behaviors of the back reactions are given by
h(in)ν(ξ) ∼ νH˜(1)ν + ν2H¯(2)ν + ν2H˜(2)ν ...+ O(
1
ξ
), (57)
a(in)ν(ξ) ∼ ν2A¯(2)ν + ν2A˜(2)ν + ν3A¯(3)ν + ν3A˜(3)ν ...+O(
1
ξ
),
and k(in)ν(ξ) ∼ ν2K¯(2)ν + ν3K¯(3)ν + ν3K˜(3)ν + ν4K¯(4)ν + ν4K˜(4)ν ... +O(
1
ξ
).
Thus the solutions are regular everywhere.
Finally, the constraint equations in the inner region turns out to be the same with those in
the outer region(35), which have forms of
C(0)ν = C
(1)
ν = E
(0)
ν = 0, (58)
ν2E(1)ν = −
1
4ir0
∫ ∞
−∞
dωω(ν − ω)φ(0)ω φ(0)ν−ω and so on...,
in the frequency space.
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3 Divergence Resolution of Dilaton Field
In this section, we solve the dialton equation in the inner region. The scaling limit(42) cannot
be applied to Eq(44) because switching radial variable u to ξ is non-local transformation. To
deal with this, we need to rewrite the equation in the frequency space by Fourier transformation
as
φ(u, v) =
∫ ∞
−∞
eiωvφω(u)dω, (59)
where φω(u) is a localized and normalizable function in frequency space. For example, we can
choose φω(u) to be
φω(u) ∼ e−
ω2
ε2 e−
ε2
ω2 f(
ω
ε
)gω(u), (60)
where gω(u) is a function carrying radial variable u and f(
ω
ε
) is arbitrary O(1) function of in
frequency space. Then, φω(u) is suppressed as ω approach either zero or∞ by the exponential
factors in it. Consequently, this function is extremely localized around ω = ±ε and normaliz-
able. Using the argument in Appendix D, one can show that Fourier transformation of Eq(60)
becomes a form as Eq(11) in the frequency space. This shows that the properties of Eq(60)
is consistent with those of φ(0)(v) introduced in Sec.2.1. The dilaton equation in momentum
space can be read off by acting an integral operator 1
2π
∫∞
−∞ e
−iνvdv on Eq(44). The equation
in the momentum space has a form of
0 = ∂u
(
(u− 1)2(u2 + 2u+ 3)∂uφν(u)
)
+
iν
r0
∂u(u
2φν(u)) +
iνu2
r0
∂uφν(u) (61)
− 2
∫ ∞
−∞
∂u (u∂uφω(u))Eν−ωdω,
where Eν−ω is Fourier transfor of E(v) as defined in Eq(155). In the inner and outer region,
we expand the dilaton field as
Inner Region : φ(in)ν(ξ) = φ
(0)
(in)ν(ξ) + νφ
(1)
(in)ν(ξ) + ν
2φ
(2)
(in)ν(ξ) + ..., (62)
Outer Region : φν(u) = φ
(0)
ν + νφ
(1)
ν (u) + ν
2φ(2)ν (u) + ..., (63)
respectively. To avoid confusion, we do not tag outer region solutions with “(out)”.
3.1 Inner Solution
As discussed in Sec.2.3, we solve linear dilaton equation by ignoring the last term in Eq(61).
Switching radial variable u to ξ, the dilaton equation in the inner region becomes
ξ2∂ξ
(
(6 +
4ν
ξ
+
ν2
ξ2
)∂ξφ(in)ν(ξ)
)
− 2iξ
2
r0
(1+
ν
ξ
)2∂ξφ(in)ν(ξ) +
2iξ2
r0
(
ν
ξ2
+
ν2
ξ3
)φ(in)ν(ξ) = 0. (64)
The zeroth order equation in ν is
6ξ2∂2ξφ
(0)
(in)ν(ξ)−
2iξ2
r0
∂ξφ
(0)
(in)ν(ξ) = 0. (65)
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This equation gives two linearly independent solutions,
φ
(0)
(in)ν = A
(0)
ν +B
(0)
ν e
i
3r0
ξ
, (66)
where A
(0)
ν is purely incoming wave and the term multiplying B
(0)
ν is purely outgoing wave at
the extremal black brane horizon: ξ = ∞. The subscript “ν” denotes that the integration
constants depend on frequency. These two independent solutions are regular at the horizon up
to the zeroth order in ν. First order equation in ν is
6ξ2∂2ξφ
(1)
(in)ν(ξ)−
2iξ2
r0
∂ξφ
(1)
(in)ν(ξ) +
2i
r0
(
A(0)ν +B
(0)
ν e
i
3r0
ξ
)
= 0. (67)
The solution of this equation is
φ
(1)
(in)ν = −
iA
(0)
ν
3r0
∫ ξ
∞
e
i
3r0
ξ′
dξ′
(∫ ξ′
∞
e
− i
3r0
ξ′′
ξ′′2
dξ′′ +B(1)ν
)
+ A(1)ν +
iB
(0)
ν
3r0
∫ ξ
∞
e
i
3r0
ξ′
ξ′
dξ′, (68)
where A
(1)
ν and B
(1)
ν are integration constants, which are corresponding to incoming and out-
going waves at the horizon respectively. Using
∫ x
eiαx
′
dx′
∫ x′ e−iαx′′
x′′2
dx′′ = eiαxE1(iαx), (69)
Eq(68) becomes
φ
(1)
(in)ν(ξ) = A
(1)
ν − A(0)ν B(1)ν e
iξ
3r0 − iA
(0)
ν
3r0
e
i
3r0
ξ
E1(
i
3r0
ξ)− iB
(0)
ν
3r0
E1(− i
3r0
ξ) (70)
The first and the third terms are incoming waves at the horizon, whereas the others are outgoing
waves. Let us discuss the asymptotic form of the solution. For large y, E1(y) is expanded as
E1(y) =
e−y
y
∞∑
n=0
(−1)n(n)!
yn
, (71)
where y is pure imaginary number, so e−y term is bounded. It is manifest that E1(y) is
regular as y approaches infinity. In the case that y goes to zero, the function E1(y) becomes
divergent. Let us argue what the leading divergence is. To see the leading divergence, we
calculate following object:
lim
y→0
E1(y)
ln(y)
= lim
y→0
dE1(y)
dy
dln(y)
dy
= −1, (72)
where we have used Hospital’s theorem for the first equality. Then, the leading divergent term is
logarithmic. Consequently, this solution is regular at the horizon and divergent logarithmically
near the matching region.
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3.2 Outer Solution
In Appendix B, we evaluate the dilaton in outer region as u → 1 in the extremal limit. The
solution in momentum space is given by
φν(u) ≡ (φ(0)ν + νφ(1)ν (u)) = φ(0)ν +
iνφ
(0)
ν
r0
∫ u Λ1 − u2
u2U0(u)
du+ Λ2, (73)
where Λ1 and Λ2 come from the Fourier transforms of the integration constants Λ1(v) and
Λ2(v). They depend on ν. Near matching region expansion of Eq(73) is
φν(u) = φ
(0)
ν +
iνφ
(0)
ν
6(u− 1)r0 (1− Λ1)−
iνφ
(0)
ν
9r0
ln(u− 1) (2 + Λ1) (74)
+
iνφ
(0)
ν
36r0
(
(Λ1 − 7)
√
2tan−1(
√
2) + 2(Λ1 + 2)ln(6) +
π√
2
(7− Λ1)
)
+
iνφ
(0)
ν
18r0
(u− 1) +O(u− 1)2.
3.3 Matching
For the inner solution to match the outer one, we need to switch the radial coordinate ξ to u
near matching region. The matching region is defined as a region with ν
u−1 ∼ δ. The scaling
limit(42) shows that ν
u−1 can become a small expansion parameter near matching region. The
outer region solution is perturbative solution order by order in ν. It is justified that one can
do series expansion of φ(in)ν in ν for matching the outer solution. The inner region solution up
to the leading order correction in ν, Eq(70), in the radial variable u is given by
φ(in)ν(u) = A
(0)
ν +B
(0)
ν e
iν
3r0(u−1) + ν
(
A(1)ν − A(0)ν B(1)ν e
iν
3r0(u−1) (75)
− iA
(0)
ν
3r0
e
iν
3r0(u−1)E1(
iν
3r0(u− 1))−
iB
(0)
ν
3r0
E1(
−iν
3r0(u− 1))
)
.
Using asymptotic expansion of E1(y) for small y as
E1(y) = −γ − ln(y)−
∞∑
n=1
(−1)nyn
nn!
, (76)
we expand the inner region solution in terms of ν
u−1 . The expansion has a form of
φ(in)ν(u) = A
(0)
ν +B
(0)
ν + ν
(
iB
(0)
ν
3r0(u− 1) −
i
3r0
(A(0)ν +B
(0)
ν )ln(u− 1) + A(1)ν (77)
− A(0)ν B(1)ν +
iγ
3r0
(A(0)ν +B
(0)
ν ) +
iA
(0)
ν
3r0
ln
(
iν
3r0
)
+
iB
(0)
ν
3r0
ln
(
− iν
3r0
))
+ O(
ν
u− 1)
2
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We compare the asymptotes of φ(in)ν(u) with Eq(74) to determine each coefficient in it. At
the zeroth order in ν,
A(0)ν +B
(0)
ν = φ
(0)
ν . (78)
At the first order,
A(0)ν +B
(0)
ν =
2 + Λ1
3
φ(0)ν , (79)
B(0)ν =
1− Λ1
2
φ(0)ν , (80)
A(0)ν B
(1)
ν − A(1)ν =
iφ
(0)
ν
36r0
(
(Λ1 − 7)
√
2tan−1(
√
2) + 2(Λ1 + 2)ln(6) +
π√
2
(7− Λ1)
)
(81)
− iγ
3r0
(A(0)ν +B
(0)
ν )−
iA
(0)
ν
3r0
ln
(
iν
3r0
)
− iB
(0)
ν
3r0
ln
(
− iν
3r0
)
.
Eq(78), Eq(79), Eq(80) and Eq(81) provide
Λ1 = 1, A
(0)
ν = φ
(0)
ν , B
(0)
ν = 0, (82)
and
A(1)ν − A(0)ν B(1)ν =
iφ
(0)
ν
6r0
(√
2tan−1(
√
2)− ln(6)− π√
2
)
+
iγφ
(0)
ν
3r0
+
iφ
(0)
ν
3r0
ln
(
iν
3r0
)
. (83)
3.4 More on Dilaton Solution in Inner Region
As is clear from Eq(77), the lowest order solution in the inner region, expressed in terms of
coordinate u contains all power of ν. This is true for all higher order corrections to the inner
region solution as well. More precisely, νnφ
(n)
(in)ν(ξ), expressed in terms of u will have terms of
O(νm) with m > 1. These terms are crucial in ensuring a smooth matching with the outer
region solution. For example, in Eq(74) there is a term ∼ νφ(0)ν (u − 1)- but such a term is
not present in νφ
(1)
(in)ν(u). We now show that such a term is actually present in ν
2φ
(2)
(in)ν(u)
with precisely the correct coefficient. To see this, let us evaluate the second order correction
of dialton field. The second order equation is
6ξ2∂2ξφ
(2)
(in)ν(ξ)−
2iξ2
r0
∂ξφ
(2)
(in)ν(ξ) + g(2)ν(ξ) = 0, (84)
where g(2)ν(ξ) is
g(2)ν(ξ) = 4ξφ
(1)′′
(in)ν(ξ)− 4(1 +
iξ
r0
)φ
(1)′
(in)ν(ξ) +
2i
r0
φ
(1)
(in)ν(ξ) +
2i
ξr0
φ
(0)
(in)ν . (85)
The prime indicates derivative respect to ξ. The solution of this equation is
φ
(2)
(in)ν(ξ) = A
(2)
ν +
iB
(2)
ν r0
2
e
i
3r0
ξ − ir0
2
(∫ ξ
∞
g(2)ν(ξ
′)
ξ′2
dξ′ − e i3r0 ξ
∫ ξ
∞
g(2)ν(ξ
′)
ξ′2
e
− i
3r0
ξ′
dξ′
)
, (86)
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where we set B
(2)
ν = 0 because it cause logarithmic divergence at the horizon in the third order
in ν. Near horizon, φ
(2)
(in)ν(ξ) is expanded as
φ
(2)
(in)ν(ξ) =
∞∑
n=0
αnν
ξn
+ φ(0)ν B
(1)
ν
(
− 4i
9r0
lnξ +
1
ξ
+ ...
)
, (87)
where α0ν = A
(2)
ν , α1ν = −A(1)ν , α2ν = φ(0)ν − 3ir0A(1)ν and so on. Regularity condition of φ(2)(in)ν(ξ)
at the horizon forces B
(1)
ν = 0. Only incoming wave is allowed in φ
(1)
(in)ν(ξ) too. Near the
matching region, we switch the radial variable ξ to u for matching with the outer solution.
Defining a new integral variable y as ξ′ ≡ ν
y−1 , Eq(86) becomes
φ
(2)
(in)ν(u) = A
(2)
ν +
ir0
2ν
(∫ u
g(2)ν(
ν
y − 1)dy − e
iν
3r0(u−1)
∫ u
g(2)ν(
ν
y − 1)e
− iν
3r0(y−1)dy
)
. (88)
For matching, we expand φ
(2)
(in)ν(u) in ν as
φ
(2)
(in)ν(u) =
iφ
(0)
ν (u− 1)
18r0ν
+
∞∑
j=0
νj
(u− 1)j
(
β
(2)
jν + β
(2)′
jν ln(u− 1) + β(2)′′jν (ln(u− 1))2
)
, (89)
where β
(2)
jν ,β
(2)′
jν and β
(2)′′
jν are O(1) constants, some of which are given by β
(2)′
0 =
6iA
(1)
ν r0+φ
(0)
ν
18r20
,
β
(2)′′
0 = − φ
(0)
ν
54r20
and so on. The first term in Eq(89) is proportional to ν, which matches the last
term in Eq(74) precisely. We expect that similar mechanism ensures matching of the higher
order terms.
4 Divergence Resolution of Back Reacted Metric and
Gauge Field
In this section, we extend our discussion into back reactions. In Appendix.C, we obtain the
equations of the back reactions without ignoring time derivatives. These equations are the
starting point for our discussion.
4.1 Inner Solution
We begin with Eq(154). To solve this equation in the inner region, we need to substitute the
inner region solution of the dilaton field into it. To do this, we take the inner region dilaton
solution back to the outer region: φ(in)ω(ξ)→ φ(in)ω( ωu−1) and plug it into Eq(154). With this,
Eq(154) becomes
∂uhν(u) = −u
4
∫ ∞
−∞
dω∂uφ(in)ν−ω(
ν − ω
u− 1 )∂uφ(in)ω(
ω
u− 1). (90)
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The u-derivative acting on the dilaton can be switched to derivative with respect to its argument
as
∂uφ(in)ω(
ω
u− 1) = −
ω
(u− 1)2φ
′
(in)ω(
ω
u− 1). (91)
After this, we replace the radial coordinate u with ξ. Then, Eq(154) becomes
h′(in)ν(ξ) =
ξ2(1 + ν
ξ
)
4ν3
(∫ ∞
−∞
dωω(ν − ω)φ′(in)ω(
ω
ν
ξ)φ′(in)ν−ω(
ν − ω
ν
ξ)
)
, (92)
where the prime on the dilaton denotes derivative with respect to its argument, whereas the
prime on h(in)ν(ξ) does derivative with respect to ξ. Plugging the dilaton expansion(62) into
Eq(92), it becomes
h′(in)ν(ξ) =
ξ2
4ν3
(1 +
ν
ξ
)
∫ ∞
−∞
dωω2(ν − ω)2
(
φ
(1)′
(in)ω(
ω
ν
ξ)φ
(1)′
(in)ν−ω(
ν − ω
ν
ξ) (93)
+ ωφ
(2)′
(in)ω(
ω
ν
ξ)φ
(1)′
(in)ν−ω(
ν − ω
ν
ξ) + (ν − ω)φ(1)′(in)ω(
ω
ν
ξ)φ
(2)′
(in)ν−ω(
ν − ω
ν
ξ)
+ ...) .
h(in)ν(ξ) is also localized function around ν ∼ ±ε in frequency space as the dilaton field (See
the discussion below Eq(60) in Sec.3). Then, we expand h(in)ν(ξ) as
h(in)ν(ξ) = H¯ν + h
(1)
(in)ν(ξ) + νh
(2)
(in)ν(ξ) + ..., (94)
where h
(1)
(in)ν(ξ) is in the first order in small frequency and νh
(2)
(in)ν(ξ) is in the second order and so
on. We expand the other corrections of the back reactions in the same way. H¯ν is an integration
constant which can be expanded as H¯ν = νH¯
(1)
ν + ν2H¯
(2)
ν ..., where H¯
(1)
ν and H¯
(2)
ν ... are O(1)
constants. We note that counting power of ε of the solutions to show that each solution is in the
correct order in small frequency expansion is not manifest in the frequency space. In Appendix
D, we discuss details about this power counting by scaling all the frequencies appeared in the
solutions with ε. The solutions up to the second order in small frequency are
h
(1)
(in)ν(ξ) = νH˜
(1)
ν +
∫ ξ
∞
ξ′2dξ′
4ν3
∫ ∞
−∞
dωω2(ν − ω)2φ(1)′(in)ω(
ω
ν
ξ′)φ
(1)′
(in)ν−ω(
ν − ω
ν
ξ′), (95)
h
(2)
(in)ν(ξ) = νH˜
(2)
ν +
∫ ξ
∞
ξ′2dξ′
4ν4
∫ ∞
−∞
dωω2(ν − ω)2
(
ν
ξ′
φ
(1)′
(in)ω(
ω
ν
ξ′)φ
(1)′
(in)ν−ω(
ν − ω
ν
ξ′) (96)
+ ωφ
(2)′
(in)ω(
ω
ν
ξ′)φ
(1)′
(in)ν−ω(
ν − ω
ν
ξ′) + (ν − ω)φ(1)′(in)ω(
ω
ν
ξ′)φ
(2)′
(in)ν−ω(
ν − ω
ν
ξ′)
)
.
As will be shown below, the terms containing ξ′-integrations appearing in Eq(95) and Eq(96)
vanish as ξ → ∞. However, the near matching region expansions of those terms present
additive constant terms. H˜
(1)
ν and H˜
(2)
ν are O(1) numerical constants which are designed so
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that they precisely cancel those additive constant terms. With such a choice of H˜
(1)
ν and H˜
(2)
ν ,
the only constant term in the overlapping region expansion of h(in)ν(ξ) to match that in the
outer region solution hν(u) become H¯ν (See Eq(94) and Eq(124)). There will be numerical
constants as A˜
(2)
ν , A˜
(3)
ν , K˜
(3)
ν and K˜
(4)
ν appearing in a(in)ν(ξ) and k(in)ν(ξ) to be determined by
the same manner. They provide the near matching region expansions of a(in)ν(ξ) and k(in)ν(ξ)
to be exactly given by Eq(126) and Eq(127). We cannot determine these numerical constants
analytically but in principle one can obtain the precise values.
Let us discuss regularity of the solutions. H¯ν is regular everywhere. To see the behaviors
of h
(1)
(in)ν(ξ) and h
(2)
(in)ν(ξ) we expand φ
(1)′
(in)ω(x) and φ
(2)′
(in)ω(x) in Eq(95) and Eq(96) in the limit of
large value of their argument x using that Eq(70), Eq(71), Eq(87) and B
(0)
ν = B
(1)
ν = 0. They
are given by
φ
(1)′
(in)ω(x) = −
iφ
(0)
ω
3r0x
∞∑
n=1
(−1)nn!
( ix
3r0
)n
, (97)
φ
(2)′
(in)ω(x) = −
∞∑
n=1
nαnω
xn+1
. (98)
Substitution of Eq(97) to Eq(95) provides near horizon expansion of h
(1)
(in)ν(ξ) as
h
(1)
(in)ν(ξ) = νH˜
(1)
ν +
∞∑
n,m=1
Amn
ξm+n−1
, (99)
where
Amn =
1
4
m!n!(−1)m+n+1
m+ n− 1 ν
m+n−1
(
i
3r0
)2−m−n ∫ ∞
−∞
φ(0)ω φ
(0)
ν−ωω
1−n(ν − ω)1−mdω, (100)
where m and n are integers. We note that the ω-integration in Eq(100) seems to have poles
at ω = 0 and ω = ν for m + n > 2 and could lead to an infinite integrand. However,
we set φ
(0)
ω ∼ e− ε
2
ω2 as ω → 0 as discussed in the beginning of Sec.3 (See Eq(60)). This
ensures that the integration is finite. Then, near horizon behavior of h
(1)
(in)ν(ξ) is given by
h
(1)
(in)ν(ξ) ∼ νH˜(1)ν +O(1ξ ).
We obtain near horizon behavior of h
(2)
(in)ν(ξ) by plugging Eq(97) and Eq(98) into Eq(96),
which is given by
h
(2)
(in)ν(ξ) = νH˜
(2)
ν +
∞∑
n,m=1
(
m+ n− 1
m+ n
Amn
ξm+n
+
Bmn
ξm+n−1
)
, (101)
where
Bmn =
1
4
m!(n)(−1)m+1
m+ n− 1 ν
m+n−2
(
i
3r0
)1−m ∫ ∞
−∞
(
φ
(0)
ν−ωα
n
ωω
2−n(ν − ω)1−m (102)
+ φ(0)ω α
n
ν−ωω
1−m(ν − ω)2−n) dω,
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The αnω in Eq(102) are proportional to φ
(0)
ω (See Eq(82), Eq(83), Eq(87) and discussion
below it). This ensures that the integration in Eq(102) is also finite. Consequently, h
(2)
(in)ν(ξ) ∼
νH˜
(2)
ν +O(1ξ ) near horizon.
Secondly we solve Eq(159) which provides solutions of gauge field corrections in the inner
region. Switching radial variable u to ξ, Eq(159) becomes
a′(in)ν(ξ) =
νr0
ξ2(1 + ν
ξ
)2
(
Cν +
√
3h(in)ν(ξ)
)
. (103)
We expand the charge density as Cν = C
(0)
ν + νC
(1)
ν + ν2C
(2)
ν .... a(in)ν(ξ) can be expanded as
a(in)ν(ξ) = A¯ν + a
(1)
(in)ν(ξ)+ νa
(2)
(in)ν(ξ) + ν
2a
(3)
(in)ν(ξ)..., where again A¯ν is an integration constant
which is also expanded as A¯ν = νA¯
(1)
ν + ν2A¯
(2)
ν ... The solutions up to the third order expansion
are given by
a
(1)
(in)ν(ξ) = −r0ν
C
(0)
ν
ξ
, (104)
a
(2)
(in)ν(ξ) = νA˜
(2)
ν +
√
3r0
∫ ξ
∞
dξ′
ξ′2
h
(1)
(in)ν(ξ
′)−
√
3r0ν
ξ
H¯(1)ν + r0ν
(
C
(0)
ν
ξ2
− C
(1)
ν
ξ
)
, (105)
a
(3)
(in)ν(ξ) = νA˜
(3)
ν +
√
3r0
∫ ξ
∞
dξ′
ξ′2
(
h
(2)
(in)ν(ξ
′)− 2
ξ′
h
(1)
(in)ν(ξ
′)
)
+
√
3r0ν
(
H¯
(1)
ν
ξ2
− H¯
(2)
ν
ξ
)
(106)
− r0ν
(
C
(0)
ν
ξ3
− C
(1)
ν
ξ2
+
C
(2)
ν
ξ
)
.
The reason why we need to obtain a(in)ν(ξ) up to the third order in the small frequency is that
when we plug the nth order solution of h(in)ν(ξ) into Eq(103), we get n+1th order solution of
a(in)ν(ξ). For the same reason, we need to get the inner solution of k(in)ν(ξ) up to the fourth
order in small frequency.
Let us explore near horizon limit of the solutions. a
(1)
(in)ν(ξ) is manifestly regular at the
horizon. Using Eq(99) and Eq(101), we evaluate near horizon expansions of a
(2)
(in)ν and a
(3)
(in)ν
which have forms of
a
(2)
(in)ν = νA˜
(2)
ν −
√
3r0
∞∑
m,n=1
Amn
m+ n
1
ξm+n
−
√
3r0ν
ξ
H¯(1)ν + r0ν
(
C
(0)
ν
ξ2
− C
(1)
ν
ξ
)
(107)
−
√
3r0ν
ξ
H˜(1)ν ,
a
(3)
(in)ν = νA˜
(3)
ν +
√
3r0
∞∑
m,n=1
(
Amn
m+ n
1
ξm+n+1
− Bmn
m+ n
1
ξm+n
)
+
√
3r0ν
H¯
(1)
ν
ξ2
(108)
−
√
3r0ν
H¯
(2)
ν
ξ
− r0ν
(
C(0)
ξ3
− C
(1)
ξ2
+
C(2)
ξ
)
+
√
3r0ν
(
H˜
(1)
ν
ξ2
− H˜
(2)
ν
ξ
)
.
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Then, a(in)ν(ξ) is finite at the horizon.
Combining Eq(158) and Eq(160), we get
0 = −6(u4 − 1)hν(u)− u(u4 − 4u+ 3)h′ν(u) +
1
r40
(uk′ν(u)− kν(u)) + 2
√
3Cν , (109)
which gives solutions of k(in)ν(ξ). Changing radial coordinate u into ξ, this equation becomes
0 = ν2
(
6 +
10ν
ξ
+
5ν2
ξ2
+
ν3
ξ3
)
h′(in)ν(ξ)− 6ν
(
4ν
ξ
+
6ν2
ξ2
+
4ν3
ξ3
+
ν4
ξ4
)
h(in)ν(ξ) (110)
+ 2
√
3νCν − 1
r40
(
νk(in)ν(ξ) + (ξ
2 + νξ)k′(in)ν(ξ)
)
.
We expand k(in)ν(ξ) as k(in)ν(ξ) = K¯ν(ξ) + k
(1)
(in)ν(ξ) + νk
(2)
(in)ν(ξ) + ν
2k
(3)
(in)ν(ξ)..., where K¯ν(ξ) is
a homogeneous solution of Eq(110) which satisfies
νK¯ν(ξ) + (ξ
2 + νξ)K¯ ′ν(ξ) = 0. (111)
The solution of Eq(111) is given by
K¯ν(ξ) = νK¯
(1)
ν + ν
2
(
K¯(2)ν +
K¯
(1)
ν
ξ
)
+ ν3
(
K¯(3)ν +
K¯
(2)
ν
ξ
)
..., (112)
where K¯
(1)
ν , K¯
(2)
ν and K¯
(3)
ν ... are arbitrary O(1) constants. We solve Eq(110) up to fourth
order in small frequency which are given by
k
(1)
(in)ν(ξ) = −2
√
3r40ν
C
(0)
ν
ξ
(113)
k
(2)
(in)ν(ξ) = −2
√
3r40ν
C
(1)
ν
ξ
(114)
k
(3)
(in)ν(ξ) = νK˜
(3)
ν + 6r
4
0
∫ ξ
∞
dξ′
ξ′2
(
h
(1)′
(in)ν(ξ
′)− 4
ξ′
h
(1)
(in)ν(ξ
′)
)
+ 12r40ν
H¯
(1)
ν
ξ2
(115)
− 2
√
3r40ν
C
(2)
ν
ξ
,
k
(4)
(in)ν(ξ) = νK˜
(4)
ν − 6r40
∫ ξ
∞
dξ′
ξ′2
∫ ξ′
∞
dξ′′
ξ′′2
(
h
(1)′
(in)ν(ξ
′′)− 4
ξ′′
h
(1)
(in)ν(ξ
′′)
)
(116)
− 2r40
∫ ξ
∞
dξ′
ξ′2
(
12
ξ′
h
(2)
(in)ν(ξ
′) +
6
ξ′2
h
(1)
(in)ν(ξ
′)− 3h(2)′(in)ν(ξ′)−
2
ξ′
h
(1)′
(in)ν(ξ
′)
)
+ 12r40ν
H¯
(2)
ν
ξ2
+ 8r40ν
H¯
(1)
ν
ξ3
− 2
√
3r40ν
C
(3)
ν
ξ
+ ν
K˜
(3)
ν
ξ
.
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K¯ν(ξ), k
(1)
(in)ν(ξ) and k
(2)
(in)ν(ξ) are manifestly regular at the horizon. We list behaviors of k
(3)
(in)ν(ξ)
and k
(4)
(in)ν(ξ) near horizon:
k
(3)
(in)ν(ξ) = νK˜
(3)
ν + 12r
4
0ν
H¯
(1)
ν + H˜
(1)
ν
ξ2
− 2
√
3r40ν
C
(2)
ν
ξ
+ 6r40
∞∑
m,n=1
m+ n+ 3
m+ n+ 1
Amn
ξm+n+1
,(117)
k
(4)
(in)ν(ξ) = νK˜
(4)
ν + 12r
4
0ν
H¯
(2)
ν + H˜
(2)
ν
ξ2
+ 8r40ν
H¯
(1)
ν + H˜
(1)
ν
ξ3
− 2
√
3r40ν
C
(3)
ν
ξ
+ ν
K˜
(3)
ν
ξ
(118)
+ r40
∞∑
m,n=1
6(m+ n+ 3)
m+ n + 1
Bmn
ξm+n+1
+ r40
∞∑
m,n=1
Amn
ξm+n+2
(
10m+ 10n+ 2
m+ n+ 2
+
6(m+ n + 3)
(m+ n+ 1)(m+ n+ 2)
+
24(m+ n− 1)
(m+ n)(m+ n + 2)
)
.
As ξ →∞, k(3)(in)ν(ξ) ∼ νK˜(3)ν +O(1ξ ) and k(4)(in)ν(ξ) ∼ νK˜(4)ν +O(1ξ ). Therefore, the inner region
solutions are regular solutions.
Finally, we solve Eq(149) to obtain the constraint equations in the inner region, which are
given by
0 = E(0)ν −
√
3C(0)ν , (119)
0 = iν2r0
(
−2
√
3C(1)ν + 2E
(1)
ν +
K¯
(1)
ν
r40
)
+
1
2
∫ ∞
−∞
dω(ν − ω)ωφ(0)ν−ωφ(0)ω , (120)
0 = iν3r0
(
−2
√
3C(2)ν + 2E
(2)
ν +
K¯
(2)
ν
r40
)
−
∫ ∞
−∞
dω(ν − ω)ω2φ(0)ν−ωA(1)ω . (121)
4.2 Matching
In this subsection, we show that the inner region solutions solved in the previous subsection
are smoothly connected to the outer region solutions in Sec.2.1. Let us start with h(in)ν(ξ).
Near matching region, we expand Eq(95) with small ξ using Eq(70) and Eq(76). Integrating
by ξ, Eq(95) becomes
h
(1)
(in)ν(
ν
u− 1) =
1
4
(
i
3r0
)2 ∫ ∞
−∞
dωω(ν − ω)φ(0)ω φ(0)ν−ω
1
u− 1 + subleading terms..., (122)
where the “subleading terms” denote terms which are higher order in ν when h
(1)
(in)ν(ξ) is
expressed in terms of u (We obtain leading corrections only in the outer region). The same
procedure is applied to Eq(96). Near the overlapping region, the expansion of h
(2)
(in)ν(u) becomes
νh
(2)
(in)ν(
ν
u− 1) = −
1
6
(
i
3r0
)2 ∫ ∞
−∞
dωω(ν−ω)φ(0)ω φ(0)ν−ωln
(
u− 1
ν
)
+ subleading terms... (123)
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Combining these, we get near matching region expansion of h(in)ν(u) which is a form of
h(in)ν(u) = νH¯
(1)
ν + ν
2H¯(2)ν +
1
4
(
i
3r0
)2 ∫ ∞
−∞
dωω(ν − ω)φ(0)ω φ(0)ν−ω
(
1
u− 1 −
2
3
ln(
u− 1
ν
)
)
+ ...
(124)
As u→ 1, the outer region solution of hν in momentum space is expanded as
hν(u) =
1
4
(
i
3r0
)2
∫ ∞
−∞
dωω(ν − ω)φ(0)ω φ(0)ν−ω
(
1
u− 1 −
2
3
ln(u− 1)− 1
24
(
8 +
13
√
2π
2
(125)
− 13
√
2tan−1(
√
2)− 8ln(6)
)
+ ...
)
(See Appendix B). Consequently, Eq(124) completely matches Eq(125) requesting that H¯
(1)
ν =
0, ν2H¯
(2)
ν =
1
864r20
∫∞
−∞ dωω(ν − ω)φ(0)ω φ(0)ν−ω
(
8 + 13
√
2π
2
− 13√2tan−1(√2)− 8ln(6) + 16ln(ν)
)
,
and so on.
In the overlapping region, a(in)ν(u) and k(in)ν(u) are obtained in the same way. As ξ
approaches zero, a(in)ν(u) and k(in)ν(u) are expanded as
a(in)ν(u) = −r0C(0)ν
(
(u− 1)− (u− 1)2 + (u− 1)3...)− r0νC(1)ν ((u− 1)− (u− 1)2...)(126)
− r0ν2C(2)ν (u− 1)...+ νA¯(1)ν + ν2A¯(2)ν + ν2A¯(3)ν ...
−
√
3r0νH¯
(1)
ν
(
(u− 1)− (u− 1)2...)−√3r0ν2H¯(2)ν (u− 1)...
+
√
3r0
4
(
i
3r0
)2
∫ ∞
−∞
dωω(ν − ω)φ(0)ω φ(0)ν−ω
(
−ln
(
u− 1
ν
)
+
2
3
(u− 1)ln
(
u− 1
ν
)
+
4
3
(u− 1)...
)
,
k(in)ν(u) = νK¯
(1)
ν + ν(u− 1)K¯(1)ν + ν2K¯(2)ν + ν2(u− 1)K¯(2)ν + ν3K¯(3)ν (127)
+ ν3(u− 1)K¯(3)ν + ν4K¯(4)ν ...− 2
√
3r40(u− 1)
(
C(0)ν + νC
(1)
ν + ν
2C(2)ν + ν
3C(3)ν ...
)
+ 4r40νH¯
(1)
ν
(
3(u− 1)2 + 2(u− 1)3...)+ 12r40ν2(u− 1)2H¯(2)ν ...+ ν3K˜3ν (u− 1)...
+
1
4
r20
∫ ∞
−∞
dωω(ν − ω)φ(0)ω φ(0)ν−ω
(
8
9
(u− 1)2ln
(
u− 1
ν
)
− 2(u− 1)
− 5
3
(u− 1)2...
)
.
In the overlapping region, the outer region solutions aν(u) and kν(u) in momentum space are
given by
aν(u) =
√
3r0
4
(
i
3r0
)2
∫ ∞
−∞
dωω(ν − ω)φ(0)ω φ(0)ν−ω
(
−ln(u− 1) + 2
3
(u− 1)ln(u− 1) (128)
+
1
8
(
−10 + 2
√
2tan−1(
√
2)−
√
2π + 4ln(6)
)
+
1
24
(
40− 13
√
2tan−1(
√
2)− 8ln(6) + 13
√
2π
2
)
(u− 1) +...) +O(u− 1)2,
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kν(u) =
1
4
r20
∫ ∞
−∞
dωω(ν − ω)φ(0)ω φ(0)ν−ω
(
8
9
(u− 1)2ln(u− 1)− 1 +
√
2tan−1(
√
2) (129)
+ (
√
2tan−1(
√
2)− 3)(u− 1) +
(
13
√
2π
36
− 11
9
− 4ln(6)
9
− 13tan
−1(
√
2)
9
√
2
)
(u− 1)2
)
+ r0k¯
ν
1 + r0k¯
ν
1 (u− 1) +O(u− 1)3,
where again k¯ν1 is the Fourier transform of k¯1(v). We compare Eq(126), Eq(127) with Eq(128),
Eq(129) respectively to decide that C
(0)
ν = C
(1)
ν = C
(2)
ν = A¯
(1)
ν = K¯
(1)
ν = 0,
ν2A¯(2)ν = −
√
3
288
∫ ∞
−∞
dωω(ν − ω)φ(0)ω φ(0)ν−ω
(
−10 + 2
√
2tan−1(
√
2)−
√
2π
+ 4ln(6)− 8ln(ν))
and ν2K¯(2) =
1
4
r20
∫ ∞
−∞
dωω(ν − ω)φ(0)ω φ(0)ν−ω
(√
2tan−1(
√
2)− 1
)
+ r0k¯
ν
1 .
A¯
(3)
ν , K¯
(3)
ν and K¯
(4)
ν are determined by matching with higher orders in the outer region solutions.
With the coefficients determined in this fashion, two solutions are connected smoothly in the
matching region.
The constraint equations in the inner region are the same with those in the outer region.
Plugging C
(0)
ν = 0 into Eq(119), we obtain E
(0)
ν = 0. By using C
(1)
ν = K¯
(1)
ν = 0, Eq(120)
becomes
ν2E(1)ν = −
1
4ir0
∫ ∞
−∞
dωω(ν − ω)φ(0)ω φ(0)ν−ω, (130)
They are the same with the momentum space expression of Eq(35) and Eq(36).
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Appendix
A Leading Corrections of the Toy-Model
A.1 Equations of motions
With Eq(29), the leading order Einstein equations for h(r, v), a(r, v) and k(r, v) become
Wrr = −2h
′(r, v)
r
− 1
2
(∂vφ0)
2
(
r20 − r2
r2U0(r)
)2
= 0 (131)
24
Wrv =
1
2r4
(−12r4h(r, v)− 2r(r4 + rǫ0 − ρ20)h′(r, v) (132)
− 2rk′(r, v) + 4r2ρ0a′(r, v) + 2k(r, v) + r2k′′(r, v)
)
− 1
2
(∂vφ0)
2
(
r20 − r2
r2U0(r)
)
= 0
Wvv = −U0(r)
2r4
(−12r4h(r, v)− 2r(r4 + rǫ0 − ρ20)h′(r, v) (133)
− 2rk′(r, v) + 4r2ρ0a′(r, v) + 2k(r, v) + r2k′′(r, v)
)
− 1
2
(∂vφ0)
2 +
1
r3
(2rr30E˙(v)− 2ρ0r20C˙(v)) = 0
Wii = − 1
r2
(6r4h(r, v) + k(r, v) + r3U0(r)h
′(r, v) (134)
− rk′(r, v) + 2r2ρ0a′(r, v))) = 0
,where Wii ≡ Wxx = Wyy and dots and primes indicate derivatives with respect to v and r
respectively. The gauge field equations are
Y v = − 1
r2
(
ρ0h
′(r, v) + 2ra′(r, v) + r2a′′(r, v)
)
= 0, (135)
Y r =
r20
r2
C˙(v) = 0. (136)
The other components of the Einstein equations and gauge field equations are zero. These are
the leading order equations in the naive derivative expansion. This means that v-derivatives
on h(r, v), a(r, v) and k(r, v) are ignored.
Eq(136) shows that there is no dynamics for the charge density. By the initial conditions
mentioned in Sec.2, C(v) = 0. A particular combination of Einstein equations, WrvU0(r, v) +
Wvv = 0, gives
E˙(v) =
1
4r0
(∂vφ(0)(v))
2 (137)
This equation indicates that E(v) ∼ O(ε). This justifies that E(v) in the metric factor U(r, v)
is suppressed by ε to produce the second order terms in Eq(19). We solve Eq(131), Eq(135),
Eq(134) to get Eq(31), Eq(33),Eq(32) respectively. The other Einstein equations are satisfied
with the solutions.
B Outer Solution in Extremal Limit
B.1 Dilaton solution
We start with Eq(20). In the case of extremality, Eq(20) can have a form of
φ(u, v) = φ(0)(v) +
∂vφ(0)(v)
6(u− 1)r0 (1− Λ1(v))−
∂vφ(0)(v)
9r0
ln(u− 1) (2 + Λ1(v)) (138)
+
∂vφ(0)(v)
36r0
(
(Λ1(v)− 7)
√
2tan−1(
u+ 1√
2
) + 2(Λ1(v) + 2)ln(u
2 + 2u+ 3)
)
+ Λ2(v).
25
As u→∞, a boundary condition that we demand for the dialton is φ(u, v)|u=∞ = φ(0)(v). This
boundary condition yields Λ2(v) = − iπφ036√2r0 (Λ1(v) − 7). With this, φ(r, v) has an asymptotic
behavior of
φ(u, v) = φ(0)(v) +
∂vφ(0)(v)
6(u− 1)r0 (1− Λ1(v))−
∂vφ(0)(v)
9r0
ln(u− 1) (2 + Λ1(v)) (139)
+
∂vφ(0)(v)
36r0
(
(Λ1(v)− 7)
√
2tan−1(
√
2) + 2(Λ1(v) + 2)ln(6) +
π√
2
(7− Λ1(v))
)
+ O(u− 1),
as u→ 1, near the black brane horizon.
B.2 Metric and Gauge Field Solution
As we discussed in Sec.3.3, the regularity condition of the dilaton field forces Λ1(v) = 1. In
this subsection, we follow this. For the extremal limit, we set ǫ0 = 2r
3
0 and ρ0 =
√
3r20. Eq(31)
becomes
h(u, v) = h¯1(v)− 1
864
(∂vφ(0)(v))
2
r20
(
6(u2 − 10u− 15)
(u− 1)(u2 + 2u+ 3) − 13
√
2tan−1(
1 + u√
2
) (140)
+ 16ln(u− 1)− 8ln(u2 + 2u+ 3)) .
As u→ 1, this can be expanded as
h(u, v) = h¯1(v)− 1
4
(∂vφ(0)(v))
2
r20
(
− 1
9(u− 1) +
2
27
ln(u− 1) (141)
+
1
216
(8− 13
√
2tan−1(
√
2)− 8ln(6)) +O(u− 1)
)
.
The near horizon expansions of Eq(33) and Eq(32) are also given by
a(u, v) =
√
3
864
(∂vφ(0)(v))
2
r0
(
−8(2
u
+ 1)ln(u− 1)− 30
u
+
√
2(
13
u
− 7)tan−1(1 + u√
2
) (142)
+ 4(
2
u
+ 1)ln(u2 + 2u+ 3)
)
+ a¯2(v)− a¯1(v)−
√
3r20h¯1(v)
r0u
,
k(u, v) = −1
4
r20(∂vφ(0)(v))
2
(
4
27
(u− 1)2(u2 + 2u+ 3)ln(u− 1)− u2 (143)
−
√
2tan−1(
u+ 1√
2
)
(
−u+ 13
108
(u− 1)2(u2 + 2u+ 3)
)
− 2(u− 1)
2(u2 + 2u+ 3)
27
ln(u2 + 2u+ 3) +
1
18
(u2 − 10u− 15)(u− 1)
)
+ r0uk¯1(v)− 2
√
3r20a¯1(v) + 2r
4
0(u− 1)2(u2 + 2u+ 3)h¯1(v),
The integration constants,h¯1(v), a¯1(v), a¯2(v) and k¯1(v) are determined by the boundary con-
dition (34). As u → ∞, the asymptotic expansion of k(u, v) can have terms of O(u4). These
26
are non-normalizable modes which give deformation of the boundary metric. The terms are
removed by imposing h¯1(v) = − 13
√
2π
1728r20
(∂vφ(0)(v))
2. Near AdS4 boundary, a(u, v) presents O(1)
and O( 1
u
) terms. The former corrects the chemical potential and the later does the charge
density. To eliminate these terms, a¯1(v) and a¯2(v) should be properly chosen as a¯1(v) = 0 and
a¯2(v) =
7
√
6π
1728r0
(∂vφ(0)(v))
2.
Near the black brane horizon, the behavior of the leading back reactions are given by
h(u, v) = −1
4
(∂vφ(0)(v))
2
r20
(
− 1
9(u− 1) +
2
27
ln(u− 1) (144)
+
1
216
(8 +
13
√
2π
2
− 13
√
2tan−1(
√
2)− 8ln(6)) +O(u− 1)
)
,
a(u, v) =
√
3
864
(∂vφ(0)(v))
2
r0
(−8ln(u − 1)(3− 2(u− 1) +O(u− 1)2)− 30 (145)
+ 6
√
2tan−1(
√
2)− 3
√
2π + 12ln(6)
+
(
40− 13
√
2tan−1(
√
2)− 8ln(6) + 13
√
2π
2
)
(u− 1) +O(u− 1)2
)
,
k(u, v) = −1
4
r20(∂vφ(0)(v))
2
(
8
9
(u− 1)2ln(u− 1)− 1 +
√
2tan−1(
√
2) (146)
+ (
√
2tan−1(
√
2)− 3)(u− 1) +
(
13
√
2π
36
− 11
9
− 4ln(6)
9
− 13tan
−1(
√
2)
9
√
2
)
(u− 1)2
)
+ r0k¯1(v) + r0k¯1(v)(u− 1) +O(u− 1)3.
C Equations in Extremal Backgrounds with v-derivative
Retained
In this section, we develop the Einstein equations(5) and the gauge field equations(6) without
ignoring v-derivatives. We start with Eq(29). The only assumption in this section is that the
equations are linear in h(u, v), a(u, v) and k(u, v). The Einstein equations are
r20Wrr = −
2h′(u, v)
u
− 1
2
∂uφ(u, v)∂uφ(u, v) = 0, (147)
Wrv =
1
2u4
(
−12u4h(u, v) + 2u(3− u4 − 2u)h′(u, v) + 2u
4
r0
h˙′(u, v) (148)
+
4
√
3u2
r0
a′(u, v) +
1
r40
(
2k(u, v)− 2uk′(u, v) + u2k′′(u, v)) ,
− 1
2r0
∂vφ(u, v)∂uφ(u, v) = 0,
27
W¯ ≡ Wvv +
(
r4 − 4rr30 + 3r40
r2
)
Wrv (149)
=
r0
u3
(
−2
√
3C˙(v) + 2uE˙(v)− 2(u4 − 4u+ 3)h˙(u, v) + k˙(u, v)
r40
)
− 1
2
∂vφ(u, v)∂vφ(u, v)− r0
(
u4 − 4u+ 3
2u2
)
∂uφ(u, v)∂vφ(u, v) = 0,
r2
r20
Wii = −6u4h(u, v)− u(u4 − 4u+ 3)h′(u, v)− 2
√
3u2
r0
a′(u, v) (150)
+
1
r40
(uk′(u, v)− k(u, v)) = 0,
where u = r
r0
, the rescaled radial coordinate again. The primes and dots denote derivatives
with respect to u and v respectively. Gauge field equations are
r2
r20
Y r = C˙(v) +
√
3h˙(u, v) +
u2
r0
a˙′(u, v) = 0, (151)
r2Y v = −2ua′(u, v)−
√
3r0h
′(u, v)− u2a′′(u, v) = 0. (152)
As discussed in the beginning of Sec.3, for introducing the scaling(42) the equations in
position space of v should be transformed to the momentum space. It is worth showing how
one gets an expression Eq(147) in momentum space, for example. We define the Fourier
transform of h(u, v) by
h(u, v) =
∫ ∞
−∞
hω(u)e
iωvdω. (153)
Substituting of Eq(59) and Eq(153) into Eq(147) and acting an integral operator 1
2π
∫∞
−∞ e
−iνvdv
on it, we get
r20Wrr = −
2h′ν(u)
u
− 1
2
∫ ∞
−∞
dω∂uφν−ω(u)∂uφω(u) = 0. (154)
To deal with other equations, we define Fourier transforms of a(u, v) and k(u, v) as that of
h(u, v). For E(v) and C(v),
E(v) =
∫ ∞
−∞
eiωvEωdω, (155)
C(v) =
∫ ∞
−∞
eiωvCωdω.
With these, the other Einstein equations in momentum space are given by
Wrv =
1
2u4
(
−12u4hν(u) + 2u(3− u4 − 2u)h′ν(u) + iν
2u4
r0
h′ν(u) (156)
+
4
√
3u2
r0
a′ν(u) +
1
r40
(
2kν(u)− 2uk′ν(u) + u2k′′ν(u)
)
28
− 1
2r0
∫ ∞
−∞
dωi(ν − ω)φν−ω(u)∂uφω(u) = 0,
W¯ ≡ Wvv +
(
r4 − 4rr30 + 3r40
r2
)
Wrv (157)
=
iνr0
u3
(
−2
√
3Cν + 2uEν − 2(u4 − 4u+ 3)hν(u) + kν(u)
r40
)
− r0
(
u4 − 4u+ 3
2u2
)∫ ∞
−∞
dωi(ν − ω)φν−ω(u)∂uφω(u)
+
1
2
∫ ∞
−∞
dω(ν − ω)ωφν−ω(u)φω(u) = 0,
r2
r20
Wii = −6u4hν(u)− u(u4 − 4u+ 3)h′ν(u)−
2
√
3u2
r0
a′ν(u) (158)
+
1
r40
(uk′ν(u)− kν(u)) = 0.
The gauge field equations become
r2
r20
Y r = iν
(
Cν +
√
3hν(u) +
u2
r0
a′ν(u)
)
= 0, (159)
r2Y v = −2ua′ν(u)−
√
3r0h
′
ν(u)− u2a′′ν(u) = 0. (160)
D Counting Power of ε
In this section, we argue the parametric order of the inner region solutions in ε. The basic idea
is that we transfrom the inner region solutions to the position space and check their powers of
ε. For a simple example, we discuss the dilaton solution. We design the zeroth order dilaton
solution in position space as in Eq(11). By Fourier transformation, we obtain its expression in
frequency space as
φ(0)ω =
1
2π
∫ ∞
−∞
e−iωvf(
εv
r0
)dv. (161)
Scaling of the integration variable v as τ = εv takes this expression to
φ(0)ω =
1
2πε
∫ ∞
−∞
e−i
ω
ε
τf(
τ
r0
)dτ ≡ 1
ε
g(
ω
ε
), (162)
where g(ω
ε
) becomes an O(1) function. By observing Eq(162) and dilaton solution in the inner
region(45), one can recognize that each subleading correction to the dialton field in momentum
space can be written as
φ
(i)
(in)ω ≡
1
ε
g(
ω
ε
)
(
h(i)(ξ) + a(i)(ξ)ln(ν)
)
, (163)
where φ
(i)
(in)ω denotes ith order correction in small frequency to the dilaton field. h(i)(ξ) and
a(i)(ξ) are functions of ξ only. It turns out that the terms multiplying a(i)(ξ) produce terms
29
which are proportional to εiln(ε) in the position space. It is obscure to count power of ε of
these terms. In this discussion, we exclude these. The perturbation expansion of the dilaton
solution becomes a form of
φ(in)ω =
1
ε
g(
ω
ε
)
(
1 + νh(1)(ξ) + ν
2h(2)(ξ)...
)
, (164)
up to the logarithmic terms. Fourier transformation defined in Eq(59) takes this expression to
position space, which is given by
φ(u, v) =
∫ ∞
−∞
eiωvdω
1
ε
g(
ω
ε
)
(
1 + ωh(1)(ξ) + ω
2h(2)(ξ)...
)
. (165)
Again we rescale the integration variable ω as ω = εω¯, then the expression becomes
φ(u, v) =
∫ ∞
−∞
eiεω¯vdω¯g(ω¯)
(
1 + εω¯h(1)(ξ) + ε
2ω¯2h(2)(ξ)...
)
(166)
≡ F (0)(εv) + (−i)εF (0)′(εv)h(1)(ξ) + (−i)2ε2F (0)′′(εv)h(2)(ξ),
where F (0)(εv) =
∫∞
−∞ e
iεω¯vdω¯g(ω¯) and the prime indicates derivative with respect to its argu-
ment. The property of F (0)(εv) as noted in Eq (12) shows that F (0)(εv) and its derivatives
with its argument are O(1) functions. Compare Eq(164) to Eq(166). This shows that counting
power of ν in the momentum space is the same as the counting power of ε in the position
space.
We apply this argument to the back reactions in the inner region. For the simplest case,
let us check h
(1)
(in)ν(ξ) with Eq(95). This contains derivative of the dilaton field, which can
be expressed as φ
(1)′
(in)ω(
ω
ν
ξ) = 1
ε
f(ω
ε
)k(ω
ν
ξ). We switch Eq(95) to position space with Fourier
transformation as defined in Eq(153) and rescale integration variables as in the discussion of
the dilaton. This time, we scale ω as well as ν in Eq(95). Then, we obtain following expression:
h
(1)
(in)(v, ξ) = ε
∫ ξ ξ′2dξ′
4ν3
∫ ∞
−∞
eiν¯εvdν¯dω¯ω¯2(ν¯ − ω¯)2f(ω¯)f(ν¯ − ω¯)g( ω¯
ν¯
ξ)g(
ν¯ − ω¯
ν¯
ξ) (167)
≡ εG(εv),
where G(εv) is an O(1) function. Consequently, it turns out that h
(1)
(in)(v, ξ) is in the first order
in ε in position space. Comparing Eq(167) to Eq(95), one can recognize that the correct power
counting of the small frequency in the momentum space is to count not only ν but also ω and
ν − ω in the integrand of Eq(95). By the the same argument, we get
a
(1)
(in)(v, ξ) ∼ k(1)(in)(v, ξ) ∼ O(ε), (168)
h
(2)
(in)(v, ξ) ∼ a(2)(in)(v, ξ) ∼ k(2)(in)(v, ξ) ∼ O(ε2),
a
(3)
(in)(v, ξ) ∼ k(3)(in)(v, ξ) ∼ O(ε3) and k(4)(in)(v, ξ) ∼ O(ε4).
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