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Abstract  
Water leakage management is required for urban water supply industry to minimize water loss and yield good 
economic benefit. There are many factors   that influence urban pipeline leakage. To study these pipeline leakage 
factors, Grey relational analysis(GRA) is proposed to analyze and evaluate all the factors and draw a order of factors 
influencing on pipeline leakage. According to the order, a prediction model on some important factors is set up for 
the leakage by means of the multiple linear regress analysis and the prediction was made for the initial leakage time 
after the supply networks came into use. It will contribute to the change of passive management mode in water 
supply industry, so that the leakage can be prevented and controlled as early as possible. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1. Introduction
 Urban distribution networks leakage is a common and serious problem of water supply industry. 
Leakage not only causes a waste of water resources, but also causes great economic losses to business. 
According to statistics, in China, the average leakage amount per unit time and pipeline unit length is 
3.01m3/h·km, while the foreign average is 1.3m3/h·km, Western Europe and other countries’ average is 
0.53 m3/h·km[1]. The data show the leakage of China is much more serious than abroad. Therefore, the 
leakage control has become an urgent task. 
The statistical prediction model on pipeline leakage can be divided into two categories: “certainty 
model” predicting the leakage indicators and “probability model” predicting the probability of leakage 
parameter. In the certainty model, time index model and time power model which predict the number of 
leakage per unit time and pipeline unit length and time linear model predicting the total number of pipe 
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leakage are very popular[2-6]. Various factors and leakage incident are set to be linear connected based on 
the correlation analysis results, and then the linear model is solved and the leakage is forecasted. The 
Exponential Smoothing Model allocates weights to observed values according to time serials, and then 
linear exponential smoothing method and quadratic smoothing method are used in forecasting[7]. In the 
probability model, Hazards model which predict the probability of pipe leakage in an instant becomes 
common[8]. In addition, various intelligent algorithms such as artificial neural networks, ant colony 
algorithm, genetic algorithm are used for predicting the leakage in the pipe networks and the application of 
combined prediction model is also increasingly popular[9, 10].
The results of Grey relational analysis(GRA) of urban water leakage factors reflect a order of factors 
influencing on pipeline leakage. In the light of the order of factors’ influence strength, the key factors are 
determined and a prediction model for leakage is established by means of the multi-linear regress analysis. 
The work of forecasting pipeline initial leakage time after the networks come into use can determine the 
future operation of pipelines better and improve the predictability of pipeline leakage detection work. Then 
the management department can make scientific preventive measures. 
2. GRA on pipeline leakage factors 
In a number of pipeline leakage factors, due to man-made damage and damage from external 
incidental factors is not controllable, so this part is not as our study object. We will study the relationship 
between the pipeline’s own characteristics (such as pipe diameter, pipe age, etc.), the pipeline external 
environment (such as temperature, pipe pressure, depth, etc.) and pipeline leakage time. 
Grey System Theory’s object is “part of the information known, partial information unknown” and 
“small sample”, “poor information” uncertainty system. It can achieve precise description and understand 
of the real world by generating and developing “parts” known information[11].
As a systems analysis technique, Grey relational analysis is a approach which analyze a system 
factors’ relational level or is a quantitative and comparative analytical method to develope trend of 
system dynamic process. The basic idea of Grey relational analysis is based on similarity of sequence 
curves geometry. The more similar the curves are, the greater correlation the corresponding sequences 
have[12].
The Gray relational analytical method is reasonable. Because the water supply networks are large 
and complex; there are a lot of leakage factors, combined with the current management system for water 
sector in China is not perfect. Thus the basic situation of leakage is difficult to completely collect, and the 
data’s accuracy is poor. The Grey relational analysis requires only the total leakage data and all attribute 
factors’ data, no more detailed data. 
The main procedure of GRA is firstly defining a reference sequence(ideal target sequence). 
Secondly, translate the performance of all alternatives into a comparability sequence. Then, the grey 
relational coefficient between all comparability sequences and the reference sequence is calculated. 
Finally, base on these grey relational coefficients, the grey relational grade between the reference 
sequence and every comparability sequences is calculated. If a comparability sequence translated from an 
alternative has the highest grey relational grade between the reference sequence and itself, that alternative 
will be the best choice[13-14].
A reference sequence is a ideal target sequence which is used for comparison. Denoted by x0, it 
consist of a series of statistics at different time. In the instance of this research, a sequence of “the total 
number of leakage in a year” is a reference sequence. Compared with the reference sequence, the 
“subsequence” is called comparability sequence. Denote it as x1,x2,……,xn. In the instance, a 
comparability sequence is a series of data of different attributes of pipe materialǃpipe diameterǃpipe 
pressureǃdepthǃpipe age.
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When the units in which performance is measured are different for different attributes, the influence 
of some attributes may be neglected. This may also happen if some performance attributes have a very 
large range. In addition, if the goals and directions of these attributes are different, it will cause incorrect 
results in the analysis[15]. Therefore, processing all performance values for every alternative into a 
comparability sequence, in a process analogous to normalization, is necessary. This processing is called 
nondimensionalization. There are many ways to implement this process. This instance use mean 
processing. It refer to a sequence’s all data are divided by the same sequence’s mean, and then get a new 
series.
Grey relational coefficient is used for determining how close xi(k) is to x0(k). The larger the grey 
relational coefficient is, the closer xi(k) and x0(k) are. The grey relational coefficient can be calculated by 
(1).
 
       



















In (1), )(0 ki[ is the grey relational coefficient between xi(k) and x0(k), and ȡ is the distinguishing 
coefficient;ȡę[0,1].The purpose of the distinguishing coefficient is to expand or compress the range of 
the grey relational coefficient. In this paper, the distinguishing coefficient was set as 0.5 initially. 
After calculating the entire grey relational coefficient )(0 ki[ , the grey relational grade can be then 
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In (2), i0J  is the grey relational grade between xi and x0. It represents the level of correlation 
between the reference sequence and the comparability sequence. The grey relational grade indicates the 
degree of similarity between the comparability sequence and the reference sequence[16]. As mentioned 
above, on each attribute, the reference sequence represents the best performance that could be achieved 
by any among the comparability sequences. Therefore, if a comparability sequence for an alternative gets 
the highest grey relational grade with the reference sequence, it means that the comparability sequence is 
most similar to the reference sequence, and that alternative would be the best choice. 
According to the main procedure of GRA, we collect the pipeline leakage records from 2000 to 
2006 in North China city and carry out GRA with these data of different attributes of pipe materialǃpipe 
diameterǃpipe pressureǃdepthǃpipe age.
Table I shows the initial data. Next, we will conduct mean processing to the data in Table I, as shown 
in Table II. In accordance of the data in Table II. and (1) and (2), we can get the relational grades of 
different attribute of pipe material, showing in Table III. 
TABLE I Total leakage number on pipe material in a year 
Time 2000 2001 2002 2003 2004 2005 2006 Mean 
Cast-iron pipe 720 950 1005 935 665 751 217 749 
Steel pipe 24 37 70 22 57 44 27 40.14 
Ductile iron pipe    6 33 24 54 96 35 21 38.43 
Asbestos pipe 1 2 7 4 11 3 1 4.14 
Procast reinforced 11 17 9 13 9 3 4 9.43 
Leakage number 762 1039 1115 1028 838 836 270 841.14 
TABLE II Mean processing 
Time 2000 2001 2002 2003 2004 2005 2006 
Cast-iron pipe 0.055371 0.033134 0.016212 0.026184 0.108413 0.008784 0.031272 
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Steel pipe 0.308046 0.313516 0.418195 0.674104 0.423665 0.1022 0.351606
Ductile iron pipe    0.749776 0.376488 0.701042 0.183058 1.501878 0.083105 0.225477
Asbestos pipe 0.664531 0.752466 0.364078 0.256629 1.658909 0.269748 0.079613
Procast reinforced 0.260756 0.567806 0.371032 0.156641 0.041718 0.675704 0.103251
TABLE III Relational grade matrix of pipe material 
Pipe material Cast-iron pipe Steel pipe Ductile iron pipe Asbestos pipe Procast reinforced 
Relational grade 0.965378 0.711149 0.667736 0.655231 0.762132 
TABLE IV Relational grade matrix of pipe diameter 
Pipe ma 75-200mm  300-400mm  500-600mm  more than 700mm 
Relational grade 0.9332 0.8185 0.5830 0.5086 
TABLE V Relational grade matrix of pipe pressure 
Pipe pressure 0.2~0.9MPa  1.0~1.7MPa  1.8~2.5MPa  
Relational grade 0.5954 0.7398 0.7572 
TABLE VI Relational grade matrix of depth 
Depth 0.5~0.6m  0.7~0.8m  0.9~1.0m  1.1~1.2m  
Relational grade 0.6524 0.8916 0.5125 0.5714 
TABLE VII Relational grade matrix of pipe age 
Pipe age less than 10 years  10-20 years 20-30 years 30-40 years 
more than 40 
years 
Relational grade 0.7065 0.7770 0.6839 0.4797 0.5021 
Similarly, according to the way of calculating the relational grade of pipe material, other attributes’ 
relational grade can also be obtained, showed in Table IV~ Table VII. And we can get the following 
conclusions: 
After calculation, we can get grey relational grade of pipe materialǃ  pipe diameterǃ pipe 
pressureǃdepthǃpipe age in turn: grade:rmaterial=0.7523, rdiameter=0.7108, rpressure=0.6975, rdepth=0.6570,
rage=0.6298. Then the strength of influence of different attributes on pipeline leakage is below: pipe 
material> diameter> pipe pressure> depth> pipe age. 
In the five types of pipe material, the cast-iron pipe has a great relational grade with pipeline 
leakage. This is not only because cast-iron pipe have a great proportion, but also because of the own 
characteristics of cast-iron. (Based on Table III) 
The smaller the diameter, the greater the likelihood of pipeline leakage. It showed small diameter 
has a great relational grade with pipeline leakage. The main reason is that the majority small diameter 
pipe is cast-iron pipe. (Based on Table IV) 
Considering the entire pressure range, the relational grade will rise with the increase of pressure, that 
is, the greater the pressure, the more easy to leakage. (Based on Table V) 
Compared to other attribute, the relational grade of pipe age is small, which indicate that pipe age 
has little effect on pipeline leakage. And based on Table VII, the relational grade accord with pipeline life 
cycle “bathtub curve”, that is, three-stage pipeline life cycle (childhood, stable period, the aging time) 
curve.
Using grey system theory to process time-series data have better reliability. Dealing with water 
supply networks leakage information, the result reflect leakage factors’ influence on leakage. The 
relational grade between urban water leakage factors and pipeline leakage is below: pipe material> 
diameter> pipe pressure> depth> pipe age; namely, a order of factors’ influence on pipeline leakage. 
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3. The establishment of time prediction model for pipeline leakage 
Regression analysis is a method to study the relationship between independent variable and 
dependent variable. If the dependent variable is a linear function of independent variable, it is called 
linear regression equation[17].
Denote dependent variable as y , independent variable as x1, x2, … ,,xn. Theoretical model of 
multiple linear regression is below: 
    
HEEE  kk xxy "110  (3) 
Where ȕi (i=1,2, …,k) is regression coefficients,ӭ is random error. 
Taking n independent observations of y and x1, x2, … , xn, x1, x2, … , xn based on the samples of 
(yi,xi1, … , xik), we can obtain the limited sample model of (3). 
iikkii xxy HEEE  "110 , ni ,,2,1 "               (4)
Regression parameters ȕi (i=1,2, …,k) is the unknown population parameter, the estimated amount is 
b (i=1,2, …,k), the estimated amount of the dependent variable iy is ikkii xbxbby  "

110 .
According to the results of Gray relational analysis, we select the first four factors which has great 
correlation with the leakage. Take cast iron pipe as example, assuming that pipe leakage factors and the 
initial pipeline leakage time after the networks come into use have a linear relationship, independent 
variables are diameter, pressure and depth, water supply pipe leakage time multivariate linear regression 
model is established[18-19].
PHDY 3210 EEEE  (5)
Where D is pipe diameter(mm);H is depth(m);P is pipe pressure(Mpa);Y is the initial leakage time after 
the networks come into use; Ӫ0,Ӫ1,Ӫ2,Ӫ3 are regression coefficients. 
Take cast iron pipe as example, use the pipe data of a city in North China and establish water supply 
pipeline leakage time prediction model: 
Y = -6000.741-1999.02D+17318.428H+450.949P
Comparing the observations of pipe’s safe use time and of predicted value of regression model, 
model’s average relative error is 14.74%. 
4. Conclusion
According to the main procedure of GRA, we process the basic leakage data of urban water supply 
networks and the results reflect the impact of leakage factors on pipeline leakage. In accordance with the 
results of gray relational analysis, selecting the first four factors which has great correlation with the 
leakage(pipe diameter, pipe pressure, depth), assuming that pipe leakage factors and the initial pipeline 
leakage time after the networks come into use have a linear relationship, a prediction model is set up for 
leakage by means of the multi-linear regress analysis. On the basis of the model analysis, the prediction 
accuracy of the average relative error is 14.72%. This can meet the Macro-management of water supply 
networks requirements. This model can contribute to the change of passive management in water supply 
industry and improve the water supply networks control efficiency. 
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