In this paper, we study the synchronization of two coupled nonlinear, in particular chaotic, systems which are not identical. We show how adaptive controllers can be used to adjust the parameters of the systems such that the two systems will synchronize. We use a Lyapunov func tion approach to prove a global result which shows that our choice of controllers will synchronize the two systems. We show how it is related to Huberman-Lumer adaptive control and the LMS adaptive algorithm.
We use lowercase, bold uppercase and bold lowercase letters for scalars (or scalar-valued func 
tions), matrices and vectors respectively. The transpose ofamatrix A is denoted AT. The vector 0 denotes the zero vector. The identity matrix is written as I. The integer n is usually used to denote the size of matrices and vectors. 2 Adaptive Synchronization of Two Coupled Systems
Our starting framework will betwosystems coupled together, given by the following stateequations: *w = £ A*f*(*)+Bu <-system 1 (1) We define the synchronization (or tracking) error to be:
Then we have:
This can be rewritten as
Consider the following control laws for the 2 systems: for each k, and there exists a real number A> 0 and V symmetric positive definite such that
is negative definite for all x, where -Dffc(x) and Z>p(x) are the Jacobian matrices offk and p at x respectively.
Let s = («i,..., sn)T = Vr. If we use the adaptive controller for A* given by:
such that <j>i>j>k > 0 for all i,j and k, and the control laws specified by (6), then we can draw the following two conclusions:
1. The synchronization error r(t) and the parameter mismatch A*-A* (2) can be made arbitrarily small for all time t>0, if we choose the initial error r(0) and the initial parameter mismatch Proof: Construct the Lyapunov function V as follows:
Given the assumptions, Eq. (7) can be simplified to:
Differentiating V along the trajectories, we get [Wu and Chua, 1994] ). The first conclusion follows from Theorem 1.2.1 of [Lakshmikantham and Liu, 1993] [Lakshmikantham and Liu, 1993] 
AA =^*(Vr[ft(x)]T) where $* = {$,J',fc}|j=J, and • is entry-wise multiplication of matrices. When k = 1 and V is a diagonal matrix, Eq. (12) takes on the form of the well-known continuous-time LMS adaptive algorithm used widely in linear adaptive filters.
In [Huberman and Lumer, 1990; John and Amritkar, 1994] , the following adaptive controller is proposed for the system ofequations x\ = /t(x,^j), it-= fi(x,jij):
where they chose for the computer simulations.
a>=g(*'-*"H) G(i'-i'-4)=%,-ii)sgn(f) It is clear that by removing the sgn function, the resulting adaptive controllers correspond to Eq. (12) when V is diagonal, i.e. G becomes:°( --ah^)-'(--*)(S) (18)
Thus the results presented in this paper provide proofs for the Huberman-Lumer adaptive scheme when G is chosen as Eq. (18) Bernardo, 1995] . When J?k=i Afcft has a bounded Jacobian matrix, it was shown in [Wu and Chua, 1994] Note that h in Corollary 2 can also be adaptively changed as in Theorem 2.
*(*) =£ Afcft(x) +z+h(x) -h(x) <-System 2

Examples Using Chua's Oscillator
The state equations of Chua's oscillator is given by 
\ ( G(x2-x1)-f(x1) > f(x)= G(xx-x2) + xz \ -X2 -RqXs
I
In this case V can be chosen to be A-1 and x = (i>i,V2>*3)T. Note that vi and v2 in this section are different from the vt-used in previous sections to denote the matrix V.
Using Corollary 2, we construct an adapter for C\ as follows:
where i\ is the current through capacitor C\. This implies that
& =-CfrK -5i)(G(«2 -81) -/(%)) at
We also want Gc to be adaptive, so by using a result similar to Theorem 2, we get
The fixed parameters are set at C\ = 5.56nF, C2 = oOnF, R -1388Q, #0 = 2Q,L = 7.UmH} E = IV, Ga = -0.8ms, Gb = -0.5mS, J6 = OA.
The initial Ci(0) is set at lOOraF, which is about 18 times bigger than C\ and the initial Gc(0)
is set at 0.08ms, which is not big enough to synchronize the two Chua's oscillators. <f> is set at In this case, using Corollary 2, the adaptive controller for C\ is as follows:
=-ClM^i -h)(G(h -h))
The adaptive controller for Ga and Gb are as follows:
which after some manipulation becomes 
The controller for Gc is given in Eq. (37). In Figure 3 we show the simulation results. The fixed parameters are as before, except for J& = IfiA. We choose Ci(0) = 100nF, Ga(0) = -5m5, Gh{0) = -0.08mS, Ib(0) = -1mA and Gc(0) = 0.08mS. We choose fa = 2 x 1015, <fo = fe = 4 = 5 x 109, \l = 1 x 109. We see in Fig. 3a that the synchronization error has decreased to zero. *-4 .
-6 .
-8 . We also see in Fig. 3b-e Fig. 3f we show Gc as a function of time.
In [Parlitz and Kocarev, 1995] The simulation results are shown in Fig. 4 . The transmitted signal vi(t) is shown in Fig. 4a . The three sinusoidal information signals can be recovered from Ga(t), Gb(t) and Ib{t) as shown in Fig. 4b-d. In Fig. 4e we show CWWu and L. O. Chua, [1995b] 
First, consider Eqs. (31)-(32). The transmitter system is System 1 and the receiver system is
