The integration of auditory and visual spatial information is an important prerequisite for accurate orientation in the environment. However, while visual spatial information is based on retinal coordinates, the auditory system receives information on sound location in relation to the head. Thus, any deviation of the eyes from a central position results in a divergence between the retinal visual and the head-centred auditory coordinates. It has been suggested that this divergence is compensated for by a neural coordinate transformation, using a signal of eye-in-head position. Using functional magnetic resonance imaging, we investigated which cortical areas of the human brain participate in such auditory-visual coordinate transformations. Sounds were produced with different interaural level differences, leading to left, right or central intracranial percepts, while subjects directed their gaze to visual targets presented to the left, to the right or straight ahead. When gaze was to the left or right, we found the primary visual cortex (V1 ⁄ V2) activated in both hemispheres. The occipital activation did not occur with sound lateralization per se, but was found exclusively in combination with eccentric eye positions. This result suggests a relation of neural processing in the visual cortex and the transformation of auditory spatial coordinates responsible for maintaining the perceptual alignment of audition and vision with changes in gaze direction.
Introduction
Events in our environment mostly convey information in more than one sensory modality. For example, the gaze is often directed toward a sound in order to enable localization and identification of its source. Spatial information about such an event then is obtained via the auditory as well as the visual system. To assign these two streams of information to the same location in space, auditory and visual spatial information have to be integrated by the brain. In the monkey, neurons that could be responsible for such cross-modal integrative processes have been identified in several brain regions, such as superior colliculus (Wallace et al., 1996; Frens & Van Opstal, 1998; Bell et al., 2001) , temporal cortex (Benevento et al., 1977) , frontal cortex (Vaadia et al., 1986; Kikuchi-Yorioka & Sawaguchi, 2000) and parietal cortex Grunewald et al., 1999; Linden et al., 1999; Cohen & Andersen, 2000) .
While visual spatial information is based on retinal coordinates, the auditory system derives information on sound location in relation to the head. Any deviation of the eyes from a central position thus results in a divergence between retinal visual and head-centred auditory coordinates. Thus, the perceptual alignment of the auditory and visual spaces with eccentric eye position may require processes of coordinate transformation that use a signal of orbital eye position. Neural correlates of such transformations have been demonstrated on both the subcortical and cortical level. In the primate inferior colliculus, changes in eye position were found to modulate the level of neuronal responses to auditory stimuli, but apparently do not shift their spatial tuning (Groh et al., 2001) . Auditory receptive fields in superior colliculus neurons of cat and monkey were shown to shift with eye position in a manner such that auditory shifts partially compensated for the shift in gaze direction (Jay & Sparks, 1984 , 1987 Hartline et al., 1995; Peck et al., 1995) . Also, neurons in the lateral intraparietal area (LIP) of the monkey exhibit orbital 'gain fields' for sound location (Stricanne et al., 1996) . Finally, eye position influences the spatial response properties of auditory neurons even in the primary auditory cortex (Werner-Reiss et al., 2003) .
In humans, psychophysical data have indicated an effect of eye position on auditory lateralization (Lewald & Ehrenstein, 1996) . When the head was in a straight ahead position and the gaze was 45°to the side, the lateralization of interaural level differences (ILDs) was shifted by about 1 dB opposite to the direction of eccentric gaze. Further studies revealed significant, but relatively small, effects of eye position on unimodal localization of free-field sound sources and on the divergence of auditory and visual localization (maximally about 3°a nd 6°, respectively; Lewald, 1997 Lewald, , 1998 Lewald & Ehrenstein, 1998) . This performance obtained on the perceptual level suggests an extremely high precision of the neural processes aligning auditory and visual coordinates. Until now, the regions that participate in such coordinate transformations in the human brain are unknown. The present study attempts to fill this gap. By employing functional magnetic resonance imaging (fMRI), we investigated which cortical areas, activated during sound lateralization, will be modulated in their activity depending on eye position.
Materials and methods
Dichotic sound stimuli were presented with three different ILDs, while subjects directed their gaze to left, right or central visual fixation targets. These auditory stimuli are perceived as intracranial sound images, along the line joining the two ears (cf. Blauert, 1997) . The rationale for choosing this type of stimulus was to exclude any spatial association of the auditory percept and the visual target that appeared in external space. Thus, spatial congruency effects, resulting in increased activation when stimuli from different modalities were in spatial alignment (compared with spatially divergent stimuli), are unlikely to occur (cf. Macaluso et al., 2000 Macaluso et al., , 2002 . On the other hand, because ILD is a primary spatial cue for sound azimuth, potential effects of eye position on the processing of ILD necessarily indicate an influence on the processing of sound azimuth. Consequently, this study allows reliable conclusions on gaze-dependent processes of the transformation of auditory azimuthal coordinates.
Two experiments were conducted with different groups of subjects. In Experiment 1, subjects indicated the apparent position of the sound by pressing one of three buttons. The conditions in Experiment 2 were as in the first experiment, but without button presses, such that potential effects of the motor response on the sound lateralization task were excluded. For separating the different stimuli according to perception, an event-related design was used in both experiments.
Subjects
Thirty-one healthy, right-handed subjects gave their informed consent to participate in this study, which has been performed in accordance with the ethical standards laid down in the 1964 Declaration of Helsinki. Sixteen of these subjects (aged 19-35 years; six males) took part in Experiment 1, 15 (aged 18-35 years; eight males) in Experiment 2.
Auditory stimuli
Dichotic stimuli were delivered via headphones (HD 590, Sennheiser, Germany), which were modified for the use of fMRI as described by Baumgart et al. (1998) . Sound stimuli were trains of five repetitive pure-tone pulses (1 kHz frequency), each of which had a duration of 100 ms (rise and fall times 20 ms; interpulse interval 100 ms; total duration of the pulse train 900 ms). Pure tones were used as acoustic stimuli in order to achieve maximum perceived loudness and optimal separation between sound stimuli and the disturbing scanner noise. The discrimination threshold for pure-tone ILDs at 1 kHz is known to be about 1 dB (Mills, 1960) . Sound stimuli were presented with three different ILDs: (i) with higher sound pressure level (SPL) on the left and lower SPL on the right ear; (ii) with equal SPL on both ears; and (iii) with higher SPL on the right and lower SPL on the left ear. Accordingly, sound images appeared at left or right intracranial positions, or around the median plane of the head (cf. Blauert, 1997) . The 'left' sound was produced by increasing the output voltage of the left stereo channel (with respect to the output voltages of the 'central' stimulus with ILD ¼ 0) by 20% and decreasing the output voltage of the right channel by the same amount, resulting in an ILD of )3.5 dB. The 'right' sound was produced vice versa with opposite sign (ILD +3.5 dB). For example, the relations of the SPLs of the left (P L ) and the right stereo channel (P R ) of the 'left' sound with reference to the SPLs of both channels of the 'central' stimulus (P C ) were P L ¼ P C + 0.2P C and P R ¼ P C ) 0.2P C , respectively. Using the equation ILD ¼ 20 log 10 (P L ⁄ P R ) dB, the resulting ILD is 3.5 dB. Thus, the overall SPL (i.e. the sum of the absolute SPLs presented to the left and right ear) was constant for all three ILDs used: P L + P R ¼ 2P C . The reference SPL (P C ) was adjusted for each individual subject during 10-20 prescans prior to the beginning of the experimental session. SPL (about 80-85 dB) was adjusted to an extent where the subject correctly identified at least 80% of sound positions. Each stimulus ILD was presented 15 times per session. ILDs were varied between trials following a quasi-random order.
Procedure
Our aim was to study lateralization of auditory events in different context of visual fixation direction. Thus, we used an event-related procedure with continuous visual baseline stimulation and additional auditory events of short duration, presented with varying time differences 'on top' of this baseline. Visual fixation to a specific direction was presented over an entire block without any break (¼ baseline stimulation). Auditory stimuli of short duration (900 ms) were used as events and set on this baseline with constant fixation. Three of these baseline fixation blocks with auditory events in randomized order constituted one fMRI session.
Subjects were instructed to fixate a small white cross on black background, that was presented continuously either in the median sagittal plane of head and body (¼ 0°) or 9°to the left or right. The cross was displayed via a mirror, placed on the top of the whole-head radio-frequency coil. The three fixation directions changed between blocks in order to reduce brain activation evoked by saccades. That is, each session consisted of the three blocks with left, right and straight ahead fixation. The sequence of these blocks was balanced across sessions. To avoid interference of saccades with the auditory task, auditory stimuli were presented at least 6 s after any change of visual fixation.
During each block subjects had to fixate continuously the visual target. Auditory stimuli were presented in randomized order every 15 s. Two conditions thus were obtained. One condition included sound presentation together with visual fixation and was used as experimental condition. The other condition included fixation only and served as baseline condition. Data analysis [see general linear model (GLM) below] used contrasts between both conditions for each subject to control for 'genuine' eye position effects or effects due to pure visual fixation. In order to exclude any (asymmetric) visual input due to contour effects of scanner bore or mirror edges, experiments were carried out in total darkness. Both the scanner room and the adjacent control room were in total darkness during the scanning procedure, such that subjects saw only the white fixation cross on black background.
In Experiment 1, subjects had to indicate the perceived intracranial ('head-centred') position of the sound by pressing one of three buttons ('left', 'central', 'right') with the right index finger immediately after each presentation of a sound stimulus. Only those trials were included into statistical analyses in which the subject responded correctly within 6 s after the end of the sound stimulus. For all subjects, errors occurred in 7.2% (SD 6.4) with fixation to the right, 8.5% (SD 5.5) with central fixation and 9.8% (SD 7.9) with fixation to the left. In Experiment 2, the design, stimuli and subjects' task to determine the intracranial position of the sounds were as in Experiment 1. However, responses were not required. Instead, the subjects were instructed to pay attention to where the sounds appear. Experiment 2 was conducted Auditory function of visual cortex? 3149 in order to exclude potential interactive effects of hand response with eccentric gaze on cortical activity, as may have occurred in Experiment 1.
Control of fixation
Horizontal eye position was recorded using an infra-red device with light-wave cables (Kimmig et al., 1999; Fig. 1) . To remove blink artefacts, raw data were low-pass filtered using a cut-off frequency of 5 Hz. In the filtered data, losses of fixation were identified as deviations in horizontal eye position larger than ± 1°from the fixation cross. This strict criterion was chosen to exclude any activation due to eye movements from subsequent statistical parametric mapping (SPM) analyses. Each session consisted of three blocks with left, right and straight ahead fixation. Blocks in which subjects did not maintain fixation correctly (7.8% in Experiment 1; 13.3% in Experiment 2) were excluded from further analyses. Errors of fixation occurred more frequently in the last block of a session. Because block sequence was randomized and balanced across sessions, there was no bias in the numbers of rejected blocks with left, right or straight ahead fixation. In the remaining data of Experiment 1, the average deviations from the fixation target were 0.27°(SD 0.18) for left, 0.32°(SD 0.18) for right and 0.35°(SD 0.22) for central gaze directions. In Experiment 2, average deviations were 0.55°(SD 0.25), 0.53°(SD 0.22) and 0.38°( SD 0.22) for left, right and central gaze directions, respectively.
Image acquisition
Image acquisition was identical in Experiments 1 and 2. Imaging was carried out in a 1.5-T Siemens-Vision scanner (Siemens, Erlangen, Germany) using a headcoil. For separating the different stimuli according to perception, an event-related design was used with jittered presentation of stimuli every 15 ± 1.5 s. The haemodynamic response function (hrf) rose at 6 s to its maximum value, decreased after 12 s below zero and finished at 30 s (Friston et al., 1998) . A stimulus-onset interval (SOI) of 30 s would exclude completely the overlap of the hrfmaxima of two following stimuli to one single activation peak. However, with such a long SOI, the rate of stimulus presentation for each of our conditions would have not been sufficient. We therefore chose a mean SOI of 15 s. Functional T2*-weighted images were obtained using a gradient echo sequence (TR 3 s; TE 39 ms; alpha 90°; 64 · 64 matrix; field of view 192 mm). A session included 235 axial images (each of 28 slices; 4 mm thickness; gap 1 mm) and was repeated four times per subject. The first three images of each session were discarded in order to allow stabilization of longitudinal magnetization. For each subject, standard volumetric anatomical MRI was performed after functional scanning by using a T1-weighted MPRAGE pulse sequence (TR 9.7 ms; TE 4 ms; alpha 8°; TI 300 ms; 256 · 256 matrix; field of view 256 · 256 mm; 128 sagittal slices; 1.5 mm thickness).
Data analysis
In Experiments 1 and 2, data analysis was performed by using SPM99 (Welcome Institute of Cognitive Neuroscience, London, UK). Preprocessing included slice timing, co-registration and realignment to correct for temporal and spatial head movement. The images were normalized to MNI-space (Montreal Neurological Institute) and smoothed with a Gaussian filter of 12 mm full width at half maximum to increase the signal-to-noise ratio and to facilitate the group analysis. For the statistical analysis, a GLM was calculated with regressors for each combination of sound perception and visual target fixation for each subject. Exclusively the auditory events were modelled with regressors, not the baseline fixation. Single contrasts of auditory stimuli compared 'modelled event condition' vs. 'non-modelled baseline condition'. The design thus controlled potential effects that were the mere result of fixating at the three different locations (left, right, centre), independent of acoustic stimulation. Drift-and staterelated effects (pulsation, respiration, scanner instability) were filtered out, using a high-pass filter with a cut-off period of 108 s. The cut-off period was calculated as an SPM99 default value, i.e. twice the maximum time between two events of the same kind. It thus corresponded to half the length of a block of left, right or straight ahead fixation (225 s).
For each subject, single contrasts were calculated for the main effect (auditory perception irrespective of ILD and response) and for each eye position, including the three possible responses. In these analyses, subsequent group analysis consisted of a random effect voxel-wise paired t-test of the individual contrasts. The statistical cut-off was set to a high threshold of t > 3.73 (P < 0.001; uncorrected with d.f. ¼ 15) and an extent threshold of 42 voxel corresponding to P < 0.05 (corrected) on the cluster level.
The MNI coordinates were transformed into Talairach space according to the 'mni2tal'-formula suggested by Brett (http:// www.mrc-cbu.cam.ac.uk/Imaging/). The corresponding anatomical regions and Brodmann areas were estimated using the Talairach Daemon (Lancaster et al., 2000) .
Results

Experiment 1
Experiment 1 demanded the subjects' hand response according to the perceived intracranial sound position. The analysis of the main effect (voxel and cluster level at P < 0.05, corrected; Table 1 ) included presentation of left, right and central auditory stimuli during fixation to the left, right and straight ahead. Clusters of significant activation were found in the superior temporal cortex of both hemispheres, including primary auditory cortex (Fig. 2) . These clusters spread into left and right parietal cortices. Also, the left motor cortex was activated due to the right-hand response of the subjects (Fig. 2) . In addition, activation of the left thalamus, left cingulate gyrus and right cerebellum was found. Primary or secondary visual areas exhibited no activation, as visual fixation was kept constant with and without presentation of auditory stimuli.
The effect of eye position on activation evoked by auditory lateralization was analysed by two single contrasts, calculated for right vs. central and for left vs. central eye positions ( Fig. 3; Table 2 ). In both contrasts, we found the left and right primary visual cortices significantly activated ( Fig. 3; Table 2 ). As exclusively blocks with correct maintenance of fixation were analysed (eye position was recorded throughout the experiment), this finding may not be attributed to any variation of the retinal position of the visual fixation target. Further, because the auditory events were modelled with regressors, but not the baseline (see Materials and methods), 'pure' fixation effects were cancelled in each contrast and thus did not contribute to the results.
Beyond activation of the visual cortex, the comparison of right vs. central fixation revealed additional activated areas over both hemispheres (Table 2 ; Fig. 3A) . These included the right precuneus and left inferior parietal lobule, the left and right superior temporal gyri, and the left inferior and middle frontal gyri (Fig. 3A) .
Neither for left nor for right V1 ⁄ V2 activation obtained with the contrasts of left ⁄ right vs. central fixation did we find significant differences between sound positions (Fig. 4) . Repeated-measures anovas revealed a significant effect exclusively for the factor 'eye position' (left V1 ⁄ V2: F 2 ¼ 12.56, P < 0.001; right V1 ⁄ V2: F 2 ¼ 8.82, P ¼ 0.001). While there was no significant signal percentage change as a function of sound position, such change was obtained with left and right eye position. Post-hoc analyses revealed that activation with either left or right eye positions significantly differed from those obtained with gaze straight ahead in both the left hemisphere (t ¼ 5.65, P < 0.001; t ¼ )4.53, P < 0.001) and right hemisphere (t ¼ 4.97, P ¼ < 0.001; t ¼ )3.40, P ¼ 0.001). The finding that left and right primary visual cortices were activated specifically by eccentric, but not central, eye position during sound lateralization (Fig. 3) , thus was not only true when data were pooled, but was also confirmed on the level of single sound positions.
Experiment 2
Experiment 1 could not exclude the possibility that the activation of V1 ⁄ V2 observed with the contrasts of left ⁄ right vs. central fixation was merely the consequence of pressing the button with eccentric gaze. In order to avoid this ambiguity in interpretation, we recruited a new group of subjects and conducted a second experiment without hand responses (Experiment 2). Two contrasts were calculated: right vs. central and left vs. central eye position. As in Experiment 1, we found the left and the right primary visual cortices significantly activated ( Fig. 5; Table 3 ). This argues against the possibility that the activation of V1 ⁄ V2 obtained in Experiment 1 was evoked by effects of hand responses. Both The statistical cut-off was set at a cluster-level of P < 0.05 (corrected) and t > 3.73 (P < 0.001; uncorrected). For each cluster, the t-value of the maximum voxel is reported.
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Right V1/V2 (3, -93,- 3) Left V1/V2 (-6, -90, -1) Right eye position experiments rather suggest that primary visual cortex is involved in processing eccentric eye position during sound lateralization. Because the data analysis for Experiment 2 again included only blocks with correct maintenance of fixation, this result (as that of Experiment 1) may not be attributed to any variation of the retinal position of the visual fixation target. Further, because the auditory events were modelled with regressors, but not the baseline (see Materials and methods), 'pure' fixation effects were cancelled in each contrast (as in Experiment 1) and thus did not contribute to the results.
On the level of single sound positions, we could replicate the result of the pooled data analyses (Fig. 5) . Repeated-measures anovas revealed a significant effect exclusively for the factor 'eye position' (left V1 ⁄ V2: F 2 ¼ 6.42, P ¼ 0.005; right V1 ⁄ V2: F 2 ¼ 13.98, P < 0.001). Left and right primary visual cortices were activated exclusively with eccentric eye position during sound lateralization, but not with straight ahead fixation (Fig. 6) . Post-hoc analyses indicated that activations with either left or right eye positions significantly differed from those obtained with straight ahead gaze in both the left hemisphere (t ¼ )4.08, P < 0.001; t ¼ )3.65, P ¼ 0.001) and right hemisphere (t ¼ )5.01, P < 0.001; t ¼ )6.35, P < 0.001).
Discussion
The present findings from two different experiments suggest that neural activity in the left and right visual cortices is associated with sound lateralization depending on gaze direction. In Experiment 1, which employed right-hand responses, gaze direction to the left side resulted in activation of V1 ⁄ V2 only, whereas fixation to the right was associated with activation of further areas in addition. In Experiment 2, which did not require hand responses, the activation of V1 ⁄ V2 was replicated in a new sample of subjects. Now, gaze direction to the right and left side symmetrically evoked visual cortex activation exclusively. Therefore, one may assume that the asymmetric effects seen in Experiment 1 (cf. Figs 3 and 5) were due to activations evoked by the sensorimotor integration of hand response and auditory lateralization.
For a straightforward interpretation of these findings, it is crucial to exclude that the observed activation of primary visual areas is not the result of (asymmetric) visual input, such as, e.g. contour effects of scanner bore or mirror edges. In fact, we think that this possibility can The statistical cut-off was set at a cluster-level of P < 0.05 (corrected) and t > 3.73 (P < 0.001; uncorrected). For each cluster, the t-value of the maximum voxel is reported. Auditory function of visual cortex? 3153 be ruled out because in both experiments the scanner room was totally darkened. Moreover, the luminance of computer monitors in the adjacent control room was dimmed such that there was also no perceptible light penetrating the window between control room and scanner room. None of the subjects reported any visual impressions apart from the white fixation cross. At first glance, the gaze-dependent activations of the visual cortex with sound lateralization could be misinterpreted by assuming 'genuine' eye position effects. Eye position information is well known to be processed in the visual cortex. In cats and monkeys, the neural activity of a large portion of V1 cells has been found to be strongly modulated by eye position (Weyand & Malpeli, 1993; Trotter & Celebrini, 1999; Rosenbluth & Allman, 2002) . The present results can, however, not be attributed to this modulating effect of eye position on activity. For each fixation condition, individual contrasts of sound lateralization included sound lateralization and fixation vs. a baseline of fixation to the corresponding directions. Such 'genuine' eye position effects thus were subtracted in the individual contrasts and should not have contributed to the group contrasts shown in Figs 3 and 5.
Do our results indicate that processing of auditory spatial information is a general function of the visual cortex? In the cat visual cortex, auditory-visual bimodal neurons have been described, with auditory receptive fields that were spatially aligned with the visual receptive fields (Morrell, 1972; Fishman & Michael, 1973) . Our data, however, may not be related to those findings. Analyses of the signal change in left and right V1 ⁄ V2 indicated that these visual areas were not involved when the gaze was straight ahead. Activation of primary visual cortex was not associated with sound lateralization per se, but exclusively occurred in combination with eccentric eye position. These observations correspond with recent neuroimaging studies on auditory lateralization with central gaze direction that failed to reveal any activation of primary visual areas (Bushara et al., 1999; Weeks et al., 2000; Maeder et al., 2001) .
Influences of eye position on auditory spatial processing are well established on the single neuron level. In the monkey inferior colliculus, responses of single units have been found to be modulated by eye position (Groh et al., 2001) . In addition, neurons in monkey superior colliculus, primary auditory cortex and area LIP have been shown to shift their auditory receptive fields with eye position (Jay & Sparks, 1984 , 1987 Stricanne et al., 1996; Werner-Reiss et al., 2003) . These findings have been explained by assuming neural transformations of auditory spatial coordinates. The present results suggest that the primary visual cortex might play a role in the neural network performing these coordinate transformations. Our observations are also in line with psychophysical studies that demonstrated a direct effect of eccentric gaze on auditory lateralization or localization (Lewald & Ehrenstein, 1996; Lewald, 1997 Lewald, , 1998 Lewald & Ehrenstein, 1998) . In general, those findings have suggested an involvement of eye position signals in neural mechanisms of spatial hearing, as is in accordance with the present results.
A role of the human visual cortex in spatial hearing has recently been proposed by Lewald et al. (2004) . It was shown that lowfrequency offline repetitive transcranial magnetic stimulation (rTMS) over occipital cortex induced a systematic shift in sound lateralization. On the basis of this finding, Lewald et al. (2004) speculated that magnetic stimulation of the visual cortex could have modulated an eye position signal that is used in the neural processing of auditory spatial cues. The present results apparently conform with this view. It has, however, to be emphasized that neither our fMRI data nor the findings by rTMS necessarily imply processing of auditory spatial information in the visual cortex. More likely it seems that eye position information, which has its origin in the visual cortex, is transferred to primary auditory cortex and multimodal cortical areas, where it is known to be integrated with the auditory spatial information (Stricanne et al., 1996; Werner-Reiss et al., 2003) . Also the existence of auditory inputs to the primate visual cortex has been demonstrated by retrograde cell labelling in the monkey. Falchier et al. (2002) identified auditory projections from the core and parabelt areas of the auditory cortex as well as from the polysensory area of the temporal lobe into V1. Taking these findings together, it is reasonable to assume that there are reciprocal connections between auditory and visual areas that convey auditory information to visual cortex and eye position information to auditory areas. One may speculate that the activation of V1 ⁄ V2 obtained here could be mediated by such intracortical interconnections between sensory areas of different modalities. However, the anatomical knowledge about these connections is still too poor to draw any reliable conclusions on the exact origin of the present finding. Thus, it also remains unclear why activation in V1 ⁄ V2 was bilateral, irrespective of whether the gaze was to the left or right. It seems as if both primary visual cortices are involved in the processing of eye position information with sound lateralization to a similar degree, but future research on this aspect is needed.
The enhancement of visual cortex activity by combined auditory and eye position information may reflect a general principle of the functional role of primary sensory areas in multisensory integration. In an fMRI study, Laurienti et al. (2002) indicated superadditive enhancements of the haemodynamic response in an auditory-visual bimodal task compared with the activation evoked by unimodal visual or unimodal auditory stimulation, as well as depression of visual areas in unimodal auditory tasks and vice versa. Calvert et al. (1999) Right V1/V2 (18, -72, 12) Left V1/V2 (-24, -64, 11) Left demonstrated that during cross-modal binding of speech and visual stimuli, auditory and visual areas were more strongly activated compared with unimodal stimulation. One may assume that this principle plays a role also during auditory-visual spatial integration in primary visual areas. On the other hand, it has to be emphasized that in the present study the visual cortex was not equally activated with central and eccentric gaze directions. Thus, the activation found may not merely reflect well-balanced auditory-visual integration, but rather a modulation of the level of neuronal responses to auditory stimuli by changes in eye position. A further question that arises is whether or not the activation of the visual areas might have been influenced by attentional processes. In all conditions, the subjects had to fixate a cross presented at different locations. It may be assumed that the fixation cross served as a cue stimulus biasing the subjects' attention to the corresponding direction. However, previous studies investigating such processes in healthy subjects revealed lateralized activation in the human brain. Attention cued to the left or right hemispace activated visual areas always contralateral to the attended hemispace, even in the period after cueing when no visual target was present (Kastner et al., 1999; Hopfinger et al., 2000; Martinez et al., 2001; Noesselt et al., 2002) . Unlike such findings, the present experiments obtained bilateral activity in visual cortices with both left and right gaze directions. This bilateral activity is valid also on the voxel level. Here, the percentage signal change did not indicate any significant difference when contrasting the left vs. right hemisphere for left or right gaze directions (see Figs 4 and 6).
Also, one could assume that activations of visual cortex were the result of visual imagery of sound position. Studies on tactile processing have suggested the involvement of the visual cortex in visual imagery during non-visual tasks (e.g. Zangaladze et al., 1999) . This possibility seems, however, unlikely because the activation was obtained exclusively with eccentric gaze. If visual imagery would play a role in our experiments, one would expect activations of the visual cortex also with straight ahead fixation.
In conclusion, our study revealed an activation of primary visual cortex that was evoked by sound lateralization with eccentric eye position. The activation occurred exclusively with the combination of sound lateralization and eccentric eye position, but not with sound lateralization per se. Although these results do not necessarily imply processing of auditory information in V1 ⁄ V2, they suggest that visual areas are at least indirectly involved in the neural processes that perform the transformation of auditory spatial coordinates with eccentric eye position. This transformation serves to maintain the perceptual alignment of audition and vision with changes in gaze direction. Generally, our study provides support for the view of a functional significance of the visual cortex for multisensory space perception, even though we are still far from understanding the exact role of this area in auditory functions.
