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Abstract
The symmetric Sinc–Galerkin method applied to a sparable second-order self-adjoint el-
liptic boundary value problem gives rise to a system of linear equations
(x ⊗Dy +Dx ⊗y)u = g,
where ⊗ is the Kronecker product symbol, x and y are Toeplitz-plus-diagonal matrices,
and Dx and Dy are diagonal matrices. The main contribution of this paper is to present and
analyze a two-step preconditioning strategy based on the banded matrix approximation (BMA)
and the alternating direction implicit (ADI) iteration for these Sinc–Galerkin systems. In par-
ticular, we show that the two-step preconditioner is symmetric positive definite, and the condi-
tion number of the preconditioned matrix is bounded by the convergence factor of the involved
ADI iteration. Numerical examples show that the new preconditioner is practical and efficient
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to precondition the conjugate gradient method for solving the above symmetric Sinc–Galerkin
linear system.
© 2003 Elsevier Science Inc. All rights reserved.
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1. Introduction
We present a two-step preconditioner which is a technical hybrid of the banded
matrix approximation (BMA) and the alternating direction implicit (ADI) iteration,
for solving systems of linear equations arising from symmetric Sinc–Galerkin dis-
cretization of a separable second-order self-adjoint elliptic boundary value problem{
Lu = −∇2u(x, y)+ (µ(x)+ ν(y))u(x, y) = f (x, y), (x, y) ∈ ,
u(x, y) = 0, (x, y) ∈ ,
(1.1)
where  is a rectangular region in R2,  its boundary, and µ(x), ν(y) and f (x, y)
are given nonlinear functions. Without loss of generality, we assume that  is the
unit square (0, 1)× (0, 1). According to Lund [9] and Lund and Bowers [10] the
dx-by-dy matrix system is of the form
(x ⊗Dy +Dx ⊗y)u = g, (1.2)
where P ⊗Q represents the Kronecker product of two matrices P and Q, x and
y are symmetric Toeplitz-plus-diagonal matrices, Dx and Dy are diagonal ma-
trices, and dx and dy are the numbers of the mesh-points along the x- and the
y-directions, respectively. The attraction of this approach is that the symmetric Sinc–
Galerkin method for boundary value problems is convergent exponentially under
suitable conditions, and it is also effective in handling singular problems [9].
Lund [9] used block Gauss elimination to solve the system of linear equations
(1.2) through first finding an orthogonal matrix which transforms the coefficient ma-
trix into a block-diagonal one, and then solving the reduced system of linear equa-
tions by a block Gauss elimination process. This approach performs well because all
matrix inversions and matrix multiplications in the Gauss elimination process can
be performed only on diagonal matrices. Its cost for solving the symmetric Sinc–
Galerkin linear system (1.2) is of O(dxd3y ) or O(d3xdy) operations.
Recently, Ng [11] constructed a banded-matrix preconditioner
B = Bx ⊗Dy +Dx ⊗ By, (1.3)
which can be used to precondition the coefficient matrix in (1.2) and employed the
resulting preconditioned conjugate gradient method to solve the linear system (1.2).
Here Bx and By are tridiagonal matrices. It was proved in [11] that all eigenvalues of
the preconditioned matrix are uniformly bounded by positive constants from below
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and above, respectively, and therefore, the condition number of the preconditioned
matrix is uniformly bounded by a constant independent of the matrix size. Consider-
ing that the computational complexity of solving Bv = r is still quite expensive, Ng
[11] further adopted the MINV [5] as a second-step preconditioner to precondition
the matrix B in the numerical experiments. Numerical results showed that the pre-
conditioned conjugate gradient method with the two-step preconditioner composed
of the banded matrix B and its MINV factorization converges quite fast. However,
theoretical results about the convergence property of this preconditioned conjugate
gradient method was not given there.
In this paper, we investigate the solution of the system of linear equations (1.2) by
the preconditioned conjugate gradient method with a two-step preconditioner which
is a technical hybrid of the banded matrix B and its ADI iteration. Here, differently
from the approach in [11], we adopt a tensor product generalized ADI iteration as a
second-step preconditioner to solve the generalized residual system Bv = r to some
prescribed precision. The work per ADI iteration is O(dxdy) operations.
We remark that the ADI method was introduced by Peaceman and Rachford in
1955 [12]; in 1961, D’Yakonov [6] studied combination of the ADI and the Cheby-
shev method in an inner–outer iteration fashion; Wachspress [18] used ADI as a
preconditioner for the conjugate gradient method to solve symmetric positive defi-
nite system of linear equations; Chin et al. [4] and Starke [15,16] used ADI as a
preconditioner for nonsymmetric system of linear equations arising from convec-
tion–diffusion problems; and recently, Calvetti and Reichel [2] studied application
of ADI iterative method to the restoration of noisy images.
The main aim of this paper is to study the preconditioning properties of the two-
step preconditioner based on BMA and ADI from both theoretical and numerical
viewpoints. In particular, we show that the two-step preconditioner is symmetric
positive definite, and the condition number of the preconditioned matrix is bounded
by the convergence factor of the involved ADI iteration. Numerical examples show
that the new preconditioner is practical and efficient to precondition the conjugate
gradient method for solving the symmetric Sinc–Galerkin linear system (1.2).
The outline of this paper is as follows. In Section 2 we study some properties of
the discrete Sinc–Galerkin linear system. In Section 3 we introduce the new two-step
preconditioner and analyze its convergence property. Numerical results are presented
in Section 4 to illustrate the effectiveness of the new preconditioner. And finally, in
Section 5 we draw some concluding remarks.
2. Symmetric Sinc–Galerkin linear systems
We solve the system of linear equations (1.2) by the preconditioned conjugate
gradient method, in which the matrix–vector product is the most costly part at each
of its iteration step. However, for the special structure of the coefficient matrix in the
system of linear equations (1.2) we will show in the following that the matrix–vector
product can be computed efficiently.
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By assembling the Sinc–Galerkin linear system for the coefficients, we obtain the
system of linear equations
Au = [(Tx + x)⊗Dy +Dx ⊗ (Ty + y)]u = g, (2.1)
where
u = [u1,1, u1,2, . . . , u1,my+ny+1, . . . , umx+nx+1,my+ny+1]T , (2.2)
g = [g1,1, g1,2, . . . , g1,my+ny+1, . . . , gmx+nx+1,my+ny+1]T , (2.3)
x = h2x · diag
[( −1
φ′(x−mx )3/2
)(
1
φ′(x−mx )1/2
)′′
+ µ(x−mx )
φ′(x−mx )2
, . . . ,
( −1
φ′(xnx )3/2
)(
1
φ′(xnx )1/2
)′′
+ µ(xnx )
φ′(xnx )2
]
,
y = h2y · diag
[(
−1
φ′(y−my )3/2
)(
1
φ′(y−my )1/2
)′′
+ ν(y−my )
φ′(y−my )2
, . . . ,
(
−1
φ′(yny )3/2
)(
1
φ′(yny )1/2
)′′
+ ν(yny )
φ′(yny )2
]
,
with φ(·) a conformal mapping (see [9,10]),
xj = φ−1(jhx), yk = φ−1(khy), j, k = 0,±1,±2, . . .
And for z ∈ {x, y}, dz = mz + nz + 1, Tz is a dz-by-dz symmetric Toeplitz matrix
with its first column given by[
2/3,−2, 2/22, . . . , 2(−1)dz−1/(dz − 1)2
]T
and
Dz = diag
[
1
φ′(z−mz)1/2
, . . . ,
1
φ′(znz)1/2
]
.
Evidently, the coefficient matrix A in (2.1) is a block Toeplitz-plus-diagonal ma-
trix. By sufficiently considering this special structure, we see that the matrix–vector
product Aw can be computed in O(dxdy log(dxdy)) operations, see [11] for details.
Thus, iterative methods such as the conjugate gradient method can be employed
for solving this system of linear equations. In general, the convergence rate of the
conjugate gradient method depends on the condition number of the coefficient matrix
A. Also, in [11] Ng showed that the condition number of the matrix A is of order
O(d2x + d2y ), which implies that the conjugate gradient method may converge very
slowly when it is employed to solve the system of linear equations (2.1).
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To accelerate the convergence speed of the conjugate gradient method, Ng [11]
constructed a banded matrix preconditioner
B = (Lx + x)⊗Dy +Dx ⊗ (Ly + y) (2.4)
to the matrix A, and showed that this preconditioner is optimal in the sense of the
spectral equivalence. Here Lx (or Ly) is a one-dimensional discrete Laplacian matrix
of the form
Lx = tridiag[−1, 2,−1].
More precisely, we state the main result in [11] in the following theorem.
Theorem 2.1 [11]. If µ(x) and ν(y) in the separable second-order self-adjoint el-
liptic boundary value problem (1.1) are nonnegative, and the conformal mapping φ
satisfies( −1
φ′(z)3/2
)(
1
φ′(z)1/2
)′′
 0 ∀z ∈ (0, 1), (2.5)
then Lx + x , Ly + y , Dx , Dy and B are symmetric positive definite matrices.
In addition, all eigenvalues of the matrix B−1A are within an interval located on
the positive semi-axis, and therefore, the condition number κ(B−1A) of the matrix
B−1A is uniformly bounded by a positive constant c independent of the matrix size.
In fact, the matrix B is a block-tridiagonal matrix. However, the work for solving
the generalized residual system
Bv = r (2.6)
for some vector r is quite costly. In the following section, we will propose a new
strategy for solving (2.6) by making use of a tensor product generalized ADI iteration
process, and then obtain a two-step preconditioner P , or in other words, a hybrid
BMA–ADI preconditioner, to the coefficient matrix A. Moreover, we will study the
overall condition number κ(P−1A) of the preconditioned matrix P−1A.
3. The hybrid BMA–ADI preconditioners
Assume that P is the ADI preconditioner to the matrix B in (2.4). Then the
hybrid BMA–ADI preconditioner to the original matrix A in (2.1) is also the matrix
P . Considering that κ(P−1A)  κ(P−1B) · κ(B−1A) and κ(B−1A) is uniformly
bounded by a positive constant (see Theorem 2.1), to estimate κ(P−1A) we only
need to estimate κ(P−1B). Therefore, in the following we will focus on study of
the convergence property of the ADI iteration to the generalized residual system
(2.6).
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3.1. ADI iterations
To describe an ADI iteration for the generalized residual system (2.6), we in-
troduce the matrices V and R, whose entries are the elements of v and r in (2.6),
respectively, stored row-wise. Then (2.6) can be rewritten as
(Lx + x)VDy +DxV (Ly + y) = R. (3.1)
The ADI iteration for the solution of (2.6) proceeds by alternating between the solu-
tions of the involved two systems of linear equations [12]. Concretely, the procedure
of the ADI algorithm can be described as follows:
procedure ADI-I
Let {αl} and {βl′ } be sequences of positive constants, and {pk} and {qk}
be sequences of positive integers.
• Given V0 = 0, k := 0, p0 := 0, q0 := 0, l := 0, l′ := 0;
• k:=k+1;
For l = pk−1 + 1 to pk
[αl(Lx+x)+Dx]Vl+l′(Ly+y) = R+ (Lx+x)Vl+l′−1[αl(Ly+y)−Dy];
Endfor
For l′ = qk−1 + 1 to qk
(Lx + x)Vl+l′ [βl′(Ly + y)+Dy] = R + [βl′(Lx + x)−Dx]Vl+l′−1(Ly +
y);
Endfor
We remark that in the procedure ADI-I, the parameters {pk} and {qk} are two non-
negative integer sequences generated either predeterminately at the beginning, or
randomly in the proceeding, of the procedure. Moreover, this procedure does not
require strict alternation between the l-loop and the l′-loop, i.e., we allow one of the
systems involved in the procedure to be applied more often than the other one. This
may result in fast convergence of ADI-I algorithm [2].
For simplicity, let
Ax = (Lx + x)−1Dx, Ay = Dy(Ly + y)−1,
Rˆ = (Lx + x)−1R(Ly + y)−1.
Then we obtain the following equivalent expression of the above ADI-I procedure:
procedure ADI-II
Let {αl} and {βl′ } be sequences of positive constants, and {pk} and {qk}
be sequences of positive integers.
• Given V0 = 0, k := 0, p0 := 0, q0 := 0, l := 0, l′ := 0;
• k:=k+1;
M.K. Ng, Z.-Z. Bai / Linear Algebra and its Applications 366 (2003) 317–335 323
For l = pk−1 + 1 to pk
Vl+l′ = (αlI + Ax)−1Rˆ + (αlI + Ax)−1Vl+l′−1(αlI − Ay);
Endfor
For l′ = qk−1 + 1 to qk
Vl+l′ = Rˆ(βl′I + Ay)−1 + (βl′I − Ax)Vl+l′−1(βl′I + Ay)−1;
Endfor
For the convergence of the ADI-II procedure, we can demonstrate the following
theorem.
Theorem 3.1. For z ∈ {x, y}, let Ez be the sets of eigenvalues of the matrices Az,
respectively. Then it holds that
‖Vpk+qk − V ∗‖2 
maxτ∈Ex |gk(τ )|
max−τ∈Ey |gk(τ )|
√
κ(Lx + x)κ(Ly + y)‖V0 − V ∗‖2
≡ κADI ‖V0 − V ∗‖2, (3.2)
where v∗ is the unique solution of the generalized residual system Bv = r, V ∗ is the
matrix whose entries are the elements of v∗ stored row-wise, and
gk(τ ) =
∏qk
l′=1(βl′ − τ)∏pk
l=1(αl + τ)
,
κADI = maxτ∈Ex |gk(τ )|
max−τ∈Ey |gk(τ )|
√
κ(Lx + x)κ(Ly + y).
In particular, if αl = βl (l = 0, 1, . . . , pk) and qk = pk (k = 0, 1, 2, . . .), then for
any set of positive acceleration parameters αl, the iteration sequence {Vk} generated
by ADI-II converges to V ∗.
Proof. Define Ek = Vpk+qk − V ∗ be the error matrix at the kth iteration of ADI-
II procedure. Since the matrices (αlI + Ax)−1 and (βl′I − Ax), (βl′I + Ay)−1 and
(αlI − Ay) are commutative, respectively, for all reals αl and βl′ , we obtain from
ADI-II that
Ek =
pk∏
l=1
(αlI + Ax)−1
qk∏
l′=1
(βl′I − Ax)E0
×
pk∏
l=1
(αlI − Ay)
qk∏
l′=1
(βl′I + Ay)−1. (3.3)
For z ∈ {x, y}, because Lz + z and Dz are symmetric positive definite, there exist
an orthogonal matrix Wz and a diagonal matrix z such that
A˜z ≡ (Lz + z)−1/2Dz(Lz + z)−1/2 = WTz zWz. (3.4)
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Here, the main diagonal of z contains the eigenvalues of A˜z. Then it follows from
(3.3) that
(Lx + x)1/2Ek(Ly + y)−1/2
=
pk∏
l=1
(αlI + A˜x)−1
qk∏
l′=1
(βl′I − A˜x)(Lx + x)1/2E0(Ly + y)−1/2
×
pk∏
l=1
(αlI − A˜y)
qk∏
l′=1
(βl′I + A˜y)−1. (3.5)
Using (3.4) and (3.5), we get
‖Ek‖2
 ‖(Lx + x)−1/2‖2‖(Ly + y)1/2‖2‖(Lx + x)1/2Ek(Ly + y)−1/2‖2
 ‖(Lx + x)−1/2‖2‖(Ly + y)1/2‖2‖(Lx + x)1/2E0(Ly + y)−1/2‖2
× max
τ∈λ(A˜x)
∏qk
l′=1 |βl′ − τ |∏pk
l=1 |αl + τ |
· max
τ∈λ(A˜y)
∏pk
l=1 |αl − τ |∏qk
l′=1 |βl′ + τ |
= max
τ∈λ(A˜x)
∏qk
l′=1 |βl′ − τ |∏pk
l=1 |αl + τ |
· max
−τ∈λ(A˜y)
∏pk
l=1 |αl + τ |∏qk
l′=1 |βl′ − τ |
× κ((Lx + x)1/2) · κ((Ly + y)1/2) · ‖E0‖2.
The result follows straightforwardly by noting that the spectra of the matrices Az are
the same as those of the matrices A˜z for z ∈ {x, y}, respectively.
When αl = βl (l = 0, 1, . . . , pk) and qk = pk (k = 0, 1, 2, . . .), we know that
there exist two positive constants such that
max
τ∈λ(A˜x)
∣∣∣∣βl′ − ταl + τ
∣∣∣∣  C1 < 1 and max−τ∈λ(A˜y)
∣∣∣∣ αl + τβl′ − τ
∣∣∣∣  C2 < 1.
Therefore, we have
‖Ek‖2  (C1C2)pk · κ
(
(Lx + x)1/2
) · κ((Ly + y)1/2) · ‖E0‖2,
and ‖Ek‖2, or Ek , tends to zero as k tends to infinity. 
We remark that if the spectra of the matrices Az (z ∈ {x, y}) are known and if
pk = qk (k = 0, 1, 2, . . .), then the parameters αl = βl (l = 0, 1, . . . , pk) can be ob-
tained such that exact estimates about the constants C1 and C2 are obtainable. This
fact is precisely stated as the following corollary.
Corollary 3.1. For z ∈ {x, y}, suppose that Ez ⊆ [γ1, γ2], where γ1 and γ2 are two
positive reals. If pk = qk and αl = βl = √γ1γ2 for all l = 0, 1, . . . , pk, then it holds
that
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‖Vpk+qk − V ∗‖2

(√
γ − 1√
γ + 1
)2pk
· κ((Lx + x)1/2) · κ((Ly + y)1/2) · ‖V0 − V ∗‖2,
where γ = γ2/γ1.
Proof. The result follows immediately from the estimate
min
αl,βl′
{
max
τ∈Ex
∣∣∣∣βl′ − ταl + τ
∣∣∣∣ max−τ∈Ey
∣∣∣∣ αl + τβl′ − τ
∣∣∣∣
}

(√
γ − 1√
γ + 1
)2
. 
In the case that Ez ⊆ [γ1, γ2](z ∈ {x, y}), αl = βl (l = 0, 1, . . . , pk) and qk =
pk (k = 0, 1, 2, . . .), the parameters {αl} can be computed cyclically by making
use of the formula given in [1,17,18] so that the convergence speed of ADI-II in-
creases very fast with increasing pk . This acceleration technique could be equally ap-
plicable to the case that Ex ≈ Ey . In general, we may apply the generalized
Bagby point algorithm [8] or the modified Bagby point algorithm [8] to produce
nearly optimal sequences of the parameters {αl}pkl=1 and {βl′ }qkl′=1 so that the ratio
maxτ∈Ex |gk(τ )|/max−τ∈Ey |gk(τ )| decreases in a fast and smooth fashion.
We remark that if we let
θx= min−mxjnx
{( −1
φ′(xj )3/2
)(
1
φ′(xj )1/2
)′′
+ µ(xj )
φ′(xj )2
}
,
θx= max−mxjnx
{( −1
φ′(xj )3/2
)(
1
φ′(xj )1/2
)′′
+ µ(xj )
φ′(xj )2
}
,
θy= min−mykny
{( −1
φ′(yk)3/2
)(
1
φ′(yk)1/2
)′′
+ ν(yk)
φ′(yk)2
}
,
θy= max−mykny
{( −1
φ′(yk)3/2
)(
1
φ′(yk)1/2
)′′
+ ν(yk)
φ′(yk)2
}
,
and for z ∈ {x, y},
δz = min−mzjnz
{
1
φ′(zj )1/2
}
and δz = max−mzjnz
{
1
φ′(zj )1/2
}
,
then it holds that
θzI  z  θzI and δzI  Dz  δzI.
Therefore,
Ez ⊆

 δz
θz + 2
(
1 + cos
(

dz+1
)) , δz
θz + 2
(
1 − cos
(

dz+1
))

 .
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Table 1
Work to compute the 1-direction sweep of the ADI-II procedure
Operation Work
W1 = αlI + Ax dx
W2 = αlI − Ay dy
W3 = Vl+l′−1W2 2dxdy
Vl+l′ = (αlI + Ax)−1(Rˆ +W3) 3dxdy
Next we consider the computational work of the 1-direction sweep of the ADI-I
procedure. The total work is estimated using the results of Table 1. Thus, the total
work to compute the 1-direction sweep is O(dx + dy + 5dxdy). An analogous es-
timate shows that the work for the 2-direction sweep is the same. Hence the total
work per iteration isO((pk + qk − pk−1 − qk−1)(dx + dy + 5dxdy)) operations. We
remark that on a parallel computer, a large gain in speed could be resulted from
computing W3 and Vl+l′ in parallel.
3.2. Analysis of the hybrid BMA–ADI preconditioners
In this subsection, we will further investigate properties of the hybrid BMA–ADI
preconditioner and the preconditioned matrix. To this end, we first reformulate the
ADI iteration in matrix–vector form, and then show that it is actually resulted from
a splitting of the matrix B.
For convenience of statements, we introduce matrices
H
(1)
l = (Lx + x)[αl(Lx + x)+Dx]−1 ⊗ (αlI − Ay), (3.6)
J
(1)
l = [(αlI + Ax)−1 ⊗ I ][(Lx + x)⊗ (Ly + y)]−1, (3.7)
H
(2)
l′ = (βl′I − Ax)⊗ [βl′(Ly + y)+Dy]−1(Ly + y), (3.8)
J
(2)
l′ = [(Lx + x)⊗ (Ly + y)]−1[I ⊗ (βl′I + Ay)−1]. (3.9)
Then ADI-II can be equivalently expressed in the following form:
procedure ADI-III
• Given v0 = 0, k := 0, p0 := 0, q0 := 0, l := 0, l′ := 0;
• k:=k+1;
For l = pk−1 + 1 to pk
vl+l′ = H(1)l vl+l′−1 + J (1)l r;
Endfor
For l′ = qk−1 + 1 to qk
vl+l′ = H(2)l′ vl+l′−1 + J (2)l′ r;
Endfor
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To demonstrate that the ADI-III procedure is actually a standard splitting itera-
tion for the generalized residual system (2.6), we need the following important
property.
Property 3.1. Given an n-by-n matrix S, and an n-dimensional vector r. Let S =
M −N be a splitting of the matrix S, i.e., M is nonsingular. If {vk} is an iterative
sequence defined by
Mvk+1 = Nvk + r, k = 0, 1, 2, . . . ,
then {vk} satisfies
vk+1 = Hvk +Gr, k = 0, 1, 2, . . . , (3.10)
withH = M−1N andG = M−1.Moreover, it holds that I −H = GS. Conversely,
if {vk} is defined by (3.10),G is nonsingular, and the iteration sequence in (3.10)
is consistent with the system of linear equations Sv = r, then the iteration sequence
(3.10) is induced by the matrix splitting S = M −N, where M = G−1 and N =
G−1H.
With Property 3.1, we can derive the splittings of the matrix B which results in
each l-loop and l′-loop in the ADI-III procedure.
Theorem 3.2. For l ∈ {0, 1, . . . , pk} and l′ ∈ {0, 1, . . . , qk}, the matrices J (1)l and
J
(2)
l′ are nonsingular, and it holds that
B = (J (1)l )−1 − (J (1)l )−1H(1)l = (J (2)l′ )−1 − (J (2)l′ )−1H(2)l′ . (3.11)
Proof. Since Ax and Ay are positive definite matrices, and αl and βl′ are posi-
tive parameters, the matrices αlI + Ax and βl′I + Ay are nonsingular. Moreover, by
noticing that(
J
(1)
l
)−1 = (Lx + x)(αlI + Ax)⊗ (Ly + y),(
J
(2)
l′
)−1 = (Lx + x)⊗ (βl′I + Ay)(Ly + y),(
J
(1)
l
)−1
H
(1)
l = (Lx + x)⊗ (αlI − Ay)(Ly + y),(
J
(2)
l′
)−1
H
(2)
l′ = (Lx + x)(βl′I − Ax)⊗ (Ly + y),
we can immediately check the validity of the formulae in (3.11). 
By combining all steps in the l-loop and l′-loop in the ADI-III procedure, we
have
vpk+qk = Hkvpk−1+qk−1 +Gkr, (3.12)
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where
Hk =
qk∏
l′=qk−1+1
H
(2)
l′
pk∏
l=pk−1+1
H
(1)
l (3.13)
and
Gk =
qk∏
l′=qk−1+1
H
(2)
l′

J (1)pk +
pk−1∑
l=pk−1+1

 pk∏
k=l+1
H
(1)
k

 J (1)l


+

J (2)qk +
qk−1∑
l′=qk−1+1

 qk∏
k=l′+1
H
(2)
k

 J (2)
l′

 . (3.14)
Below, we will show that the matrix B also has a splitting which can be defined
through the matrices Hk and Gk . To this end, we need the following two results.
Property 3.2. Given an n-by-n matrix S, and an n-dimensional vector r. Let S =
Mi −Ni (i = 1, 2) be two splittings of the matrix S, i.e., Mi (i = 1, 2) are nonsin-
gular. If {vk} is an iterative sequence defined by{
M1vk+ 12 = N1vk + r,
M2vk+1 = N2vk+ 12 + r,
k = 0, 1, 2, . . . ,
then {vk} satisfies
vk+1 = Hvk +Gr, k = 0, 1, 2, . . . , (3.15)
with H = M−12 N2M−11 N1, G = M−12 N2M−11 +M−12 . Moreover, it holds that
I −H = GS.
Proof. The proof is straightforward. For details we refer the readers to [1]. 
Lemma 3.1. Given an n-by-n matrix S, and an n-dimensional vector r. Let S =
Mi −Ni (i = 1, 2) be two splittings of S such that the matrices Mi (i = 1, 2) are
symmetric. Then the matrix G = M−12 N2M−11 +M−12 is symmetric if either of thefollowing two conditions is satisfied:
(a) M−12 N2M−11 = M−11 N2M−12 ;
(b) M−12 SM−11 = M−11 SM−12 .
Moreover, if either (a) or (b) holds, and M1 and M2 are symmetric positive definite,
then the matrix G is symmetric positive definite if and only if (M1 +M2 − S) is a
symmetric positive definite matrix.
Proof. If (a) holds, the definition of the matrix G straightforwardly shows that it is
symmetric. Because
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G =M−12 N2M−11 +M−12
=M−12 (M2 − S)M−11 +M−12
=M−11 +M−12 −M−12 SM−11 , (3.16)
we immediately know that (b) also implies that the matrix G is symmetric.
Since M1 and M2 are symmetric positive definite, there exists a nonsingular n-
by-n matrix Q such that
QM1Q
T = I and QM2QT = ,
where  is a diagonal matrix. Thus, we obtain
M−11 = QTQ and M−12 = QT−1Q. (3.17)
By noticing that
M−12 SM
−1
1 = QT−1S˜Q and M−11 SM−12 = QTS˜−1Q, (3.18)
where S˜ = QSQT, we see that M−12 SM−11 = M−11 SM−12 if and only if −1S˜ =
S˜−1, which is equivalent to that  and S˜ must have the following structures:
 =


λ1In1×n1
λ2In2×n2
.
.
.
λrInr×nr

 ,
S˜ =


(S˜11)n1×n1
(S˜22)n2×n2
.
.
.
(S˜rr )nr×nr

 ,
where λi /= λj for i /= j and i, j = 1, 2, . . . , r , and ni (i = 1, 2, . . . , r) are positive
integers satisfying
∑r
i=1 ni = n. By making use of (3.16)–(3.18), we have
G = QTQ+QT−1Q−QT−1S˜Q = QT(I + −1 − −1S˜)Q.
Therefore, the following equivalence statements hold:
G is positive definite ⇔ I + −1 − −1S˜ is positive definite
⇔ I + −1 − −1/2S˜−1/2 is positive definite
⇔ + I − S˜ is positive definite
⇔ QM1QT +QM2QT −QSQT is positive definite
⇔ M1 +M2 − S is positive definite.
Up to now, the lemma is proved. 
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With Properties 3.1 and 3.2, Lemma 3.1 and Theorem 3.2, we can further demon-
strate that the matrix B adopts a splitting which is resulted from the matrices Hk and
Gk in (3.13) and (3.14), respectively.
Theorem 3.3. For all k, the matrices Gk are symmetric positive definite, and it
holds that
B = G−1k −G−1k Hk and I −Hk = GkB, (3.19)
where Hk and Gk are defined in (3.13) and (3.14).
Proof. Without loss of generality, we only consider the case where pk = pk−1 + 1
and qk = qk−1 + 1. The general result in (3.19) can be easily proved by making use
of Property 3.1 and Lemma 3.1 as well as the induction argument. Corresponding to
Property 3.2, we define matrices
M1 = (Lx + x)(αlI + Ax)⊗ (Ly + y),
M2 = (Lx + x)⊗ (βl′I + Ay)(Ly + y),
N1 = (Lx + x)⊗ (αlI − Ay)(Ly + y),
N2 = (Lx + x)(βl′I − Ax)⊗ (Ly + y).
It is straightforward to check that
M−12 N2M
−1
1 = (βl′I − Ax)(αlI + Ax)−1(Lx + x)−1
⊗(Ly + y)−1(βl′I + Ay)−1
=M−11 N2M−12 .
Moreover, we have
MT1 = (αlI + Ax)T(Lx + x)⊗ (Ly + y)
= (Lx + x)(αlI + Ax)⊗ (Ly + y) = M1,
and similarly, MT2 = M2. Therefore, by using Lemma 3.1 we know that the matrix
Gk is symmetric. Because
M1 +M2 − B = (Lx + x)(αlI + Ax)⊗ (Ly + y)
+ (Lx + x)⊗ (βl′I + Ay)(Ly + y)
− [(Lx + x)⊗Dy +Dx ⊗ (Ly + y)]
= (αl + βl′)(Lx + x)⊗ (Ly + y),
the matrix M1 +M2 − B is positive definite. Therefore, by Lemma 3.1, the matrix
Gk is positive definite. 
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By employing the ADI iteration as a preconditioner for the matrix A, we can
show that the condition number of the preconditioned matrix G−1k A is bounded by
the convergence factor of the ADI iteration.
Theorem 3.4. If the nonlinear functions µ(x) and ν(y) in the separable second-
order self-adjoint elliptic partial differential equation (1.1) are nonnegative, and
the conformal mapping φ satisfies (2.5), then
κ
(
G−1k A
)
 c · 1 + κADI
1 − κADI ,
where c is defined as in Theorem 2.1 and κADI is defined in Theorem 3.1.
Proof. Because
κ
(
G−1k A
)
 κ
(
G−1k B
)
κ(B−1A),
κ(B−1A) is uniformly bounded by the positive constant c according to Theorem 2.1,
and
κ
(
G−1k B
) = κ(I −Hk) = ‖I −Hk‖2‖(I −Hk)−1‖2
 1 + ‖Hk‖2
1 − ‖Hk‖2
 1 + κADI
1 − κADI ,
the proof is complete. 
4. Numerical examples
The two examples in [11] are used to illustrate the performance of the new hybrid
preconditioner.
Example 1
−∇2u(x, y) = 3ex+yxy[(x + 3)(1 − y)+ (y + 3)(1 − x)],
(x, y) ∈ (0, 1)× (0, 1).
The known solution is u(x, y) = 3ex+yxy(1 − x)(1 − y). The conformal mapping
φ(z) = log(z/(1 − z)) is used in this example.
Example 2
−∇2u(x, y)+
(
1
x2
+ 1
y2
)
u(x, y)
= y ln(y)(ln(x)− 1)
x
+ x ln(x)(ln(y)− 1)
y
, (x, y) ∈ (0, 1)× (0, 1).
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The solution is u(x, y) = xy ln(x) ln(y). Here, the solution has logarithmic singular-
ities at x = 0 or y = 0. The conformal mapping φ(z) = log(z/(1 − z)) is also used
in this example, see [10, p. 131].
In these two examples we take d = /2 and mx = nx = my = ny = m as sug-
gested in [9], where the size of the Sinc–Galerkin matrix is (2m+ 1)2. Moreover, the
problems all have homogeneous Dirichlet boundary conditions and known solutions.
All the experiments are performed in MATLAB with machine precision 10−16. In
our tests, the zero vector is the initial guess of the preconditioned conjugate gradient
iterations. In the tests, we consider the hybrid preconditioner with different steps in
the alternating direction implicit method. We choose pk − pk−1 = qk − qk−1 = p
as follows: (i) p = 3m/4, (ii) p = m, (iii) p = 5m/4, (iv) p = m/2. We note that
the accuracy of the computed solution depends on the Sinc–Galerkin method used
in the discretization of the boundary value problem. Thus we are looking for a good
“stopping rule” for our iterative schemes. We remark that it is not reasonable to
solve the matrix equation more accurate than the discretization error given by the
Sinc–Galerkin method. To this end, we determine the error between the numerical
approximation and the true solution at the Sinc points defined as follows:
Error = max−mxjnx,−mykny |uj,k − u(xj , yk)|.
This error has been given in [11].
Tables 2–5 and 6–9 list the number of iterations and flops respectively required for
the convergence of the conjugate gradient method using the hybrid preconditioner.
Two sets of parameters: (a) α = β = 1/2 and h = /√m, and (b) α = β = 1 and
h = /√2m, are used to test the method (see [9]). In the tables, the symbol I means
Table 2
Number of iterations required for convergence for Example 1 when α = β = 1/2 and h = /√m
Size Error I B Hp
(i) (ii) (iii) (iv)
92 4.1 × 10−3 19 3 10 4 4 3
172 3.7 × 10−4 46 3 12 5 5 4
332 1.1 × 10−5 ** 4 14 6 6 5
652 7.6 × 10−8 ** 5 26 11 8 6
Table 3
Number of iterations required for convergence for Example 1 when α = β = 1 and h = /√2m
Size Error I B Hp
(i) (ii) (iii) (iv)
92 1.5 × 10−2 22 3 5 5 5 4
172 3.3 × 10−3 46 4 11 7 7 6
332 3.0 × 10−4 >100 5 15 10 10 7
652 8.9 × 10−6 >100 6 25 14 11 8
M.K. Ng, Z.-Z. Bai / Linear Algebra and its Applications 366 (2003) 317–335 333
Table 4
Number of iterations required for convergence for Example 2 when α = β = 1/2 and h = /√m
Size Error I B Hp
(i) (ii) (iii) (iv)
92 6.6 × 10−4 19 4 6 4 4 4
172 1.1 × 10−4 46 5 8 5 5 5
332 5.8 × 10−6 >100 8 13 7 7 6
652 6.0 × 10−8 >100 13 19 11 10 9
Table 5
Number of iterations required for convergence for Example 2 when α = β = 1 and h = /√2m
Size Error I B Hp
(i) (ii) (iii) (iv)
92 5.1 × 10−3 19 6 6 6 6 5
172 1.7 × 10−3 46 8 7 7 7 5
332 2.2 × 10−4 >100 15 12 8 7 6
652 9.6 × 10−6 >100 24 19 11 10 9
Table 6
Number of flops required for convergence for Example 1 when α = β = 1/2 and h = /√m
Size I B Hp
(i) (ii) (iii) (iv)
92 8.9 × 105 1.5 × 105 5.0 × 105 2.0 × 105 2.1 × 105 1.6 × 105
172 1.7 × 107 1.1 × 106 4.6 × 106 2.0 × 106 2.0 × 106 1.6 × 106
332 >1.2 × 108 4.8 × 106 1.8 × 107 8.1 × 106 8.4 × 106 7.2 × 106
652 >5 × 108 2.9 × 107 1.7 × 108 7.7 × 107 5.9 × 107 4.6 × 107
Table 7
Number of flops required for convergence for Example 1 when α = β = 1 and h = /√2m
Size I B Hp
(i) (ii) (iii) (iv)
92 1.0 × 106 1.5 × 105 2.5 × 105 2.5 × 105 2.6 × 105 2.1 × 105
172 1.7 × 107 1.5 × 106 4.2 × 106 2.7 × 106 2.8 × 106 2.4 × 106
332 >1.2 × 108 6.0 × 106 2.0 × 107 1.4 × 107 1.4 × 107 1.0 × 107
652 >5 × 108 3.4 × 107 1.7 × 108 9.7 × 107 8.1 × 107 6.1 × 107
that the system is solved without using a preconditioner, the symbol B represents the
banded MINV preconditioner that was used in [11], and the symbol Hp represents
that the system is solved using the new hybrid preconditioner where the number of
steps in the alternating direction implicit method is p.
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Table 8
Number of flops required for convergence for Example 2 when α = β = 1/2 and h = /√m
Size I B Hp
(i) (ii) (iii) (iv)
92 8.9 × 105 2.0 × 105 3.0 × 105 2.0 × 105 2.1 × 105 2.1 × 105
172 1.7 × 107 1.9 × 106 3.1 × 106 2.0 × 106 2.0 × 106 2.0 × 106
332 >1.2 × 108 9.6 × 106 1.7 × 107 9.5 × 106 9.8 × 106 8.6 × 106
652 >5 × 108 7.4 × 107 1.3 × 108 7.7 × 107 7.3 × 107 6.9 × 107
Table 9
Number of flops required for convergence for Example 2 when α = β = 1 and h = /√2m
Size I B Hp
(i) (ii) (iii) (iv)
92 8.9 × 105 2.9 × 105 3.0 × 105 3.0 × 105 3.1 × 105 2.6 × 105
172 1.7 × 107 3.0 × 106 2.7 × 106 2.7 × 106 2.8 × 106 2.0 × 106
332 >1.2 × 108 1.8 × 107 1.6 × 107 1.1 × 107 9.8 × 106 8.6 × 106
652 >5 × 108 1.4 × 108 1.3 × 108 7.7 × 107 7.3 × 107 6.9 × 107
We see that as the size increases, the number of conjugate gradient iterations
increases if no preconditioner is used. In Example 2, when the size is 332 or 652,
the numbers of conjugate gradient iterations required for convergence exceed 100
iterations. However, all the preconditioned systems converge in less than 100 itera-
tions. For Examples 1 and 2, we find that when the number of steps in the alternating
direction implicit method increases, the number of conjugate gradient iterations re-
quired for convergence decreases. In Example 1, the numbers of conjugate gradient
iterations using MINV preconditioners are less than those using hybrid precondi-
tioners. However, in Example 2, the performance of hybrid preconditioners is better
since our preconditioning strategy is based on the banded matrix approximation and
the banded matrix approximation is better than MINV preconditioning for variable
coefficient problems.
5. Concluding remarks
The main contribution of this paper is to present and analyze a two-step pre-
conditioning strategy based on the banded matrix approximation and the alternating
direction implicit iteration for these symmetric Sinc–Galerkin linear systems. The-
oretically, we have proved that the two-step preconditioner is symmetric positive
definite, and the condition number of the preconditioned matrix is bounded by the
convergence factor of the involved ADI iteration. Our numerical results have been
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shown that the two-step preconditioner is practical and efficient to precondition the
conjugate gradient method for solving the symmetric Sinc–Galerkin linear systems.
However, we should point out that for Toeplitz-plus-diagonal positive definite
linear systems, instead of ADI iteration a very promising approach may be a mul-
tigrid one which can be applied to solve the BMA preconditioning linear systems
in a possibly optimal way. For example, we may adopt the multigrid algorithms
proposed in [3,7,14] and utilize the theoretical tools given in [13] to establish mul-
tigrid-based two-step preconditioners and the associated theories for the symmetric
Sinc–Galerkin linear systems.
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