Mutants with abnormal patterns of locomotion, also known as uncoordinated (Unc) mutants, have facilitated the genetic dissection of many important aspects of nervous system function and development in the nematode Caenorhabditis elegans . Although a large number of distinct classes of Unc mutants can be distinguished by an experienced observer, precise quantitative definitions of these classes have not been available. Here we describe a new approach for using automatically-acquired image data to quantify the locomotion patterns of wild-type and mutant worms. We designed an automated tracking and imaging system capable of following an individual animal for long time periods and saving a time-coded series of digital images representing its motion and body posture over the course of the recording. We have also devised methods for measuring specific features from these image data that can be used by the classification and regression tree classification algorithm to reliably identify the behavioral patterns of specific mutant types. Ultimately, these tools should make it possible to evaluate with quantitative precision the behavioral phenotypes of novel mutants, gene knockout lines, or pharmacological treatments. #
Introduction
Understanding the relationship between genes and behavior represents a fundamental challenge in neuroscience. A powerful approach to this problem is to use genetic analysis in simple model organisms, such as the nematode Caenorhabditis elegans , to identify genes whose specific behavioral phenotypes reflect a specific role in nervous system function. Since phenotype-driven genetic screens essentially make no prior assumptions about the types of molecules involved in the process being studied, this approach is well suited for identifying previously unknown receptors or signal transduction molecules involved in poorly-understood aspects of neuronal or muscle cell activity. Furthermore, modern molecular genetics provides the ability to manipulate specific gene products in an intact animal, making it possible to assess a particular protein's functions within the context of an intact nervous system. The nematode C. elegans has powerful genetics, a well-described nervous system, and a complete genome sequence; thus, it is particularly well suited to genetic analysis of nervous system function and behavior (Riddle et al., 1997) .
The genetic analysis of nervous system function in C. elegans depends on the availability of reliable assays to detect behavioral abnormalities. Unfortunately, behavioral assays in this organism, particularly in more complex behaviors such as locomotion, are often highly imprecise and subjective. For example, over 100 genes have been described which when mutated lead to abnormal or uncoordinated movement (Brenner, 1974) . In the published literature (e.g. Hodgkin, 1983) , these uncoordinated ('Unc') mutants are usually classified into a number of descriptive categories, including 'kinky', 'coiled', 'shrinking', 'loopy', 'slow', and 'slug-gish' animals. Since these categories are somewhat vague, and are always scored subjectively by a human observer, it is not uncommon for the same Unc mutant to be described differently by different researchers, or for two mutants with clearly distinguishable mutant phenotypes to be assigned the same classification. Moreover, many mutants with physiologically relevant defects in nervous system function exhibit only subtle alterations in behavior that are difficult for even an expert observer to reliably detect. Among the C. elegans genes with extremely subtle knockout phenotypes are the AMPA and NMDA glutamate receptor homologues glr-1 and nmr-1 (Zheng et al., 1999) , the serotonin biosynthetic and reuptake transporter genes tph-1 and mod-5 (Sze et al., 2000; Ranganathan et al., 2001 ) and the dopamine biosynthetic gene cat-2 (Lints and Emmons, 1999) .
One way these problems have been surmounted is through use of automated video capture and analysis systems. By recording and analyzing the behavior of individual animals, often for long time intervals, it has been possible to rigorously identify and quantify deviations from wild-type behavior that are difficult to discern by eye (Pierce-Shimomura et al., 1999; de Bono et al., 1998) . For example, we previously developed a computer-controlled motorized microscope that could record an individual animal's behavior at high magnification (Hardaker et al., 2001) . To keep the animal from leaving the field of view, a tracking program was designed to control the movement of a motorized stage and maintain the worm in the center of the field. This system made it possible to follow the position of the animal over long time periods, and by recording the experiments on videotape, to analyze the details of locomotive and egg-laying behavior off-line. In this way, it was possible to obtain precise data on the timing of egg-laying events and to thereby develop a quantitative model for the temporal pattern of egglaying that could be used to characterize and classify egg-laying-defective mutants (Waggoner et al., 1998; Zhou et al., 1998) . Because the tracking system also retained information about the stage position and the position of the animal in the field of view, we could also quantify large-scale features of the animal's locomotor pattern (e.g. speed and directional changes) and investigate their correlation with egg-laying. Comparative analysis of behavioral mutants and animals carrying precise neuronal lesions identified specific serotonergic synapses that were critical for coordinating these behaviors (Hardaker et al., 2001) . Taken together, the use of an automated tracking system made it possible to rigorously assay phenotypes that were essentially undetectable by eye and to distinguish functionally relevant phenotypic differences that revealed essential features about underlying molecular and neural mechanisms (Kim et al., 2001 ).
These preliminary studies suggested that more powerful computer vision tools could be used to generally characterize and classify the locomotor patterns of Unc mutants. Here we describe a new system we have devised for the automated collection and analysis of C. elegans locomotion data. Using this system, it has been possible to obtain reliable measurements of key features of an animal's locomotor pattern and to use these features to classify the locomotor patterns of individual mutant types. The behavioral data gathered by this system have many applications for the molecular analysis of the nervous system and behavior in this widely studied model organism.
Materials and methods

Strains and culture methods
Routine culturing of C. elegans was performed as described (Brenner, 1974) . All worms analyzed in these experiments were young adults; fourth-stage larvae were picked the evening before the experiment and tracked the following morning after cultivation at 22 8C. We observed that animals tended to show higher locomotor activity immediately after being transferred to a fresh plate; thus, experimental animals were allowed to acclimate for at least 1 h before their behavior was analyzed. Plates for tracking experiments were prepared fresh the day of the experiment; a single drop of a saturated LB culture of E. coli strain OP50 was spotted onto a fresh NGM agar plate and allowed to dry for 1 h before use. The chromosomal locations of the genes studied in these experiments are as follows: LGI, unc-38 (x20), goa-1 (n1134) ; LGIII, unc-36 (e251) ; LGIV, egl-19 (n582); LGX, nic-1 (lj22) .
Acquisition of image data
C. elegans locomotion was tracked with a Zeiss Stemi 2000-C Stereomicroscope mounted with a Cohu High Performance CCD video camera. A computer-controlled tracker (Parker Automation, SMC-1N) was used to put the worms in the center of the optical field of the stereomicroscope during observation (excluding the microscope, the components for this system cost approximately $10 000). To record the locomotion of an animal, an image frame of the animal was snapped every 0.5 s for at least 5 min. Among those image pixels with values less than or equal to the average value minus three times the S.D., the largest connected component was found. The image was then trimmed to the smallest axis-aligned rectangle that contained this component, and saved as eight-bit grayscale data. The dimensions of each image, and the coordinates of the center of mass of the worm in the tracker field were also saved simulta-neously as the references for the location of an animal in the tracker field at the corresponding time point when the images are snapped. The stereomicroscope was fixed to its largest magnification (50 )/) during operation. Depending on the type and the posture of a worm, the number of pixels per image frame varied although the number of pixels per millimeter was fixed at 312.5 pixel/ mm for all worms.
Image pre-processing
To obtain the clean binary image, the background intensity level of the grayscale image was found first by taking the maximum of the values of the four corner points (top-left, top-right, bottom-left, bottom-right) of the trimmed image (at least one of the corner points is always not part of the worm body). After finding the background level (b ), a 5 )/5 moving window was scanned over the trimmed image, and the mean (m ) and S.D. (s) of the pixels inside the window were computed at every pixel position. If the mean was less than 0.7b or the s is larger than 0.3m , then the pixel was considered to be a pixel of the worm body and is assigned a value 1. In order to clean up the spots inside the worm body, a morphological closing operator (binary dilation followed by erosion) was applied (Gonzalez et al., 2002) . Next, the sequential algorithm for component labeling was used to remove unwanted isolated objects (Jain et al., 1995) . The connected components were labeled by scanning the image in x and y directions sequentially, and the largest component was selected to guarantee that there will be only one object, the worm, in the image.
Image feature extraction
All of the software for binarization, skeletonization, and feature extraction was coded in C and implemented on a UNIX machine. Some features (e.g. the area of the worm, that is, the number of pixels which make up the single binary object in the frame) could be computed on a single frame; these were computed for all 600 frames in the sequence. The average value, the maximum value and the minimum value were then computed for these 600 measurements. In some cases, the maximum value or minimum value of a given parameter tended to be a relatively uninformative outlier; in such cases, it was more useful to summarize the group statistics with such quantities as the 90th and 10th percentile values out of the population of 600 numbers. Other features could not be extracted from a single frame, for example, the movement between two frames, or the movement within 10 s (20 frames). Since there are approximately 600 frames total in a sequence, the movement between two frames could be computed 300 times if we take pairs of frames in a non-overlapping fashion, or it could be calculated 599 times taking pairs of frames in a sliding window or overlapping fashion. Likewise, for the movement within 20 frames, we could compute 581 values for overlapping 20-frame intervals. Therefore, quantities of this type were calculated in a sliding window fashion. As before, the average, max, min, and other order statistics can be computed from this set of numbers. Average processing times of a single 600-frame clip are 75.9 and 58.5 s for the digitization and feature extraction, respectively on a personal computer (PC) with 1 GHz CPU.
Classification and regression tree analysis
The classification and regression tree (CART) algorithm for designing CARTs has its origins in a 1984 monograph by Breiman et al. (1984) . Briefly, the CART approach involves recording a set of examples of each worm type (i.e. wild-type or a specific mutant), and measuring features that might in principle be used to distinguish different types. From these measurements, a training vector is generated for each recording consisting of an identifier of worm type along with the values for each feature measurement. Using this learning sample (which in our case consisted of 600 data points-100 of each of the 6 strains), CART produces a binary classification tree in which each binary split of the data involves a splitting question of the form 'Is x m 0/ c ?' where x m is one of the measurements, and c is a threshold. The root node of the tree contains all the training cases; the worm types are equally mixed together in this node. The goal of CART is to successively subdivide the training set using binary splits in such a way that the data associated with the terminal nodes of the tree do not have a mix of worm types; rather each node should be as 'pure' as possible. We used the Gini index of diversity to measure the impurity of a set of data. A class assignment rule assigned a class to every terminal node. A simple rule is to assign the most popular class for each terminal node; this is called the plurality rule, and is what we used. When two different classes were tied for the most popular class in the node, we arbitrarily chose the lower numbered class as the class for that node.
CART parameters are set as follows. First, we set ERROR CROSS 0/10. This means that 10-fold cross validation is used to determine the optimal tree. Second, we set BOPTION SERULE 0/0.0. This means that the number of standard errors to be used in the optimal tree selection rule is zero, so the tree with the smallest cost is chosen as the optimal tree. Third, we set BOPTION COMPLEXITY 0/0.0. This means that no penalty is given for growing complex trees, so the largest possible tree is grown initially.
Results
A tracking system for the automated acquisition of nematode locomotion data
To classify and quantitatively characterize C. elegans Unc mutants, we built a tracking and imaging system that could not only follow an individual animal's position over long time periods, but could also save image data about the animal's body posture and movements. A schematic of this system is shown in Fig. 1 . Briefly, the system consisted of (i) a dissecting microscope with a stereoscopic zoom; (ii) a motorized stage controlled by a serial port; (iii) a monochrome analog CCD camera; (iv) a PC with a video acquisition board. A VCR was also included for cross verification of behavioral tracking. During a recording, images from the CCD camera are captured and digitized at a frequency of up to 2 Hz. Next, a tracking program identified the animal in the field of view and saved a grayscale image of the worm, the stage position, the position of the worm in the field of view, and the time of capture. Thus, the system generated a time-coded sequence of images that in principle represented a nearly complete record of the animal's body movements over an indefinitely long time period. To facilitate parameter estimation, the grayscale images in the data structure were subjected to preliminary image processing to generate simplified representations of body position and shape ( Fig. 2 ; see also Section 2).
Extracting image features for phenotype classification
We have developed tools to extract a wide range of features related to body shape and locomotor patterns from the image data gathered by this system. Methods for measuring some of the most useful features for phenotypic analysis are described below:
Large-scale movement
Previous work indicated that speed and reversal frequency represent important features of many mutants' behavioral phenotypes. These features can be measured most simply by following the trajectory of the Fig. 1 . Tracking and imaging system. The CCD video camera is fitted to the microscope and outputs analog video images to the digitizing board on the PC. The same analog video can also be recorded on a VCR. Customized tracking software computes the centroid of the worm and sends commands to the stage controller to re-center the field of view on the worm. The software has additional modules to collect a variety of behavioral data. Details on the components of the system are described in Section 2. animal's centroid over time. To measure speed, the centroid position data are sampled over a constant time interval, and the worm's displacement is proportional to its average speed during that interval. Interval durations used in our experiments ranged from 0.5 s (1 frame), to 5 min (the total time of observation). To measure reversals, the trajectory of the centroid is sampled at intervals of constant distance (typically 30 pixels, which is one-tenth of the normal worm length). The turning angle at every vertex is computed; if the angle is greater than 1208, then the position is considered to be a reversal (Fig. 3A) . A previous study implementing this approach found that over 90% of reversal events detectable by eye were identified using this method, and that greater than 99% of these events were in fact reversals rather than large turns (Hardaker et al., 2001 ).
Body size
The worm's area was obtained by determining the total number of 'on' pixels in the binary image. Likewise, the animal's length could be obtained by determining the number of pixels in the image skeleton. The worm thickness was measured at the center and head/ tail positions of the worm skeleton (the center position was the value at the center of the skeleton pixel list; the head/tail position was defined as the position which is 7 pixels away from each end of the worm body). In order to measure the center thickness, we first took a 9-pixellong segment from the skeleton list, and computed the best fit line for the segment by a line fitting algorithm. Then we rotated the line by 908 to get a perpendicular line to it (Fig. 3B) . We traversed the perpendicular line in both directions from the center position until we reached the edges of the worm body, and then computed the distance between the two edges. We also rotated the perpendicular line by (/58 and '/58, and measured the thickness in those two directions. The minimum value of the three measurements was considered to be the center thickness. Similarly, in order to measure the head/tail thickness, we took two 9-pixel-long segments from each end of the skeleton list. After getting the best fit lines for the segments, we found the designated head/tail position by going back 7 pixels from the end of the worm body along the best fit line. Then we computed the thickness at these two measuring positions (one at each end) by traversing the perpendicular lines to the best fit lines. The minimum value of the two measurements was considered to be the head/tail thickness. We also define the worm's fatness as the ratio of worm area to length. 
Best fit ellipse and minimum enclosing rectangle
Several other parameters that correlated with both body size and body posture could be obtained by finding the best fit ellipse to the binary shape, and then using the length of the major and minor axes of the ellipse as shape features (Fig. 3C ). An eccentricity variable was then computed as the ratio of the distance between the foci of the ellipse and its major axis length; this value (which is between 0 for a circle and 1 for a line) provided a measure of the elongation of the worm. By rotating the image according to the orientation of the best-fit ellipse's major axis, we could also obtain the minimum enclosing rectangle (MER) of the shape (Fig. 3D) . The height and width of the MER, as well as the ratio (E) Measurement of the angle change rate. As described in the text, the angle change rate is calculated by segmenting the skeleton using a constant distance of 10 pixels, and dividing the average angle difference between each two consecutive segments along the skeleton by the total worm length. Thus, a larger angle change rate means that a worm is more wavy. between these two, are useful features that can indicate whether the worm tends to take on elongated positions with low amplitude waves, or, on the contrary, tends to have deeper body bends or looped body positions. The approximate amplitude of the worm skeleton wave is also found by computing the perpendicular distance from every skeleton point to the line connecting the two end points of the skeleton. Let the coordinates of a point on the skeleton be (x i ; y i ) and the equation of the line ax'by'c00: Then the perpendicular distance (d) from the point to the line can be obtained by the following equation:
The sum of the two maximal distances (A and B ) is considered to be the amplitude of the skeleton (Fig. 4A) . Then amplitude ratio (P ) is defined by the following equation:
max(A; B) :
Some examples of worms with different amplitude ratios are shown in Fig. 4 . As shown in Fig. 4B Á/D, this variable was a quantitative identifier of various atypical body postures, including the so-called omega turn, which has an amplitude ratio of zero.
The angle change rate and its S.D. are also computed from the skeleton of the worm (Fig. 4E) . The skeleton points are spaced apart by 10 pixels. Then the angle change rate (R ) is defined as the ratio of the average angle difference between every two consecutive segments along the skeleton to the worm length, which can be represented by the following equations:
where n is the number of segments and L is the worm length. Note that a larger angle change rate means that a worm is more wavy. The amount of time a worm spent in a coil as well as how often it coiled are unique behavioral characteristics of several types of worms. A coiled body posture creates a 'hole' in the image where the worm loops or touches itself. To identify coiled postures, we searched for 'holes' in the worm image by performing connected component labeling on the inverted image (Jain et al., 1995) . Counting up the number of connected objects will always give a value of at least one for the background; thus the number of holes is equal to the number of connected components minus one. In our subsequent analysis, we counted the number of frames the worm was in a coiled posture as well as the number of times the worm switched from a non-coiled to a coiled posture (i.e. the number of 'runs'). The length of time the worm remained coiled was charactrized by finding the minimum, maximum, and average of the run lengths. We also counted the total number of times the worm briefly looped (Fig. 5A ) and the total number of frames the worm had multiple loops (Fig. 5B) .
Classification of representative mutant types using image features
Based on qualitative descriptions of Unc mutant phenotypes, we expected the features measured by our system would provide useful quantitative definitions for specific mutant types. To assess the ability of these image features to provide effective characterization of C. elegans mutant phenotypes, we tested the ability of the CART algorithm, a classifier used in machine vision and medical diagnostic applications, to distinguish data obtained from different mutant types from one another and from wild-type.
In our application of this algorithm, the measurement vector consisted of 94 measured features (Table 1) associated with an image sequence of a single worm. For our initial test of the CART approach, we compared data obtained from wild-type worms with five different Unc mutants with distinct locomotor patterns. Thus, the training set contained a total of six classes: wild-type, and loss-of-function mutants defective in the genes unc-36 (encoding a calcium channel a-2 Fig. 6 . Optimal classification tree. The tree was constructed using the CART algorithm as described. The number of total animals in each node (N:) is indicated below the respective node; the number of animals of a particular type in that node is indicated within the node. subunit), unc-38 (encoding a nicotinic receptor subunit), goa-1 (encoding the Go a subunit), egl-19 (encoding the L-type calcium channel a-1 subunit) and nic-1 (encoding a type-1 glysosyltransferase) were analyzed. For each strain, the training set consisted of 100 5-min recordings, with images captured every 0.5 s.
We found that it was possible to generate an optimal classification tree that could reliably identify the type of a given worm using only 7 parameters (Fig. 6) . These included measures of body size or shape (minimum fatness), large scale locomotion (maximum distance moved in 5 s or 10 frames), and correlates of body posture (maximum and average ratio of length/MER fill, average width/height ratio of MER, total frames in looped posture, and maximum angle change rate for skeleton). Not only could these features be used to identify individual animals of a given type, but the distinctive pattern in which these features varied between Unc mutants also provided a characteristic behavioral signature for each mutant type (Figs. 7 and 8; Table 2 ).
Reliability of automated phenotype identification
To assess the reliability of our system at correctly identifying animals of a given mutant type, we performed cross-validation analysis. A measure of classifier success is the 'true misclassification rate,' that is, the fraction of new cases that would be misclassified by this classifier. If a classifier is designed using the samples in L, the resubstitution estimate of misclassification error is obtained by running the samples in L through the classifier to see how many of them get misclassified. Growing a larger and larger tree will reduce this resubstitution estimate of misclassification error, until such time as each terminal node is completely pure and the resubstitution estimate is zero. However, such a tree is unlikely to perform well on other data. Therefore, we instead used 10-fold cross-validation to design a tree of the right size and to estimate the misclassification rate.
To perform 10-fold cross validation, the entire learning sample was divided into 10 roughly equal parts, each containing a similar distribution of the dependent variable (i.e. the worm type). Nine tenths of the data were used to construct a very large tree, and the remaining tenth of the data was used to estimate the error rate of selected sub-trees. The process was repeated until each part of the data had been held in reserve one time as a test sample. The results of the 10 mini-test samples were then combined to estimate error rates for trees of each possible size. The cross-validated relative cost and resubstitution relative cost versus the number of terminal nodes are shown in Fig. 9 . Since we consider the cost of misclassifying a worm of one type as being another type to be the same for all types, the term 'cost' simply means 'misclassification rate' in our application.
Note that the cross-validated relative cost is an error measure based on a test sample, while the resubstitution relative cost is an error measure based on the learning sample. The cross validation classification probability for each type is given in Table 3 . The success rates are listed along the diagonal while the off-diagonal entries represent the misclassification error rates. From this, we can see that for all types, the prediction success rates of the optimal classification tree were approximately 90% or higher for each sample animal. Thus, the classifier showed a high degree of success at identifying the correct mutant type even if presented with a single example recording. The success of the classification would be even higher if one based the classification on multiple recordings. For example, if a single worm is classified correctly 93% of the time, then if one takes a group of three or five worms of the same type, and uses a majority vote of their classification results, the correct In all cases, the box extends from the first quartile (25th percentiles) to the third quartile (75th percentiles), and the horizontal line within the box indicates the median. The lower and upper error bars indicate 10th and 90th percentiles, respectively; each outlier is indicated with a dot. Fig. 9 . Cross-validated relative cost and resubstitution relative cost verses the number of terminal nodes. The cross-validated relative cost is an error measure based on a test sample, while the resubstitution relative cost is an error measure based on the learning sample. Unlike the cross-validated relative cost, the resubstitution relative cost always decreases as the number of terminal nodes increases. A tree with eight terminal nodes is optimal, because the cross-validated relative cost becomes worse again as the tree grows. This study represents the first step toward developing computer vision methods for characterizing different classes of Unc mutants and distinguishing them from one another. Starting with a small but representative set of mutants exhibiting distinct Unc phenotypes, we have shown that individual animals of a particular mutant type can be reliably identified on the basis of a small number of image features collected by an automated tracking and image processing system.
Computer vision methods offer a number of clear advantages over real-time observation for the characterization of behavioral phenotypes. First, these approaches provide a specific, quantitative definition of a particular mutant phenotype, facilitating quantitative comparisons between different mutant strains. Second, a computerized imaging system has the potential to be much more reliable at detecting abnormalities that are subtle or manifested over long time scales. Finally, a computerized system makes it possible to comprehensively assay multiple aspects of behavior simultaneously, yielding a complex phenotypic signature that can be highly diagnostic of a specific molecular defect. Although this study focused on the analysis of phenotypes associated with abnormal locomotion, it should be noted that many of the parameters used in the CART approach will allow us to obtain automated phenotypic data on other aspects of nematode behavior and development, in particular those that affect morphology. We expect that the development of automated tools for phenotypic analysis will provide reliable, comprehensive analysis of behavioral abnormalities that would normally require the efforts of a battery of expert human observers. Such information would not only allow a more precise understanding of the relationship between genes and behavior in this organism, but also would make it possible to identify genes affecting the activity of common molecular targets in the nervous system.
Another potentially important application of quantitative image analysis to C. elegans neurobiology is to investigate molecular mechanisms of drug response. One way to use worm genetics to identify drug targets is to isolate a mutant with altered response to a given compound. Because such mutants have alterations in nervous system function, they frequently display abnormal behavioral patterns in the absence of drug. By quantitatively characterizing these patterns of behavior and then searching for additional mutants with a similar behavioral pattern, it may be possible to identify additional genes whose products function in the same process. A second, complementary approach would be to treat wild-type animals with a given compound and characterize the behavioral pattern caused by drug treatment itself. In principle, if the drug inhibits the activity of a specific gene product, it should induce a similar behavioral abnormality to that caused by a lossof-function mutation in the gene encoding the target molecule. By comparing the behavioral patterns of drugtreated animals with those of known mutants, it should therefore be possible to make informed initial hypotheses about a drug's target. To successfully apply this approach, it will be critical to accumulate behavioral data on a wider range of Unc mutants and to generate a database correlating each mutant gene with its characteristic behavioral pattern. A comprehensive behavioral database would be extremely powerful for identifying groups of mutants and pharmacological treatments that have similar effects on behavior or development. With the accumulation of increasing phenotypic data on known mutants, it should ultimately be possible to record from mutant or drug-treated animals and quickly gain insight into the molecular pathways affected by a given gene or pharmacological agent. 
