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1. Introduction 
Video analysis and tracking is a fundamental problem of dynamically extracting two-
dimensional (2D) information in most visual applications including; image processing, 
computer vision, video surveillance, image synthesis for contents creation, human-
computer-interaction (HCI), video compression, and etc. Most existing video surveillance 
systems simply record and transmit video for crime investigation and traffic flow 
monitoring. Recent advances in video technology, however, realize intelligent features such 
as motion detection, tracking, classification, recognition, synthesis, and behaviour analysis. 
A video tracking system consists of a series of computational modules, each of which performs 
location, recognition, and trace of an object. Since the tracking system utilizes spatio-
temporally dynamic information, a moving object should first be differentiated from 
stationary background. The difference-based tracking algorithm, however, cannot detect an 
object that moves very slowly. Furthermore two or more objects are considered as a single 
object when occlusion occurs. Occlusion is another challenge, and adaptive background 
generation is necessary for robust tracking under unstable environment including illumination 
change, dynamic shading, and camera jitter [Mckenna et al. 1999]-[Javed et al. 2004]. 
The active shape model (ASM)-based tracking algorithm localizes non-rigid objects with a 
priori trained shape information [Mckenna et al. 1999], [Cootes et al. 1992], [Nascimento et 
al. 2004], [Calvagno et al. 2004], and [Koschan et al. 2003]. After modeling an object’s shape, 
it iteratively performs model fitting with possible combination of motion information. The 
hierarchical extension of the ASM has been proposed by Lee et al. to accelerate the iterative 
model fitting process with higher matching accuracy [Lee et al. 2007]. Model fitting in the 
low-resolution image significantly reduces the amount of computation, and coarse-to-fine 
estimate of the shape together with Kalman filter provides more robust tracking results. 
Both the original and the extended versions of ASM-based tracking are, however, highly 
dependent on prior knowledge such as the number of landmark points and the shape of 
models in the training sets. In most cases the number of landmark points is manually 
determined by examining the training data.  
To reduce the computational load a feature-based shape tracking method, called non-prior 
training active feature model (NPT-AFM), has been proposed in [Shin et al. 2005]. This 
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feature-based object modeling method can track objects by using the greatly reduced 
number of feature points rather than taking entire shapes in the existing shape-based 
methods. The on-the-fly update of the training set and the reduced number of feature points 
can make a real-time, robust tracking system possible. In spite of improved computational 
efficiency and occlusion handling performance, the NPT-AFM method still requires 
additional grouping and updating object’s feature points. In addition it does not utilize 
background information, which contains the most part of information in the image.  
Another successful tracking technique is block-matching algorithm to find a matching block 
from a frame to another one. A block-matching algorithm makes use of a matching criterion to 
determine whether a given block in a frame matches the search block in the reference frame 
[Zhang et al. 2004] The major advantages of the block-matching algorithms are twofold (i) its 
direct matching nature simplifies motion estimation procedures, and (ii) the block preserves 
object’s features that cannot be easily parameterized. There are many variations of the block-
matching algorithm that improves the estimation accuracy and computational efficiency 
[Zhang et al. 2000], [Stefano et al. 1999], [Hariharakrishnan et al. 2005]. 
On the other hand the drawbacks of the block-matching algorithm include poor 
performance with non-rigid shapes and the existence of similar patterns in the background. 
For example, irregular deformation of non-rigid objects decreases the matching accuracy of 
block-matching algorithms. 
In this paper we present a combined shape and feature-based video analysis for non-rigid 
object tracking that tightly coupled with an adaptive background generation method to 
compensate the weakness of block matching. The proposed algorithm includes motion 
detection using background information, feature extraction, and block matching. The 
background information is acquired by checking the correlation of block located at the same 
location in the consecutive frames. The proposed method generates a set of features called 
shape control points (SCPs) by detecting edges in the neighbouring four directions. SCPs are 
evenly distributed on the contour of the object, and the block- matching-based tracking 
algorithm is performed on the block containing the corresponding SCP.  
In order to further improve the accuracy of block matching together with background 
generation, we additionally adopt periodic evaluation of the centroid of SCPs in every few 
frames to preserve the overall shape. We then compare and update each SCP with the 
centroid during the tracking process, where stray SCPs are removed, and the tracking 
continue with only qualified SCPs. As a result, the proposed method efficiently removes 
potential failing factors caused by spatio-temporal similarity between object and 
background, object deformation, and occlusion. 
This chapter is organized as follows. Section 2 presents the fundamentals of ASM. We 
briefly introduce the NPT-AFM method in section 3, and the definition of SCP and the 
associated block matching-based non-rigid object tracking algorithm is explained in section 
4. We present experimental results in section 5 and finally conclude the chapter in section 6. 
2. Active shape model (ASM) 
Finding the shape and location of an object is a fundamental task for tracking an object in 
sequential video images. Within the class of deformable models, the boundary information 
of the object is used to represent the object.  For tracking a non-rigid object with prior 
knowledge ASM is one of the best approaches in the sense of both accuracy and efficiency.  
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In order to track an object, ASM uses a priori information about the target object such as the 
shape. Thus it can match and extract the outline of the object in the noisy, or occluded 
image. The prior knowledge about the object forms a training set that includes variously 
posed target objects. The training set can be built either automatically or manually by 
selecting landmark points on the boundary of the object in the sample images. The 
landmark points should have the distinguishable features of the object such as corner point.  
ASM-based object detection algorithm consists of four steps; (i) assignment of landmark 
points, (ii) principal component analysis (PCA), (iii) local structure modeling, and (iv) model 
fitting. 
2.1 Obtaining landmark points  
Given an input image, landmark points can be obtained by selecting proper feature points 
on the object’s boundary. The feature points in one frame should be correlated to those in 
the next frame. We can represent n  landmark points as a n2  dimensional vector in a two-
dimensional (2D) image as 
 Tn nX [x , ,x ,y , ,y ]= 1 1… …  (1) 
We used 42 landmark points in the experiments. [Tanimoto et al. 1975] proposed an 
automatic landmark assignment method. The positions of landmark points are iteratively 
updated to minimize the differences with the real boundary of the target object. 
2.2  Principal Component Analysis (PCA)  
A set of n  landmark points which is one member of the training set represents the shape of 
an object. Instead of using all landmark points in a member of the training set, PCA 
technique helps to model the shape of the object with less number of parameters. Let us 
assume that there are m  members in the training set and ix  represents each member 
( i , ,m= 1… ). The PCA algorithm is summarized in the following. 
1. Find an average of m  members. 
 
m
i
i
x x
m
−
=
= ∑
1
1
 (2) 
2. Find a covariance matrix from the training set. 
 
m
T
i i
i
S (x x)(x x)
m
− −
=
= − −∑
1
1
 (3) 
3. Obtain an eigenvector that has the q  biggest eigenvalues from the covariance matrix S . 
q  is defined to cover 98% of the variance of total data. 
 q[ | | | | ]Φ ϕ ϕ ϕ ϕ= 1 2 3 "  (4) 
4. Approximate the shape of the object from the obtained  ϕ  and x   as 
 i ix x bΦ
−≈ +  (5)  
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and 
 Ti ib (x x)Φ
−= −  (6) 
Vector b  can be defined as a set of deformable model parameters and implies the shape of 
the object. 
2.3 Local structure modeling 
In order to analyze the shape of the target object we have to find the best set of landmark 
points that matches the object and the model. At each iteration the landmark points selected 
by PCA algorithm are relocated to the edge of the object along the line which is vertical to 
the boundary of the real object as shown in fig. 1. 
 
 
Fig. 1. Local structure modeling 
2.4 Model fitting  
The best parameters that represent the optimal location and shape of the object can be 
obtained by matching the shape of models in the training set to the real object in the image. 
The matching is performed by minimizing the error function as 
 TE (y Mx) W(y Mx)= − −  (7) 
where x  represents the coordinates of the model, y  the coordinate of the real object, W   a 
diagonal matrix whose diagonal element is the weight to each landmark points, M  a matrix 
for the geometrical transformation which consists of rotation θ , transition t , and scaling 
factor s . The weight decides the distance between previous and new landmark points. 
The geometrical transformation matrix for a single point T(x ,y )0 0  can be represented as 
 
x
y
tx cos sin x
M s
ty sin cos y
θ θ
θ θ
⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤= + ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
0 0
0 0
 (8) 
Once the set of geometrical parameters ( ,t,sθ ) is determined, the projection of y  to the 
frame of model parameters is given as 
 px M y
−= 1  (9) 
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The new model parameter b  is updated as 
 T pb (x x)Φ
−= −  (10) 
With the model parameters from equation (10) a new shape that consists of new landmark 
points is obtained by equation (5). The new shape can be used in equation (7) and the model 
fitting process repeats until optimal landmark points are achieved. After some iteration of 
model fitting, we can achieve the final shape x . 
3. Non prior training active feature model (NPT-AFM) 
In this section we present a feature-based object tracking algorithm using optical flow under 
the non-prior training active feature model (NPT-AFM) framework which generates training 
shapes in real-time without pre-processing. The NPT-AFM algorithm extracts moving 
objects by using motion between frames, and determines feature points inside the object. 
Selected feature points in the next frame are predicted by a spatio-temporally adaptive 
algorithm. If a feature point is missing or tracking fails, correction process restores feasible 
feature points. The NPT-AFM can track deformable, partially occluded objects by using the 
greatly reduced number of feature points rather than taking entire shapes in the existing 
shape-based methods. Therefore, objects can be tracked without a priori information or 
constraint with respect to the camera position or object motion.  
The flowchart of NPT-AFM algorithm is shown in fig. 2. 
 
 
Fig. 2. Non-prior training active feature model (NPT-AFM) algorithm 
In fig. 2, the upper, dotted box represents the algorithm of initial feature extraction. The 
remaining part of the flowchart relates two consecutive frames. In the motion-based object 
detection block, we extract motion by the simple Lucas-Kanade optical flow [Tekalp 1995] 
and classify object’s movement into four directions such as left, right, up, and down. As a 
result, the region of moving objects can be extracted and the corresponding region is then 
labelled based on the direction of motion. 
After detecting moving objects from background, we extract a set of feature points inside the 
object and predict the corresponding feature points in the next frame. We keep checking and 
restoring any missing feature points during the tracking process. If over 60% of feature 
points are restored, we decided the set of feature points are not proper for tracking, and 
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redefine new set of points. If occlusion occurs, the NPT-AFM process, which updates 
training sets at each frame to restore entire shapes from the occluded input, is performed to 
estimate the position of occluded feature points. 
The advantages of the NPT-AFM algorithm can be summarized as: (i) it can track both rigid 
and deformable objects because a general feature-based tracking algorithm is applied, (ii) it 
is robust against object’s sudden motion because motion direction and feature points are 
tracked at the same time, (iii) its tracking performance is not degraded even with 
complicated background because feature points are assigned inside an object rather than 
near boundary, and (iv) it contains the NPT-AFM procedure that can restore partial 
occlusion in real-time. 
3.1 Feature point extraction 
After detecting an object from background, we extract a set of feature points inside the 
object by using the Bouguet tracking algorithm [Isard et al. 1996][Bouguet 2000]. Due to the 
nature of motion estimation, motion-based object detection algorithms usually extract the 
object slightly larger than the real size of the object, which results in false extraction of 
feature points outside the object. Let the position of a feature point at frame t  be tiv , where 
i  represents the index of feature points and t t t Ti i iv [x ,y ]= . These outside feature points are 
removed by considering the distance between feature points given as 
 
t
t i i
i
i
v , d T
v
, d T
⎧ ≥⎪= ⎨ <⎪⎩ 0
 (11) 
where ( ) ( )K t t t ti i i i i
t
d x x y y
− + +
=
= − + −∑1 2 21 1
0
,  t  represents the index of frames, and i  the index 
of feature points. Here id  represents the sum of distance between t -th and t + 1 -st frames 
with respect to the i -th feature point. In general, the moving distance of a feature point in 
the background (outside object) is much less than that of a feature point in the tracked 
object. Although the value of  T  is equal to 3.5 or 7 was used for all test sequences, users 
can control the value depending on the environmental factors such as illumination, noise, 
and the complexity of background. The results of outside feature point removal are shown 
in fig. 3. Three feature points outside the ‘Tang’ indicated by circle in fig. 3(a) are efficiently 
removed in fig. 3(b). 
 
 
(a)                                                                               (b) 
Fig. 3. Results of outside feature point removal: (a) the 2nd frame with three outside feature 
points highlighted by circles and (b) the 7th frame without outside feature points. 
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3.2 Feature point prediction and correction 
Sometimes, a tracking algorithm may fail in tracking a proper feature point in the next 
frame. We stop tracking a feature point when an error value within small window is larger 
than a pre-specified threshold. More specifically, a threshold value is determined by the 
distance between spatio-temporally predicted vectors. After the spatio-temporal prediction, 
re-investigation is performed. Then, both tracked and untracked feature points are updated 
in a list.  
In many real-time, continuous video tracking applications, a feature-based tracking 
algorithm fails due to the following reasons: (i) self or partial occlusions of an object and (ii) 
feature points on or outside the boundary of the object, which are affected by dynamic 
background. 
In order to deal with the tracking failure, we should correct the erroneously predicted 
feature points by using the location of the previous feature points and inter-pixel 
relationship between the predicted points. This algorithm is summarized in table 1. 
 
Step 1 
Temporal Prediction:  
If the i th feature point at the t th frame is lost in tracking, it is re-predicted as  
t K^
t t k
i i i
k
v v m
K
+ − −
=
= + ∑1 1
0
1
 (12) 
where t t ti i im v v
−= − 1 , and K represents the number of frames for computing 
the average motion vector.  
Step 2 
Spatial Prediction:  
We can correct the erroneous prediction by replacing with the average motion 
vector of successfully predicted feature points.  
The temporal and spatial prediction results of Step 1 and Step 2 can be 
combined to estimate the position of feature points. 
Step 3 
Re-Investigation of the Predicted Feature Point:  
Assign the region including the predicted and corrected feature points in the 
spatio-temporal prediction step. If a feature point is extracted within a certain 
extent in the following frame, it is updated as a new feature point. While the 
re-predicted feature points are more than 60% of the entire feature points, 
feature points keeps being estimated. 
Table 1. Spatio-temporal algorithm for correction of predicted feature points 
A temporal prediction is suitable for deformable objects while a spatial prediction is good 
for non-deformable objects. Both temporal and spatial prediction results can also be 
combined with proper weights. Users can control the number of frames, K . The larger the 
value of K  is, the better the performance of the algorithm is. Because of the trade-off 
between processing time and accuracy, the value around 7 was found to be reasonable for 
temporal prediction. 
The existing ASM algorithm manually assigns landmark points on an object’s boundary to 
make a training set. A good landmark point has balanced distance between adjacent 
landmark points and resides on either high-curvature or “T” junction position. A good 
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feature point, however, has a different requirement from that of a good landmark point. In 
other words, a feature point is recommended to locate inside the object because a feature 
point on the boundary of the object easily fails in optical flow or block matching-based 
tracking due to the effect of dynamic, complicated background. 
A set of feature points form an element shape in the training set. We update this training set 
at each frame of input video, and at the same time align the shape onto the image coordinate 
using Procrustes analysis [Goodall 1991]. In this work, the training set has 70 element 
shapes. 
4. Combined shape and feature-based analysis for non-rigid object tracking 
After motion detection, surveillance systems generally track moving objects from one 
frame to another in the image sequence. Tracking over time typically involves matching 
an object-of-interest in temporally consecutive frames using features such as a point, a 
line, or a blob. 
The major contribution of the proposed algorithm is the high reliability resulting from the use 
of background and shape boundary in detecting and tracking a moving object. In the block 
matching process to extract object’s region, there are many empty blocks with only 
background information. On the other hand the use of the shape boundary significantly 
alleviates this problem by selecting blocks containing the object and placing feature points on 
the boundary of the shapes. Also, the proposed method can efficiently remove the misplaced 
feature points within the given block area using measures explained in the following sections. 
From the selected feature points it is also possible to select the feature points called as shape 
control points (SCPs) which play a significant role in the tracking the object. 
The proposed combined shape and feature-based object tracking system is depicted in fig. 4. 
Three modules of the proposed system respectively represent (i) background generation, (ii) 
motion detection and shape control point (SCP) extraction, and (iii) object shape tracking 
modules. 
As mentioned in the previous section, simple difference-based methods without 
appropriately generated background often fail to track an object when adjacent frames have 
little difference. In order to overcome this problem we evaluate difference between the 
generated background and the input image to detect object region. The detected region is 
considered as a rough estimate the object’s shape, and is tracked by the system using the 
block matching algorithm (BMA). 
In the background generating process, we exclude blocks with moving objects that cause 
large matching errors. Additional median filtering is necessary to compensate blocking 
artifacts due to discarded blocks. Since the effect of moving object is blocked by the median 
filter, the proposed background generation block can detect moving regions and shape 
variation with higher accuracy. 
After detecting the region of moving objects, we compute the object’s boundary using 
morphological edge operations. The boundary information differentiates the object from the 
background by classifying SCPs and the candidate of shape control points (CSCPs). SCPs are 
used for tracking object’s shape, while CSCPs are used for updating SCPs when deformation 
or occlusion occurs. The block matching method is used for tracking deformable objects as 
well as background generation. If occlusion occurs, the current SCPs are replaced by suitable 
CSCPs depending on the size of moving region and the number of SCPs. 
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Fig. 4. The block diagram of proposed block matching-based object shape tracking 
4.1 Background generation and updating 
Once a stable background is generated, the object’s moving region can easily be detected by 
comparing the generated background and the current input frame. The background is 
generated using only blocks with the matching error lower than a pre-specified threshold. 
Thus we can avoid the undesired effects caused by the internal motion and illumination 
change. Fig. 5 shows a typical process of BMA. 
 
 
Fig. 5. Block matching algorithm between two temporally adjacent frames 
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The sum of absolute difference (SAD)  is adopted as a measure of matching error as 
 
p q
x y
x yi j
I(i u, j v,t )
SAD(u,v,t;m ,m ) ,
I(i u m , j v m ,t)
− −
= =
+ + − −= + + + +∑∑
1 1
0 0
1
 (13) 
where (u,v)  represents the horizontal and vertical coordinates, x y(m ,m )  the motion vector, 
and (p,q)  the horizontal and vertical sizes of the image block. If SAD  is smaller than an 
experimentally chosen threshold, background is updated at the corresponding block region. 
In the experiment we have used .0 05  for the threshold value. For a block with high SAD  
value the background is generated by minimizing the SAD  value, while the median filter is 
used for the rest blocks. Although the median filter is robust against noise and illumination 
change, it is still possible to lose the object due to dynamic environmental factors such as 
background change, internal reflection, and motion change, to name a few. For removing 
such dynamic factors, it is necessary to keep updating the background. 
The desirable property of background is that it has a constant distribution. Based on this 
property, only change in video should not affect the constant distribution. For this reason 
W4 algorithm, for example, separates objects and background using temporal median filter, 
and as a result it can provide the constant distribution against illumination change 
[Haritaoglu et al. 2000]. W4 algorithm can also handle fast motion or abrupt change in the 
image because of the use of median filter. 
Object motion can be detected if its amount is greater than the error of a block motion. So 
the background is generated such that the error is minimized. The background updating 
process can be expressed as 
 B(t) ( )I(t) B(t ),σ σ= − + −1 1  (14) 
where B(t)  represents the background at time t , I(t)  the input image at time t , and σ  the 
mixing ratio in the range [ , ]0 1 . To differentiate object’s moving region from the 
background, we use the following equation. The initial background B(O)  takes the first 
frame of the sequence. 
 
, if  B(t ) I(t) T
D(t) ,
, otherwise
− − ≥⎧= ⎨⎩
1 1
0
 (15) 
where D(t)  represents the existence of difference between background and the input image 
frame. As given in (3), if D(t)  is equal to 1 , the corresponding region is defined the moving 
region. Otherwise, the region is considered as background. 
4.2 Detection of moving object 
Incorporation of shape, feature, motion, and other possible information significantly 
increases the amount of computation in the video tracking system, which makes real-time 
tracking difficult. The proposed algorithm uses only SCPs from boundary information for 
detecting object’s shape. The proposed method expresses object’s moving region using 
binary data that is refined by morphological operations and edge detection. It is possible to 
estimate the object’s boundary using the 2nd order derivative method. 
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The 2nd order derivative can be applied in both horizontal and vertical directions and 
object’s boundary information can be calculated based on the results. Derivative information 
together with morphological operations enables simple, efficient edge extraction. The 
proposed method is similar to colour composition between background and objects to 
reduce errors generated by the background difference image. In the proposed algorithm we 
apply morphological operations on the binary image that is made from the difference image 
between the previous and the current images. We then finalize the boundary of the object by 
merging the result of morphological operations with the result of Laplacian. Fig. 6 shows the 
procedures of the proposed background generation and motion detection algorithm, and 
fig. 7 show the corresponding experimental results of each step. 
 
 
Fig. 6. Moving region detection algorithm based on background generation 
 
 
(a)                         (b)                           (c)                                (d)                         (e) 
Fig. 7. Experimental results of the proposed moving region detection algorithm: (a) input 
image, (b) difference image, (c) object’s moving region, (d) result of morphological 
operation, and (e) result of edge detection 
4.3 Shape control points (SCPs) 
The object’s boundary information, as shown in fig. 6(e), is used to define SCPs. Since the 
feature-based tracking methods often fail due to the misidentification of an object, it is 
necessary to group object’s features by storing the boundary information. Fig. 8 shows the 
classification result of an image region into one of the background, the object, and the 
boundary. 
 
 
Fig. 8. Classification of meaningful regions for object detection 
www.intechopen.com
 Video Surveillance 
 
204 
SCPs are obtained from the object’s boundary that is produced by the moving region. 
Spurious edges are removed by using an empirically chosen threshold. Because matching 
the entire image is unrealistic in the sense of computational efficiency, the object containing 
region R  is defined as 
 { }R(x,y) (r,c) x r x  and y c y ,= ≤ ≤ ≤ ≤1 2 1 2  (16) 
where (x ,y )1 1  and (x ,y )2 2  respectively represent the minimum and maximum coordinates 
of horizontal and vertical projections. Based on (16) R  represents the minimum rectangular 
box enclosing the object, whose boundary is detected by Laplacian operator as 
 
R R
R .
x y
∂ ∂∇ = +∂ ∂
2 2
2
2 2
 (17) 
Only feasible boundary edge points are defined as SCPs, More specifically the i th−  SCP iA  
represents the corresponding coordinate in the minimum rectangle R(x,y)  as 
 { }i i iA (x ,y ) i , , ,z ,= = 1 2…  (18) 
where Z  represents the total number of edge coordinates. 
 j jkSCP A  for j , , ,J, J I /k .= = = ⎢ ⎥⎣ ⎦1 2…  (19) 
where k  represents the interval of skipping redundant SCPs. The selected set of SCPs is 
finally stored in a one-dimension (1D) array. 
4.4 Combined shape and feature-based object tracking 
Although the primary assumption on BMA is that the original and the compared blocks 
have significantly high correlation, it is not always true in real applications. In this paper we 
present a modified BMA-based tracking approach, which is robust to occlusion and 
illumination change, as shown in fig. 9. 
 
 
Fig. 9. Block diagram of combined shape and feature-based object tracking 
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Fig. 9 shows the tracking procedure given a detected object by using the generated 
background. The detected object is refined by the morphological operation. After labelling 
the object pixels, edges are detected for extracting SCPs. Extracted SCPs are saved in the 
database one hand and go through either BMA or CBMA/ PBMA depending on whether 
occlusion occurs or not. By matching and updating the SCPs, a deformable, moving object 
can robustly be detected and tracked. 
Fig. 10 shows an elaborated illustration for the SCP generation process, where an SCP is 
allocated at the center of the block. Each block consists of background, an object, CSCPs and 
SCPs at the center of the block. Location of a deformable object can be detected by using 
only the SCP. 
 
 
Fig. 10. Generation of an SCP 
If an object deforms or occlusion occurs, SCPs cannot provide the correct location of the 
object. Thus CSCPs are used in this case. 
 
       
(a)                          (b)                             (c)                             (d) 
Fig. 11. Model matching: (a) input image, (b) moving region of the object, (c) SCPs on the 
object’s boundary, and (d) assigned SCPs on the input image. 
Fig. 11 shows the step-by-step results of the SCP generation process. Fig. 11(b) shows the 
initially detected object’s area, fig. 11(c) shows the SCP’s detected on the object boundary, 
and fig. 11(d) shows the detected SCP’s superimposed on the input image. 
An object can be tracked by using BMA without background information. However, the result 
using BMA can easily be affected by similarity between object and background, object 
deformation, occlusion, illumination change, and etc. In order to minimize the tracking errors 
we propose two additional methods that combine background generation and block matching. 
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The first method, which is called the center-of-gravity-based block matching (CBMA) 
algorithm, preserves the relative location of each SCP by computing distances among SCPs. 
More specifically, SCPs are maintained inside the possible range of errors, while others are 
replaced by new SCPs. 
The second approach extracts SCPs from the region without motion, which is called the 
periodic-update-based block matching (PBMA) algorithm. This method can update missing 
or oscillating SCPs by comparing the corresponding pair of SCPs between two consecutive 
input frames. SCPs outside the motion region are removed, and tracking is performed using 
only remaining SCPs. Fig. 12 compares results of the above mentioned three tracking 
methods, such as BMA, CBMA, and PBMA. 
 
 
(a) 
 
(b) 
 
(c) 
Fig. 12. Experimental results of three different block matching methods for object tracking: 
(a) BMA, (b) CBMA, and (c) PBMA. 
5. Experimental results 
The proposed object tracking algorithm was tested against shape deformation, occlusion, 
illumination change, and size change. The proposed algorithm is also quantitatively 
compared with the existing difference-based and active shape model-based algorithms. 
www.intechopen.com
Block Matching-Based Background Generation  
and Non-Rigid ShapeTracking for Video Surveillance 
 
207 
Test sequences include (i) a computer-generated fish sequence, (ii) a PETS 2002 test 
sequence, (iii) in-house indoor and (iv) outdoor sequences. All test sequences have the same 
resolution of 320×240. To speed up the simulation we use only gray-scale images. For 
obtaining in-house test sequences, we sued a three-CCD colour video camera. The fish 
sequence has similar intensity distribution in both the object and background, while the 
shape of the fish keeps deforming. The PETS sequence has internal reflection on the glass 
window and scaled objects. The indoor sequence has external illumination and considerable 
amount of noise. The outdoor sequence has multiple objects with occlusion. Fig. 13 
respectively summarize the experimental environment and test images. 
 
 
Fig. 13. The first image frames of four test sequences: (a) the fish, (b) the PETS 2002, (c) the 
indoor, and (d) the outdoor sequences 
5.1 Combined shape and feature-based non-rigid object tracking 
Fig. 12(a) has the worst case conditions for block matching, because texture of the object and 
background is similar and the object deforms. While existing block matching-based methods 
definitely fail in tracking the deformable fish in this sequence, the proposed algorithm 
provides reliable tracking results. Fig. 14 shows detection of object’s moving region using 
background generation and the corresponding SCP extraction. 
As shown in fig. 14(b) and (c), although there is no significant amount of noise in the input 
image, the initially detected object contains amplified noise during the subtraction process 
between the generated background and the input image. Such noise effect is removed by the 
proposed algorithm using a series of the morphological process, labelling, and SCP 
matching and updating. 
Fig. 15 shows tracking results of the fish image using CBMA with 14 initial SCPs, k= 30 , 
×5 5  blocks, and 65 frames. Most changes in the shape of fish occur especially at the tail 
part. In the dynamic tail part, we increase the number of SCPs, while keeping the same SCPs 
in the static region. 
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Fig. 14. Moving region detection and SCP extraction: (a) input image, (b) background 
generation, (c) region of object detection, and (d) SCPs superimposed on the input image 
 
 
Fig. 15. Tracking results of the proposed shape and feature-based algorithm using CBMA 
The block-matching method has weak from change of shape. But, because the proposed use 
to SCPs with some solved. Also Intensity trace in most of the block matching does not 
consider. Fig. 15 the result of the SCP in the background was of the location, object tracking, 
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so that the gradient search is available in strengths. Since the block matching has its 
weakness we propose the use of SCP. In addition, to improve overall use of SCP we 
integrated additional information in the form of tracking and gradient search method which 
is illustrated in fig. 15. 
Fig. 16 shows tracking results of the fish image using PBMA with 11 initial SCPs, k= 30 , 
×5 5   blocks, and 65 frames. We used 11 initial SCPs and k= 30  for the BMA. PBMA 
updates SCPs at every 5 frames. CBMA shows recalculated SCPs, which represents 
replacement of SCPs. 
 
 
Fig. 16. Tracking results of the proposed shape and feature-based algorithm using PBMA 
5.2 Performance analysis 
We compare the tracking performance of the proposed method with the frame difference-
based method and the ASM-based method. The location of the reference object is 
represented by the centroid of all pixels inside the manually specified object boundary. The 
accuracy of tracking is measured by the Euclidean distance between two points (x,y)  and 
(x,y )
∧ ∧
, called the similarity measure defined as 
 
^ ^
/ / (x x) (y y) ,ρ = − + −2 21 1  (20) 
where 
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n n s s^ ^ ^ ^
i i j j
i i j j
x x , y y , x x , y y .
N N S S
− − − −
= = = =
= = = =∑ ∑ ∑ ∑1 1 1 1
0 0 0 0
1 1 1 1
 (21) 
where i i(x ,y ) , i , , ,N= −0 1 1… , represent pixels inside the manually specified object 
boundary, and 
^ ^
j j(x ,y ) , j , , ,S= −0 1 1… , the set of SCP’s obtained by a tracking method to 
be compared. We can decide that a tracking algorithm is accurate if ρ  is sufficiently small. 
Fig. 17 shows comparative results of the existing and the proposed tracking methods in the 
sense of the similarity measure. 
 
 
Fig. 17. Similarity curves: Comparison of various tracking methods using the fish sequence. 
As shown in Fig. 17, all methods except the ASM-based method provide almost identical 
center points that coincides the reference center. As the number of frames increases, CBMA 
keeps increasing the similarity measure, while ASM and NPT-AFM methods become worse. 
It is to be noted that the simple difference-based method performs well in the starting 
frames, but the proposed method keeps increasing the similarity measure. We also note that 
ASM and NPT-AFM are both very sensitive to the initial training shape and boundary noise. 
Fig. 18 illustrates the comparison of tracking results between the proposed (CBMA and 
PBMA) with those of ASM and NPT-AFM. In case of ASM-based tracking lack of 
initialization in the starting frames led to poor convergence and increased error in the model 
fitting stages. This problem can be overcome using NPT-AFM-based method which yields 
higher feature detection and fitting accuracy. However the efficiency of NPT-AFM depends 
solely on the segmentation procedure which might lead to feature point’s deviation from the 
object shape near the boundary. Both of the above mentioned drawbacks were overcome by 
using the proposed method because of the inclusion of SCP-based block matching and 
detection processes. 
First column shows tracking results using ASM with 40 detected points in gray scale, 
Second column shows results of NPT-AFM algorithm in Y channel of YCrCb image format. 
Third column represents proposed CBMA and PBMA approach in gray scale.  
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Fish sequence ASM NPT-AFM Proposed method 
   
 
Frame #1,  
Detected Point: 40 
Frame #1, 
 Detected Point: 19 
Frame #1,  
Detected Point: 24 
   
 
Frame #5,  
Detected Point: 40 
Frame #5,  
Detected Point: 19 
Frame #5,  
Detected Point: 25 
   
 
Frame #10,  
Detected Point: 40 
Frame #10,  
Detected Point: 18 
Frame #10,  
Detected Point: 14 
   
 
Frame #15, 
Detected Point: 40 
Frame #15,  
Detected Point: 19 
Frame #15,  
Detected Point: 15 
   
 
Frame #25,  
Detected Point: 40 
Frame #25,  
Detected Point: 17 
Frame #25, 
Detected Point: 16 
   
 
Frame #30, 
Detected Point: 40 
Frame #30,  
Detected Point: 18 
Frame #30,  
Detected Point: 18 
   
 
Frame #35, 
Detected Point: 40 
Frame #35,  
Detected Point: 20 
Frame #35,  
Detected Point: 16 
   
 
Frame #40, 
Detected Point: 40 
Frame #40, 
Detected Point: 19 
Frame #40, 
Detected Point: 15 
              (a)             (b)               (c)              (d) 
Fig. 18. Illustration of tracking results using (a) input sequence, (b) ASM, (c) NPT-AFM, and 
(d) the proposed method 
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As shown in fig. 18, although NPT-AFM accurately tracks control points in the head 
region, it fails to track in the tail region because of concave shape in the tail region does 
not satisfy NPT-AFM’s assumption. On the other hand the proposed method keeps 
tracking all control points evenly. In conclusion, we can say that the proposed tracking 
methods outperform others in the sense of stability, robustness, and the least number of 
control points used. 
Fig.19-21 shows the results of the proposed methods with different conditions of input 
images. Fig. 19 shows the result without reflection of illumination on change. On the other 
hand, fig. 20 and fig. 21 respectively show the results with reflection and illumination 
change. Based on the results shown in fig. 19-21, the proposed method is robust to various 
conditions such as reflection and illumination change.  
 
 
 
 
 
 
Fig. 19. Tracking results of the proposed method without any critical conditions. The initial 
background is generated using 50 frames. ×5 5  blocks, 23 SCPs, and threshold of 25 are 
used. 
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Fig. 20. Tracking results of the proposed method with strong reflections in the input image. 
The initial background is generated using 50 frames. 5×5 blocks, 12 SCPs, and threshold of 
20 are used. 
 
Fig. 21. Tracking results of the proposed method with illumination change in the input 
image. The initial background is generated using 50 frames. 5×5 blocks, 26 SCPs for group 
A, 12 SCPs for group B, and threshold of 25 are used. 
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The proposed method performs better than existing methods while maintaining the shape of 
an object is tracked. Therefore, the initial ASM generated shows good performance feature 
points to renew the NPT-AFM method does not use ASM initial feature points unstructured 
object to trace the missing feature points reconfiguration in test image(a) results were not 
good because it does not. 
6. Conclusion 
In this chapter we presented ASM, NPT-AFM, and combined shape and feature-based object 
tracking methods. The comined shape and feature-based method adaptively  generates 
background, which serves as a fundamental building block for robust tracking by resolving 
inherent problems of existing BMA. After generating background the shape tracking 
module in the proposed algorithm determines object’s moving region based on SCPs. 
Another contribution of this chapter is the CBMA method, which enables robust tracking 
with occlusion.  
Extensive experiments have been performed using (i) computer generated fish sequence, 
(ii) PETS 2002 test sequence, (iii) in-house indoor sequence, and (iv) in-house outdoor 
sequence. Experimental results prove that the proposed method can provide robust 
tracking with complicated environment such as multiple objects, occlusion, and 
complicated background. 
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