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Abstract 
Contemporary game play is a complex environment where user interacts with many elements. Data logging in a game play 
is a common practice to study a  in-game behaviour. Identified behavioural knowledge is then applied to enhance 
the game elements. Analyzing the user behaviour is a multivariate process and therefore requires more information than 
mere logging of game context. Multi modal data channels such as biofeedback signals are increasingly used to study the 
game play so that more detailed understanding of the user behaviour can be established. Precise synchronisation in 
capturing of multiple streams is essential to produce accurate and meaningful information. This paper presents a generic 
technique to accurately synchronize multiple data streams captured during a gaming session. It is demonstrated by applying 
it to a driving game Simulation. Observable correlation between the in-game data and psycho-physiological signals are 
presented to demonstrate the accuracy and granularity of the synchronisation. 
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1. Introduction 
Computer games are increasingly being used to study user affect in psychology and behavioural studies. The 
arbitrariness of real world activities makes it difficult to design an experimental setup and gather data to study a 
particular phenomenon, for example learning, perception or emotion. However well thought out and 
implemented game mechanics in a game play provides a context and immersive experience, thus truly 
reflecting the original phenomenon. Electrical Bio-signals e.g. Electroencephalogram (EEG), Electromyogram 
(EMG), Electrooculography (EOG), Galvanic skin response (GSR), etc are often used to study the human 
behaviour with the reduced attitudinal and demographical influences. For systematic research these signals 
should be correlated with the in-game activities to produce contextually meaningful information. 
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The data captured in a game session can be classified as context independent and context dependent data [1]. 
Context independent data is normally external to the game, such as EEG, Eye tracking, Video Capture of the 
Screen, etc, whereas the context dependent data relates to the internal elements of the game such as score, lap 
time, driving speed, interaction with a game asset or character. Multiple sensors and data capture devices are 
used to collect context dependent and context independent data and it is used to understand the combined and 
interactive user-game system. Inadequate synchronisation of data streams generated by the capture devices 
consequently result skew in the information retrieved. Analyzing task based operations (e.g. Event related 
potentials) requires precise time measurements where the chronological ordering of events is crucial [2]. For 
example, if one wants to analyze P300 or N400 components in EEG signal, the accuracy of the synchronisation 
should be in millisecond range rather than in seconds.  
Normally the game and other data capture tools run on independent platforms, for instance different 
hardware or assorted software even if they run on the same hardware. In addition to the game, multiple data 
capture devices (e.g. EEG Capture Device, Eye Tracker, and Video Capture Device) also work as detached 
components in a data logging environment. Devices running on independent hardware or software platforms 
will naturally run asynchronously. Data captured from these isolated components are required to be 
synchronized by some means because data streams originating from these components must be temporally 
aligned to decipher the meaningful information. The temporal alignment can influence the information 
extracted in such a way that significant information of an activity is detected, undetected, or falsely detected. 
For instance, eye tracking data stream should be adequately aligned with the data stream from the in-game 
context in order to recognize what in the dynamic screen of the game could have caused the change in the eye 
data. 
A study using a driving game play was used to quantify driver performance and skills so as to gain a better 
ability. Correlating driving performance and pyschophysiological data can 
potentially reveal the relationship between driving behaviour and the cognitive state of the driver. 
Consequently, a synchronised data capture of driving telemetry and pyschophysiological data is critical. 
This paper introduces the synchronisation issues related to data logging in a generic gaming scenario. Then 
the standard strategies used to tackle the synchronisation problem are briefly reviewed. A driving game play 
session is taken as a case study and the data logging setup is explained in detail with relevant data capture 
devices. A driving game is used as an example scenario; however, the issues are generally encountered in many 
other gaming domains. A unique synchronisation technique developed to resolve the synchronisation problem 
is presented in the paper. Finally the accuracy and granularity of the synchronisation are critiqued by referring 
to the collected data. Simple correlations between EEG data (context independent) and driving related 
telemetry data (context dependent) are discussed to support the accuracy of the synchronisation. 
2. Related Work 
A simple approach to synchronize data streams can be time stamping every sample with a central or external 
clock. However, this is not always a practical solution because of the limitations in accessibility to the internal 
architecture of games and commodity data capture devices. It is very common to use a data capture device 
which is usually a proprietary piece of hardware or software; where only the data is streamed out from the 
device. Although games and device manufactures provide Application Program Interfaces (API) or a Software 
Development Kit (SDK) to access the data, access to the core event or the streaming loop is restricted. 
Therefore it is inevitable to comply with the standard data stream provided by the games or the capture devices.  
A data logging system which collects the streamed data is a separate software application typically designed 
by a third party or custom built to coll
sources suffer variable amount of delays and jitters in their pipeline from the source to the data logging system. 
Typical data logging systems running on general purpose operating systems (OS) suffer further non 
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determinism in OS related aspects such as task scheduling, context switching, communication protocols and 
buffering, etc [3], [4].  
 The accuracy of a signal processing architecture (e.g. Social Signal Interpretation Framework (SSI) [5]) is 
dependent and the recognition of tasks will be affected by the temporal characteristics of streams supplied to it. 
Misalignments in the input signal streams can influence the output generated by a tool which fuses the data 
from multiple signal streams. Therefore the samples from multiple streams are needed to be indexed with 
regard to a common reference so that the processed output can also be referenced to the input streams and 
hence can be related to the source activity.  
The common approach used in data logging systems is to synchronize all logged channels with one primary 
channel. Inherently, this primary channel can be a global timing device. Samples from every stream will be 
marked with a frame number from the primary channel, using it as the index. The TRUE Architecture by 
Microsoft Game Studios [6] presents a system for recording data for studying user behaviour in a PC software 
or a gaming console. This architecture looks at streams of data and logs sequences of events along with the 
timestamp. Captured video is also synchronized with the event timestamps and indexed based on the events. 
While this study demonstrated the efficient retrieval and navigation through large data sets of game play to 
identify potential problematic areas in a game, fine grained time synchronisation issues are not addressed in 
this work. In addition to the time stamping, context related events occurring in the games are marked by 
emitting a unique signal, for example using parallel port byte or a transmission control protocol (TCP) packet. 
This message is consumed by the data logger and time stamped and/or inserted alongside the other data streams 
[2]. Emitting events to external software i.e. to data logging software needs access to some features of the game 
via a SDK or API. In contrast to consciously emitting events Bannach, Amft, and Lukowicz suggest a way of 
detecting events and synchronizing streams according to the events [7]. An un-ambiguously detectable, 
this work for synchronizing multiple data streams.  
3. Case Study : Driving Game with psycho-physiological signals 
Dataset was recorded in a driving simulation environment to understand drivers' behaviour, and performance 
in a racing track. Codemasters Formula 1 game was used as the simulation engine to provide the actual driving 
experience. Three dimensional visuals of the game were rendered to the DepthQ stereoscopic power wall. 
Logitech G27 racing wheel and pedals with force feedback system was coupled with the game engine. 
Telemetry data including, cars parameters such velocity, position of the car on the track and engine speed and 
drivers activities such as throttle, brake and steering angle are streamed out by the game engine via user 
datagram protocol (UDP) at the rate of 50Hz. Visuals rendered by the game engine were captured as a phase 
alternating line (PAL) video with 25 frames/second. A video camera is also used to capture the driver and 
surroundings at the same frame rate. Electrodes were attached to the driver's head to in order to monitor 
Electroencephalographic (EEG) activity. EEG signals were captured at 2048 Hz using Mindmedia Nexus 32 
physiological monitoring device. Fig. 1 illustrates the arrangement of devices and the information flow. 
In addition to the driver, another person, the observer, was also linked in the data capture setup. The task of 
the observer was to identify milestones and incidents manually during the game. The observer performed this 
by pressing predefined keys on a PC keyboard. The observer is also provided with the real-time visualization of 
the captured EEG D
example, to point out interesting aspects on every lap, with the hope of future rigorous and to identify and fix 
any sensor faults while the experiment was carried out. 
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Fig. 1. Driving Simulator data capture setup 
The data collected is aimed at studying a driver's behaviour when negotiating apexes in the track and when 
incidents happened. This is achieved by correlating the activities in the simulated environment with 
biofeedback activities of the driver. Variables associated to the simulated environment originate from and 
stream through the game engine while the EEG captured by the physiological monitoring device is used to 
understand the psycho-physiological activities. Post neurometric analysis will use driving telemetry and EEG 
data streams, while the video captures and observer's are used to backup the analysis.  
Main practical concerns related to the data capture setup and devices are addressed throughout the rest of 
this section. 
3.1. Jitter on the data streams 
The EEG capture device API delivers the data by means of a call-back function. Having no control over this 
call-back frequency, other than setting a constant value while configuring, a jitter is observed in this signal 
(Fig. 2). This behaviour is expected in a general purpose OS such as windows and in the universal serial bus 
(USB) communication channel used by the EEG capture device. A similar observation is seen in the telemetry 
UDP packets as well. Additionally telemetry stream UDP packets were received approximately at 46 samples/s. 
This greatly deviates from the preset frequency of 100Hz. Network dynamics and UDP packet loses or the 
simulation engines internal design might have created this deviation. The jitters can be removed by introducing 
additional First-In-First-Out (FIFO) buffers. UDP stream's actual frequency is monitored by counting elements 
on the FIFO, in fixed intervals. This observed frequency is used as the real frequency in the analysis. 
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Fig. 2. Observed Jitter in delivered samples: Jitter observed in the delivered samples, the expected frequency: 2048Hz. 
3.2. Asynchrony of EEG and telemetry streams 
These two streams originate from highly dissimilar sensor nodes. The path taken by EEG samples can be 
described sequentially such as, generated by the hardware, transmitted through the optical fiber, retransmitted 
by the USB device, received by the API and finally reaches the framework's realm. Since there is no apparent 
knowledge available to model the path taken by these samples the relative offset between these two streams 
cannot be estimated directly.  
3.3. Using a reference device to Calibrate Stream Offsets 
A modified approach from Bannach and Amft [7] was designed to estimate the offsets. The problem with 
directly applying their approach is, there is no obvious common action that could spawn an unambiguously 
identifiable shake in EEG and simulator telemetry streams. For calibration purposes an in-house built 
embedded device is used to induce spiky changes in individual streams. The calibration device was initially 
programmed to estimate a Round Trip Time (RTT) of a command (command to induce a shake) and to get the 
respective, symmetric acknowledgement. Measuring RTT can be also affected by the OS timing issues and 
jitters discussed in the Section 0. As a consequence of this, the RTT is estimated using multiple trials (Fig. 3) in 
order to get a better estimate. 
 
Fig. 3. Round Trip Time :Command round trip time of the custom built device, connected through UART interface at 115200 baud rate 
was observed as a Gaussian distribution with the mean of 0.015511 and mode of 0.015589  
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After the RTT estimation, the calibration device is programmed to induce a shake. Every stream's offsets 
were then estimated individually by spawning individual calibrating actions such as inducing spike waves on 
the EEG sensors using digital pulses, blinking Light Emitting Diodes (LED) on video streams, using gyros 
attached to the embedded devices to sense the steering wheel rotation etc.  
Fig. 4 illustrates the spawned synchronisation shake and the differences in the offset of the signals. 
 
 
Fig. 4. Latencies and Stream offsets 
The Command latency can be related to the Round Trip Time (RTT) of the calibration device. In addition to 
latency in data stream paths, jitter buffering also creates additional delays on the signal before they are received 
by the data logging system.  
jitterpathoffset
RTTcl
TTT
TT 2
 
The delay in the spawned shake can be calculated by measuring the difference between the time of inducing 
the spike and the time it appears in the captured stream. The actual offset of a stream can be measured 
indirectly from the observed delay of the shake and therefore the overall latency in the signal path and jitter can 
be estimated. 
cldelayoffset TTT  
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4. Discussion and Conclusion 
 
Fig. 5. Synchronised EEG and driving telemetry signals. EEG Signals are filtered using Butterworth - band pass (20-50Hz) filter so 
that the muscle artifacts are clearly visible and hence the synchronisation can be validated. However in a comprehensive EEG 
analysis, muscle artifacts are usually filtered out, but the technique used for the synchronisation is still applicable. 
 
The EEG signals and the telemetry shown in Fig. 5 respectively illustrate the correlation between the drivers 
muscle activation of the actuations on the game controllers (steering wheel and brake and gas paddles). Muscle 
activity is a common artifact in EEG signals which can be manually observed, whereas this fact is used here to 
validate the synchronisation of the captured signals. Accuracy of the temporal alignment of EEG and driving 
telemetry can be visually examined using the muscle actuations, which corresponds to a driving activity, i.e., 
driver is changing over from full throttle to brake and subsequently performing a turn in an apex in the track. It 
should be noted that this paper exploits the muscle artifacts present in the EEG data stream to validate the 
synchronisation, and hence the signals are filtered to enhance the muscle artifacts. Conversely, it is common to 
filter out muscle activities in a study performing comprehensive EEG analysis but the concept of 
synchronisation will remain unchanged. 
A technique to synchronize independent data streams captured in a gaming session has been described in the 
paper. A case study using a driving game with driving telemetry and EEG streams are used as the example to 
demonstrate the technique. Nevertheless, the generic technique can be applied to any data stream by 
introducing comprehensible patterns into the signal. Although it would have been easier if there were a 
mechanism to spawn an identifiable pattern; there are no assumptions made, and for that reason a custom built 
programmable embedded device is used to calibrate streams. Stream offset and the jitter are incorporated to 
compensate the asynchrony and the 
unique and novel method allows synchronizing any data stream without requiring access to the core timing 
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loop of the game or other capture devices. The granularity of the synchronisation only depends on the 
minimum measurable time steps in the data logging software. 
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