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Resumen: En este art´ıculo proponemos dos alternativas para el tratamiento de con-
sultas degradadas en aplicaciones de Recuperacio´n de Informacio´n en espan˜ol. La
primera de ellas es una estrategia basada en n-gramas de caracteres e independiente
del conocimiento y recursos lingu¨´ısticos disponibles. Como segunda alternativa, pro-
ponemos a su vez dos te´cnicas de correccio´n ortogra´fica, integrando una de ellas un
modelo estoca´stico que debe ser entrenado previamente a partir de un texto etique-
tado. Con el fin de estudiar su validez, se ha disen˜ado un marco de pruebas sobre el
que se han evaluado ambas aproximaciones.
Palabras clave: n-gramas de caracteres, consultas degradadas, recuperacio´n de
informacio´n, correccio´n ortogra´fica.
Abstract: In this paper, we propose two different alternatives to deal with degraded
queries on Spanish Information Retrieval applications. The first is based on character
n-grams, and has no dependence on the linguistic knowledge and resources available.
In the second, we propose two spelling correction techniques, one of which has a
strong dependence on a stochastic model that must be previously built from a PoS-
tagged corpus. In order to study their validity, a testing framework has been designed
and applied on both approaches for evaluation.
Keywords: Character n-grams, degraded queries, information retrieval, spelling
correction.
1. Introduccio´n
Los modelos cla´sicos de recuperacio´n de
informacio´n (ri) no contemplan, inicialmen-
te, el caso de feno´menos de degradacio´n en las
consultas del usuario tales como la introduc-
cio´n de errores ortogra´ficos o palabras desco-
nocidas, bien sea de forma accidental, o por-
que el te´rmino que esta´ tratando de buscar
presenta ambigu¨edades ortogra´ficas en la co-
leccio´n. Es por tanto imperativo el estudio de
este problema dado que puede deteriorar de
forma substancial el rendimiento del sistema.
En este sentido, muchos autores aplican
directamente te´cnicas de correccio´n de erro-
∗ Este trabajo ha sido parcialmente subvenciona-
do por el Ministerio de Educacio´n y Ciencia y
FEDER (a trave´s de los proyectos de investi-
gacio´n HUM2007-66607-C04-02 y HUM2007-66607-
C04-03), y por la Xunta de Galicia (a trave´s de los
proyectos 05PXIC30501PN, 07SIN005206PR, INCI-
TE07PXI104119ES y la ”Red Gallega de pln y ri”).
res en las formas le´xicas de la consulta para
as´ı dotar al sistema de cierta robustez. Es-
ta estrategia es a menudo empleada para el
ana´lisis de textos degradados en el a´mbito
del procesamiento del lenguaje natural (pln).
Sin embargo, si bien las herramientas de pln,
por lo general, toleran una primera adivina-
cio´n poco eficiente en la que se interactu´a con
el usuario mostra´ndole mu´ltiples alternativas
de correccio´n para que sea e´ste el que realice
la eleccio´n final, esto no suele ocurrir en los
sistemas de ri, lo que incrementa la comple-
jidad del problema.
Por otra parte, las aproximaciones de co-
rreccio´n ortogra´fica (Savary, 2002) aplican
modificaciones en las palabras con el fin de
minimizar la distancia de edicio´n (Levensh-
tein, 1966) entre ellas; esto es, el nu´mero de
operaciones de edicio´n1 a aplicar para trans-
1Insercio´n, borrado o substitucio´n de un caracter,
o transposicio´n de dos caracteres contiguos.
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formar una cadena en otra.
Trabajos ma´s recientes interpretan la co-
rreccio´n ortogra´fica como una cuestio´n es-
tad´ıstica, donde una consulta con errores es
vista como una degeneracio´n probabil´ıstica
de una correcta (Brill y Moore, 2000). Es-
ta aproximacio´n, conocida como modelo de
canal ruidoso (Kernighan, Church, y Gale,
1990),2 tambie´n proporciona formas de incor-
porar informacio´n de pronunciacio´n para me-
jorar el rendimiento por medio de la captura
de similaridades en la pronunciacio´n de las
palabras (Toutanova y Moore, 2002).
Sin embargo, en este trabajo proponemos
una estrategia basada en n-gramas de carac-
teres como alternativa para el tratamiento de
consultas degradadas en espan˜ol, buscando,
adema´s, una metodolog´ıa simple y que pue-
da ser utilizada independientemente de la ba-
se de datos documental considerada y de los
recursos lingu¨´ısticos disponibles. Presentare-
mos, tambie´n, dos aproximaciones basadas en
correccio´n ortogra´fica no interactiva.
Este art´ıculo se estructura como sigue.
En primer lugar, en la Seccio´n 2 describi-
mos brevemente nuestra propuesta basada en
n-gramas de caracteres. A continuacio´n, en
la Seccio´n 3, se presentan las dos aproxima-
ciones de correccio´n ortogra´fica que han si-
do comparadas con nuestra propuesta. En la
Seccio´n 4 se describe nuestra metodolog´ıa de
evaluacio´n y los experimentos realizados. Fi-
nalmente, la Seccio´n 5 contiene nuestras con-
clusiones y propuestas de trabajo futuro.
2. Recuperacio´n de Texto
mediante N-Gramas de
Caracteres
Formalmente, un n-grama es una subse-
cuencia de longitud n de una secuencia dada.
As´ı, por ejemplo, podemos dividir la palabra
"patata" es los 3-gramas de caracteres su-
perpuestos -pat-, -ata-, -tat- y -ata-. Es-
te simple concepto ha sido redescubierto re-
cientemente por el Johns Hopkins University
Applied Physics Lab (jhu/apl) (McNamee y
Mayfield, 2004a) de cara a la indexacio´n de
documentos, y nosotros lo recuperamos ahora
para nuestra propuesta.
Al tratar con ri monolingu¨e, la adapta-
cio´n resulta sencilla ya que tanto las con-
sultas como los documentos son simplemen-
te tokenizados en n-gramas superpuestos en
2Noisy channel model en ingle´s.
lugar de palabras. Los n-gramas resultantes
son entonces procesados como lo har´ıa cual-
quier motor de recuperacio´n. Su intere´s vie-
ne dado por las posibilidades que ofrecen, es-
pecialmente en lengua no inglesa, al facilitar
un modo alternativo para la normalizacio´n de
formas de palabras y permitir tratar lenguas
muy diferentes sin procesamiento espec´ıfico
al idioma y au´n cuando los recursos lingu¨´ısti-
cos disponibles son escasos o inexistentes.
Estar´ıamos, pues, ante un prometedor
punto de partida sobre el cual desarrollar una
estrategia de indexacio´n y recuperacio´n efec-
tiva para el tratamiento de consultas degra-
dadas. Adema´s, la utilizacio´n de ı´ndices basa-
dos en n-gramas desmonta el principal argu-
mento que justifica la integracio´n de me´todos
de correccio´n ortogra´fica en aplicaciones de
ri robustas: la necesidad de una coincidencia
exacta con los te´rminos almacenados en los
ı´ndices. De este modo, con el empleo de n-
gramas en lugar de palabras completas, so´lo
se requerir´ıa la coincidencia en subcadenas de
e´stas. En la pra´ctica, esto elimina la necesi-
dad de normalizar los te´rminos, minimizando
adema´s el impacto de los errores ortogra´ficos,
a los que no se les prestar´ıa especial atencio´n.
En general deber´ıa, adema´s, reducir de forma
considerable la incapacidad del sistema para
manejar las palabras desconocidas.
3. Correccio´n Ortogra´fica
Con el fin de justificar el intere´s pra´ctico
de nuestra propuesta de ri robusta basada en
n-gramas de caracteres, introducimos tam-
bie´n una aproximacio´n ma´s cla´sica asociada
a un corrector ortogra´fico contextual (Otero,
Gran˜a, y Vilares, 2007), lo que nos permite
definir un marco de pruebas comparativo. En
un principio aplicaremos un algoritmo global
de correccio´n ortogra´fica sobre auto´matas fi-
nitos, propuesto por Savary (Savary, 2002),
que encuentra todas las palabras cuya dis-
tancia de edicio´n con la palabra erro´nea sea
mı´nima.
Desafortunadamente, esta te´cnica puede
devolver varias reparaciones candidatas posi-
bles que, desde un punto de vista morfolo´gico,
tengan una calidad similar, es decir, cuando
existan varias palabras cuya distancia de edi-
cio´n con la palabra erro´nea es la misma.
Sin embargo, es posible ir ma´s alla´ de la
propuesta de Savary aprovechando la infor-
macio´n lingu¨´ıstica contextual embebida en
un proceso de etiquetacio´n con el fin de
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ordenar las correcciones candidatas. Habla-
mos entonces de correccio´n ortogra´fica con-
textual, cuyo nu´cleo, en nuestro caso, es un
etiquetador morfosinta´ctico estoca´stico basa-
do en una extensio´n dina´mica del algoritmo
de Viterbi sobre Modelos Ocultos de Mar-
kov (Gran˜a, Alonso, y Vilares, 2002) de se-
gundo orden. Esta extensio´n del algoritmo
de Viterbi original se aplica sobre ret´ıculas
en lugar de enrejados (ver Figura 1) ya que
e´stas son mucho ma´s flexibles al ser represen-
tadas las palabras en los arcos en lugar de en
los nodos. En el contexto de la correccio´n or-
togra´fica, nos permite representar un par pa-
labra/etiqueta en cada arco, y luego calcular
la probabilidad de cada uno de los caminos
por medio de una adaptacio´n de las ecuacio-
nes del algoritmo de Viterbi.
trabajar/V presión/Ses/V
fáciles/Adj
fácil/Adj
bajo/V
bajo/P
bajo/Adj
baño/S
No/Adv sn
sn
sn
pl
sn
Figura 1: Alternativas de correccio´n or-
togra´fica representadas en una ret´ıcula.
Para ilustrar el proceso con un ejemplo,
consideremos la frase “No es fa´cile trabajar
baio presio´n”, cuya correccio´n esperada ser´ıa
“No es fa´cil trabajar bajo presio´n”, donde
las palabras “fa´cile” y “baio” son erro´neas.
Asumamos ahora que nuestro corrector or-
togra´fico nos ofrece “fa´cil”/Adjetivo singu-
lar y “fa´ciles”/Adjetivo plural como posibles
correcciones para “fa´cile”; y “bajo”/Adjetivo
singular, “bajo”/Preposicio´n, “bajo”/Verbo y
“ban˜o”/Sustantivo singular para “baio”. La
ejecucio´n del algoritmo de Viterbi dina´mico
sobre la ret´ıcula asociada, mostrada en la Fi-
gura 1, nos ofrecer´ıa tanto las etiquetas de
las palabras como las correcciones ma´s pro-
bables en el contexto de esa frase concreta, lo
que nos permitir´ıa obtener una lista ordenada
de correcciones candidatas. De este modo ob-
tendr´ıamos, para nuestro ejemplo, que las co-
rrecciones deseadas, “fa´cil”/Adjetivo singular
y “bajo”/Preposicio´n, ser´ıan las primeras op-
ciones, ya que se corresponder´ıan con la se-
cuencia de etiquetas correcta.
4. Evaluacio´n
Nuestra propuesta ha sido inicialmente
testeada para el espan˜ol. Este idioma puede
ser considerado un ejemplo significativo dado
que muestra una gran variedad de procesos
morfolo´gicos, lo que lo convierte en una len-
gua dif´ıcil para la correccio´n ortogra´fica (Vi-
lares, Otero, y Gran˜a, 2004). Las caracter´ısti-
cas ma´s diferenciadoras se encuentran en los
verbos, con un paradigma de conjugacio´n al-
tamente complejo. En el caso de sustantivos
y adjetivos esta complejidad se extiende al
nu´mero y al ge´nero, con hasta 10 y 20 gru-
pos de variacio´n respectivamente.
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Figura 2: Precisio´n vs. Cobertura para las
consultas sin corregir (empleando stemming).
4.1. Procesamiento de Errores
La primera fase en el proceso de evalua-
cio´n consiste en introducir errores ortogra´fi-
cos en el conjunto de consultas de prueba.
Estos errores son introducidos de forma alea-
toria por un generador de errores automa´tico
de acuerdo con un ratio de error dado. Inicial-
mente se genera un fichero maestro de errores
como sigue. Para cada palabra de ma´s de 3
caracteres de la consulta, se introduce en una
posicio´n aleatoria uno de los cuatro errores
de edicio´n descritos por Damerau (Damerau,
1964). De este modo, los errores introduci-
dos son similares a aquellos que cometer´ıa un
ser humano o un dispositivo ocr. Al mismo
tiempo se genera un valor aleatorio entre 0 y
100 que representa la probabilidad de que la
palabra no contenga ningu´n error ortogra´fico.
De este modo obtenemos un fichero maestro
de errores que contiene, para cada palabra,
su forma erro´nea correspondiente, y un valor
de probabilidad.
Todos estos datos hacen posible generar
de una forma sencilla conjuntos de prueba
diferentes para distintos ratios de error, per-
mitie´ndonos as´ı valorar el impacto de esta
variable en los resultados. El procedimiento
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Figura 3: Diferencias de map por consulta:
consultas sin corregir vs. consultas originales
(empleando stemming).
consiste en recorrer el fichero maestro de erro-
res y seleccionar, para cada palabra, la forma
original en el caso de que su probabilidad sea
mayor que el ratio de error fijado, o la forma
erro´nea en caso contrario. As´ı, dado un ra-
tio de error T , so´lo el T % de las palabras de
las consultas contendra´n un error. Una carac-
ter´ıstica interesante de esta solucio´n es que
los errores son incrementales, ya que las for-
mas erro´neas que esta´n presentes para un ra-
tio de error determinado continuara´n estando
presentes para ratios de error mayores, evi-
tando as´ı cualquier distorsio´n en los resulta-
dos.
El siguiente paso consiste en procesar las
consultas con errores y lanzarlas contra el sis-
tema de ri. En el caso de nuestra propuesta
basada en n-gramas no se precisan recursos
extra, ya que el u´nico procesamiento necesa-
rio consiste en tokenizar las consultas en n-
gramas. Sin embargo, para las aproximacio-
nes de correccio´n ortogra´fica se necesita un
lexico´n y, en el caso de la correccio´n contex-
tual, tambie´n un corpus de entrenamiento eti-
quetado manualmente para entrenar con e´l el
etiquetador. En nuestros experimentos hemos
trabajado con el corpus de espan˜ol Multex-
JOC (Ve´ronis, 1999), que consta de alrede-
dor de 200.000 palabras etiquetadas morfo-
sinta´cticamente, y con su lexico´n asociado,
de 15.548 palabras.
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Figura 4: Precisio´n vs. Cobertura para las
consultas corregidas mediante el algoritmo de
Savary (empleando stemming).
4.2. Marco de Evaluacio´n
En nuestros experimentos se ha emplea-
do el corpus de espan˜ol de la robust task del
clef 2006 (Nardi, Peters, y Vicedo, 2006),3
formado por 454.045 documentos (1,06 gb) y
160 topics —a partir de los cuales generar las
consultas— de los que hemos empleado u´ni-
camente un subconjunto del mismo (training
topics) formado por 60 topics proporciona-
dos por el CLEF espec´ıficamente para tareas
de entrenamiento y puesta a punto.4 Dichos
topics esta´n formados por tres campos: t´ıtu-
lo, un breve t´ıtulo como su nombre indica;
descripcio´n, una somera frase de descripcio´n;
y narrativa, un pequen˜o texto especificando
los criterios de relevancia. En cualquier ca-
so u´nicamente hemos empleado el campo de
t´ıtulo para as´ı simular el caso de las consultas
cortas utilizadas en motores comerciales.
Partiendo de dicha coleccio´n de documen-
tos se han generado dos ı´ndices diferentes.
Primeramente, para probar las propuestas
basadas en correccio´n ortogra´fica, se ha usa-
3Estos experimentos han de considerarse no oficia-
les, ya que los resultados no han sido evaluados por
la organizacio´n.
4Topics C050-C059, C070-C079, C100-C109,
C120-C129, C150-159 y C180-189.
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Figura 5: Diferencias de map por consulta:
consultas corregidas mediante el algoritmo
de Savary vs. consultas originales (empleando
stemming).
do una aproximacio´n cla´sica basada en stem-
ming empleando snowball,5 basado en el
algoritmo de Porter (Porter, 1980), y la lista
de stopwords de la Universidad de Neucha-
tel.6 Ambos recursos son de uso amplio en-
tre la comunidad de ir. Asimismo, en el caso
de las consultas, se ha utilizado una segunda
lista de meta-stopwords (Mittendorfer y Wi-
niwarter, 2001; Mittendorfer y Winiwarter,
2002). Dichas stopwords corresponden a me-
tacontenido, es decir, expresiones de formu-
lacio´n de la consulta que no aportan ninguna
informacio´n u´til para la bu´squeda, como en
el caso de la expresio´n “encuentre aquellos
documentos que describan . . .”.
En segundo lugar, a la hora de probar
nuestra solucio´n basada en n-gramas, los do-
cumentos han sido convertidos a minu´sculas
y se han eliminado los signos de puntuacio´n,
5http://snowball.tartarus.org
6http://www.unine.ch/info/clef/
aunque no los signos ortogra´ficos. El texto
resultante ha sido tokenizado e indexado uti-
lizando 4-gramas como longitud de compro-
miso tras estudiar los resultados previos del
jhu/apl (McNamee y Mayfield, 2004b). En
este caso no se han empleado stopwords.
Finalmente, ya a nivel de implementacio´n,
nuestro sistema emplea como motor de re-
cuperacio´n la plataforma de co´digo abierto
Terrier (Ounis et al., 2006) con un modelo
InL2 (Amati y van Rijsbergen, 2002).7
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Figura 6: Precisio´n vs. Cobertura para las
consultas corregidas mediante el algoritmo
de correccio´n contextual (empleando stem-
ming).
4.3. Resultados Experimentales
Nuestra propuesta ha sido probada para
un amplio rango de ratios de error T con el fin
de estudiar el comportamiento del sistema no
so´lo para densidades de error bajas, sino tam-
bie´n para los elevados ratios de error propios
de entornos ruidosos como aquellos en que
la entrada se obtiene de dispositivos mo´viles
o basados en escritura a mano —pdas y ta-
bletas digitalizadoras, por ejemplo. De este
modo se ha trabajado con:
T ∈ {0%, 10%, 20%, 30%, . . . , 100%}
donde T=0% significa que no se han intro-
ducido errores.
En el primer conjunto de experimentos
realizados se utilizaron las consultas sin co-
rregir aplicando una aproximacio´n cla´sica ba-
sada en stemming. Los resultados obtenidos
para cada ratio de error T se muestran en las
gra´ficas de la Figura 2 tomando como refe-
rencia tanto los resultados obtenidos para las
7Inverse Document Frequency model with Laplace
after-effect and normalization 2.
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consultas originales aplicando stemming —es
decir, para T=0%— (stm-noerr), como los
obtenidos aplicando la aproximacio´n basada
en n-gramas (4gr-noerr). Tambie´n se dan los
valores de precisio´n media (map).8 Estos pri-
meros resultados muestran que el stemming
es sensible a los errores ortogra´ficos. Como
se puede apreciar, au´n un ratio de error ba-
jo como T=10% tiene un impacto significa-
tivo sobre el rendimiento9 —la map decrece
el 18%—, empeorando conforme aumenta el
nu´mero de errores introducidos: pe´rdida del
25% para T=20%, 50% para T=50% (con 2
consultas que ya no recuperan ningu´n docu-
mento) y 94% para T=100% (con 13 consul-
tas sin documentos), por ejemplo. Tales va-
riaciones, ya a nivel de consulta, se muestran
en la Figura 3. Esto se debe al hecho de que
con el tipo de consultas que estamos utilizan-
do aqu´ı —con unas 4 palabras de media—,
cada palabra es de vital importancia, ya que
la informacio´n perdida cuando un te´rmino
ya no encuentra correspondencia debido a un
error ortogra´fico no puede ser recuperada a
partir de ningu´n otro te´rmino.
En nuestra segunda ronda de experimen-
tos se estudio´ el comportamiento del sistema
al usar la primera de las aproximaciones de
correccio´n consideradas en este trabajo, esto
es, cuando lanzamos las consultas con erro-
res tras ser procesadas con el algoritmo de
Savary. En este caso el mo´dulo de correccio´n
toma como entrada la consulta con errores,
obteniendo como salida una versio´n corre-
gida donde cada palabra incorrecta ha sido
substituida por el te´rmino ma´s cercano del
lexico´n de acuerdo a la distancia de edicio´n.
En caso de empate —es decir, cuando exis-
ten varias palabras en el lexico´n a la misma
distancia—, la consulta es expandida con to-
das las correcciones empatadas. Por ejemplo,
tomando como entrada la oracio´n considera-
da en la Seccio´n 3, “No es fa´cile trabajar baio
presio´n”, la salida ser´ıa “No es fa´cil fa´ciles
trabajar bajo ban˜o presio´n”. Analizando los
resultados obtenidos, mostrados en la Figu-
ra 4, vemos que la correccio´n tiene un efec-
to general significativamente positivo sobre
el rendimiento, disminuyendo en gran medi-
da —aunque no eliminando— el impacto de
los errores ortogra´ficos, no so´lo para ratios de
error bajos (la pe´rdida de map disminuye del
8Mean average precision en ingle´s.
9A lo largo de este trabajo se han empleado tests-t
bilaterales sobre las map con α=0.05.
18% al 13% para T=10% y del 25% al 15%
para T=20%), sino tambie´n para ratios de
error altos y muy altos (del 50% al 31% pa-
ra T=50% y del 94% al 70% para T=100%),
reducie´ndose tambie´n el nu´mero de consultas
que no devuelven documentos (ahora so´lo 1
para T=50% y 5 para T=100%). Las diferen-
cias de map a nivel de consulta se muestran
en la Figura 5. Asimismo, el ana´lisis de los
datos muestra que la efectividad relativa de
la correccio´n aumenta con el ratio de error.
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Figura 7: Precisio´n vs. Cobertura para las
consultas sin corregir (empleando n-gramas).
Con el fin de eliminar el ruido introducido
por los empates al emplear el algoritmo de
Savary, se ha realizado un tercer conjunto de
pruebas usando nuestro corrector ortogra´fi-
co contextual. Dichos resultados se muestran
en la Figura 6 y, como era de esperar, e´stos
mejoran consistentemente con respecto a la
aproximacio´n original, si bien la mejora ob-
tenida mediante este procesamiento extra no
llega a ser significativa: un 2% de pe´rdida de
map recuperado para 10%≤ T ≤60% y un
7–10% para T >60%.
Finalmente, hemos probado nuestra pro-
puesta basada en n-gramas. La Figura 7
muestra los resultados obtenidos cuando las
consultas sin corregir son lanzadas contra
nuestro sistema de ri basado en n-gramas.
Aunque el stemming funciona significativa-
mente mejor que los n-gramas para las con-
sultas originales, no ocurre lo mismo cuan-
do hay errores ortogra´ficos, superando cla-
ramente el segundo me´todo al primero no
so´lo cuando no se aplica ningu´n tipo de co-
rreccio´n, siendo la mejora significativa para
T ≥40%, sino tambie´n cuando se aplica cual-
quiera de los dos me´todos basados en correc-
cio´n ortogra´fica —salvo para ratios de error
muy bajos—, si bien la diferencia no es sig-
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Figura 8: Diferencias de map por consulta:
consultas sin corregir vs. consultas originales
(empleando n-gramas).
nificativa hasta T ≥70%. Adema´s, la robus-
tez de nuestra propuesta basada en n-gramas
en presencia de errores ortogra´ficos demues-
tra ser claramente superior a cualquiera de
las aproximaciones previas basadas en stem-
ming. Como ejemplo, la pe´rdida de map para
stemming —como se dijo previamente— era
significativa incluso para T=10%, con una
reduccio´n del 18% para T=10%, 25% pa-
ra T=20%, 50% para T=50% y 94% pa-
ra T=100%. Para los mismos valores de T ,
la aplicacio´n de nuestro corrector ortogra´fico
contextual —ligeramente superior a la pro-
puesta de Savary— reduc´ıa dichas pe´rdidas
a 12%, 14%, 29% y 67%, respectivamen-
te, con lo que dichas ca´ıdas ya no eran sig-
nificativas hasta T=20%. Sin embargo, los
n-gramas superan a ambos de forma clara,
siendo la pe´rdida de map significativa so´lo a
partir de T=40%, y casi reduciendo a la mi-
tad la cuant´ıa de dichas pe´rdidas: 4%, 7%,
15% y 39%, respectivamente. Adema´s, ya no
hay consultas que no devuelven documentos,
ni siquiera para T=100%. El rendimiento a
nivel de consulta se muestra en la Figura 8.
5. Conclusiones y Trabajo Futuro
Este trabajo es un primer paso hacia el di-
sen˜o de te´cnicas de consulta para su empleo
en aplicaciones de base lingu¨´ıstica para domi-
nios gene´ricos no especializados. Nuestro ob-
jetivo es el tratamiento eficiente de las consul-
tas degradadas en espan˜ol, evitando me´todos
cla´sicos de correccio´n ortogra´fica que requie-
ran una implementacio´n compleja, no so´lo
desde el punto de vista computacional sino
tambie´n desde el lingu¨´ıstico. En este sentido,
se proponen aqu´ı dos aproximaciones diferen-
tes. En primer lugar, se presenta un correc-
tor ortogra´fico contextual desarrollado a par-
tir de una te´cnica de correccio´n global pre-
via ampliada para incluir informacio´n con-
textual obtenida mediante etiquetacio´n mor-
fosinta´ctica. Nuestra segunda propuesta con-
siste en trabajar directamente con las con-
sultas con errores ortogra´ficos, pero utilizan-
do un sistema de ri basado en n-gramas en
lugar de uno cla´sico basado en stemming.
Las pruebas realizadas han mostrado que
las aproximaciones cla´sicas basadas en stem-
ming son sensibles a los errores ortogra´fi-
cos, aunque el uso de mecanismos de correc-
cio´n permiten reducir el impacto negativo de
e´stos. Por su parte, los n-gramas de carac-
teres han mostrado ser altamente robustos,
superando claramente a las te´cnicas basadas
en correccio´n ortogra´fica, especialmente para
ratios de error medios o altos. Adema´s, da-
do que no se precisa procesamiento espec´ıfico
al idioma, nuestra aproximacio´n basada en
n-gramas puede ser utilizada con lenguas de
naturaleza diferente au´n cuando los recursos
lingu¨´ısticos disponibles sean escasos o inexis-
tentes.
Con respecto a nuestro trabajo futuro, te-
nemos la intencio´n de ampliar el concepto
de stopword al caso de n-gramas de carac-
teres con el fin de incrementar el rendimien-
to del sistema as´ı como reducir sus requeri-
mientos computacionales y de almacenamien-
to. Sin embargo, con el fin de mantener la in-
dependencia respecto al idioma, tales ”stop-
n-gramas” deber´ıan ser generados de forma
automa´tica a partir de los propios textos de
entrada (Lo, He, y Ounis, 2005). Finalmen-
te, se esta´n preparando nuevos experimentos
para otros idiomas.
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