A low-order 3-box energy balance model for the climate system is employed with a multivariable control scheme for the evaluation of new robust and adaptive climate engineering strategies using solar radiation management. The climate engineering measures are deployed in three boxes thus representing northern, southern and central bands. It is shown that, through heat transport between the boxes, it is possible to effect a degree of latitudinal control through the reduction of insolation. The approach employed consists of a closed-loop system with an adaptive controller, where the required control intervention is estimated under the RCP4.5 radiative scenario. Through the online estimation of the controller parameters, adaptive control can overcome key issues related to uncertainties of the climate model, the external radiative forcing and the dynamics of the actuator used. In fact, the use of adaptive control offers a robust means of dealing with unforeseeable abrupt perturbations, as well as the parametrization of the model considered, to counteract the RCP4.5 scenario, while still providing bounds on stability and control performance. Moreover, applying multivariable control theory also allows the formal controllability and observability of the system to be investigated in order to identify all feasible control strategies.
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A low-order 3-box energy balance model for the climate system is employed with a multivariable control scheme for the evaluation of new robust and adaptive climate engineering strategies using solar radiation management. The climate engineering measures are deployed in three boxes thus representing northern, southern and central bands. It is shown that, through heat transport between the boxes, it is possible to effect a degree of latitudinal control through the reduction of insolation. The approach employed consists of a closed-loop system with an adaptive controller, where the required control intervention is estimated under the RCP4.5 radiative scenario. Through the online estimation of the controller parameters, adaptive control can overcome key issues related to uncertainties of the climate model, the external radiative forcing and the dynamics of the actuator used. In fact, the use of adaptive control offers a robust means of dealing with unforeseeable abrupt perturbations, as well as the parametrization of the model considered, to counteract the RCP4. 5 scenario, while still providing bounds on stability and control performance. Moreover, applying multivariable control theory also allows the formal controllability and observability of the system to be investigated in order to identify all feasible control strategies.
Introduction
It is clear that current concentrations of atmospheric CO 2 exceed measured historical levels in modern times [1] , largely attributed to anthropogenic forcing since the industrial revolution. For this reason, efforts have focused on the long-term reduction of global greenhouse
model of the plant is not well known. The stability of this control method is also investigated using Lyapunov methods. This is demonstrated through introducing significant changes in the model parameters in §5b and comparing results with a PI controller in feedback. Moreover, the robustness of the adaptive controller is tested in §5c where a scenario involving an abrupt perturbation is considered and in §5d where the dynamics of stratospheric aerosols is considered.
Finally, in §6, the 3-box model is expanded to five boxes to provide higher resolution of the polar bands. This modification of the model is employed to investigate effects of a collapse of the Arctic ice sheet and the required insolation reduction to counteract the resulting change of albedo. The analysis also demonstrates the utility of low-order models to quickly investigate new climate engineering feedback control strategies.
Three-box model of the climate system
In this section a simple 3-box climate model is developed in order to investigate the use of multivariable control and provide clarity to assess the performance of these control strategies.
In this paper, a new robust control strategy will be developed to minimize the largest latitudinal disparities from climate engineering deployment using multiple control inputs. For this task, a low-order model of the climate system with three latitudinal bands is used for illustration. The Earth's surface is divided in three bands: southern and northern bands (latitude bands in the ranges (−65 This subdivision can be represented through a 3-box model defined by equations (2.1)-(2.3). It is important to note that the model is not considered to be substitute for high fidelity general circulation models (GCMs), and its use should not be extended to real-world applications. However, it can be used to assess the performance of adaptive control strategies relative to PI control and to allow an investigation of formal controllability properties which are key to multivariable control. It is also envisaged implementation of adaptive control using a GCM as the next step, but is beyond the scope of the paper.
Moreover, as it will be shown later, adaptive control is robust to uncertainties in the climate model itself; therefore the importance of the model employed can be de-emphasized.
The subdivision of the system into three latitudinal bands can now be developed to consider the use of three separate control processes. As noted earlier, this is motivated by the need to begin to investigate how to overcome issues associated with the largest latitudinal disparities of the impacts of SRM technologies.
In equations (2.1)-(2.3), T i (t) is the surface temperature and i = 1, 2, 3 represents the northern band, the central band and the southern band, respectively. A coupled energy balance model (EBM) is used with a diffusive term to describe heat transport between latitude bands, a term F ext considers external forcing due to anthropogenic GHGs emissions and a function U i (i = 1, 2, 3) represents the generic reduction of the incoming solar radiation. In §5d, the dynamics of stratospheric aerosols is considered for the function U i (i = 1, 2, 3) in order to demonstrate the robustness of adaptive control to the choice of the actuator dynamics.
The model is defined as three coupled linear equations which can be written as
and
where S i and α i (i = 1, 2, 3) are the mean annual insolation and the planetary albedo in each latitudinal band, respectively. These are assumed to be fixed, although time-dependent seasonal variation could in principle be included. The outgoing infrared radiation for the EBM is well approximated by the expression a + bT(t) [15, 16] , where a and b are empirical constants selected to 4) where
• C −1 for the southern band, whereas A c is the cloud cover fraction set to 0.5 [15] . Through climatological records of zonal surface temperature and satellite observations this fit has been proven to be quite accurate [18] . Moreveor, C i (i = 1, 2, 3) is the effective heat capacity for each latitudinal band, which is largely determined by the different hemispherical distributions of land and water. The heat capacity over land is approximately 1 30 of the capacity over the ocean mixed layer [15] ; therefore, since a larger fraction of water is found in the Southern Hemisphere a larger heat capacity is expected. Considering the fraction of water and land in each hemisphere (oceans cover 61% of the Northern Hemisphere and the 82% of the Southern Hemisphere) the heat capacity, in terms of b 1 and b 3 , is 2.88 b 1 years for the Northern Hemisphere and 3.79 b 3 years for the Southern Hemisphere. 1 As for the infrared radiation, these values for the heat capacity are employed for northern band (C 1 ) and southern band (C 3 ) and their average is used for the central band (C 2 ).
The third term on the right of equations (2.1)-(2.3) is the latitudinal heat transport rate that is considered proportional to the temperature difference between two contiguous latitudinal zones, which provides coupling between the boxes. In accordance with the second law of thermodynamics, it is the transport of heat from warmer tropical to colder polar regions that leads to a downgrading of energy and an increase of the Earth's global entropy [19] . The poleward heat transport can be approximated by a transport coefficient k given by k 1 = 0.549 W m −2 K −1 [15] for the northern band and k 3 = 0.649 W m −2 K −1 for the southern band. The values of k 1 and k 3 are selected so that the mean annual temperature at the equator represents the current climate (T 30 • C [15] ). With regard to the central band, the transport coefficient needs to be larger at the equator than the higher latitudes [15] , therefore a value of 0.73 W m −2 K −1 is considered for k 2 .
Considering variations of temperature around the equilibrium state of each latitudinal band T eq i (i = 1, 2, 3), the following transformation can be used for each band:
Moreover, since equations (2.1)-(2.3) form a linear system of differential equations, they can be written in the form dζ /dt = Aζ + F + U where ζ is the 3 × 1 state vector defining the temperature anomalies and where A is the system matrix and F is a forcing vector given by
1 The values of the heat capacities are given in years as in [15] 23 where h ij = T eq i /T eq j (i, j = 1, 2, 3). The equilibrium temperatures in the three zones can be computed considering the equilibrium state of the system in equations (2.1)-(2.3). External forcing is then ignored so that
The system defined by equation (2.8) can then be solved to obtain the equilibrium temperatures of the three bands given by (T eq 1 , T eq 2 , T eq 3 ) = (−28. 3), it would be possible to increase the number of boxes used in the model, indeed asymptotically achieve a continuous latitudinal model. In particular, this continuous problem has been investigated in [21] where a PDE model for the climate system is developed for closed-loop climate engineering control.
The external forcing F ext is defined by the radiative forcing due to carbon dioxide in the atmosphere according to the Representative Concentration Pathway 4.5 (RCP4.5) [22] and is given by the following expression [23] : 
(a) Validation and limitations of the model
The response of the model described above to the four Representative Concentration Pathways (RCP) scenarios is shown in figure 1 where the average temperature between the three latitudinal bands is reported for the four cases. This result is obtained considering
3) and is comparable with other simulations in the literature, for example, in [25] where the behaviour of the CMIP5 model under the RCP scenarios is reported. In particular, in figure 1 , the uncertainty range of the temperature anomaly at t = 2100 is reported as found in fig. 1 from Knutti & Sedlacek [25] for each radiative scenario and in every case the response of the model is within the relevant uncertainty range. This approach is considered as the verification of the general correctness (limited to the application for which it has been considered in this paper) and usefulness of the model developed. Also, considering the step response to a doubling of CO 2 , the climate sensitivity of the 3-box model is estimated to be 2. 3) to RCP scenarios. Uncertainty ranges for RCP scenarios found in [25] are reported on the right-hand side.
Moreover, in figure 1 as in all the other simulations, a Gaussian noise (w) with a normal distribution (0 mean and 25% standard deviation, considering a 50% uncertainty range for the temperature anomaly as in [27, 28] ) is added to the signal later to simulate climate variability.
This section demonstrates that the 3-box model can be employed to quickly evaluate climate engineering strategies. However, it is important to highlight that the model has been developed exclusively to demonstrate the usefulness of adaptive control for climate engineering, and it does not aim to substitute high fidelity climate models. Indeed, in this section, only the global mean temperature is investigated and compared with RCP scenarios. Moreover, as seen in the previous section, the climate parameters for the three bands are chosen from the literature and/or to match results from observations; however, oversimplified expressions are employed for the infrared radiation and for the heat diffusion between boxes and the mean circulation of the ocean is completely neglected. These simplifications allowed the rapid evaluation of qualitative results for SRM under many different scenarios, but the model is not considered suitable to plan realworld deployments and its use should be limited to preliminary climate engineering assessments prior to more detailed analysis. Now that the 3-box model has been presented and validated, the development of the adaptive control strategies can proceed. In the following sections, the investigation of the stability of the system, the controllability and the observability of the strategies considered (see §3) and the description of the MRAC to assess adaptive control strategies for highly uncertain systems are presented (see §4).
Controllability and observability of the system
In order to investigate the stability of the 3-box model defined by equations (2.1)-(2.3), the solutions of the system (λI − A) are evaluated, where A is the state matrix of the system reported in equation (2.6). The eigenvalues are real and negative as expected demonstrating that the system is asymptotically stable.
From the point of view of the control system, low-order models with more than one input and one output, such as the 3-box model, are of particular interest as they allow for the investigation of the formal controllability and observability of the system by exploring the control architectures.
In this paper, four cases are investigated: reduction of the insolation (a) in the northern band, Table 2 . Summary of the four control strategies investigated. The area of deployment provides the latitudinal band in which the deployment of SRM takes place. The number of controllers (or actuators) indicates the number of bands in which SRM is deployed. The objective represents the latitudinal band where the temperature anomaly is driven to zero. For each strategy, the controllability of the system can be verified. Since A is a non-singular 3 × 3 matrix, the controllability matrix [29] associated with the system in equations (2.1)
. Matrix Σ is used to evaluate when rank(Σ) = rank(A). In that case the system is fully controllable and so it is in principle possible to drive the three internal states of the system from any initial state to any other final state in a finite time interval.
The matrix Σ is determined for cases (a-d) and the system is found to be always controllable for the strategies (a-c) and for strategy (d) only if the asymmetries of the poles are taken into account in the model. The actuator matrices, B a , B b and B c , used to compute the controllability matrices above, are given by
With regard to strategy (d), it has been noted that if the asymmetries of the southern band with respect to the northern band are neglected and the same climate parameters are used for both latitudinal bands (
, it can be demonstrated that the system is uncontrollable. In this case, if only the central band is controlled and so the matrix B is given by the vector (0, 1, 0) T then the controllability matrix of the system is
The numerical values for the components of
for both poles [15] . In this case, the poles are not significantly different to each other, therefore the associated rows (1st and 3rd) are not independent. For this reason, rank(Σ) < rank(A) and the system cannot be controlled.
However, when the asymmetry of the poles (mainly due to the different fraction of land and water) are taken into account and the climate parameters in §2 are considered, the controllability matrix for strategy (d) can be written as
The system is now controllable and this means that a temperature anomaly can in principle be driven to zero in all the three latitudinal bands, even if SRM is deployed only in the central band. This case has been considered to investigate the limits of controllability of the system; however it is not further investigated in this paper. In a similar way, it is possible to investigate the observability of the system in several cases. This feature is also useful to understand the number of observable states when not all the measurements are available. This could in principle occur, for example, if some measurements cannot be considered reliable or if a geopolitical disagreement causes a disruption. The observability matrix of a system is given by O = [Ψ ΨA Ψ A 2 ], where Ψ is the matrix of measurements with as many rows as the number of sensors and three columns equal to the dimension of the system. The model is completely observable if the matrix O has full rank 3. Considering the cases in table 2, as expected, the results confirm the outcomes from the analysis of controllability: the system is fully observable in cases (a-c) and in case (d) if asymmetries of the poles are taken into account. In particular, this last case is investigated in §5c, where an abrupt lack of information on the temperature anomalies in the northern and southern bands is simulated to show the response of the adaptive controller with a sudden major perturbation.
Adaptive control strategy
In this section, adaptive control strategies which are able to deal with large uncertainties are described in detail. The adaptive controller investigated in this paper is the direct MRAC [30, 31] . As is shown in figure 2 , the main elements of this controller are: (i) a reference model which specifies the desired response to external commands; (ii) a plant model whose general structure is known but its parameters are uncertain (the 3-box model); (iii) a controller that provides tracking; and (iv) adaptation laws to adjust the parameters of the control law during the process (feedforward and feedback).
The goal of the MRAC is to create a closed-loop controller with parameters that can be updated to change the response of the uncertain system to that of an ideal model.
Consider a system (given by the reference model in figure 2) where the system matrix A m and the output ζ m (i.e. vector of temperature anomalies) are unknown and a stable system (given by the 3-box model) whose system matrix A and output ζ are provided. The goal is to find a control law U such that the error e in figure 2 between the output of the 3-box model (ζ ) and the reference model (ζ m ) vanishes when t → ∞. The system in equations (2.1)-(2.3) is an uncertain system and can be written asζ
where the term Θ T ζ is now used to match the uncertainties of the system, where Θ is an unknown parameter matrix that will be part of the control law (see equation (4.2)) and w is a bounded disturbance (white noise with zero mean and 0.01 standard deviation). The adaptive control law is parametrized as follows:
where K ζ , K r and Θ are the dynamical gain matrices whose parameters are estimated at each iteration and r is the external forcing given by F CO 2 (t), as reported in figure 2. According to [30] , it can be shown that the error dynamics can be written as follows:
where ζ m and A m are the unknown state vector and the unknown system matrix of the reference model (figure 2). Also, K ζ , K r and Θ are given by the difference between the estimated and the ideal gain matrices. Through the method of Lyapunov [30, 32] , it is possible to choose adaptive laws, i.e. control laws to suitably update the gain matrices at each iteration. These adaptive laws are chosen such that the time-derivative of a Lyapunov function decreases along the error dynamics trajectory. The Lyapunov function candidate for the design of an MRAC system of 3rd order is given by
where Γ ζ , Γ r and Γ θ are symmetric positive definite matrices and P is a unique symmetric positive definite solution of the algebraic Lyapunov equation (PA + A T P = −M with M a symmetric positive definite matrix). Also, Tr is the trace of the matrix. If the adaptive control laws are chosen as follows:
the time derivative of the Lyapunov function becomes semi-negative definite:
The invariant set theorems of La Salle and Barbalat's Lemma extend the concept of the Lyapunov function providing asymptotic stability analysis tools for autonomous and non-autonomous systems with a negative semi-definite time-derivative of a Lyapunov function [30] . Therefore, when t → ∞,V(e, t) = 0 and it follows from equation (4.6) that e(t) = 0. The standard MRAC is usually known to become unstable in the presence of time delay. However, in this specific problem, since the external forcing (r(t)) is persistently exciting the system (RCP4.5 scenario [24] ), it is demonstrated in [30] that MRAC systems are robust despite uncertainties. Comparisons of the adaptive strategy to the conventional PI control are provided later in §5b,c,d.
Results and discussion (a) Adaptive control applied to cases (a-c)
Control strategies with PI control in feedback have been employed for climate engineering [10, 11, 13] . Such control strategies can handle certain classes of parametric and dynamic uncertainties. However, adaptive control can tolerate much larger uncertainties because of the online estimation of the control law gains. Adaptive control therefore represents the natural solution for problems where only a nominal model of the real-world plant is available for control design and the plant parameters can vary [33] , and thus appears of significant benefit to climate engineering. Moreover, it is demonstrated that adaptive control is also able to deal with unforeseen major perturbations, that can likely occur in the decades when SRM is deployed, and also the modelling of the actuator dynamics.
The method is based on the dynamical estimation of the parameters of the gain matrices and it has been proved that, despite the uncertainties on the parameters of the plant (the climate model),
always included in the admissible domain that would not result in loss of system stability.
The adaptive control strategy is now applied in all the three cases reported in table 2. As noted in §3, the dimensions of B depend on the configuration of the control strategy (i.e. on the number of actuators) and for this reason a different controllability matrix is obtained in each case. Expressions in equation (4.5) are employed to adjust the control matrices K x , K r and Θ at each iteration.
The symmetric matrices Γ ζ , Γ r , Γ Θ and M are chosen so that all the system's variables have the same order of magnitude and are comparable during the estimation of the adaptive control laws. It is important to note that these matrices are set before the beginning of the process, and it is not necessary to modify them despite changes in external inputs because of the online update of the control laws. The chosen values for these matrices for cases (a-c) (table 2) are reported below. The matrices M, Γ ζ , Γ r and Γ Θ depend on the control strategy and their values are chosen in order to control the temperature anomaly in the northern band in case (a), in both northern and southern bands in case (b) and in all the latitudinal bands in case (c).
The temperature anomaly, defined in equation (2.5), and the required insolation reduction are shown in figure 3a-c for each of the three cases using the adaptive control strategy. In the first case (figure 3a), the insolation reduction is considered in the northern band. In this case, the temperature anomaly in the northern band is reduced in approximately 15 years from the deployment of SRM and a maximum 1% insolation reduction is required.
It can be noted that in the second case (figure 3b) two controllers (or actuators) are considered and SRM is deployed in both northern and southern bands. The temperature in the central band is influenced by the heat transport between the models and it levels up to 1. law is able to minimize the temperature anomaly in both bands by 2050-2060 with a maximum insolation reduction of 1% in the northern band and 0.7% in the southern band. The third case (figure 3c) regards the full system where SRM is deployed in all bands. It is important to note that the main objective of case (c) is to minimize the temperature in the central band, although effort has been made during the control design so that the temperature anomalies in the other two bands do not become negative. In particular, in this case, the temperature anomaly in all the latitudinal bands is minimized within approximately 10 years. As can be seen, the minimization in the central band is also connected with the decline of the temperature in the other two bands. A maximum insolation reduction of approximately 0.8% and 0.6% is required in the northern and southern bands, respectively, and 0.2% in the central band.
As can be seen, adaptive control provides the necessary radiative forcing in the 3-box model to counteract human-driven climate change under the RCP4.5 scenario with a 50% uncertainty range for the temperature anomaly due to climate variability [27, 28] (see §2 for more details). Moreover, the overall solar reduction required in case (c) is approximately 1.6% which is broadly comparable with the literature [28] .
In this section, it is demonstrated that adaptive control, as with PI control (see [28] ), deals well with uncertainties due to climate variability. However, in the next section, the robustness of adaptive control to large uncertainties in the climate model, to unforeseen perturbations and to the choice of the actuator is demonstrated. Comparisons of the results from these investigations with the implementation of PI control are reported for each case and key differences between the two approaches are noted. (b) Performance of adaptive and proportional-integral control with variation of the model parameters
Next simulations are used to illustrate a comparison between the implementation of PI and adaptive control in case (3).
In particular, an ideal PI controller is designed and tuned in order to minimize the temperature anomaly in the three latitudinal bands for case (3). The employed control law can be written as
where K P (3 × 3) and K I (3 × 3) are proportional and integral gain matrices, respectively, whose components are obtained through linear quadratic regulator optimization [34] . Because of the coupling between the three boxes in the climate model both the matrices are completely full. Their expressions are As discussed in §4, the adaptive control strategy is able to tolerate larger uncertainties in the parameters of the plant model with respect to a PI controller, providing good performance in all circumstances. Thus, simulations are performed where the three main parameters of the 3-box model (the heat capacity C i (i = 1, 2, 3), the transport coefficient k i (i = 1, 2, 3) and the infrared parameter b i (i = 1, 2, 3)) are modified and the system's response is investigated in the cases when the adaptive and the PI controller are employed. In particular, three sets of climate parameters are reported in table 3 for the northern and southern band and the central band. As will be seen, the PI control shows deteriorated performance when the model parameters drift from their nominal values. In particular, an issue is found in the minimization of the temperature anomaly in the northern and southern bands: plots in figure 4c show that control with the PI controller in feedback is not able to correctly track the dynamics of the state and drive the anomalies to zero. Although the temperature anomaly for the central band is more or less minimized, the control strategy is not considered successful because it is not effective in the other latitudinal bands. Moreover, it is notable that with a larger drift of the model parameters it is more unlikely that the control is effective (see bottom plot of figure 4a); therefore PI control is considered unreliable with major uncertainties in the climate model. Whereas, plots in figure 4a ,b indicate that the adaptive control provides good performance in all the cases considered and no marked variations are reported with respect to the nominal case. Therefore, as expected, the simulations with PI control demonstrate that the controller is rather sensitive to the parametrization of the climate model. The results do not provide acceptable solutions and the control methods cannot be considered as robust as adaptive control techniques in dealing with the inevitable large (and unknown) uncertainties of the climate system. This outcome seems to be in contrast with results in [28] , where PI control is found to be robust to parametric uncertainties. However, in [28] only the global mean climate state is investigated to test robustness of PI control to uncertainties; whereas, in this paper, it is shown that the distinctive responses of the northern and southern latitudinal bands and the central band provide more insight into the effect of feedback architectures on large latitudinal disparities. In fact, the PI control demonstrated good performances minimizing the central band, but unacceptable results are found for the reduction of temperature anomalies in the northern and southern bands.
A key point to note is that, since adaptive control demonstrates robustness to large uncertainties in the climate model employed, the fidelity of the model used is of less importance if this control strategy is considered.
(c) Performance of adaptive and proportional-integral control with unforeseen major perturbations
In the previous section, it was demonstrated that adaptive control is able to deal with large uncertainties in the model by adjusting the control parameters as required to minimize the temperature anomalies. A further interesting analysis regards the possible occurrence of unforeseen major perturbations, such as a sudden partial failure of the climate engineering system. In principle, this event could be caused, for example, by the deterioration or failure of one or more actuators (of whatever type) during the course of the implementation of the climate engineering strategy. In particular, in this section, employing the control law in equation (5.8) with the gain matrices in equation (5.9), it is assumed that in 2065 the actuators in the northern and southern latitudinal bands become only 50% efficient (actuator effectiveness is only 50% of the commanded effort). In these circumstances, the performance of adaptive control and PI control are considered and the results found in figure 5a ,b, respectively. In the simulations, in both cases, a large perturbation occurs at 2065, where the control effectiveness of the temperature anomaly in the northern and southern bands is reduced by 50%. In the case of the adaptive control, the controller parameters are automatically adjusted in order to counteract the perturbation in these new circumstances. Specifically, the adaptive control registers the change, increases the control effort in the central band and so provides the required control in the northern and southern bands through the coupling between the boxes via heat diffusion. Whereas, when the PI control is applied (figure 5b), the temperature anomaly in the central band is minimized but in the other bands diverges reaching approximately −2.1 • C in the northern band and 3 • C in the southern band.
In this section, it is demonstrated that adaptive control is of critical importance in effectively compensating unforeseeable perturbations and failures in the climate engineering system, whereas the PI controller is not able to deal with these abrupt changes.
(d) Performance of adaptive and proportional-integral control with aerosol dynamics
Hitherto, a generic control function (U) representing the reduction of the incoming solar radiation has been considered in the closed-loop control system and the performances of adaptive and PI control have been considered in several circumstances (variation of the system's parameters in §5b, and abrupt disruption of SRM in §5c). In this section, the robustness of adaptive and PI control methods is investigated in the case when a specific actuator is chosen. Among SRM methods, the emission of sulfate aerosols in the stratosphere will now be considered in the closed-loop control system. Here, the model employed considers the decay process of the aerosol particles from the stratosphere in each latitudinal band and the poleward diffusion of aerosols injected in the central band. More detailed models describing the aerosols dynamics can be found in [7- 
Thus, considering a latitude-average aerosol radiative forcing as in [35] , the first-order dynamics of the control inputs can be written as a 3-components vector as follows: 10) where U i are the components of the control vectors also found in equations (2.1)-(2.3) and Γ i (i = 1, 2, 3) denotes the time constant associated with the rate of removal of aerosols, which is of order 1 year for stratospheric aerosols in the central band (Γ 2 ) and three months for aerosols in the northern and southern bands (Γ 1 , Γ 3 ) [36] . Moreover, in equation (5.10) the incident radiation properties (S i is the incoming solar radiation in the ith band, as discussed in §2), the optical properties of the atmosphere (T a = 0.76 is the atmospheric transmission, A c = 0.6 is the fractional cloud cover and R s = 0.15 is the surface reflectance [35] ) and the optical properties of aerosols (single scattering albedo ω 1 = ω 3 = 0.9, ω 2 = 0.5 [37], aerosol optical depth τ i (t) (i = 1, 2, 3), average upscatter fraction β 1 = β 3 = 0.21, β 2 = 0.27 [38] ) are defined. Considering equation (5.10), the dynamics associated with the removal of the aerosol particles can be expressed through a first-order transfer function for each latitudinal band that links the actuated and the commanded control, U ai and U ci (i = 1, 2, 3), respectively. A simple proportional term is considered for the diffusion from the central band to the northern and southern bands. These relationships are summarized for each latitudinal band as follows:
where k d is a diffusion coefficient set to 0.05 as in [39] , where the latitudinal diffusion of the aerosol particles ejected after the eruption of El Chicon is considered. These expressions are used directly in the closed-loop system for the three latitudinal bands in order to take into account the decay process of aerosol particles and their poleward diffusion while the control laws are estimated.
Finally, in order to make comparisons with results from the literature, the emission rate of the aerosol particles (Tg yr −1 ) is given as E a i = dB a i (t)/dt (i = 1, 2, 3) [40] , where B a i (t) is the mass (Tg) of aerosol particles (or sulfur burden [35] ) in the ith latitudinal band which depends on the area covered and the extinction parameter which can be estimated through Mie theory (usually 3.5 m 2 g −1 for aerosol particles [38] ). In this paper, particles of radius between 0.1 µm and 1 µm [41] are considered and the altitude of injection is 25 km for the central band and 20 km for the northern and southern bands [36] .
The area covered is given by 13.9% In order to compare the results with data in the literature, the mass of aerosol particles is converted into units of sulfur according to Rasch et al. [41] , where the following equivalence is reported: 1 Tg S = 4 Tg of aerosol particles.
Thus, applying adaptive control and PI control to case (c) of table 2 and considering the aerosol dynamics described above in the closed-loop control system, plots in figure 6a,b are obtained.
In particular, figure 6a shows the trend of the temperature anomalies and the time history of the required sulfur burden for each band when adaptive control is applied. Whereas, figure 6b shows results when the PI control is applied.
It is important to note that the control parameters employed for the two control methods are the same as those used to minimize the temperature anomalies with a generic SRM control function as in §5a,b. Specifically, the control parameters reported in equations (5.3), (5.4c), (5.7) are employed for the adaptive control and those found in equation (5.9) for the PI control. The analysis aims to demonstrate that the control parameters for the adaptive control do not depend on the SRM strategy considered showing that this method is robust to the choice of the actuator employed. This result is shown in figure 6a where the temperature anomalies are minimized in all latitudinal bands when adaptive control is employed. Whereas, for the PI control, it can be seen in figure 6b , that the temperature anomalies largely diverge, specifically in the northern and southern bands, where they reach ≈ −1 • C and ≈ 1.3 • C, respectively. Adaptive control is able to deal with aerosol diffusion because the control gains are updated during every iteration in order to minimize the temperature anomaly while also considering the actuator dynamics. For this reason, it is expected also that in case the aerosol dynamics is different from that assumed in this paper, or another actuator is considered, an adaptive controller would be able to minimize the temperature anomaly and to estimate the required SRM effort. In the case of PI control, the control gains need to be selected for every specific case because once chosen they are not automatically up-dated; therefore, when different actuator dynamics are considered, the PI control does not deliver the same performance.
With regards to the sulfur burden, in order to offset the radiative forcing from the RCP4.5 scenario (figure 1), the time-decay of the aerosol particles and their poleward diffusion from the central band, the aerosol mass needs to increase with the time. In particular, in figure 6a(ii), the aerosol mass shows a periodic trend with a steady increase up to ≈ 8 Tg S in the central band, whereas the concentration in the northern and southern bands rises up to only 2-3 Tg S. Otherwise, in figure 6b, the trend of the aerosol burden (figure 6b(ii)) reaches a peak of 6 Tg S for the central band, providing enough insolation reduction to minimize the temperature anomaly. Whereas, with PI control an incorrect estimation of the required control is found for the northern and southern bands due to the fact that the control parameters are not taking the aerosol dynamics into account.
Values of the sulfur burden in figure 6a are in accordance with values found in [42] (see table 2 in [42] ) for a given value of the optical depth for aerosol deployed at approximately 25 km (30 hP).
Case (c) of table 2 is the most critical because it involves the control of the temperature anomaly in the central band, which is higher than the other two bands. However, the required emission rates are still within an acceptable range of values: around 0.6-0. 4 Tg S per year in the northern and southern bands, respectively, and around 2 Tg S per year in the central band. Although comparisons with the literature are complicated because the experiments differ in size, area of injection and environment, in [43] a similar experiment with the RCP4.5 scenario has been performed and an emission rate of 6 Tg S yr −1 found (in an open-loop simulation) to counteract radiative forcing [42] . Moreover, GeoMIP (Geoengineering Model Intercomparison Project) experiment G3 considers an emission rate of 5 Tg SO 2 per year (2.5 Tg S yr −1 ) on the equator to balance the RCP4.5 scenario with stratospheric aerosols for the period between 2020 and 2070 [44] .
Moreover, the 3-box model can be employed to evaluate the influence of the boundaries chosen for the three latitudinal bands. Thus, assuming the new boundaries, given by (−45 • , 45 • ) for the central band and (±45 • to ± 90 • ) for northern and southern bands, the analysis of adaptive control with sulfur aerosols dynamics is performed again. Results are reported in figure 7 and it is found that choosing boundaries closer to mid-latitudes caused the behaviour of each box to become similar to each other, losing some information on the most important differences between the polar and central regions. This effect is particularly visible for the northern and southern bands in figure 7 .
Also, as expected, considering the new boundaries, it is found that the distribution of aerosols required is different in each band with respect to the previous case investigated but the overall quantity of aerosols is estimated to be the same in both cases (see figure 6 for comparison). This result highlights the independence of the aerosol injection strategy from the boundaries of the 3-box model. 6 . Performance of adaptive control with collapsing Arctic ice sheet in a 5-box climate model a step function albedo in order to model the insolation of these regions [15] , but these are difficult to manage and can easily generate mathematical artefacts [46] . Otherwise, the 3-box model can be easily expanded to n boxes, following the structure in equations (2.1)-(2.3), and so provides a useful tool to quickly investigate the effect of climate engineering over the polar regions and their interaction with the other latitudinal bands. [20, 45] .
As before the RCP4.5 radiative scenario is considered as uniformly distributed external disturbance. However, in this case, for example, it is now assumed that in 2060 a major collapse of the ice sheet in the Arctic (northern polar band) occurs. Consequently, a rapid reduction of the Arctic albedo (1% per year) takes place. In this simulation, SRM is deployed in 2030 with an adaptive controller. Thus, it is expected that the controller adjusts the control gains to counteract the radiative forcing due to increasing CO 2 as well as providing the necessary insolation reduction in the north polar band when the change in the albedo occurs in 2060. Results of the simulation can be found in figure 8 , where it can be seen that adaptive control is able to deal with the sudden change in albedo due to the collapsing ice sheets in the Arctic and rapidly provide the required insolation reduction to counteract all external disturbances.
Conclusion
A 3-box model for the climate system has been employed: the surface is divided into the northern, southern and central latitude bands to account for temperature disparities between mid and high latitudes. Assuming independent climate engineering interventions in each band, the model provides a multiple control input system to explore strategies to mitigate latitudinal climate warming and provide clarity to assess the performance of adaptive and PI control strategies. A new control strategy involving an adaptive controller is considered for the first time for climate engineering to counteract human-driven climate change.
The 3-box model does not aim to be a substitute for high fidelity GCMs for the description of the climate system and its use should be limited to initial investigations preceding more complete analysis. However, for the purposes of this paper (i.e. to establish a control strategy able to overcome issues related to large uncertainties), it is a useful tool to demonstrate the performance of adaptive control strategies.
The multi-variable approach with the 3-box model also allows for an investigation of the formal controllability and observability of the system for the first time. The controllability analysis demonstrates that three of the strategies considered are always controllable with the 3-box model. The fourth strategy involving the control of the three latitudinal bands through the deployment of SRM in the central band only shows that the system can be controlled only if the asymmetries of the northern and southern bands are taken into account. Considering the controllability matrix, it is demonstrated that if the same climate parameters are considered for these two bands, the matrix has two linearly dependent rows and it is therefore uncontrollable. Otherwise, considering the largely different fraction of land and water in the two hemispheres the system then becomes controllable.
Performance and robustness of the adaptive control have been tested and compared with a PI controller. Considering variations of the three main model parameters of the 3-box model, adaptive and PI control methods were compared in order to investigate the susceptibility of the control strategies to uncertainties in the model. Results show that adaptive control is robust to large uncertainties in the climate model itself, de-emphasizing therefore the importance of the model employed. Whereas, as expected, the PI control shows poor performance when large variations from the nominal model parameters are considered and, therefore, it does not provide satisfactory results in any of the cases investigated.
Moreover, adaptive control shows excellent performance in the case of unforeseen perturbations, such as a sudden partial failure in the climate engineering system in the northern and southern bands. In fact, the controller parameters are automatically adjusted in order to counteract the perturbation in these new circumstances. In this case, results from the implementation of the PI control show poor performance.
Finally, it has been demonstrated that adaptive control is also robust to the choice of the method employed to deploy SRM. When the dynamics of stratospheric sulfur aerosols is considered for the actuator in the closed-loop system, without modifying the adaptive control parameters, again, the controller is able to respond properly in order to minimize the temperature anomalies in all the latitudinal bands. Also, no significant changes are found with respect to the case where a generic control function is used. Results from this simulation indicate that the temperature anomaly under the RCP4.5 scenario could be offset in all the three latitudinal bands injecting 0.6-0.4 Tg S yr −1 in the northern and southern bands, respectively, and 2 Tg S yr −1 in the central band. The values estimated for the emission rates are within acceptable bounds and are broadly comparable with results from the literature. Also, as expected, it is found that the overall quantity of aerosols required does not depend on the boundaries chosen for the 3-box model and only their distribution within the boxes is affected.
Applying a PI controller in the same case, it is noted that the estimated sulfur burden required to minimize the temperature anomalies is incorrectly estimated in the northern and southern bands leading to poor performance.
Thus, since adaptive control has shown superior performance in several scenarios, it has been chosen as controller for the last simulation, involving a collapse of the ice sheets in the Arctic. In particular, in this case extreme climatic conditions of northern and southern polar bands are considered by adding two additional latitudinal bands to the model. Again, adaptive control provided the necessary insolation reduction to counteract radiative forcing due to carbon dioxide as well as a rapid change in albedo caused by the melting ice in the Arctic region.
Therefore, as expected, these simulations demonstrate that the adaptive control works well with large uncertainties in the climate model, with unforeseeable perturbations and does not depend on the method chosen to deploy SRM. Since the control gain matrices are updated during every iteration, adaptive control guarantees the convergence of the strategy.
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