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Abstract
The conventionally adopted Alternating Least squares SCALing (ALSCAL) procedure of multidimensional scaling (MDS) is a
valuable mathematical scheme for analyzing data in areas where organized concepts and underlying dimensions are inadequately
defined or developed. Fuzzy set theory (FST) attempts to formulate human reasoning and perceptions, therefore targeting problems
in areas where human factors significantly impact the result of decision-making. To our knowledge, the FST and ALSCAL
approaches have not yet been integrated. This study integrates and modifies the FST and ALSCAL procedures. Fuzzy data collected
from fuzzy questionnaires are adopted as the input of the MDS, ensuring that the uncertainty of input data can be incorporated into
the analysis. The conventionally adopted ALSCAL procedure is then modified to cope with fuzzy input data by adopting the notion
of fuzzy distances, fuzzy disparities and fuzzy ranking to represent the similarities between fuzzy data. Related approximation
operations of the triangular fuzzy number are also introduced to facilitate computation in fuzzy ALSCAL.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Multidimensional scaling (MDS) procedures are used to measure and understand relationships among objects with
unknown underlying dimensions (attributes) [1,2]. These procedures are increasingly popular and have been extended
beyond their traditional place in behavioral sciences, to fields such as the physical and biological sciences, product
design/development, marketing and advertising.
The function of MDS can best be described by an analogy with map-making. Consider a map showing the major
cities of a country. A table of distances between these cities can be constructed easily. An entry in the table can easily
be filled by measuring the distance between the corresponding two cities in the map, and converting the map distance
into a real distance based on the scale of the map. The reverse problem, to produce a map given a table of distances
between cities, requires considerably more effort than the first problem. MDS refers to a class of geometric procedures
for solving this reverse problem [2,3]. Mathematically, MDS is a set of mathematical and statistical methods for
identifying the configuration of m points in space that satisfies the given m(m − 1)/2 inter-point distances.
∗ Corresponding author. Tel.: +886 2 27376327; fax: +886 2 27376344.
E-mail address: sychou@im.ntust.edu.tw (S.-Y. Chou).
0898-1221/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2006.12.019
718 S.-Y. Chou et al. / Computers and Mathematics with Applications 53 (2007) 717–728
MDS uses a set of proximity values that describe the similarity of pairs of objects, and the class to which each
object belongs. The output of MDS is a spatial representation consisting of a geometric configuration of points. Each
point in the output configuration corresponds to an object. A larger dissimilarity (or smaller similarity) between two
objects indicates that the objects are further apart (closer) in the spatial configuration. Useful insights in visualized
representation generally result from simply looking at the arrangement of points, where each point is labeled or
iconized to indicate the object that it represents. However, systematic methods are occasionally adopted to supplement
such direct examination.
The input data of MDS are usually obtained from questionnaires. A respondent’s decision or judgment is (usually)
inexact and should therefore be denoted by using a range of values rather than an exact value [4–7]. For example,
qualitative expressions such as “good”, “high”, and “far” are used rather than numerical values.
To overcome the limitations of traditional methods with crisp data, fuzzy set theory (FST) provides a unique
mechanism for utilizing fuzziness in a subjective or imprecise determination of preferences and goals. FST attempts
to formulate human reasoning and perceptions, therefore targeting problems where human factors significantly impact
the results of decision-making. This study has adopted fuzzy numbers from FST to characterize qualitative ranges.
Alternating Least squares SCALing (ALSCAL) is a conventionally adopted MDS program that iterates a least-
squares procedure until it converges on the configuration points. The quality of data embedding is determined
by a stress function, which compares proximity values with the Euclidean distances of the respective points. The
corresponding minimization problem is non-convex, and is sensitive to local minima. The gradient descent method
adopted in ALSCAL is prone to become trapped in such local minima.
Diamond [8,9] has presented a fuzzy least-squares technique to solve problems involving least-squares computation
with uncertain data. This study combines and modifies ALSCAL and FST, which to our best knowledge has not been
done before, to better capture responses and subsequently improve the ALSCAL approach. Fuzzy numbers collected
from fuzzy questionnaires are adopted as the input of the MDS. The conventionally adopted ALSCAL procedure is
then modified by adopting the notions of fuzzy distance, fuzzy disparities and fuzzy ranking to represent the similarity
between fuzzy data points. The fuzzy triangular approximation operations for facilitating computation are then used
in the resulting fuzzy ALSCAL (FALSCAL). As the minimization procedure adopted in ALSCAL may result in local
minima, FALSCAL is also prone to the potential problem of local minimization.
The rest of this paper is organized as follows. Section 2 reviews the main steps of the ALSCAL procedure. Section 3
then introduces the fundamentals of FST that are keys to the improvement of the ALSCAL procedure, including
fuzzy numbers, similarity and fuzzy distances, and fuzzy ranking. Next, Section 4 presents the proposed FALSCAL
procedure. Conclusions are finally drawn in Section 5.
2. Alscal procedure
ALSCAL is an MDS algorithm developed by Takane, Young and de Leeuw [10], and Young, Takane and Lewyckyj
[11], that can handle multiple data types. In each iteration of the algorithm, optimal scaling and model estimation are
performed. These two steps are executed alternately until some convergence criteria are satisfied [2,3]. Each step is
a least-squares procedure. ALSCAL is available in many conventionally adopted statistical computer packages, such
as SAS and SPSS. To simplify the derivation of fuzzy expressions, this study addresses only classical MDS, which is
nonnumeric and gives each subject an equal weight.
The optimal scaling step includes computing the distances and disparities, and is followed by the normalization of
the disparities. The distances are calculated from the coordinates of the current configuration. In nonmetric scaling,
the rank order of the similarities is considered for fitting to the distances in the stimulus space. Conversely, in metric
scaling, the distances are fitted directly from the similarities. The distances should ideally be in the same rank order
as the similarities. However, the distances and similarities are generally in different orders. Therefore, a new set of
values, called disparities, which are in the same rank order as the similarities and which fit as closely to the distances as
possible, is calculated. The transformation of distances to disparities is called monotone transformation. In the least-
squares monotone transformation, out-of-order values in each group are replaced the mean value of the group [12,13].
The loss function characterizing the difference between the disparities and the distances is denoted as SSTRESS. The
disparities are normalized to minimize SSTRESS. Convergence is determined based on the change in the SSTRESS
value from the previous iteration. If convergence is not achieved in an iteration, a new configuration of the stimuli is
calculated, i.e., the points are moved to new locations, leading to the model estimation step.
S.-Y. Chou et al. / Computers and Mathematics with Applications 53 (2007) 717–728 719
Fig. 1. The example of recreating the map of 10 US cities by ALSCAL: (a) Flying distances between 10 US cities; (b) the initial configuration and
the moves (arrows) resulting from the first iteration; (c) the configurations after the 6th, 7th, and 8th iterations; (d) the final configuration of the
procedure.
In the model estimation step, the coordinates for all the points are estimated individually by the least-squares
method. The coordinates of each point in different dimensions are then estimated sequentially by the least-squares
method. Since the estimation of each of the point’s coordinates depends on the values of its other coordinates, the
estimation must be iterated repeatedly until the location of the point in multidimensional space stabilizes. The same
process is repeatedly executed until all points are computationally stable in space. With new coordinates for all
the points, the ALSCAL program then loops back to the optimal scaling step to determine the quality of this new
configuration.
For example, Fig. 1(a) shows a set of flying distances between 10 US cities. ALSCAL recreates the map from these
distances as follows. An initial configuration of a straight line, as illustrated in Fig. 1(b), is assumed. ALSCAL tries
to move the points to match the flying distance in each iteration. In the first iteration, the distance along each line is
calculated from the rank order of the flying distance, producing a large measure of error (SSTRESS = 0.727). In the
second iteration, the points are moved to the position indicated by the arrows, reducing the error to SSTRESS = 0.454.
Further iterations are shown in Fig. 1(c). Fig. 1(d) shows the configuration of the final iteration [3].
3. Fundamentals of fuzzy set theory
Three fundamental fuzzy set concepts are used to modify the ALSCAL algorithm. In this study, fuzzy numbers are
used to represent distances and disparities.
3.1. Fuzzy number and algebraic operations
A fuzzy number is a convex and normal fuzzy set of the real line [14–16]. Fuzzy numbers characterized by an
upper semi-continuous convex functions X : R → [0, 1] such that {µ ∈ R : X (µ) = 1} is nonempty are considered
in this study.
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Fig. 2. LR-type fuzzy number.
Fig. 3. A triangular fuzzy number M˜ .
Suppose that L(z) (for left) and R(z) (for right) are nonincreasing real reference functions on [0,∞) satisfying
L(0) = R(0) = 1. A fuzzy number M˜ , of the form
µM˜ (x) =

L
(
m − x
α
)
x ≤ m, α > 0
R
(
x − m
β
)
x ≥ m, β > 0
(1)
is called a LR-type, and is denoted symbolically as M˜ = (m, α, β)LR, where m is the mean value of M˜ and α and β
are the left and the right spreads of M˜ , respectively (Fig. 2). For L(z) and R(z), different functions can be chosen.
If L(z) and R(z) are of the form
T (z) =
{
1− |z| 0 ≤ |z| ≤ 1
0, (2)
M˜ = (m, α, β)T is then said to be a triangular fuzzy number (TFN) (Fig. 3). That is,
µM˜ (x) =

0 x < m − α
x − (m − α)
α
m − α ≤ x ≤ m
(m + β)− x
β
m ≤ x ≤ m + β
0 x > m + β.
(3)
The TFNs are a special case of LR-type fuzzy numbers [16–21].
Let M˜ and N˜ be two fuzzy numbers of LR-type, where M˜ = (m, α, β)LR and N˜ = (n, γ, δ)LR.
The algebraic operations on M˜ and N˜ are defined as follows [16,20,21];
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Addition (+):
M˜(+)N˜ = (m, α, β)LR(+)(n, γ, δ)LR = (m + n, α + γ, β + δ)LR. (4)
Image -:
−M˜ = −(m, α, β)LR = (−m, β, α)LR. (5)
Subtraction (−):
M˜(−)N˜ = (m, α, β)LR(−)(n, γ, δ)LR = (m − n, α + δ, β + γ )LR. (6)
Multiplication (·) by a crisp number k:
k(·)M˜ =
{
(km, kα, kβ)LR k > 0
(km,−αk,−kβ)LR k < 0. (7)
The multiplication and division of LR-type fuzzy numbers in general do not yield an LR-type fuzzy number [18].
In this study, TFNs are used to represent distances and disparities. Similarly to the general LR-type fuzzy numbers,
the addition or subtraction of two TFNs also gives a TFN. The image of a TFN also gives a TFN. However, the
multiplication, division, inverse and nth power operations on TFNs do not necessarily yield a TFN [21].
In order for the result of the fuzzy least-squares operation to be a TFN, triangular approximations are used for
multiplication, division, inverse, and nth power operations. Let A˜ = (a1, a2, a3)T and B˜ = (b1, b2, b3)T be two
TFNs in R+. The relevant triangular approximation of the operations can be obtained as follows:
Multiplication (·):
A˜B = A˜(·)B˜ = (a1, a2, a3)T (·)(b1, b2, b3)T
≈ (a1 · b1, a2 · b2, a3 · b3)T . (8)
Division (∆):
A˜/B = A˜(∆)B˜ = (a1, a2, a3)T (∆)(b1, b2, b3)T
≈ (a1/b3, a2/b2, a3/b1)T . (9)
Inverse:
A˜−1 = (a1, a2, a3)−1T ≈ (a−13 , a−12 , a−11 )T (10)
nth power operations:
A˜n = (a1, a2, a3)nT ≈ (an1 , an2 , an3 )T . (11)
It has been shown that the triangular approximations of these four types of operations do not have a significant
impact on the accuracy of the computational result [21]. With a triangular approximation, the simplicity of the TFN
operations will much simplify the complexity of the computation throughout the FALSCAL procedure.
3.2. Similarity and fuzzy distances
In MDS, the distance between objects in a pair is the dissimilarity (i.e. given by 1 minus the similarity). The
configuration of stimuli in this study is fuzzy, since the similarity (or dissimilarity) obtained from the questionnaire is
characterized by fuzzy numbers. Fuzzy distances are introduced to denote the distances between the stimuli.
Let x˜ and y˜ be two fuzzy numbers from a survey. This study uses the Euclidean distance between x and y, given
by
d (˜x, y˜) =
(
n∑
i=1
(˜xi − y˜i )2
)1/2
, (12)
where x˜ = (˜x1, . . . , x˜n) and y˜ = (y˜1, . . . , y˜n). The locations of the points computed from the fuzzy distances
represented by TFNs are also TFNs.
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3.3. Fuzzy ranking
A set of disparities whose ranking matches the ranking of the input distances is calculated in each iteration. Fuzzy
numbers are sets rather than values, and therefore do not always yield a strict order as real numbers do. Comparing the
rank order of fuzzy numbers is therefore not straightforward. Fuzzy ranking methods based on factors such as degree
of optimality [22–24], Hamming distance [13,25–27], α-cut [28,29], comparison function [30–32], fuzzy mean and
spread [33], left/right scores [34,35], centroid index [36], area [37] and linguistic expression [4] have been used to
compare fuzzy numbers. Different fuzzy ranking methods generally result in different rankings. This study adopts the
degree of optimality ranking method presented by Baldwin and Guild [22], which is simple and intuitive, and which
matches the iterative and pairwise-comparison properties of MDS.
In the following, the Baldwin and Guild ranking method is introduced. Since all the TFNs that are used in
this study are convex, normal, and linear, the preference relation pi j , such that pi j = {(xi , x j ), µpi j (xi , x j )} and
µpi j (xi , x j ) = xi − x j , can be defined to indicate the degree to which a real number xi is preferred over another real
number x j . Given two fuzzy sets M˜i = {xi , µM˜i (xi )} = (mi , α, β)LR and M˜ j = {x j , µM˜ j (x j )} = (m j , γ, δ)LR, the
preferability of M˜i over all M˜ j is denoted as
µO˜(i) = minj 6=i supxi ,x j
(µM˜i (xi ) ∧ µM˜ j (x j ) ∧ µpi j (xi , x j ))
= min
j 6=i (zi j ), (13)
where zi j = (mi+β)−(m j−γ )1+β+γ .
For example, consider three TFNs, M˜1 = (.35, .15, .15)T , M˜2 = (.35, .05, .05)T , and M˜3 = (.3, .05, .3)T . The
preferability of M˜1, denoted as µO˜(1), can be computed as follows.
z12 = (m1 + β)− (m2 − γ )1+ β + γ =
.5− .3
1+ .15+ .05 = .167,
z13 = .5− .251+ .15+ .05 = .208,
µO˜(1) = minj = 2, 3(zi j ) = .167.
Similarly, µO˜(2) and µO˜(3) can be determined as follows,
µO˜(2) = minj=1,3(zi j ) = .136,
µO˜(3) = minj=1,2(zi j ) = .222.
Given that µO˜(2) < µO˜(1) < µO˜(3), the rank order of the three TFNs is M˜2 < M˜1 < M˜3. By using this approach,
the rank order of disparities can be determined.
4. Fuzzy ALSCAL algorithm
By employing the fuzzy set operations introduced in the previous section, the proposed FALSCAL algorithm can
be described.
4.1. Optimal scaling
With crisp data replaced by fuzzy numbers, the six main steps in the optimal scaling portion of the ALSCAL
algorithm are modified as described in the following.
4.1.1. Initial configuration
To initiate the FALSCAL algorithm, an initial configuration needs to be provided. A commonly used initial
configuration for nonmetric MDS programs is simply to place every point randomly; for instance, at the vertices of a
regular p dimensional lattice. Readers may refer to Fig. 1(b) for an example of the initial configuration. Guttman [38],
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Lingoes and Roskam [39] suggested the following technique for finding an initial configuration. Let matrix C˜ be
defined by C˜rs = [˜crs], such that
C˜rs =
1+
∑
i
ρri/N (r = s)
1− ρrs/N (r 6= s),
(14)
where N is the total number of dissimilarities {δrs}, and ρrs is the rank of {δrs} in the numerical ordering of {δrs}. The
principal components of C˜ are found, and the initial configuration is given by the eigenvectors of the first p principal
components.
4.1.2. Distance computation
Distances for a pair of points i and j in r dimensions are computed according to Eq. (12). Note that the coordinates
of each point in a configuration are represented by a set of TFNs. In order for the derived distances to be TFNs as well,
the triangular approximation of fuzzy multiplication is applied to the computation processes and results (Eq. (8)).
4.1.3. Disparity computation
Before computing disparities, the original input data is first ranked and then is maintained for reference. In each
iteration, the distances computed from the previous step are ranked as described in Section 3.3. If there is an order
violation in this current ranking with respect to the ranking of the initial data, an adjustment is made. The least-squares
monotonic transformation by Kruskal [12], as described in Section 2, is applied to smooth out the order violation of
the current ranking. The resulting set of values gives the disparities of the current configuration.
4.1.4. Normalization
The disparities found in the previous step need to be normalized for the minimization of SSTRESS. The following
formulas are applied to readjust the disparity vector so that SSTRESS is minimized:
D˜∗N = D˜∗(D˜T D˜)(D˜T D˜∗)−1, (15)
where D˜∗ and D˜ are column vectors, each with n(n − 1)/2 elements representing the disparities and the distances,
respectively. The product D˜T D˜ is therefore the sum of the squared distances, and D˜T D˜∗ the cross-product of the
distances and the disparities. The normalized disparity vector D˜∗N is transformed to a vector of TFNs by applying
triangular approximation Eqs. (8), (10) and (11).
4.1.5. SSTRESS computation
The SSTRESS is computed as
SSTRESS = S˜ =
∑
i
∑
j 6=i
(d˜2i j − d˜∗
2
i j )
2
∑
i
∑
j 6=i
d˜∗4i j
, (16)
where d˜i j is the distance computed from Eq. (12), and d˜∗i j is the normalized disparity measure computed in the previous
step between a pair of points i and j (Eq. (16)). Triangular approximation is again applied during the computation
and to the result, so that SSTRESS is represented by a TFN (Eqs. (8), (9) and (11)).
4.1.6. Test for termination
The current value for SSTRESS is compared with the value from the previous iteration. Let S˜i = (Si1, Si2, Si3)T
be the current value of SSTRESS, and S˜ j = (S j1, S j2, S j3)T be the value of SSTRESS from the previous iteration.
ri j =
∫
x>0 µs˜i(−)s˜ j (x) dx∫
x µs˜i(−)s˜ j (x) dx
. (17)
The difference is computed as follows. S˜i (−)S˜ j = (Si1 − S j3, Si2 − S j2, Si3 − S j1)T . The ratio, ri j is used as an
indicator for evaluating the improvement of the new configuration. When ri j is equal to 0.5, that is, S˜i = S˜ j , it
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means that there is no improvement in this new configuration. If the improvement is less than a specified value, for
example, if 0.4999 ≤ ri j ≤ 0.5001, then the FALSCAL algorithm terminates. The current configuration of the stimuli
is output for further analysis and interpretation. Depending on the requirements of the subsequent analysis, such as
clustering and rotation, the fuzzy coordinates of the points can be defuzzified by various methods. If the value of
ri j falls outside the specified range, the algorithm proceeds to the next phase to determine a new configuration of
points.
4.2. Model estimation
Estimation of subject weights and stimulus coordinates is performed to produce a stable configuration for the
stimuli. Subject weights are assumed to be equal in this study to simplify the derivation of the fuzzy expressions.
Stimulus coordinates are then determined individually for each stimulus, whose coordinates are in turn computed
successively and iteratively until they become stable. On the estimation step of stimulus coordinates, stimulus
coordinates are determined one at a time by minimizing SSTRESS with regard to a given coordinate.
Suppose the coordinate of point l in dimension e, x˜le, is to be computed. Since
∑
i
∑
j 6=i d˜∗i j
4
is a constant with
respect to x˜le, its inverse can be replaced by a constant c, and can be written
c = 1∑
i
∑
j 6=i
d˜∗i j
4 .
In addition, let s˜′ = ∑i ∑ j 6=i (d˜2i j − d˜∗i j 2)2, S˜ then becomes a multiple of s˜′, that is S˜ = [c˜s′]1/2. By replacing the
distances with the coordinates, s˜′ can be rewritten as
s˜′ =
∑
i
∑
j 6=i
[∑
k 6=e
(˜xik − x˜ jk)2 + (˜xie − x˜ je)2 − d˜∗i j
2
]2
,
where x˜ie = (xie, αie, αie)T and x˜ je = (x je, α je, α je)T . Since each coordinate of the stimulus l is represented by a
TFN, in estimating a coordinate, the mean of the TFN as well as its left and right spreads are computed individually.
The optimum xle is found by taking the partial derivative of S˜ with respect to xle. Since S˜ = [c˜s′]1/2, the optimum xle
can subsequently be obtained by taking the partial derivative of s˜′ with respect to xle, as shown in the following:
∂ S˜
∂xle
= c ∂ s˜
′
∂xle
.
The partial derivative ∂ s˜
′
∂xle
can be expanded and rearranged as a polynomial of xle [17]:
∂ s˜′
∂xle
= 4
∑
j 6=l
9x3le − 9x2le[3x je + (αle − αle)+ (α je − α je)]
+ xle{2[3x je + (αle − αle)+ (α je − α je)]2 − 3b˜l j } + b˜2l j [3x je + (αle − αle)+ (α je − α je)], (18)
where
b˜2l j = d˜∗
2
l j −
∑
k 6=e
(x˜lk − x˜ jk)2 − {3x2je − 2x je[(αle − αle)− (α je − α je)] + (αle + α je)2 + (αle + α je)2}.
By setting ∂ s˜
′
∂xle
equal to zero while assuming all the other coordinates of the point l except xle are constant, xle can
be solved. Since ∂ S˜
∂xle
equals ∂ s˜
′
∂xle
multiplied by a constant, the value of xle solved from ∂ S˜∂xle = 0 equals that from
∂ s˜′
∂xle
= 0. A detailed derivation of xle is given in Appendix A.
The two spreads αle and αle can be solved similarly, by setting
∂ S˜
∂αle
and ∂ S˜
∂αle
equal to zero, respectively. To simplify
the exposition, assume in what follows that all the stimulus points are symmetric, which means that αle = αle = αle
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and α je = α je = α je. The partial derivatives of s˜′ with respect to αle and αle can be replaced by ∂ s˜
′
∂αle
. Expanding and
simplifying ∂ s˜
′
∂αle
results in
∂ s˜′
∂αle
= −8
∑
j 6=l
[c˜l j (αle + α je)− 2(αle + α je)3], (19)
where c˜l j = d˜∗l j
2−∑k 6=e (˜xlk − x˜ jk)2− 3(˜x2le − 2x˜le x˜ je + x˜2je). By setting the partial derivative equal to zero, αle can
be solved. A detailed derivation of αle is given in Appendix B.
After obtaining the value of x˜le for point l in dimension e, another coordinate is computed until all of the coordinates
of point l are computed. This process continues for point l until all the values of its coordinates stabilize. The algorithm
then moves to a new point and proceeds through the derivation until the coordinates of all the stimuli are estimated.
The algorithm then returns to the beginning of the loop.
5. Conclusion
This research combines MDS with FST to enable analysis of uncertain input data (based on human judgment). The
proposed FALSCAL algorithm better captures and formulates human reasoning and perception, and thus improves the
effectiveness of the data representation and the subsequent analysis for the MDS practice. This enhancement algorithm
would enable further applications development, including the following: benchmarking, ideal point and competitive
situation analysis with respect to the object dimension; key factor evaluation, criterion correlation analysis and strategy
analysis with respect to the criteria dimension, and error and variation analysis with respect to the subject dimension.
However, since the FALSCAL algorithm is an enhancement to the ALSCAL algorithm, FALSCAL is also prone
to the potential problem of local minimization. Approaches that help the chances of finding global minima can be
adopted to improve the solution. In addition, the output of an MDS algorithm is the configuration of the stimuli in a
lower dimensional space. Researchers then interpret this configuration visually. With fuzzy stimulus points, systematic
methods for rotating and clustering fuzzy coordinate points must be developed to support the final and most critical
stage of the MDS analysis.
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Appendix A. The detailed derivation of xl e
From the expansion shown in Section 4.2, s˜′ can be represented as
s˜′ =
∑
i
∑
j 6=i
[∑
k 6=e
(˜xik − x˜ jk)2 + (˜xie − x˜ je)2 − d˜∗2i j
]2
.
By replacing the constants a˜i j and the coordinates not in dimension e with a constant as follows:
a˜i j = d˜∗2i j −
∑
k 6=e
(˜xik − x˜ jk)2.
s˜′ can be expanded in terms of the means and the spreads of the TFNs representing the coordinates in dimension e,
s˜′ =
∑
i
∑
j 6=i
[˜ai j − (˜xie − x˜ je)2]2
=
∑
i
∑
j 6=i
{˜ai j − {[(xie − x je)− (αie + α je)]2 + [(xie − x je)+ (αie + α je)]2 + (xie − x je)2}}2
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=
∑
i
∑
j 6=i
{
a˜i j −
{[(xie − x je)2 − 2(αie + α je)(xie − x je)+ (αie + α je)2]
+ [(xie − x je)2 − 2(αie + α je)(xie − x je)+ (αie + α je)2] + (xie − x je)2
}}2
=
∑
i
∑
j 6=i
{
a˜i j −
{
3(x2ie − 2xiex je + x2je)− 2xie[(αie − αie)+ (α je − α je)]
−2x je[(αie − αie)+ (α je − α je)] + (αie + α je)2 + (αie + α je)2
}}2
.
Again, by combining the terms not related to xie, a˜i j −{3x2je−2x je[(αie−αie)−(α je−α je)]+(αie+α je)2+(αie+
α je)
2}, and replacing them with a single value b˜i j , s˜′ can be simplified as s˜′ = ∑i ∑ j 6=i {˜bi j − 3x2ie + 2xie[(αie −
αie)+ (α je−α je)+3x je]}2. The coordinate xle is found by taking the partial derivative of s˜ with respect to xle. Since
S˜ = [c˜s′]1/2, the optimum xle can also be obtained by taking the partial derivative of S˜′ with respect to xle, which
means ∂ S˜
∂xle
= c ∂ s˜′
∂xle
. Let r˜i j = b˜i j − 3x2ie + 2xie[(αie − αie)+ (α je − α je)+ 3x je]; then, the partial derivative of s˜′
with respect to xle,
∂ s˜′
∂xle
=
∂
{∑
i
∑
j 6=i
{˜bi j − 3x2ie + 2xie[(αie − αie)+ (α je − α je)+ 3x je]}2
}
∂xle
can be expanded as follows:
∂ s˜′
∂xle
= 2
∑
i
∑
j 6=i
r˜i j
∂ r˜i j
∂xle
= 2
∑
i
∑
j 6=i
r˜i j
{
∂ b˜i j
∂xle
− 3∂x
2
ie
∂xle
+ 2∂xie[(αie − αie)+ (α je − α je)+ 3x je]
∂xle
}
= 2
∑
j 6=l
r˜l j {0− 6xle + 2[(αle − αle)+ (α je − α je)+ 3x je]}
= 4
∑
j 6=l
r˜l j {3(x je − xle)+ (αle − αle)+ (α je − α je)}
= 4
∑
j 6=l
{˜bi j − 3x2ie + 2xie[(αie − αie)+ (α je − α je)+ 3x je]}
× {3x je + (αle − αle)+ (α je − α je)− 3xle}.
The terms of the partial derivative ∂ s˜
′
∂xle
can be rearranged into a polynomial of xle:
∂ s˜′
∂xle
= 4
∑
j 6=l
9x3le − 9x2le[3x je + (αle − αle)+ (α je − α je)]
+ xle{2[3x je + (αle − αle)+ (α je − α je)]2 − 3b˜l j } + b˜2i j [3x je + (αle − αle)+ (α je − α je)].
By setting ∂ s˜
′
∂xle
equal to zero while assuming all the other coordinates of the point l except xle are constant, xle can
be solved. Since ∂ S˜
∂xle
equals ∂ s˜
′
∂xle
multiplied by a constant, the value of xle solved from ∂ S˜∂xle = 0 equals that from
∂ s˜′
∂xle
= 0.
Appendix B. The detailed derivation of αl e
Similarly, the two spreads αle and αle can be solved by setting
∂ S˜
∂αle
and ∂ S˜
∂αle
equal to zero, respectively. To simplify
the exposition, assume in what follows that all the stimulus points are symmetric, which means that, αle = αle = αle
and α je = α je = α je. The partial derivative of S˜′ with respect to αle and αle can thus be replaced by ∂ S˜
′
∂xle
. The terms
in S˜′ can be rearranged as
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S˜′ =
∑
i
∑
j 6=i
{a˜i j − [3(x2ie − 2xiex je + x2je)+ 2(αie + α je)2]}2.
By combining the constant terms a˜i j − 3(x2ie − 2xiex je + x2je) and replacing them by a single value c˜i j , S˜′ can be
simplified as S˜′ = ∑i ∑ j 6=i [c˜i j − 2(αie + α je)2]2. Let η˜i j = c˜i j − 2(αie + α je)2; the partial derivative of S˜′ with
respect to xle,
∂ S˜′
∂αle
=
∂
{∑
i
∑
j 6=i
[c˜i j − 2(αie + α je)2]2
}
∂αle
can be expanded and simplified as follows:
∂ S˜′
∂αle
= 2
∑
i
∑
j 6=i
η˜i j
∂η˜i j
∂αle
= 2
∑
i
∑
j 6=i
η˜i j
[
∂ c˜i j
∂αle
− 2∂(αle + α je)
2
∂αle
]
= 2
∑
j 6=l
η˜l j [0− 4(αle + α je)]
= −8
∑
j 6=l
η˜l j (αle + α je)
= −8
∑
j 6=l
[c˜l j − 2(αle + α je)2](αle + α je)
= −8
∑
j 6=l
[c˜l j (αle + α je)− 2(αle + α je)3].
By setting the partial derivative ( ∂ S˜
′
∂αle
) equal to zero, αle can thus be solved.
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