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La théorie de la viabilité propose des concepts et méthodes pour contrôler un système dynamique
afin de le maintenir dans un ensemble de contraintes de viabilité. Les applications sont nombreuses en
écologie, économie ou robotique, lorsqu’un système meurt ou se détériore lorsqu’il quitte une certaine
zone de son espace d’état. A partir du calcul du noyau de viabilité ou du bassin de capture d’un système,
elle permet de définir des politiques d’action qui maintiennent le système dans l’ensemble de contraintes
choisi. Cependant, les algorithmes actuels d’approximation de noyau de viabilité ou de bassins de cap-
ture présentent certaines limitations ; notamment, ils souffrent de la malédiction de la dimensionnalité et
leur application est réservée à des problèmes en petite dimension (dans l’espace d’état et des contrôles).
L’objectif de cette thèse est de développer et évaluer de nouveaux algorithmes d’approximation de noyau
de viabilité et de bassins de capture, en utilisant une méthode d’apprentissage statistique particulière :
les machines à vecteur de support (SVMs).
Nous proposons un nouvel algorithme d’approximation de noyau de viabilité, basé sur l’algorithme
de Patrick Saint-Pierre, qui utilise une méthode d’apprentissage pour définir la frontière du noyau. Après
avoir déterminé les conditions mathématiques que la procédure doit respecter, nous considérons les
SVMs dans ce contexte. La définition de l’approximation avec des SVMs permet d’utiliser des mé-
thodes d’optimisation pour trouver un contrôle viable, et ainsi de travailler dans des espaces de contrôle
plus importants. Cette fonction permet également de dériver des politiques de contrôle plus ou moins
prudentes. Nous appliquons la procédure à un problème de gestion des pêches, en examinant quelles
politiques de pêche permettent de garantir la viabilité d’un écosystème. Cet exemple illustre les perfor-
mances de la méthode proposée : le système comporte six variables d’états et 17 variables de contrôle.
Nous dérivons un algorithme d’approximation de bassins de capture et de résolution de problèmes
d’atteinte d’une cible en un temps minimal. Approcher la fonction de temps minimal revient à rechercher
le noyau de viabilité d’un système étendu. Nous présentons une procédure qui permet de rester dans
l’espace d’état initial, et ainsi d’éviter le coût (en temps de calcul et espace mémoire) de l’addition
d’une dimension supplémentaire. Nous décrivons deux variantes de l’algorithme : la première procédure
donne une approximation qui converge par l’extérieur et la deuxième par l’intérieur. L’approximation
par l’intérieur permet de définir un contrôleur qui garantit d’atteindre la cible en un temps minimal.
La procédure peut être étendue au problème de calcul de valeurs de résilience. Nous appliquons la
procédure sur un problème de calcul de valeurs de résilience sur un modèle d’eutrophication des lacs.
Les algorithmes proposés permettent de résoudre le problème de l’augmentation exponentielle du
temps de calcul avec la dimension de l’espace des contrôles mais souffrent toujours de la malédiction de
la dimensionnalité pour l’espace d’état : la taille du vecteur d’apprentissage augmente exponentiellement
avec la dimension de l’espace. Nous introduisons des techniques d’apprentissage actif pour sélectionner
les états les plus « informatifs » pour définir la fonction SVM, et ainsi gagner en espace mémoire, tout en
gardant une approximation précise du noyau. Nous illustrons la procédure sur un problème de conduite
d’un vélo sur un circuit, système défini par six variables d’état.
Mots-clés : système dynamique, théorie de la viabilité, machines à vecteur de support, contrôleur




Viability theory proposes concepts and tools to control a dynamical system such that it can remain
inside a viability constraint set. The applications are frequent in ecology, economics or robotics, where
the systems die or badly deteriorate when they leave some regions of the state space. Starting from
the viability kernel or capture basin of a system, it enables providing control functions that maintain
viability. Nevertheless, current algorithms approximating viability kernel or capture basin show several
restrictions; particularly, they suffer the dimensionality curse, and their application is thus limited to
problems in low dimension (in the state and control space). The aim of this thesis is to develop and
evaluate new algorithms using a specific learning method: Support Vector Machines (SVMs).
We propose a new viability kernel approximation algorithm, based on the Saint-Pierre algorithm,
which uses a classification method to define the boundary of the kernel approximation. We establish the
mathematical conditions that the classification procedure should fulfill, and we consider SVMs in this
context. This classification method defines a kind of barrier function on the boundary of the approxima-
tion, which allows using optimisation techniques to compute a viable control, and thus work in higher
dimensional control space. This function also enables to define more or less cautious controllers. We
apply the algorithm on a fisheries management problem, examining which yield policies allow to ensure
the sustainability of a marine ecosystem. This example shows the performance of the algorithm: the
system is defined in six dimensions for the state space, and 17 dimensions for the control space.
Starting from the viability kernel approximation algorithm using SVMs, we derive a capture basin
approximation algorithm and resolution of hitting target problems. Approximating minimal time func-
tion comes down to approximate the viability kernel of an extended system. We present a procedure that
approximates capture basin in the initial state space and thus avoid the cost of adding one supplementary
dimension (computing and time cost). We describe two variants of this algorithm: the first one provides
an outer approximation and the second an inner approximation. Comparing the two results gives an
evaluation of the approximating error. Inner approximation enables to define a controller that guaran-
tees to reach the target in minimal time. The procedure can be extended to the problem of minimizing
a cost function, when it meets some general conditions. We illustrate this point on the computation of
resilience values. We apply the algorithm on a problem of computing resilience values on a model of
lake eutrophication.
The proposed algorithms enable solving the exponential growth of the computing time with the con-
trol space dimension but still suffer the dimensionality curse for the state space: the training set size
growth exponentially with the dimension of the space. We introduce active learning techniques to select
the most “informative” states to define the SVM function, and then save memory, while keeping an ac-
curate approximation. We illustrate the procedure on a bike control problem on a track, a 6 dimensional
state space problem.
Key words: dynamical system, viability theory, Support Vector Machines, heavy viability con-
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Introduction
Viabilité, résilience : le besoin de
méthodes plus performantes
Problèmes de viabilité
Maintenir un système dynamique dans un ensemble de contraintes
Le problème principal auquel nous nous intéressons dans cette thèse est celui de définir une politique
d’action sur un système, de manière à le maintenir dans un ensemble de contraintes. Ce problème est
fréquent en écologie, économie ou robotique, lorsque le système meurt ou se détériore lorsqu’il quitte
une certaine région de l’espace. Le but n’est alors pas de choisir une solution « optimale » en fonction
d’un certain critère, mais de sélectionner des actions « viables », dans le sens où elles permettent au
système de se maintenir dans un ensemble de contraintes.
En écologie, le problème peut être de maintenir la pérennité d’une ressource renouvelable. Dans ce
cas, on cherche à maintenir la population au-dessus d’une certaine valeur pour laquelle l’extinction est
inévitable. Par exemple, dans le domaine de la gestion d’une ressource marine, [De Lara et al., 2007]
analysent la pérennité d’un écosystème constitué de merlus et d’anchois dans le golfe de Gascogne,
en fonction du niveau de pêche et du recrutement des espèces (nombre de jeunes poissons constituant
la nouvelle classe d’âge annuelle). Ils ont identifié les configurations qui permettent de conserver la
durabilité du système, c’est-à-dire maintenir la population de chaque espèce au-dessus d’une certaine
valeur. [Bonneuil, 2003] étudie les conditions que doivent respecter les dynamiques d’un système proie-
prédateur afin d’éviter l’extinction de l’une ou l’autre espèce.
Le problème peut également être de maintenir la pérennité d’un écosystème, en conciliant des objectifs
comme exploitation et conservation. On doit alors évaluer des tailles de population d’espèces en des-
sous desquelles l’extinction ou l’effondrement de l’espèce est probable, mais également des objectifs
économiques liés à l’exploitation de la ressource à atteindre. Le système doit donc se maintenir dans une
configuration qui concilie les objectifs économiques et écologiques. Par exemple, [Martinet et Doyen,
2007] étudient les conditions qu’un système proie-prédateur, basé sur une ressource non-renouvelable,
doit respecter afin de garantir la consommation des espèces et le stock des ressources. Dans le cas de ges-
tion d’une ressource marine, on souhaite garantir la rentabilité économique des activités de pêche tout
en maintenant la pérennité de l’écosystème marin. [Béné et al., 2001] étudient un modèle économique
simple de gestion de ressources marines et déterminent des options de management qui garantissent la
pérennité écologique et économique du système. Ils mettent également en évidence des configurations
irréversibles de sur-exploitation qui provoquent la disparition des espèces marines. [Mullon et al., 2004]
étudient un modèle dynamique d’évolution de la biomasse de cinq espèces dans un écosystème marin du
sud du Benguela. Ils déterminent, pour des valeurs de pêche constantes, quelles sont les configurations
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de l’écosystème qui garantissent le principe de précaution (en évitant l’effondrement des stocks).
Dans le domaine du contrôle en robotique, les automates peuvent avoir besoin d’une sécurité ren-
forcée, en évitant certaines zones prédéfinies d’échec. Par exemple, [Kalisiak et Van de Panne, 2004]
considèrent le problème de guidage d’une voiture sur un circuit. Le système se détériore lorsqu’il quitte
la route ou qu’il commence à glisser. Un conducteur contrôle la trajectoire de la voiture, mais lorsque
l’action demandée fait sortir la voiture de la zone de sécurité, un système automatique corrige la trajec-
toire afin de garder la voiture en sécurité. [Spiteri et al., 2000] utilisent la même approche pour diriger
un robot dans un certain chemin et avec une certaine vitesse, en déterminant les contrôles qui lui per-
mettent de toujours rester en sécurité. Dans le domaine du transport aérien, mais avec toujours l’objectif
d’assurer la sécurité du système, [Seube et al., 2000] formulent le problème du décollage d’un avion en
présence de rafales de vent comme un jeu différentiel. En fonction du vent, de la vitesse et position de
l’avion, le pilote doit contrôler le système afin de respecter les conditions de sécurité et éviter le crash.
Pour terminer, en économie, le problème peut être de maintenir un système de gestion viable. Par
exemple, [Aubin et al., 2001] étudient les conditions de pérennité du système des retraites. Le système
est composé d’actifs et d’inactifs, avec chacun un pouvoir d’achat. On souhaite alors déterminer des
politiques de versement des actifs aux caisses de retraites, qui garantissent un revenu suffisant aux
retraités, tout en assurant aux actifs de conserver un pouvoir d’achat garanti. Les seuils fixés sur le
déficit et l’endettement des états européens dans le pacte de stabilité sont un autre exemple de contrôle
viable.
Extensions de la viabilité : atteindre une cible et résilience
A partir du problème central de la viabilité, nous abordons un problème apparemment différent,
celui d’agir sur un système de manière à ce qu’il atteigne une cible. La cible correspond alors à un
état souhaité, en sachant que le système se détériore dans une certaine région de l’espace (lorsqu’il
transgresse l’ensemble de contraintes). En fait, nous verrons que ce problème est étroitement apparenté
à celui de la viabilité.
Ce problème est également très fréquent, notamment dans le domaine de la navigation de robots
mobiles. Mais il se rencontre aussi dans des domaines très éloignés, comme la finance. Par exemple,
dans un problème d’évaluation et de gestion d’actifs financiers, [Pujal et Saint-Pierre, 2004] posent des
contraintes sur la valeur du portefeuille, et construisent des politiques de gestion d’actifs qui permettent
d’atteindre un objectif d’obtention de contrats. [Aubin et al., 2005] traitent le problème de la gestion
d’un portefeuille d’actifs, et déduisent des politiques d’action qui permettent de contrôler l’évolution
du portefeuille, jusqu’à atteindre un objectif de rentabilité fixé, tout en maintenant à chaque instant la
valeur du portefeuille au-dessus d’un certain seuil.
Cette première extension du problème de la viabilité permet d’en aborder une seconde : celle de la
résilience d’un système. On considère alors que le système peut survivre lorsqu’il quitte l’espace des
contraintes. L’ensemble des contraintes peut définir par exemple la bonne santé, ou les états souhaitables
du système. Transgresser les contraintes est alors désagréable ou non-souhaitable, mais pas forcément
fatal. Le système peut alors quitter l’espace des contraintes, et éventuellement revenir à l’intérieur par
la suite. On identifie des situations irréversibles (le système ne peut jamais revenir dans l’ensemble
de contraintes) et des configurations réversibles (à partir d’une situation de crise, on peut contrôler le
système afin qu’il revienne dans l’ensemble de contraintes). Le lien avec le problème d’atteinte de cible
apparaît : il s’agit de contrôler le système de manière à ce qu’il revienne dans une région particulière de
l’espace de contraintes. La capacité d’un système à retrouver sa propriété d’intérêt (ici, sa bonne santé
ou sa survie) après une perturbation correspond à une définition récente de la résilience [Martin, 2004]
sur laquelle nous nous appuyons.
Les problèmes de résilience, ainsi définis, sont très fréquents, notamment en écologie. Ainsi, lorsque
l’on souhaite combiner des objectifs comme exploitation et conservation d’une ressource, l’espace des
contraintes représente la bonne santé du système : la pérennité du système est assurée en même temps
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que les objectifs de rentabilité économique sont atteints. Cependant, lorsque la durabilité de l’écosys-
tème est en jeu, on peut vouloir accepter des configurations économiques non rentables (situation de
crise), le temps de laisser se régénérer le système, avant de reprendre une activité viable. Par exemple,
dans le domaine de gestion d’une ressource marine, [Béné et al., 2001] identifient des configurations de
gestion irréversibles, qui provoquent la disparition des espèces marines et donc de l’activité de pêche,
mais également des configurations réversibles. Dans ce cas, les pêcheurs acceptent des revenus moindres
pendant une certaine période afin de laisser régénérer la ressource marine. [Martinet et al., Pres] consi-
dèrent dans ce contexte l’écosystème marin du golfe de Gascogne, et diminuent la flotte de pêche lorsque
l’écosystème est en péril. Dans un esprit similaire, [Martin, 2004] considère le problème d’eutrophica-
tion des lacs. La bonne santé du lac est représentée par un niveau bas de phosphate et une activité
économique rentable pour les agriculteurs, dont les revenus sont directement liés à l’apport de phos-
phate. Elle considère une augmentation soudaine de phosphate dans le lac, et identifie trois scénarios :
la perturbation ne met pas en cause la viabilité du système, la perturbation entraîne une eutrophication
des lacs mais qui peut être renversée en acceptant une période de faible rentabilité économique, la per-
turbation engendre une situation irréversible. Elle identifie les coûts de restauration liés à chaque état du
système, en fonction de la perturbation anticipée.
On le voit, les problèmes de viabilité et leurs extensions (atteinte de cible, résilience) sont essentiels
à de nombreux domaines applicatifs. Notre objectif est de développer de nouvelles méthodes, plus per-
formantes, pour les résoudre. Nous présentons maintenant notre démarche générale pour atteindre cet
objectif.
Choix d’un cadre théorique : la théorie de la viabilité
Deux cadres théoriques sont disponibles pour aborder les problèmes décrits précédemment : la théo-
rie de la viabilité et le contrôle optimal.
Théorie de la viabilité
La théorie de la viabilité, initiée au début des années 1990 par Jean-Pierre Aubin et ses collabora-
teurs [Aubin, 1991], se focalise sur le problème de viabilité : maintenir un système dynamique dans
un ensemble de contraintes. Elle fournit un ensemble de concepts et de résultats mathématiques, qui
ont donné lieu par la suite au développement d’outils informatiques. Nous mentionnons rapidement ces
concepts (qui seront définis précisément dans la suite du document), car ils sont importants pour décrire
notre démarche générale.
Considérons un système dynamique composé de variables d’état qui décrivent le système et de
variables de contrôle, qui permettent d’agir sur le système. L’ensemble des contraintes définit un sous-
ensemble de l’espace d’état en dehors duquel le système meurt ou se détériore, et est appelé ensemble
des contraintes de viabilité. La théorie de la viabilité introduit le concept d’évolution viable comme
une évolution qui reste à chaque instant à l’intérieur de l’espace des contraintes. L’état initial à partir
duquel part une évolution viable est appelé état viable, et l’ensemble des états viables constitue le noyau
de viabilité. Le noyau de viabilité est composé de tous les états pour lesquels il existe au moins une
politique de contrôle qui permet au système de survivre dans un ensemble de contraintes. Il correspond
à l’ensemble des états qui peuvent rester en « vie » ou en « bonne santé ». Au contraire, pour les états
situés à l’extérieur du noyau, la viabilité du système est mise en péril puisque les évolutions violent les
contraintes en temps fini.
Le noyau de viabilité d’un système est déterminant pour définir des politiques d’action viables. A
partir d’un état situé dans le noyau de viabilité, on sait qu’il existe au moins une suite de contrôle qui
permet au système de rester dans l’ensemble des contraintes de viabilité. La règle la plus simple a été
introduite par [Aubin, 1991] et est appelée contrôleur lourd. La procédure découle du principe d’inertie
« les contrôles sont gardés constants tant que la viabilité du système n’est pas menacée ». Ainsi, on garde
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les contrôles constants tant que le système n’atteint pas la frontière du noyau de viabilité du système, et
on choisit un contrôle qui permet de revenir à l’intérieur sinon.
L’évolution du système peut être influencée par des perturbations non maîtrisables (qui peuvent
également être appelées tyches [Aubin, 1997]). Ces perturbations peuvent être vues comme notre igno-
rance de certains comportements du système, ce qui introduit un écart entre la dynamique modélisée et
le comportement réel du système. Le formalisme de la viabilité peut également être étendu aux jeux dy-
namiques. On recherche alors l’ensemble des états viables, quelle que soit la valeur de la perturbation.
Dans ce cas, on parle de noyaux discriminants. [Cardaliaguet, 1994] définit les noyaux discriminants
comme des intersections de noyau de viabilité.
La théorie de la viabilité traite également du problème d’atteinte d’une cible. Un état capture la cible
lorsqu’il existe au moins une fonction de contrôle qui permette au système d’atteindre la cible en temps
fini, tout en restant à l’intérieur des contraintes de viabilité. L’ensemble des états capturant la cible est
appelé bassin de capture. A chaque état contenu dans le bassin de capture, on définit son temps minimal
de capture, qui correspond au temps minimal mis par la trajectoire pour atteindre la cible sans violer
les contraintes. Cette fonction correspond à celle obtenue en résolvant les équations Hamilton-Jacobi-
Bellman (HJB) en programmation dynamique [Frankowska, 1989].
Le bassin de capture d’un système correspond au noyau de viabilité du système, auquel on a ajouté à la
dynamique une dimension représentant le temps qui s’écoule. De la même façon que pour le noyau de
viabilité, le bassin de capture permet de définir directement des politiques de contrôle, qui fournissent
une trajectoire qui reste toujours dans l’espace des contraintes, tout en atteignant la cible en un temps fini
ou prescrit. Il donne également les politiques qui permettent d’atteindre la cible en un temps minimal.
Comme nous l’avons indiqué précédemment, les problèmes de résilience s’apparentent à des pro-
blèmes d’atteinte de cible, dans le cadre proposé par Martin [Martin, 2004]. Une différence importante
est l’introduction d’une fonction de coût lorsque le système se trouve hors de l’ensemble de contraintes.
La résilience est alors évaluée comme l’inverse du coût de restauration des propriétés perdues après une
perturbation.
Contrôle optimal
Les problèmes de viabilité et leurs extensions peuvent aussi être résolus dans le cadre du contrôle
optimal, notamment en utilisant des méthodes comme la programmation dynamique [Bertsekas, 2005].
La programmation dynamique a été introduite par Bellman [Bellman, 1957] pour résoudre des pro-
blèmes d’optimisation en recherche opérationnelle. L’efficacité de cette méthode repose sur le principe
d’optimalité de Bellman : « toute politique optimale est composée de sous-politiques optimales ».
Un problème de contrôle optimal est composé d’un ensemble d’états initiaux, d’un ensemble de contrô-
les liés à chaque état, d’une fonction de transition qui associe à un couple état-contrôle l’état suivant,
et une récompense (ou un coût) obtenue pour avoir associé un contrôle à un état. Le but de la program-
mation dynamique est de maximiser la récompense totale d’une trajectoire dans l’espace d’état (ou de
minimiser le coût de la trajectoire). La fonction qui associe à chaque état initial la valeur de la récom-
pense associée à la trajectoire qui maximise la récompense est appelée la fonction valeur. Cette fonction
est la solution de l’équation Hamilton-Jacobi-Bellman (HJB) liée au problème.
Un problème de viabilité se caractérise donc dans ce cadre par une fonction récompense négative
en dehors de l’ensemble de contrainte, et nulle à l’intérieur. En utilisant une telle fonction récompense,
[Coquelin et al., 2007] caractérisent le noyau de viabilité d’un système comme l’ensemble des zéros
d’une fonction valeur optimale V ∗(x). En outre, ils définissent un contrôleur prudent, qui construit une
procédure de contrôle qui garde le système à l’intérieur des contraintes de viabilité. Ainsi, l’ensemble
des méthodes du contrôle optimal sont disponibles pour résoudre des problèmes de viabilité.
Le problème d’atteinte d’une cible en un temps minimal est un problème classique en contrôle
optimal. On choisit alors une récompense telle que maximiser cette récompense revient à minimiser le
nombre de pas pour atteindre la cible. Un choix possible est une récompense égale à −1 partout, sauf
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dans la cible où elle est égale à 0 et à l’extérieur de l’espace des contraintes où elle est égale à−∞. Dans
ce cas, la fonction valeur optimale correspond à l’inverse du nombre de pas nécessaires pour atteindre
la cible.
Dans un problème de résilience, comme nous l’avons vu, il est nécessaire d’ajouter une fonction de
coût des états non désirés (et éventuellement des actions), et de calculer les politiques permettant de
minimiser ce coût de restauration. Il s’agit typiquement d’un problème de contrôle optimal.
Pourquoi choisir la théorie de la viabilité ?
Le contrôle optimal semble un cadre plus général que la théorie de la viabilité, qui ne s’attaque
qu’à un problème particulier de contrôle optimal. De plus, les problèmes d’atteinte de cible et de calcul
de politiques de coût de restauration minimal se posent très naturellement dans le cadre du contrôle
optimal. Ces arguments plaident a priori en faveur de ce cadre théorique.
Cependant, cette plus grande généralité du contrôle optimal n’est qu’apparente. En effet, on peut
montrer que, sous certaines conditions assez générales, un problème de contrôle optimal peut être traduit
en un problème de viabilité [Frankowska, 1989 ; Frankowska, 1993]. Ainsi, les techniques de viabilité
peuvent être utilisées pour résoudre un problème de contrôle optimal. Donc l’argument de la généralité
n’est pas déterminant.
La raison principale de notre choix pour la théorie de la viabilité est notre volonté d’utiliser des
méthodes de discrimination particulières pour résoudre les problèmes de viabilité. Or ces méthodes de
discrimination sont beaucoup plus directement utilisables dans le cadre de la théorie de la viabilité.
En effet, dans ce cadre, le problème central est d’approcher le noyau de viabilité qui est une variété
dans l’espace, frontière entre des points viables et des points non-viables. Le problème de déterminer la
frontière de cette variété à partir d’un échantillon de points viables et non-viables est un problème de
discrimination typique.
Le cadre du contrôle optimal oriente plutôt vers un problème d’approximation de fonction (la fonc-
tion valeur), pour lequel les méthodes que nous souhaitons utiliser sont moins performantes. Il convient
de moduler ce propos car certains ont cherché à utiliser des méthodes de discrimination dans un cadre
de programmation dynamique [Lagoudakis et Parr, 2003], en approchant directement une fonction qui
à un état associe une action. Nous n’avons pas retenu cette approche, car elle se limite à des cas où
l’ensemble d’actions est de petite taille, alors que nous avons privilégié un ensemble d’actions continu.
Un pari sur les SVMs
Pour poursuivre la présentation de notre démarche, et notre pari sur une méthode de discrimination
particulière, les SVMs, un détour par l’état de l’art sur les algorithmes d’approximation de noyau de
viabilité est nécessaire.
Les algorithmes d’approximation de noyau de viabilité
Différents algorithmes ont été développés pour approcher le noyau de viabilité ou le bassin de cap-
ture d’un système. Le premier a été introduit par Patrick Saint-Pierre [Saint-Pierre, 1994], qui a dé-
veloppé « l’algorithme de viabilité », basé sur la discrétisation de l’espace d’état, qui fournit une ap-
proximation du noyau de viabilité d’un système. Des algorithmes semblables ont été développés pour
approcher des bassins de capture [Pujal et Saint-Pierre, 2004 ; Cardaliaguet et al., 1998], et [Cardalia-
guet et al., 2000] estiment l’erreur de l’approximation. Ces algorithmes sont très rapides mais le résultat
est l’ensemble des points viables (ou qui capturent la cible), ce qui n’est pas très pratique à manipuler.
De plus, ils requièrent l’exploration exhaustive des contrôles pour trouver un contrôle viable, et le temps
de recherche croît exponentiellement avec la dimension de l’espace des contrôles. Ils sont basés sur un
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schéma diffusif, qui entraîne des sur-estimations des résultats réels. L’algorithme de viabilité est repris
en détail dans le chapitre 1.
A partir de cet algorithme de viabilité, différents chercheurs ont proposé d’autres algorithmes. Une
direction de travail a été de développer des procédures qui limitent l’effet diffusif de l’algorithme. [Bo-
kanowski et al., 2006] ont utilisé un schéma Ultra-Bee pour résoudre des problèmes de viabilité. Le
problème est alors vu comme un problème de contrôle optimal, résolu en utilisant une fonction valeur.
La méthode montre de bons résultats sur les exemples traités, tout particulièrement grâce à ses proprié-
tés anti-diffusives. L’algorithme est basé sur un schéma qui n’est défini qu’en dimension 2, ce qui limite
son utilisation aux problèmes en dimension inférieure ou égale à 2. De plus, la preuve de la convergence
de l’approximation vers le vrai noyau de viabilité ou bassin de capture n’est pas faite.
D’autres chercheurs ont proposé des algorithmes qui explorent d’autres pistes pour travailler dans des
espaces d’état plus importants. En utilisant une technique de recuit simulé, [Bonneuil, 2006] propose
une procédure qui approche le noyau de viabilité ou le bassin de capture d’un système. L’algorithme
permet de tester si un point est viable ou capture la cible pour des systèmes en grande dimension. Ce-
pendant, la procédure est dépendante de l’horizon de temps : on teste uniquement si un point est viable
(ou s’il capture la cible) pendant T pas de temps. Plus le nombre de variables de contrôle augmente, plus
l’horizon de temps pouvant être testé est faible. De plus, pour approcher le noyau de viabilité ou le bas-
sin de capture du système, la procédure discrétise une partie du bord de l’espace des contraintes, ce qui
revient à gagner uniquement une dimension sur le problème. Dans une autre direction, [Mullon et al.,
2004] définissent un algorithme d’approximation de noyau de viabilité lorsque celui-ci est convexe. Cet
algorithme leur permet de résoudre des problèmes de dimension 5. L’algorithme approche l’enveloppe
convexe du noyau comme l’intersection de demi-espaces (systèmes linéaires). A chaque itération, l’al-
gorithme définit une direction et recherche les demi-espaces dont la frontière est orthogonale à cette
direction. Le plus grand demi-espace admissible définit alors une contrainte qui restreint l’ensemble
viable. L’algorithme est très rapide et marche avec des contrôles en dimension importante. Cependant,
il est limité au cas où le noyau de viabilité est convexe, ce qu’on ne sait pas en général a priori.
[Coquelin et al., 2007] ont proposé une approche alternative pour approcher des noyaux de viabi-
lité en utilisant la fonction valeur d’un problème de programmation dynamique. Ils ont défini le noyau
comme l’ensemble des états pour lesquels la fonction valeur est en dessous d’un certain seuil. Mais la
valeur de ce seuil n’est pas facile à définir.
[Lhommeau et al., 2007] ont proposé un algorithme d’approximation de bassins de capture basé sur
l’analyse par intervalles. L’algorithme comporte deux variantes : la première variante fournit une ap-
proximation incluse dans le bassin de capture et la deuxième une approximation qui inclut le bassin
de capture. Cependant, la complexité de l’algorithme augmente avec le nombre de variables d’état du
système, et requiert l’exploration exhaustive des contrôles.
Les algorithmes décrits dans cette sous-section requièrent la discrétisation de l’espace d’état (sauf
l’algorithme proposé dans [Mullon et al., 2004]). Cependant, la taille de la grille explose avec la di-
mension : c’est la malédiction de la dimensionnalité. Ces algorithmes utilisent également un ensemble
discret de contrôles, ce qui limite également leur utilisation à des systèmes avec des contrôles en petites
dimensions. Les algorithmes ne sont donc applicables que pour des systèmes avec un espace d’état en
petite dimension (3 ou 4) et peu de variables de contrôle.
Dans cette thèse, nous faisons le pari que l’introduction d’une méthode de discrimination particulière,
les SVMs, permet de travailler dans des espaces de dimension plus importante.
Un pari : les SVMs
Les algorithmes d’approximation de noyau de viabilité et de bassin de capture souffrent de la ma-
lédiction de la dimensionnalité dans l’espace d’état et des contrôles. Dans les différentes applications
détaillées au début de ce chapitre, les systèmes sont généralement de dimension élevée ; il est donc indis-
pensable d’améliorer les performances des algorithmes d’approximation pour aider à la détermination
de politiques d’action sur ces systèmes. Pour cela, nous introduisons un nouvel algorithme d’approxi-
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mation de noyau de viabilité, de bassin de capture et de calcul de valeurs de résilience qui utilise une
méthode d’apprentissage statistique particulière : les machines à vecteurs de support. Cet algorithme est
basé sur celui de Saint-Pierre, il associe une étiquette+1 à un état s’il est viable (ou s’il capture la cible)
à l’itération courante et −1 sinon, et construit une fonction de discrimination à partir de l’ensemble des
états étiquetés. Nous utilisons les machines à vecteurs de support pour construire une telle fonction de
discrimination.
Les machines à vecteurs de support (ou séparateurs à vaste marge, Support Vector Machines en
anglais - SVMs) sont une méthode de discrimination qui sépare les données en fonction de leur éti-
quette. Elles ont été introduites par Vapnik dans les années 1990 [Vapnik, 1995 ; Vapnik, 1998]. Elles
permettent la construction d’un hyperplan optimal pour calculer la fonction de discrimination entre
les catégories d’exemples. La frontière de décision est définie à l’aide d’un sous-ensemble des points
initiaux, appelés vecteurs de support (Support Vectors en anglais - SVs). Les SVMs identifient quels
sont les points SVs, et définissent l’hyperplan optimal comme une combinaison linéaire de ces points.
Lorsque les données sont non-linéairement séparables, les SVMs projettent les données dans un espace
déployé à l’aide d’une fonction noyau et construisent l’hyperplan optimal dans cet espace.
Dans cette thèse, nous faisons le pari que les SVMs vont permettre de résoudre des problèmes définis
dans des espaces en plus grande dimension. Trois principaux arguments nous laissent penser que cela
sera le cas :
– les SVMs permettent de représenter des formes complexes dans des espaces d’état de très grande
dimension ;
– la fonction SVM est définie à l’aide d’un nombre de points réduit : les vecteurs de support. Ainsi,
même si le nombre de points est très important, seulement une partie d’entre eux est pertinente.
Dans notre cas, même si la taille de la grille définie sur l’espace d’état est très importante, seule-
ment la partie la plus « informative » sera utilisée pour définir l’approximation du noyau de via-
bilité ou du bassin de capture ;
– la fonction SVM fournit une sorte de fonction barrière sur la frontière de l’approximation, qui
peut être facilement utilisée pour trouver des contrôles viables et définir des contrôleurs.
Prouver la convergence des algorithmes et les tester sur des cas concrets
L’objectif de la thèse est d’exploiter les propriétés des SVMs pour proposer de nouveaux algo-
rithmes d’approximation de noyau de viabilité et de bassin de capture qui puissent traiter des problèmes
en grande dimension, dans l’espace d’état et des contrôles. L’exigence de cette thèse est double : les
algorithmes d’approximation doivent être performants et opérationnels et leur convergence doit être
prouvée mathématiquement. Pour répondre à ces exigences, nous nous sommes attachés à prouver la
convergence de tous les algorithmes proposés, tout en les testant sur de nombreux cas d’application.
Les preuves de convergence sont dérivées pour des méthodes de discrimination quelconques, et donc
les algorithmes proposés pourraient être adaptés à d’autres méthodes de discrimination.
Dans cette thèse, nous faisons l’hypothèse que nous connaissons la dynamique du système étudié,
et que celle-ci est déterministe. Nous ne traitons pas en profondeur le problème des jeux dynamiques et
des noyaux discriminants, ils seront uniquement abordés très légèrement dans le chapitre 5.
Organisation du document
Dans une première partie, nous traitons de l’approximation de noyau de viabilité et du contrôleur
lourd.
Dans le chapitre 1, nous détaillons les différents concepts de la théorie de la viabilité liés au noyau
de viabilité et la procédure de contrôle lourd d’un système. Nous décrivons également l’algorithme de
viabilité de Saint-Pierre. Nous proposons ensuite un algorithme d’approximation de noyau de viabilité
en utilisant une méthode d’apprentissage, algorithme basé sur celui de Saint-Pierre. Nous donnons les
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conditions sur la méthode d’apprentissage qui garantissent que l’algorithme converge vers le noyau de
viabilité lorsque la résolution de la grille des points d’apprentissage tend vers 0. Nous proposons ensuite
une procédure de contrôle lourd, basée sur le résultat fourni par l’algorithme.
Le chapitre 2 traite de l’approximation de noyau de viabilité en utilisant des SVMs. Nous donnons les
principales caractéristiques de l’algorithme ; notamment, il permet d’utiliser des méthodes d’optimisa-
tion pour trouver un contrôle viable, et ainsi travailler dans des espaces de contrôle plus importants.
Nous montrons également qu’il permet de dériver des politiques de contrôle en utilisant une approxima-
tion de la distance entre un point et la frontière du noyau approché. Nous appliquons ensuite la procédure
sur un problème de gestion des pêches, en examinant quelles politiques de pêche permettent de garantir
la viabilité d’un écosystème marin, système qui comporte 6 variables d’état et 17 variables de contrôle.
La seconde partie est consacrée à l’approximation de bassin de capture et des valeurs de résilience,
ainsi qu’à la définition de contrôleurs optimaux.
Dans le chapitre 3, nous détaillons les différents concepts de la théorie de la viabilité liés au bassin
de capture et la procédure de contrôle optimal d’un système. Nous proposons ensuite un algorithme
d’approximation de bassins de capture en utilisant une méthode d’apprentissage. Nous définissons deux
variantes de l’algorithme : la première permet d’obtenir une approximation incluse dans le bassin de
capture, et la deuxième une approximation qui inclut le bassin de capture. Nous donnons les conditions
sur la procédure d’apprentissage qui garantissent la convergence de l’approximation vers le bassin de
capture lorsque la résolution de la grille des points d’apprentissage tend vers 0. Nous définissons enfin
une procédure de contrôle optimal.
Le chapitre 4 considère les SVMs pour approcher un bassin de capture. Nous proposons un algorithme
qui permet de gagner en temps de calcul lorsque l’on considère un système dynamique auxiliaire. Nous
détaillons la procédure lorsque l’on travaille dans l’espace d’état initial et nous proposons ensuite une
procédure de contrôle optimal. Nous illustrons l’algorithme sur quelques exemples simples d’applica-
tion.
Le chapitre 5 traite de l’approximation des valeurs de résilience. Nous montrons tout d’abord que le
problème peut se ramener à un problème de calcul de bassin de capture. Nous proposons un algorithme,
basé sur les SVMs, qui permet de calculer les valeurs de résilience d’un système dans l’espace d’état
initial. Nous appliquons ensuite la procédure sur un problème d’eutrophication des lacs en 3 dimensions.
Dans une troisième partie, nous introduisons une procédure d’apprentissage actif.
Le chapitre 6 considère les techniques d’apprentissage actif comme un premier pas pour vaincre la
malédiction de la dimensionnalité liée aux algorithmes proposés dans cette thèse. Nous proposons une
procédure de sélection des états les plus « informatifs » pour définir la fonction SVM, et ainsi gagner en
espace mémoire et complexité calculatoire, tout en gardant une approximation précise du noyau. Nous
illustrons ensuite la procédure sur un problème de conduite d’un vélo sur un circuit, système défini par
6 variables d’état.
La plupart des travaux présentés ici ont été publiés ou soumis à des journaux, ou publiés dans des
actes de conférence. Tous sont le résultat de collaborations étroites, mais l’ordre des auteurs reflète
l’importance des contributions, le premier auteur étant le contributeur principal :
– les chapitres 1 et 2, pour la partie algorithme d’approximation de noyau de viabilité en utilisant
une méthode d’apprentissage en général, et les SVMs en particulier, sont basés sur [Deffuant
et al., 2007] et [Deffuant et al., 2005] ;
– les chapitres 3 et 4 sur l’algorithme d’approximation des bassins de capture dans l’espace d’état
initial sont basés sur [Chapel et Deffuant, Subm] ;
– l’application à un modèle d’écosystème marin (chapitre 2) a été présentée à [Chapel et al., 2005]
et publiée dans [Chapel et al., Acc] ;
– l’application de l’algorithme pour le calcul des valeurs de résilience dans le cas de l’eutrophisation
des lacs (chapitre 5) a été présentée dans [Chapel et al., 2007] ;
– le chapitre 6 présentant un algorithme d’approximation de noyau de viabilité en utilisant l’appren-
tissage actif est basé sur [Chapel et Deffuant, 2007].
Première partie




Approcher des noyaux de viabilité
en utilisant une méthode
d’apprentissage
Dans ce chapitre, nous proposons un algorithme d’approximation de noyau de viabilité en utilisant
une méthode d’apprentissage et nous prouvons la convergence de cet algorithme vers le vrai noyau du
système. Nous proposons également un contrôleur lourd de viabilité, basé sur l’approximation obtenue
en utilisant cet algorithme.
Dans la section 1.1, nous définissons le noyau de viabilité et nous décrivons comment ce noyau peut
être utilisé pour contrôler un système. Nous définissons notamment la procédure de contrôle lourde.
Nous décrivons ensuite l’algorithme de viabilité de Saint-Pierre, qui permet d’approcher des noyaux de
viabilité en utilisant des approximations discrètes dans le temps et dans l’espace. Dans la section 1.2,
nous proposons un algorithme d’approximation de noyau de viabilité, basé sur l’algorithme de viabilité
de Saint-Pierre et qui utilise une méthode d’apprentissage, et établissons les conditions mathématiques
que la procédure d’apprentissage doit respecter afin de garantir la convergence de l’approximation vers
le vrai noyau de viabilité. Pour terminer, nous adaptons la procédure de contrôle lourd aux approxima-
tions obtenues.
Sommaire
1.1 Viabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.1.1 Définitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.1.2 Contrôleur de viabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.1.3 Algorithme de viabilité de Saint-Pierre . . . . . . . . . . . . . . . . . . . 13
1.2 Algorithme d’approximation de noyau de viabilité avec une méthode d’apprentissage 14
1.2.1 Apprentissage statistique . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.2 Algorithme d’approximation de noyau de viabilité et contrôleur lourd . . . 15
1.3 Contrôleur lourd de viabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
11
12 CHAPITRE 1 : APPROCHER DES NOYAUX DE VIABILITÉ AVEC UNE MÉTHODE D’APPRENTISSAGE
1.1 Viabilité
1.1.1 Définitions
La théorie de la viabilité considère un système dynamique défini par son état x(t) au cours du temps
t ∈ R+ et suppose que son évolution peut être influencée par un contrôle u(t) :
x′(t) ∈ F (x(t)) =
{
ϕ(x(t), u(t)) (action)
u(t) ∈ U(x(t)) (rétroaction), (1.1)
où x(t) est un vecteur ∈ X ⊂ Rd et F : X  X est une correspondance. L’ensemble des contrôles
disponibles dépend de l’état du système, u(t) est un vecteur ∈ Rq. A partir d’un point x, il peut exister
plusieurs évolutions possibles, en fonction des différents contrôles choisis au cours du temps t→ u(t).
Une solution du système (1.1) est une évolution t→ x(t) telles que les conditions de (1.1) sont vérifiées
presque partout.
Aubin [Aubin, 1991] définit le concept d’état viable dans un ensemble de contraintes de viabilité K ⊂
Rd comme un état x0 pour lequel il existe au moins une trajectoire x(t), satisfaisant (1.1), qui reste dans
K indéfiniment : {
x(0) = x0
∀t ≥ 0, x(t) ∈ K. (1.2)
Dans ce cas, x(t) est appelé évolution viable.
Le problème de viabilité est donc de déterminer une fonction de contrôle t→ u(t) qui permet de garder
un état du système indéfiniment dansK. L’ensemble de tous les états viables pour la correspondance F
est appelé le noyau de viabilité deK (figure 1.1) :









FIG. 1.1 – Exemple de noyau de viabilité (représenté en bleu). L’espace des contraintes K est délimité
par la ligne continue. x0 et y0 sont deux états initiaux, et quelques évolutions possibles sont représentées
par les flèches. x0 est un point viable car il existe au moins une évolution qui lui permet de rester dans
K (évolution viable en vert), tandis que y0 est non viable : il n’existe aucune fonction de contrôle qui
permette au système de rester viable (évolutions non viables en rouge).
Aubin [Aubin, 1991] a prouvé que le noyau de viabilité deK est le plus grand sous-ensemble viable
de K pour le système contrôlé (1.1). Le noyau est composé de l’ensemble des états pour lesquels il
existe au moins une trajectoire viable dans K, et toutes les évolutions partant de K\V iabF (K) violent
les contraintes de viabilité en temps fini. La frontière du noyau de viabilité agit comme une barrière :
elle laisse sortir des évolutions mais n’en laisse rentrer aucune.
Les noyaux de viabilité ont des propriétés intéressantes, comme par exemple la semi-perméabilité [Quin-
campoix, 1991] : sous certaines conditions, pour x0 ∈ ∂V iabF (K)\∂K (∂V iabF (K) représente la
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frontière du noyau et ∂K la frontière deK), il existe une solution viable dansK partant de x0 qui reste
à la frontière de V iabF (K) tant que la trajectoire n’atteint pas ∂K.
La principale tâche pour résoudre un problème de viabilité est de déterminer le noyau de viabilité
d’un système. Les théorèmes de viabilité [Aubin, 1991] permettent de déterminer les états viables sans
considérer l’exploration des suites de contrôles sur l’ensemble du temps. Ces théorèmes sont valides
pour une large classe de systèmes appelés systèmes de Marchaud1
1.1.2 Contrôleur de viabilité
Le noyau de viabilité d’un système est déterminant pour définir des politiques d’actions viables. A
partir d’un point appartenant à V iabF (K), on sait qu’il existe une suite de contrôles qui va permettre
au système de rester indéfiniment dansK. La question est : comment choisir ces contrôles ?
La règle la plus simple a été introduite par [Aubin et Frankowska, 1985] et est appelée contrôleur
lourd. La procédure découle du principe d’inertie : « les contrôles sont gardés constants tant que la
viabilité du système n’est pas menacée ». Ainsi, lorsque l’état du système se trouve à l’intérieur du
noyau, on peut conserver le même contrôle. A un moment donné, avec u constant, le système peut
atteindre la frontière du noyau au pas de temps suivant. Cet événement est appelé période de crise :
pour survivre, le système doit trouver un autre contrôle qui le force à revenir à l’intérieur du noyau (par
définition, on sait qu’un tel contrôle existe). Une solution réside dans le choix du contrôle qui a la plus
petite vitesse, le plus « paresseux » (parmi ceux qui produisent une trajectoire viable). L’évolution viable
correspondante sera alors qualifiée d’évolution lourde.
En général, il n’existe pas de formule explicite pour déterminer le noyau de viabilité d’un système.
Les théorèmes de viabilité sont la base de l’algorithme développé par Saint-Pierre [Saint-Pierre, 1994]
(voir aussi [Quincampoix et Saint-Pierre, 1995]). Dans la sous-section suivante, nous en décrivons rapi-
dement le principe car les procédures proposées dans cette thèse sont basées sur cet algorithme.
1.1.3 Algorithme de viabilité de Saint-Pierre
L’algorithme proposé par Saint-Pierre [Saint-Pierre, 1994] approche le noyau de viabilité V iabF (K)
du système en utilisant des approximations discrètes du système dynamique (1.1) et de l’espace des
contraintesK. Nous détaillons ici le cas où la correspondance F est µ-Lipschitz2.
Soit G : X  X la correspondance discrète définie par G = 1 + F.dt :{
xn+1 ∈ G(xn), pour tout n ≥ 0
x0 = x0,
(1.4)
et le noyau de viabilité discret associé est noté V iabG(K). V iabG(K) coïncide avec le plus grand
ensemble de points initiaux x0 tel qu’une séquence (xn)n, solution de (1.4), reste toujours dansK :
∀n ≥ 0, xn ∈ K. (1.5)
Saint-Pierre considère la séquence (Kn)n, avecK0 = K, définie comme suit :
Kn+1 = {x ∈ Kn tels que G(x) ∩Kn 6= ∅} , (1.6)
et montre que V iabG(K) =
+∞⋂
n=0
Kn et qu’il existe un entier p tel que V iabG(K) = Kp.
1Une correspondance F : X  X est Marchaud si F est semi-continue supérieurement, à valeurs non vides, convexes,
compactes et à croissance linéaire.
2F est µ-Lipschitz s’il existe une constante µ telle que ∀x, y ∈ X , F (x) ⊂ F (y) + B(0, µ ‖x− y‖), avec B(c, r) une
boule de centre c et de rayon r.
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Il opère ensuite une discrétisation de l’espace d’état. Définissons une grille de points Xh telle que :




β(h) = 0, (1.8)
et la grilleKh associée :
Kh = (K + β(h)B) ∩Xh, (1.9)
avecB une boule de centre 0 et de rayon 1. Il introduit la correspondanceGh : Xh  Xh, et le système
dynamique associé : {
xn+1h ∈ Gh(xnh), pour tout n ≥ 0
x0 = x0.
(1.10)
Saint-Pierre considère ensuite la séquence (Knh )n, avecK
0
h = Kh :
Kn+1h = {x ∈ Knh tels que Gh(x) ∩Knh 6= ∅} . (1.11)
Il obtient alors V iabGh(K) =
+∞⋂
n=0
Knh , et il existe un entier p tel que V iabGh(K) = K
p
h.
Cette séquence fournit une méthode pour approcher le noyau de viabilité en utilisant des approximations
discrètes : à partir de Knh , l’algorithme supprime à l’étape n + 1 les points de la grille qui n’ont pas de
successeurs dansKnh .
Saint-Pierre [Saint-Pierre, 1994] montre que, lorsque F est µ-Lipschitz, le noyau de viabilité discret
tend vers le noyau du système initial lorsque le pas de la grille h tend vers 0.
L’algorithme est très rapide, mais à chaque étape, l’approximation du noyau de viabilité courantKnh
est définie comme un ensemble de points, ce qui n’est pas très pratique à manipuler. De plus, la taille de
la grille augmente exponentiellement avec la dimension de l’espace d’état du système et l’algorithme
requiert le test exhaustif de tous les contrôles possibles (ou d’un ensemble de contrôles discrétisés dans
le cas où les contrôles sont continus). Ces deux aspects limitent l’utilisation pratique de l’algorithme à
des systèmes en petite dimension dans l’espace d’état et l’espace des contrôles. D’autre part, le schéma
numérique utilisé est diffusif, ce qui entraîne des surestimations des noyaux réels.
1.2 Algorithme d’approximation de noyau de viabilité en utilisant
une méthode d’apprentissage
Dans cette section, nous définissons tout d’abord la notion d’apprentissage statistique. Nous propo-
sons ensuite un algorithme d’approximation de noyau de viabilité en utilisant une technique d’appren-
tissage, basé sur l’algorithme de viabilité, et nous donnons les preuves de convergence de cet algorithme
vers le vrai noyau de viabilité.
1.2.1 Apprentissage statistique
L’apprentissage statistique regroupe l’ensemble des méthodes et algorithmes qui permettent d’ex-
traire de l’information à partir d’une base deN exemples x ∈ X ⊂ Rd. Les algorithmes d’apprentissage
peuvent se catégoriser en deux principales familles :
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– apprentissage supervisé : un expert étiquette les données. Le but est alors d’approcher une fonction
qui affecte la bonne étiquette à ces exemples.
– apprentissage non supervisé : aucun expert n’est disponible. Le but est de découvrir la structure
des données. On parle de méthode de classification.
On se focalise ici sur l’apprentissage supervisé.
Dans l’apprentissage supervisé, on associe à chaque exemple une étiquette y ∈ Y ⊂ R qui permet
de caractériser x. A partir d’une base d’apprentissage S = {(xi, yi)}Ni=1 qui regroupe l’ensemble des
exemples connus, on définit un apprenti A : S → l(x). La fonction l(x) associe à un exemple x une
étiquette y : l : X → Y . La théorie de l’apprentissage [Vapnik, 1995] montre que le choix de la fonction
l(x) doit être basé sur des critères de qualité de prévision et de complexité. Lorsque l’étiquette que
l’on cherche à associer à un exemple est une valeur dans un ensemble de réels, on parle de méthode
de régression ; lorsque les exemples sont placés dans des groupes en fonction de certaines de leurs
caractéristiques, et que l’étiquette est donc discrète, on parle de méthode de discrimination.
Parmi les méthodes de discrimination, on peut citer :
– les k-plus proches voisins (k − ppv) : technique qui consiste à rechercher les étiquettes d’un
certain nombre de k plus proches voisins d’un point x, et qui lui attribue l’étiquette majoritaire
parmi les k points lui ressemblant le plus dans la base d’apprentissage. Ici, aucun apprentissage
n’a vraiment lieu et aucun modèle n’est appris à partir de la base d’apprentissage.
– les machines à vecteurs de support (SVMs) [Vapnik, 1995 ; Vapnik, 1998] : technique de construc-
tion d’un hyperplan optimal séparant n classes et qui fournit une fonction continue de discrimina-
tion. On projette les données dans un espace « déployé » de grande dimension afin de définir une
séparation linéaire dans cet espace, avant de revenir dans l’espace initial.
Dans le cadre de l’apprentissage de noyau de viabilité, on parle de discrimination binaire y ∈
{−1;+1}. Les exemples de la base d’apprentissage sont les points de la grille xh ∈ Kh, les étiquettes y
sont notées +1 si le point est viable à l’itération courante et −1 sinon. La base d’apprentissage est com-
posée de l’ensemble des points de la grille, associés à leur étiquette. La procédure l permet d’associer à
n’importe quel état x ∈ K une étiquette y : l : K → {−1;+1}.
1.2.2 Algorithme d’approximation de noyau de viabilité et contrôleur lourd
L’algorithme proposé dans ce chapitre est basé sur l’algorithme de Saint-Pierre. On utilise une mé-
thode d’apprentissage pour généraliser l’ensemble des points qui constituent l’approximation courante
du noyau de viabilité.
1.2.2.1 Notations
On discrétise le système dynamique dans le temps (avec la correspondance G), mais pas dans l’es-
pace (comme cela était fait avec Gh). On considère un intervalle de temps dt, et on définit la correspon-
dance G : X  X :
G(x) = {~x+ ϕ(x, u)dt pour u ∈ U(x)} . (1.12)




Soit K un ensemble compact de X , on recherche l’approximation du noyau de viabilité V iabG(K) de
K pour la dynamique discrète (1.13). Les théorèmes de viabilité montrent que V iabG(K) est le plus
grand sous-ensemble E deK tel que :
∀x ∈ E,G(x) ∩ E 6= ∅. (1.14)
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On définit une grilleKh comme un ensemble fini d’éléments deK telle que :
∀x ∈ K,∃xh ∈ Kh tel que ‖x− xh‖ ≤ β(h), (1.15)
et β(h)→ 0 lorsque h→ 0. Une telle grille existe carK est compact.
A chaque itération n, on définit un ensemble discret Knh ⊂ Kn−1h ⊂ Kh, et un ensemble continu
Lnh , qui est une généralisation de cet ensemble discret, et qui constitue l’approximation courante du
noyau de viabilité. On utilise également les notations suivantes :
– d(E,F ) = inf {d(e, f)/(e, f) ∈ (E,F )} est la distance entre deux ensembles E et F ;
– E\F est l’ensemble complémentaire de F dans E (on suppose que F ⊂ E) ;
– B est la boule de centre 0 et de rayon 1.
1.2.2.2 Algorithme d’approximation
Au départ, on considère que tous les points xh ∈ Kh sont viables. A l’itération n+ 1, l’algorithme
supprime les points qui sortent « franchement » de la généralisation de l’approximation du noyau de
viabilité à l’itération n (Lnh). On définit ensuite un apprenti A sur une base d’apprentissage, constituée
des points xh de la grille Kh étiquetés −1 si le point sort franchement de Lnh , et +1 sinon. On obtient
alors la fonction de discrimination ln+1, qui définit le noyau de viabilité courant :
L(Kn+1h ) =
{
x ∈ K tels que ln+1(x) = +1} . (1.16)
Lorsque les états contenus dans le noyau courant sont tous viables, l’algorithme s’arrête et le noyau
courant est alors une approximation du noyau de viabilité.
Procédure 1.1 (Algorithme d’approximation d’un noyau de viabilité)
On définit itérativement les ensembles Lnh tels que :
K0h = Kh
L0h = K










Si la procédure de discrimination respecte les conditions suivantes :
∀x ∈ Lnh, d(x,Knh ) ≤ λβ(h), (1.18)
∀x ∈ K\Lnh, d(x,Kh\Knh ) ≤ β(h), (1.19)
alors
Lph → V iabG(K) lorsque h→ 0. (1.20)
La figure 1.2 donne une illustration du passage de l’itération n à l’itération n+ 1.
1.2.2.3 Preuve de la convergence de l’algorithme
La convergence de l’approximation obtenue avec l’algorithme 1.1 vers le vrai noyau de viabilité,
lorsque la résolution de la grille h tend vers 0, est garantie s’il existe un réel λ ≥ 1 tel qu’à chaque
itération n, l’approximation Lnh satisfait les conditions (1.18) et (1.19). Ces deux conditions signifient
respectivement que chaque point de Lnh doit être proche d’un point de Kh avec une étiquette posi-
tive, et que chaque point de K\Lnh doit être proche d’un point de Kh avec une étiquette négative. La
seconde condition relative aux points avec une étiquette négative est plus stricte car si Lnh est inclus






















FIG. 1.2 – Exemple de passage de l’itération n (figure (a)) à l’itération n+ 1 (figure (b)). Les approxi-
mations du noyau de viabilité courant Lnh et L
n+1
h sont représentées en bleu. L’espace des contraintes
est délimité par la ligne continue. Les ensembles Knh et K
n+1
h sont représentés par les points « + » en
jaune et les ensembles Kh\Knh et Kh\Kn+1h par les points « - » en rouge. La grille Kh est composée
des points Knh et Kh\Knh sur la figure (a) et des points Kn+1h et Kh\Kn+1h sur la figure (b). Les en-
sembles Lnh et L
n+1




h . A l’itération n, on teste pour
tous les points xh ∈ Knh si d(G(xh), Lnh) ≤ µβ(h). Si oui, alors xh ∈ Kn+1h (point y0 par exemple sur
la figure), et sinon, xh /∈ Kn+1h (point x0 par exemple).
dans V iab(K), l’erreur ne peut pas être fixée à l’itération suivante (alors qu’elle peut être fixée lorsque
l’erreur se situe de l’autre coté).
La preuve de la convergence comporte quatre étapes :
1. L’algorithme s’arrête après un nombre fini d’itérations p.
A chaque itération, on a Kn+1h ⊂ Knh par construction. Or Kh est fini, on obtient donc après un
nombre fini d’itérations p :Kp+1h = K
p
h.
2. Pour chaque itération n, le noyau de viabilité deK pour G est inclus dans Lnh .
On montre ici que si un point x n’appartient pas à l’approximation courante du noyau Ln+1h , alors
il est non-viable.
On a V iabG(K) ⊂ K = L0h. Supposons que V iabG(K) ⊂ Lnh et considérons x /∈ Ln+1h .
– Si x /∈ Lnh alors x est non-viable par hypothèse.
– Si x ∈ Lnh alors, à cause de la condition (1.19), on a :
∃xh ∈ Kh\Kn+1h tel que ‖x− xh‖ ≤ β(h). (1.21)
De plus, par construction de l’algorithme, on a :
xh ∈ Kh\Kn+1h ⇒ d(G(xh), Lnh) > µβ(h). (1.22)
Or, G est µ-Lipschitz :
G(x) ⊂ (G(xh) + µβ(h)B). (1.23)
On a donc G(x) ⊂ (K\Lnh). Par hypothèse, tous les points de K\Lnh sont non-viables, donc
tous les successeurs de x sont non-viables, ce qui implique que x est non-viable.
Par conséquent, x /∈ Ln+1h ⇒ x est non viable, donc V iabG(K) ⊂ Ln+1h .
3. Le résultat de l’algorithme Lph est inclus dans le noyau de viabilité de K pour G + µ(1 +
λ)β(h)B.
Posons Gh : X  X tel que Gh(x) = G(x) + µ(1 + λ)β(h)B. Gh est à images fermées.
Considérons un point x ∈ Lph. A cause de la condition (1.18) :
∃xh ∈ Kph tel que ‖x− xh‖ ≤ λβ(h). (1.24)
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Comme Kp+1h = K
p
h avec p le nombre d’itération où s’arrête l’algorithme, xh ∈ Kp+1h et, par
définition de l’algorithme :
xh ∈ Kp+1h ⇒ d(G(xh), Lph) ≤ µβ(h). (1.25)
Parce que G est µ-Lipschitz, et en utilisant l’inégalité triangulaire,
d(G(x), Lph) ≤ µ(1 + λ)β(h). (1.26)
Cela implique que Gh(x) ∩ Lph 6= 0. Par conséquent, à partir de n’importe quel point x ∈ Lph, il
existe une trajectoire qui reste indéfiniment dans Lph. On a donc L
p
h ⊂ V iabGh(K).
4. Conclusion.
Puisque Limh→0V iabGh(K) = V iabG(K), alors
Limh→0L
p
h = V iabG(K), (1.27)
la limite étant prise ici au sens de Painlevé-Kuratowski.
1.3 Contrôleur lourd de viabilité
L’idée d’une procédure de contrôle lourd vient d’Aubin [Aubin, 1991]. Le principe est d’appliquer
un contrôle constant jusqu’à ce que le système sorte du noyau de viabilité au pas de temps suivant,
et d’appliquer ensuite n’importe quel contrôle qui permette à la trajectoire de rester dans le noyau de
viabilité (par définition, au moins un tel contrôle existe). Le contrôleur de viabilité, défini dans le cas où
l’on a une approximation avec une méthode d’apprentissage, adapte la procédure du contrôleur lourd
en ajoutant une distance de sécurité à la frontière de l’approximation du noyau. En effet, on sait que le
vrai noyau de viabilité est inclus dans l’approximation. Il faut donc choisir une distance de sécurité qui
permette de rester toujours dans le vrai noyau de viabilité, et non pas seulement dans l’approximation.
De plus, au lieu de choisir le premier contrôle qui permette à la trajectoire de rester dans le noyau, on
choisit celle qui maximise la distance entre le point suivant et la frontière de l’approximation.
On note ∂Lph la frontière de l’approximation du noyau de viabilité L
p
h. Afin d’introduire la notion
de distance de sécurité, on définit le paramètre ∆ ∈ R+. On introduit la fonction de la distance algé-
brique d’un point à la frontière d(x, ∂Lph) telle que la distance est positive si x ∈ Lph et négative sinon.
L’algorithme 1.2 associe un contrôle un+1 à la (n+ 1)ème itération :
Procédure 1.2 (Contrôleur lourd de viabilité)
Considérant un état initial x0 tel que d(x0, ∂L
p
h) > ∆ et un contrôle initial u0 ∈ U(x0) choisi
aléatoirement, la procédure associe un contrôle un+1 à l’itération n+ 1 comme suit :
– si d((xn + ϕ(xn, un)dt), ∂L
p
h) > ∆, on garde le même contrôle un+1 = un ;
– sinon, un+1 = arg max
u∈U(x)
{d((xn + ϕ(xn, u)dt), ∂Lph)}.
Si les contrôles adéquats sont trouvés par cet algorithme, la procédure de contrôle garantit de garder
un point x ∈ A∆ indéfiniment dans A∆. Les contrôles adéquats existent s’il existe  > 0 tel que, pour
chaque point x à la frontière de A∆ :
– il existe un contrôle tel que d(x+ ϕ(x, u)dt, ∂V iab(K)) > d(x+ , ∂V iab(K)),
– d
(




avec ∂V iab(K)) la frontière du vrai noyau de viabilité. La première condition signifie que les meilleures
trajectoires partant de points situés à l’intérieur du noyau de viabilité ne sont pas tangentes à la frontière,
mais permettent au système de revenir légèrement à l’intérieur du noyau. De plus, cela requiert que
l’ensemble A∆ soit strictement inclus dans V iab(K). La seconde condition signifie que les gradients
de la fonction ∂Lph et ceux de ∂V iab(K) sont semblables.
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En pratique, la valeur de ∆ qui respecte ces conditions peut être approchée expérimentalement, en
testant les valeurs minimales de d(x, ∂Lph) pour lesquelles il existe un contrôle qui permet d’augmen-
ter d(x, ∂Lph). Cependant, des examens plus précis sont nécessaires ici pour pouvoir garantir que la
trajectoire reste indéfiniment dans A∆.
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Chapitre 2
Apprendre un noyau de viabilité en
utilisant des SVMs
Dans ce chapitre, nous proposons un algorithme d’approximation de noyau de viabilité qui utilise des
SVMs. Nous donnons les principales caractéristiques de l’algorithme et montrons qu’il permet de défi-
nir facilement des procédures de contrôle. Nous illustrons ensuite l’algorithme sur quelques exemples
d’application.
Dans la section 2.1, nous définissons les SVMs. Nous montrons notamment qu’elles ont une pro-
priété intéressante : la parcimonie. Nous considérons ensuite les SVMs comme méthode d’apprentissage
pour approcher un noyau de viabilité dans la section 2.2. Nous étudions les conditions d’application de
l’algorithme, puis nous montrons comment les SVMs permettent d’utiliser une méthode d’optimisation
pour trouver un contrôle viable, et éviter ainsi la recherche exhaustive de toutes les valeurs des contrôles.
Nous montrons également que la procédure peut être étendue à plusieurs pas de temps. Nous adaptons
ensuite le contrôleur lourd à l’approximation obtenue (section 2.3). Nous illustrons tout d’abord l’al-
gorithme sur quelques exemples simples d’application, puis sur un modèle d’écosystème marin en 6
dimensions pour l’espace d’état, et 17 dimensions pour l’espace des contrôles (section 2.4).
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2.1 Machines à vecteurs de support pour la discrimination
Le but général des méthodes de discrimination est de construire une fonction qui permette de dis-
criminer des exemples, en fonction de leur classe connue a priori. Il existe de nombreux algorithmes de
discrimination, les SVMs [Vapnik, 1995 ; Vapnik, 1998] en sont une méthode particulière qui montre
de bonnes performances dans la résolution de problèmes variés tels que la reconnaissance de formes
[Burges, 1998] ou la catégorisation de textes [Joachims, 1998]. Montrer de bonnes performances signi-
fie ici :
– avoir de bonnes capacités de généralisation : une fois qu’on a appris une SVM sur un ensemble
d’apprentissage, la fonction permet de classer très souvent correctement de nouveaux exemples
(qui n’ont pas servi à construire la fonction SVM) ;
– la fonction de discrimination ne doit pas être trop complexe. La capacité est une mesure de la
complexité de la fonction.
Les SVMs sont populaires car elles sont basées sur de solides fondements mathématiques : la théorie
statistique de l’apprentissage de Vapnik [Vapnik, 1995]. La dimension de Vapnik-Chervonenkis (di-
mension VC) permet d’exprimer le lien entre le risque empirique (erreur de classement sur les données
d’apprentissage) d’une fonction de discrimination et son risque réel (erreur de classement sur les don-
nées qui n’ont pas servi à construire la fonction). Cette relation exprime un compromis entre l’erreur
empirique et la complexité : une faible dimension VC signifie que la fonction est capable de bien ap-
prendre les données, tout en étant assez régulière et simple pour les généraliser. Dans le cas des SVMs,
les fonctions produites discriminent bien les données (maximisent la marge) et sont simples (parcimo-
nieuses).
Dans cette section, nous rappelons brièvement le principe des SVMs dans le cas binaire. Pour plus de
détails, le lecteur pourra se référer à [Cristianini et Shawe-Taylor, 2000], [Scholkopf et Smola, 2002] ou
[Muller et al., 2001].
2.1.1 Maximisation de la marge
Considérons une base d’exemples S = {(xi, yi)}Ni=1 où xi est un vecteur dans un espace X ∈ Rd
et yi ∈ {−1,+1} est l’étiquette associée à l’exemple xi. Dans le cas le plus simple, lorsque les données
sont linéairement séparables, on construit un hyperplan qui sépare les exemples positifs des exemples
négatifs :
f(x) = w.x+ b = 0, (2.1)
où w ∈ RN , b ∈ R et « . » signifiant produit scalaire. La fonction de décision est alors de la
forme signe(f(x)). Vapnik [Vapnik, 1995] a proposé un algorithme d’apprentissage qui discrimine
les exemples en utilisant un hyperplan pour les problèmes qui sont linéairement séparables (c’est-à-dire
sans faire aucune erreur de classement). Cet algorithme est basé sur le fait que, parmi tous les hyperplans
possibles, il existe un unique hyperplan optimal, qui maximise la distance minimale (marge γ) entre les
exemples et l’hyperplan (voir figure 2.1). Les points les plus proches de la marge sont appelés vecteurs
de support (SVs). L’hyperplan est alors solution de :
maximiserw,bmin {‖xi − x‖ |w.x+ b = 0, i = 1, ..., N} . (2.2)
Pour construire cet hyperplan optimal, on doit donc résoudre l’équation suivante :
minimiserw,b 12 ‖w‖2
sous contrainte yi(w.xi + b) ≥ 1, pour tout i = 1, ..., N. (2.3)
Cependant, dans la grande majorité des cas, les données ne sont pas linéairement séparables. On peut
alors garder l’idée d’un modèle linéaire simple, tout en obtenant des fonctions de décision non-linéaires





FIG. 2.1 – Hyperplan séparateur et marge. L’hyperplan séparateur est défini par la fonction w.x + b =
0 et la fonction de décision est signe(w.x + b). La marge γ est la distance minimale des points à
l’hyperplan. Les points situés sur les lignes pointillées sont les SVs.
en utilisant « l’astuce du noyau » [Boser et al., 1992]. Les exemples xi sont projetés dans un ensemble
de redescription F de grande dimension à l’aide d’une fonction Φ :
Φ : X → F
x → Φ(x). (2.4)
Le point intéressant est qu’il n’est pas nécessaire de définir explicitement la fonction Φ : le noyau k,
qui définit un produit scalaire entre deux projections dans l’espace F (k(x, y) = Φ(x).Φ(y)), satisfai-
sant la condition de Mercer1, est suffisant pour faire tous les calculs. L’équation de l’hyperplan devient
alors :
f(x) = w.Φ(x) + b = 0. (2.5)
Lorsque les données sont bruitées, on introduit des variables « ressorts » ξi afin de relâcher la
contrainte de l’équation (2.3) :
yi(w.Φ(xi) + b) ≥ 1− ξi, ξi ≥ 0, i = 1, ..., N. (2.6)
On veut déterminer le vecteur w ∈ F et b tel qu’on minimise la marge, en autorisant des erreurs de
classement :





où C > 0 est un paramètre de régularisation qui détermine le compromis entre le problème de maximi-
sation de la marge et le nombre de points mal-classés. Lorsque la valeur deC est grande, peu d’exemples
seront mal classés par la fonction SVM.
Pour résoudre le problème (2.7), on introduit les multiplicateurs de Lagrange αi ≥ 0, où αi sont des
vecteurs, et le lagrangien :






αi(yi(w.Φ(xi) + b)− 1). (2.8)
1Une fonction k(x, y) respecte la condition de Mercer si pour toute fonction g(x) telle que
∫
g(x)2∂x est fini, on a∫ ∫
k(x, y)g(x)g(y)∂x∂y ≥ 0.
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On minimise alors L(w, b, x) en fonction de w et b en passant par le problème dual, qui introduit la









0 ≤ αi ≤ C , i = 1 à N∑n
i=1 αiyi = 0.
(2.9)
Résoudre le problème dual d’optimisation permet d’obtenir les coefficients αi, ce qui conduit à la fonc-




αiyik(x, xi) + b = 0. (2.10)
2.1.2 Fonction noyau
La fonction Φ permet de trouver une transformation de l’espace initial X vers un espace de redes-
cription F de plus grande dimension. Or, on peut calculer des produits scalaires dans l’espace F sans
définir explicitement la fonction Φ en introduisant une fonction noyau k(x, y) = Φ(x).Φ(y). La condi-
tion de Mercer permet de déterminer si une fonction X ×X → R correspond à un produit scalaire dans
l’espace F . Parmi les fonctions qui satisfont cette condition, on peut citer :
– le noyau polynomial de degré p : k(x, y) = (a(x.y) + b)p ;
– le noyau gaussien :







L’avantage du noyau gaussien est que la fonction SVM produite peut approcher n’importe quelle fonc-
tion de discrimination, grâce au paramètre σ > 0 qui permet de régler l’écart type de la gaussienne.
Ainsi, en diminuant la valeur de σ, on peut approcher des formes très irrégulières, tandis qu’une forte
valeur de σ produira des formes plus lisses.
2.1.3 Parcimonie
La solution α du problème (2.9) vérifie les conditions de Karush-Kuhn-Tucker (KKT) pour chaque
αi. La plupart des exemples xi est située à l’extérieur de la marge, et la valeur de αi associée est égale
à 0 :
– αi = 0→ f(xi)yi > 1 : les exemples bien classés par la fonction SVM et non situés sur la marge
ont leur coefficient αi nul ;
– 0 < αi < C → f(xi)yi = 1 : les exemples situés sur la marge sont tels que 0 < αi < C ;
– αi = C → f(xi)yi < 1 : les exemples mal classés par la fonction SVM ont leur coefficient
αi = C.
Les exemples tels que αi > 0 sont appelés vecteurs de supports (SVs). On observe que seuls les
exemples non contraints de la solution (tels que αi 6= 0) nécessitent le calcul de leur coefficient et
sont seuls utilisés pour la détermination de l’hyperplan (2.10). En général, une faible proportion des
exemples de S constitue la solution : la méthode est donc parcimonieuse.
2.1.4 Résolution du problème quadratique
Apprendre une fonction SVM requiert la résolution d’un problème d’optimisation quadratique (2.9)
(problème QP) : la matrice k(xi, xj) doit être stockée dans une matrice N × N . La résolution du pro-
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blème requiert donc un espace mémoire O(N2) et la complexité calculatoire est en O(N3). Différents
algorithmes ont été développés pour résoudre des SVMs en grande dimension. Parmi ces algorithmes,
on peut citer :
– shrinking [Joachims, 1999] : définit une heuristique qui permet de déterminer quels points seront
exclus de la solution ou bornés ;
– SMO (Sequential Minimal Optimization) [Platt, 1999] : ne considère que deux points à chaque
étape en fonction de certaines heuristiques. L’algorithme SMO utilise le shrinking pour restreindre
l’espace de recherche des αi.
2.1.5 Malédiction de la dimensionnalité et SVMs
Lorsque le nombre de dimensions du problème est trop grand en fonction de la taille de la base
d’exemples, il y a un risque que la fonction de discrimination montre une mauvaise capacité de généra-
lisation (la fonction apprise sur la base d’apprentissage ne discrimine pas bien de nouveaux exemples).
Dans le domaine de l’apprentissage, ce problème est connu sous le nom de « malédiction de la dimen-
sionnalité » (terme introduit par Bellman [Bellman, 1961]).
La malédiction de la dimensionnalité est liée aux SVMs à deux niveaux :
– Tout d’abord, la fonction noyau k(x, y) définit une transformation implicite dans un espace de
redescription F de très grande dimension. Cependant, grâce à l’astuce du noyau, aucun calcul
n’est réalisé directement dans F .
– De plus, la dimension VC des hyperplans dans Rd est égale à d + 1, ce qui signifie que lorsque
la dimension de F tend vers l’infini, la dimension VC tend également vers l’infini. Cependant, en
utilisant le principe de maximisation de la marge γ, il est possible de borner la dimension VC par
une nouvelle borne, liée à γ et indépendante de la dimension des données. Plus la marge est impor-
tante, meilleures sont les performances des SVMs. Maximiser la marge permet de ne pas souffrir
de la malédiction de la dimensionnalité, et d’obtenir des fonctions simples de discrimination qui
séparent bien les données.
Ainsi, les SVMs sont une méthode de discrimination qui montre de bonnes performances dans des
espaces de dimension importante.
2.2 Algorithme d’approximation de noyau de viabilité avec des
SVMs
2.2.1 Malédiction de la dimensionnalité et approximation de noyau de viabilité
Dans de nombreuses applications, l’espace d’état est continu et les méthodes décrites dans le chapitre
1 requièrent la discrétisation de l’espace d’état. Cependant, la taille de la grille augmente exponentiel-
lement avec la dimension (le nombre total de points de la grille est de nd, avec n le nombre de points
par dimension et d la dimension de l’espace d’état) et on se heurte donc aux limites de la machine.
Ce problème est connu sous le nom de la « malédiction de la dimensionnalité » : les coûts augmentent
exponentiellement avec la dimension de l’espace d’état. Les coûts se situent à deux niveaux :
– en terme de capacité de mémoire, pour le stockage de la grille ;
– en terme de ressources de calcul (dans notre cas, pour la détermination de l’étiquette des points à
chaque itération de l’algorithme et le calcul de Lnh).
Ainsi, les algorithmes proposés dans cette thèse souffrent de la malédiction de la dimensionnalité et ne
sont applicables que pour des systèmes de faible dimension (5 ou 6), en utilisant une grille avec peu de
points par dimension.
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2.2.2 Respect des conditions d’application de l’algorithme
Nous n’avons pas de démonstration rigoureuse qui montre qu’il est toujours possible de trouver des
paramètres d’apprentissage tels que les SVMs respectent les conditions d’application (1.18) et (1.19)
de l’algorithme 1.1. Cependant, en pratique, nous avons facilement trouvé des paramètres de la SVM
qui permettent d’obtenir une fonction qui ne fait aucune erreur de classification, et qui n’a aucune
irrégularité supérieure à β(h), ce qui implique que les conditions sont respectées pour λ = 1. Certains
arguments nous font penser que cela sera généralement le cas.
Considérons l’algorithme des k − ppv (voir section 1.2.1) comme méthode de discrimination, pour
k = 1. Cette méthode associe à un point x l’étiquette (+1 ou −1) de son plus proche voisin sur Kh.
On peut facilement montrer que le résultat obtenu respecte les conditions d’application (1.18) et (1.19),
avec λ = 1. Si on définit Lnh comme le sous-ensemble deK composé des exemples ayant une étiquette
positive avec l’algorithme des k − ppv, alors par définition, chaque point de Lnh sera à une distance
inférieure à β(h) d’un point de la grille Knh , et chaque point de K\Lnh sera également à une distance
inférieure à β(h) d’un point de la grilleKh\Knh .
Considérons maintenant les SVMs. En utilisant un noyau gaussien (2.11), la fonction SVM produite
fn(x) (si on considère l’itération n de l’algorithme d’approximation) peut approcher n’importe quelle
fonction de discrimination, et il est toujours possible de trouver des paramètres C et σ qui donneront
une fonction qui ne fait aucune erreur de classement. Dès que σ ≥ β(h), la frontière de la fonction
SVM sera plus lisse que celle obtenue en utilisant l’algorithme des k − ppv. Dans ce cas, si on définit
l’approximation Lnh comme suit :
Lnh = {x ∈ K tels que fn(x) ≥ 0} , (2.12)
les conditions (1.18) et (1.19) sont respectées, avec λ = 1.
On peut se demander alors pourquoi utiliser les SVMs plutôt que les k − ppv. Une première raison
essentielle est liée à l’efficacité des SVMs, particulièrement lorsque l’espace d’état est en grande dimen-
sion. De plus, les k−ppv retiennent tous les exemples de la base d’apprentissage pour définir la frontière
de décision : si la taille de Kh est importante, l’algorithme nécessite une grande ressource mémoire et
une complexité calculatoire élevée. Les SVMs fournissent quant à elles un résultat parcimonieux. Enfin,
les SVMs permettent d’utiliser des méthodes pour optimiser les contrôles, en utilisant une méthode de
descente de gradient par exemple, et permettent ainsi d’éviter l’explosion du temps de calcul lorsque la
dimension de l’espace des contrôles augmente.
2.2.3 Méthode d’optimisation pour trouver un contrôle viable
L’expression analytique de Lnh peut être utilisée pour trouver un contrôle qui permette au système
de rester à l’intérieur de l’approximation courante du noyau. Dans le voisinage de la frontière de Lnh , les
directions pour lesquelles fn(x) augmente vont vers l’intérieur de Lnh , et celles pour lesquelles fn(x)
diminue vont vers l’extérieur. fn(x) fournit aussi une sorte de fonction barrière, similaire à celle utilisée
par [Spiteri et al., 2000]. Deux différences néanmoins : elle n’est pas située sur le bord de K mais
sur l’approximation du noyau et elle n’est pas basée sur une fonction logarithmique. Dans ce contexte,
maximiser fn(x) fournit un contrôle qui garde le système à l’intérieur de Lnh , si un tel contrôle existe.
Nous décrivons maintenant la procédure d’optimisation plus en détail, tout d’abord en considérant une
optimisation sur un pas de temps, puis sur plusieurs pas de temps. On utilise l’algorithme de descente
de gradient car c’est une méthode courante facile à mettre en oeuvre.
2.2.3.1 Algorithme de descente de gradient
Le principe de l’algorithme de descente de gradient est de se déplacer dans l’espace dans le sens
de la plus grande pente d’une fonction jusqu’à atteindre un minimum. Cette méthode ne garantit que
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l’obtention d’un minimum local.
Considérons une fonction dérivable g(x). La méthode de descente de gradient recherche le point x∗ qui
minimise la fonction g(x). Pour cela, on fixe un point initial x0 et on construit une suite de points x(k)
telle que :
xk+1 = xk + η∇g(xk) (2.13)
avec η pas positif, jusqu’a ce que∇g(xk) soit très petit. On a alors x∗ = xk.
Dans le cas où l’on cherche le maximum d’une fonction, il suffit alors de changer le signe de la fonction :
maximiser g(x) revient à minimiser −g(x).
2.2.3.2 Optimisation sur un pas de temps
Définissons tout d’abord la fonction D(x, u) à maximiser. Lorsque l’on considère un point x ∈ K,
on peut directement utiliser la fonction SVM fn pour définir la fonction à maximiser :
si x ∈ K,D(x, u) = fn(x+ ϕ(x, u)dt). (2.14)
Il y a cependant deux cas où on ne peut pas utiliser la fonction fn telle que définie. Lorsque (x +
ϕ(x, u)dt) /∈ K, nous ne pouvons pas utiliser la fonction car on se situe dans une zone non-définie par
la base d’apprentissage, et le comportement de fn n’est alors pas contraint. Le second cas correspond à
la première itération de l’algorithme lorsque aucune fonction SVM n’est disponible. Dans ces deux cas,
on utilise la distance d’un point à c ∈ Rd, le centre deK, pour définir la fonction D :
si x /∈ K ou x+ ϕ(x, u)dt /∈ K,D(x, u) = − ‖ x+ ϕ(x, u)dt− c ‖ . (2.15)
La maximisation de cette distance garantit de trouver un contrôle qui tend à ramener le système à
l’intérieur deK.
On définit maintenant le contrôle optimal comme la valeur u∗ qui maximise la fonction D(x, u) :
u∗ = arg max
u∈U(x)
D(x, u). (2.16)
On utilise une méthode de descente de gradient afin de déterminer u∗. On construit une séquence u(k),
où uki est la i







Le paramètre η règle la magnitude de la mise à jour à chaque itération.
2.2.3.3 Optimisation sur j pas de temps
Cette méthode peut être étendue pour déterminer une séquence de contrôles optimaux sur j pas de
temps, avec un temps de calcul raisonnable. On considère une trajectoire partant d’un point x, définie
itérativement :{
t(x, u1) = x+ ϕ(x, u1)dt,
t(x, u1, ..., uj) = t(x, u1, ..., uj−1) + ϕ(t(x, u1, ..., uj−1), uj)dt.
(2.18)
La fonction D est alors définie comme suit :
D(x, u1, ..., uj) =
{
fn(t(x, u1, ..., uj)) si t(x, u1, ..., uj) ∈ K,
− ‖ t(x, u1, ..., uj)− c ‖ sinon. (2.19)
L’ensemble des contrôles optimaux (u∗1, .., u
∗
j ) est celui qui résout le problème suivant :
arg max
(u1,..,uj)
D (x, u1, ..., uj) . (2.20)
Le problème peut être résolu en utilisant une procédure de descente de gradient, généralisée à partir du
problème précédent.
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2.2.3.4 Avantages de la procédure
L’avantage principal d’utiliser une méthode d’optimisation pour trouver s’il existe un contrôle viable
est qu’il n’est plus nécessaire de discrétiser l’espace des contrôles (lorsque la fonction de contrôle est
continue). Ainsi, on peut travailler avec des problèmes dont l’espace des contrôles est en grande dimen-
sion.
De plus, il est possible d’utiliser plusieurs pas de temps à chaque itération, ce qui permet potentielle-
ment d’obtenir une meilleure approximation de la dynamique continue F . Pour un pas de discrétisation
en temps donné, la qualité de l’approximation de la dynamique F dépend du schéma utilisé : plus la
valeur de dt est petite, plus la trajectoire associée à un point approchera la dynamique continue. En effet,
on approche le point x(t + dt) en utilisant un schéma d’Euler (x(t + dt) = x(t) + ϕ(x(t), u(t)dt) et
l’erreur d’approximation est en O(dt2). L’approximation de la dynamique continue peut être améliorée
en utilisant j pas de temps pour calculer le successeur d’un point. Pour une valeur de pas de temps
dt, on obtient un successeur au temps j.dt = dt′. L’erreur de l’approximation est donc dans ce cas
en O(j.dt2), au lieu de O(dt′2) si on considère une approximation avec un pas de temps dt′. Pour un
pas de discrétisation donné, considérer plusieurs pas de permet d’obtenir potentiellement une trajectoire
qui approche mieux la dynamique, et on obtient ainsi une approximation de meilleure qualité pour une
discrétisation dans l’espace donnée.
Enfin, nous avons constaté, pour au moins quelques exemples, que l’utilisation de plusieurs pas
de temps permet de diminuer l’effet diffusif de l’algorithme et d’obtenir ainsi une approximation plus
fine du noyau de viabilité. Cependant, des investigations supplémentaires sont nécessaires pour prouver
mathématiquement ce constat.
2.2.4 Algorithme simplifié
Dans l’algorithme d’approximation 1.1, on doit déterminer si le meilleur contrôle conduit à un point
qui est à une distance supérieure à µβ(h) de l’ensemble Lnh . Cette distance n’est pas directe à calculer
et dans un premier temps, nous l’avons approchée en utilisant un schéma d’Euler, en suivant le gradient
de la fonction D. Cependant, cette opération est coûteuse en temps de calcul et nous avons constaté sur
plusieurs exemples qu’elle tend à augmenter l’effet diffusif de l’algorithme. Nous avons remarqué que,
pour au moins certains problèmes, la règle simple suivante pour définir Kn+1h (écrite ici dans le cas
d’une optimisation à un pas de temps, mais qui peut être facilement étendue à plusieurs pas de temps)
permet de limiter l’effet diffusif :
Kn+1h = {xh ∈ Knh tels que fn(xh + ϕ(xh, u∗)dt) ≥ −δ et (xh + ϕ(xh, u∗)dt) ∈ K} . (2.21)
On choisit δ = 1 car cela limite la définition de l’approximation du noyau de viabilité aux marges −1
de la fonction SVM. Cela signifie que les vecteurs de support d’étiquette −1 sont situés à l’intérieur
de l’approximation, et généralement proches de sa frontière (voir figure 2.2). Cette définition tend à
satisfaire une condition plus stricte que (1.19), mais ne la garantit pas.
2.2.5 Algorithme général d’approximation de noyau de viabilité avec des SVMs
L’algorithme 2.1 décrit l’algorithme général simplifié d’approximation d’un noyau de viabilité en
utilisant des SVMs. Le point x∗ est le point obtenu après avoir utilisé le contrôle u∗ (ou (u∗1, ..., u
∗
j )
pour une optimisation sur j pas de temps).
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K0h ← Kh,K1h ← ∅
// Première itération
Pour tout xh ∈ K0h Faire











n = n+ 1
Calculer fn(x) à partir de S
S ← ∅
Kn+1h ← ∅
Pour tout xh ∈ Knh Faire












Définir Lnh à partir de fn(x)
Renvoyer Lnh
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FIG. 2.2 – Les vecteurs de support sont situés sur les marges +1 et −1. Dans la simplification de
l’algorithme, les vecteurs de support avec une étiquette −1 sont situés à l’intérieur de l’approximation
du noyau (représentée en bleu), ce qui tend à satisfaire une condition plus stricte que (1.19).
2.3 Contrôleurs de viabilité utilisant des SVMs
Le contrôleur lourd de viabilité défini par l’algorithme 1.2 nécessite le calcul de la distance d’un
point à la frontière de l’approximation ∂Lph. Cependant, on a vu dans la section précédente que la
distance entre un point et une fonction SVM n’est pas directe à calculer. On adapte donc la procédure
au cas où l’on choisit les SVMs comme méthode d’apprentissage.
On utilise la propriété que fp(x), la fonction associée à L
p
h, peut jouer le rôle d’une fonction barrière
dans le voisinage de la frontière de l’approximation du noyau de viabilité. On définit la procédure
suivante :
Procédure 2.1 (Contrôleur lourd de viabilité en utilisant une fonction SVM)
Pour ∆ un réel positif donné, on définit :
A∆ = {x tels que fp(x) ≥ ∆} . (2.22)
Considérant un état initial x0 ∈ A∆ et un contrôle initial u0 ∈ U(x) choisi aléatoirement, la procé-
dure associe un contrôle un+1 à l’itération n+ 1 comme suit :
– si (xn + ϕ(xn, un)dt) ∈ A∆, on garde le même contrôle un+1 = un ;
– sinon, un+1 = arg max
u∈U(x)
fp(xn + ϕ(xn, u)dt).
En pratique, on peut définir des contrôleurs plus ou moins prudents, en anticipant sur k pas de
temps. A partir d’un point xn, on vérifie pour i = 1, ..., k, si on applique k fois le contrôle un, si le point
t(xn, un, ..., un) appartient à l’ensemble A∆. Si oui, on avance d’un pas avec un+1 = un. Si non, on
recherche une séquence de contrôles qui permette au point t(xn, un+1, ...un+k) de rester dans A∆, et
on applique le contrôle un+1. Ainsi, plus le nombre de pas d’anticipation k est élevé, plus le contrôleur
est prudent. L’algorithme 2.1 devient alors :
Procédure 2.2 (Contrôleur lourd de viabilité en utilisant une fonction SVM - version prudente)
Considérant un état initial x0 ∈ A∆ et un contrôle initial u0 ∈ U(x) choisi aléatoirement, la procé-
dure associe un contrôle un+1 à l’itération n+ 1 comme suit :
– si t(xn, un, ..., un) ∈ A∆, on garde le même contrôle un+1 = un ;
– sinon, (un+1, ..., un+k) = arg max
u∈U(x)
f(t(xn, un+1, ...un+k)) et on applique le contrôle un+1.
Il n’y pas de garantie mathématique que cette procédure permette de garder le système indéfiniment
dans K. Cependant, en pratique, il apparaît que l’anticipation sur plusieurs pas de temps augmente
considérablement les chances de rester dans K. Dans tous les cas, mettre la fonction barrière sur la
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frontière d’une approximation fine du noyau donne de meilleures garanties qu’une barrière sur les bords
deK (comme cela est défini dans [Spiteri et al., 2000]).
L’avantage de définir une procédure de contrôle lorsque l’approximation du noyau est donnée par
une fonction SVM est la parcimonie du contrôleur : même si le temps d’approximation du noyau est
long, la fonction résultante est définie à l’aide d’un nombre de points réduit, et le temps de calcul d’une
trajectoire est faible.
2.4 Exemples d’application
Dans cette section, nous illustrons l’algorithme d’approximation avec des SVMs sur trois exemples :
deux exemples simples de problème de population et de consommation et un troisième plus complexe
de gestion d’un écosystème marin. Nous montrons un exemple d’approximation progressive d’approxi-
mation de noyau de viabilité. Nous constatons sur le problème de population que l’utilisation de l’algo-
rithme simplifié et de plusieurs pas de temps permet également de réduire l’effet diffusif. Nous donnons
également quelques exemples de contrôleurs. Nous illustrons ensuite l’algorithme sur un problème plus
complexe de gestion d’un écosystème marin.
Les résultats ont été obtenus en utilisant un logiciel spécifique d’approximation de noyau de viabilité, de
bassin de capture et de calcul des valeurs de résilience, développé durant la thèse. Ce logiciel est décrit
en annexe A.
2.4.1 Modèle simple de croissance d’une population dans un espace limité
Le système représente une population avec un apport constant de ressources, sans prédateurs, mais
qui évolue dans un espace limité. L’état du système (x(t), y(t)) représente la taille d’une population
x(t), qui fluctue avec le taux d’évolution y(t). La population doit rester dans un certain intervalle K =
[a; b]× [d; e], avec a > 0. Ce système a été étudié par Maltus, puis par Verhulst et ensuite redéveloppé
par Aubin [Aubin, 2002], qui a ajouté une borne d’inertie. La borne d’inertie c limite la dérivée du taux
d’évolution à chaque pas de temps. Le système en temps discret, défini avec un intervalle de temps dt,
peut être réécrit comme suit :{
x(t+ dt) = x(t) + x(t)y(t)dt
y(t+ dt) = y(t) + u(t)dt avec |u(t)| ≤ c. (2.23)
Pour ce système simple, il est possible de dériver analytiquement le noyau de viabilité du système
[Aubin, 2002], son expression (pour dt→ 0) est la suivante :
V iab(K) =
(x, y) tels que x ∈ [a; b] ety ∈ [−√2c log ( bx);√2c log (xa)]
 . (2.24)
Pour les simulations suivantes, on pose a = 0, 2 ; b = 3 ; c = 0, 5 ; d = −2 et e = 2.
La figure 2.3 montre un exemple d’approximation progressive du noyau en utilisant l’algorithme ini-
tial (avec la constante de Lipschitz). La figure 2.4 présente l’approximation finale du noyau, en utilisant
une optimisation sur 1 pas de temps, comparée à une optimisation sur 6 pas de temps. Les paramètres des
simulations sont donnés dans le tableau 2.1 (simu 1 et simu 2 respectivement). On remarque que l’ap-
proximation est plus proche du noyau théorique (représenté par les lignes noires) lorsque l’optimisation
est faite sur 6 pas de temps.
La figure 2.5 illustre l’efficacité de l’algorithme simplifié proposé dans la section 2.2.4. Les para-
mètres utilisés pour cette simulation sont donnés dans le tableau 2.1 (simu 3 et simu 4). L’approximation
donnée par la figure 2.5 b peut être comparée à celle donnée par la figure 2.4 b. On remarque, sur ces
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FIG. 2.3 – Exemple de l’approximation progressive du noyau de viabilité pour le problème population
(algorithme initial). L’axe horizontal représente la taille de la population (x) et l’axe horizontal le taux
d’évolution (y). K est le rectangle qui limite les points de la grille. Les différentes approximations Lnh
sont représentées en bleu. Les points jaunes sont ceux appartenant àKn+1h .
simulations, que l’algorithme simplifié limite l’effet diffusif de l’algorithme. On constate également que
la qualité de l’approximation augmente lorsque le pas de la grille h diminue.
La figure 2.6 montre également deux exemples de trajectoires sur 120 pas de temps, obtenues à
partir de la procédure du contrôleur lourd, partant d’un point initial x0 = (1, 9; 0, 5). Les paramètres du
calcul du noyau sont donnés dans le tableau 2.1 (simu 4). On pose∆ = 12 et on compare deux types de
contrôleur : un premier, en anticipant sur 2 pas de temps, et un plus prudent, en anticipant sur 6 pas de
temps.
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(a) (b)
FIG. 2.4 – Augmenter le nombre de pas de temps pour l’optimisation diminue l’effet diffusif de l’algo-
rithme (algorithme initial). L’optimisation est faite sur (a) 1 pas de temps (b) 6 pas de temps.
simu 1 simu 2 simu 3 simu 4 simu 5
Dimension 2 2 2 2 2
Pas de la grille h 0, 02 0, 02 0, 05 0, 02 0, 02
Nombre total de points 2601 2601 441 2601 2601
dt 0, 03 0, 03 0, 03 0, 03 0, 03
Nombre de pas 1 6 6 6 4
C 30000 30000 30000 30000 30000
σ2 0, 05 0, 05 0, 05 0, 05 0, 05
Nombre d’itérations 29 7 7 7 26
Nombre final de SV 18 25 21 26 25
Temps (secondes) 17 13 2 13 34
TAB. 2.1 – Paramètres et résultats des simulations pour les problèmes population et consommation.
(a) (b)
FIG. 2.5 – Augmenter la résolution de la grille améliore la qualité de l’approximation (algorithme sim-
plifié). La grille contient (a) 21 points par dimension (b) 51 points par dimension.
2.4.2 Problème de consommation
On considère maintenant un problème de consommation [Aubin, 1991], défini en deux dimensions
x(t) et y(t). La variable x(t) représente la consommation d’une matière première et y(t) son prix.
L’ensemble des contraintes est l’ensemble K = [0; b] × [0; e]. L’évolution des prix entre deux pas
de temps est bornée. La dynamique du système représente la consommation d’une matière première,
freinée par les prix : {
x(t+ dt) = x(t) + (x(t)− y(t))dt
y(t+ dt) = y(t) + u(t)dt avec |u(t)| ≤ c. (2.25)
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(a) (b)
FIG. 2.6 – Exemples de trajectoires lourdes à partir d’un point x0 ∈ A∆ pour le problème population.
La différence entre Lph et A∆ est représentée en bleu clair, la trajectoire en vert. Anticipation sur (a) 2
pas de temps (b) 6 pas de temps.
Pour ce système simple, il est possible de dériver analytiquement le noyau de viabilité du système
[Aubin, 1991], son expression (pour dt→ 0) est la suivante :
V iab(K) =
{
(x, y) tels que
x ∈ [a; b] et
y ∈
[
x− c+ c exp− xc ;x+ c− c exp− x−bc
] }
. (2.26)
Pour les simulations suivantes, on pose b = 2 ; c = 0, 5 et e = 3. Les paramètres de simulation sont
donnés dans le tableau 2.1 (simu 5).
La figure 2.7 présente un exemple d’approximation de noyau de viabilité en utilisant l’algorithme sim-
plifié. Elle montre également 2 exemples de trajectoires sur 100 pas de temps en partant d’un point
initial x0 = (0, 3; 0, 15). On pose ∆ = 12 et on compare deux types de contrôleur : un premier, en
anticipant sur 2 pas de temps, et un plus prudent, en anticipant sur 6 pas de temps.
(a) (b)
FIG. 2.7 – Exemple d’approximation du noyau de viabilité et trajectoires lourdes à partir d’un point
x0 ∈ A∆ pour le problème consommation. L’axe horizontal représente la consommation (x) et l’axe
vertical le prix (y).K est le rectangle qui limite les points de la grille. La différence entre Lph et A∆ est
représentée en bleu clair. Anticipation sur (a) 2 pas de temps (b) 6 pas de temps.
On peut comparer l’approximation du noyau de viabilité obtenue ici avec celles données dans [Boka-
nowski et al., 2006], qui ont approché le noyau de viabilité pour le problème consommation, et comparé
leur résultat avec celui obtenu avec l’algorithme de viabilité de Saint-Pierre. Avec une grille de 50 points
par dimension, les approximations obtenues en utilisant le schéma anti-diffusif Ultra-Bee fournissent un
résultat proche de celui obtenu en utilisant l’algorithme d’approximation de noyau de viabilité avec des
SVMs. Par contre, l’approximation obtenue en utilisant l’algorithme de viabilité est beaucoup moins
précise lorsque l’on utilise le même nombre de points par dimension pour la discrétisation.
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2.4.3 Problème en six dimensions : écosystème marin
Mullon et al. [Mullon et al., 2004] ont proposé un modèle dynamique d’évolution de la biomasse
dans l’écosystème marin du Sud Benguela, composé de 5 compartiments (détritus, phytoplancton, zoo-
plancton, poisson pélagique et poisson benthique). Ils ont étudié le modèle dans une perspective de
viabilité (voir également [Cury et al., 2005] pour une étude du même système, et [Le Fur et al., 1999]
pour l’application de la viabilité en halieutique), en déterminant, pour un volume de pêche constant,
si la biomasse de chaque espèce reste dans un certain intervalle, en prenant en compte les incertitudes
sur les coefficients d’interaction dans le modèle. Le but est d’étudier les valeurs de pêche constantes
qui permettent d’assurer la pérennité de l’écosystème. Dans cette section, nous étendons le problème et
nous nous focalisons sur les politiques de pêche qui permettent de garder le système viable (au lieu de
considérer une pêche constante).
La principale difficulté de ce problème est que l’espace des contrôles est en dimension 16. [Mullon
et al., 2004] ont résolu ce problème en proposant une méthode adaptée aux équations linéaires des
évolutions. On utilise ici l’algorithme simplifié d’approximation d’un noyau de viabilité en utilisant les
SVMs. Grâce à la définition continue de la frontière de l’approximation, on peut utiliser des méthodes
d’optimisation pour rechercher s’il existe au moins un contrôle qui permette de garder le système viable,
ce qui permet de travailler dans des espaces de contrôle importants.
2.4.3.1 Modèle
En suivant une approche classique [Walters et al., 1997], on suppose que la variation de la biomasse
d’une espèce i due à sa prédation par une autre espèce j dépend linéairement des biomasses des deux
espèces (Bi et Bj), avec des coefficients rji et dji. La biomasse perdue par une espèce i à cause de sa






(rjiBj + djiBi). (2.27)
La variation de biomasse Bi due à cette interaction prend également en compte l’assimilation de la
biomasse des autres espèces j, multipliée par un coefficient de croissance, noté gi. Le gain de biomasse






(rijBi + dijBj). (2.28)
Pour les détritus, la variation de biomasse suit le même principe, et intégre également la biomasse non-








g1(1− gl)(rlkBl + dklBk). (2.29)
Le modèle du Sud Benguela prend en compte les interactions trophiques (prédation, consommation et
pêche) parmi les cinq compartiments suivants : détritus (i = 1), phytoplancton (i = 2), zooplancton
(i = 3), poisson pélagique (i = 4) et poisson benthique (i = 5). L’équation finale de l’évolution de la








dt − dB1(i→)dt − Yi,
(2.30)
avec Yi la pêche sur l’espèce i.
36 CHAPITRE 2 : APPRENDRE UN NOYAU DE VIABILITÉ AVEC DES SVMS
[Mullon et al., 2004] ont aussi pris en compte l’incertitude sur les paramètres rij et dij , exprimée
par :
rij ∈ [rij − δrij ; rij + δrij ] , dij ∈
[
dij − δdij ; dij + δdij
]
. (2.31)
Ils ont considéré les paramètres rij et dij comme des variables de contrôle, ce qui signifie qu’on sup-
pose ici qu’à chaque instant, la valeur de ces paramètres peut être modifiée, dans l’intervalle défini par
l’équation (2.31). A chaque itération, l’évolution de la biomasseBi d’une espèce est donc fonction d’un
ensemble admissible de consommation et de prédation.
Dans cette étude, on ajoute les pêches comme une variable d’état du système, afin de trouver les états
initiaux du système qui permettent de garder l’écosystème viable. Pour assurer un système durable, les
contraintes de viabilité sont définies par :{
0 ≤ mi ≤ Bi ≤Mi
0 ≤ ymin ≤ Yi ≤ ymax, Y ′i ∈ [−δy,+δy] , i = 4, 5. (2.32)
où mi est le niveau minimal de la ressource, Mi la biomasse maximale que peut contenir le système,
ymin et ymax sont respectivement les niveaux minimum et maximum de pêche pour les poissons péla-
giques et benthiques. Le paramètre δy limite l’évolution du niveau de pêche entre deux pas de temps.
On suppose ici que les niveaux de pêche pour les deux espèces sont les mêmes. Certaines valeurs de
rij et dij sont nulles, l’espace des contrôles pour les incertitudes est en dimension 16, et le contrôle
sur la pêche est en dimension 1. Ces contraintes, qui sont les valeurs critiques d’un système « en bonne
santé », permettent de lier les objectifs de pêche avec le principe de durabilité de l’écosystème. La figure







FIG. 2.8 – Composants et structure de l’écosystème du Sud Benguela. Les flèches représentent les flux
entre les compartiments : les flèches pleines indiquent une consommation ou une prédation, et les flèches
en pointillé représentent les flux vers les détritus (inspiré par [Mullon et al., 2004]).
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Poisson pélagique 5 60
Poisson benthique 5 30
TAB. 2.2 – Valeurs minimales et maximales des biomasses Bi pour les cinq espèces.
2.4.3.2 Problème de viabilité
Dans le problème de viabilité, les contrôles sont la variation de la pêche δy et les incertitudes sur
les coefficients rij et dij . Cela signifie que, pour chaque état du système situé à l’intérieur du noyau,
il existe des valeurs de ces variables qui permettent de rester dans le noyau à l’instant suivant. Ici, on
suppose que Y4 = Y5 = Y , condition certes peu réaliste mais qui permet de travailler avec un système
en dimension 6 (il aurait été en dimension 7 sinon).
Le problème de contrôle de viabilité est donc de déterminer la fonction de contrôle :
t→ rij(t), dij(t), δy(t) avec i = 1, ..., 5 (2.33)
qui permette de garder les contraintes de viabilité indéfiniment satisfaites. On approche alors le noyau
de viabilité, qui correspond à l’ensemble des états initiaux pour lesquels une telle fonction existe.
2.4.3.3 Résultats
Les coefficients de contrôle sont dérivés d’un modèle Ecopath [Shannon et al., 2003]. On utilise les
valeurs de paramètres donnés par [Mullon et al., 2004]. La table 2.2 donne les bornes de l’espace des
contraintes et on pose ymin = 0 (pas de pêche du tout), ymax = 5 (qui correspond à la valeur maximale
testée par [Mullon et al., 2004]) et δy = 0, 5 (soit 10% de la pêche maximale). Les valeurs de pêche pour
les autres espèces sont mises à 0, sauf pour les détritus (Y1 = −1000 tonnes/km2, ce qui correspond à
un apport de détritus).
Les figures suivantes présentent des exemples de résultats pour différentes valeurs des biomasses de
chaque espèce. Le noyau obtenu est semblable à celui donné dans [Mullon et al., 2004], pour un niveau
de pêche donné. L’approximation du noyau est donnée en bleu, et les bords des axes sont les contraintes
données par les espèces représentées. Les valeurs des paramètres pour l’algorithme d’approximation
(algorithme simplifié) sont données dans le tableau 2.3.
Cet exemple illustre la capacité de l’algorithme d’approximation de noyau de viabilité utilisant des
SVMs à travailler dans des espaces de contrôle importants. Cependant, il montre également ses limites
pour des espaces d’état en grande dimension : l’approximation obtenue n’est pas très précise car on
utilise une grille avec seulement 6 points par dimension. Cette limitation est due au temps de calcul
important pour approcher le noyau de viabilité lorsque la taille de la grille augmente. En effet, le temps
de calcul de l’étiquette des points est linéaire avec la taille de la grille, et de plus, le temps de calcul
d’une fonction SVM est quadratique avec la taille de la base d’apprentissage. Il est ainsi difficile de
travailler avec beaucoup de points par dimension, car la taille de la grille explose (par exemple, avec 10
points par dimension, la grille contient 1000000 points) et les temps de calcul également. On atteint ici
les limites de l’algorithme présenté ; dans le chapitre 6, nous proposerons une procédure pour obtenir
des résultats plus précis en dimension importante. Même si l’approximation obtenue ici n’est pas très
précise, nous donnons rapidement quelques exemples de résultats.
On se concentre sur les valeurs de biomasse de détritus= 2000 tonnes / km2 car ces valeurs assurent
d’avoir un noyau non vide pour presque toutes les autres valeurs des compartiments. Pour une biomasse
de détritus égale à 1600 tonnes/km2, certains niveaux de zooplancton et phytoplancton sont nécessaires
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pour assurer la viabilité du système. Pour des biomasses de détritus plus faibles, il n’y a aucun état
viable : une valeur élevée de biomasse de détritus est nécessaire pour assurer la durabilité du système.
On se focalise sur l’impact de la pêche sur les poissons pélagiques et benthiques.
simulation
Dimension 6
Pas de la grille h 0, 2
Nombre total de points 46656
dt 0, 2




Nombre final de SV 1642
Temps (heures) 14
TAB. 2.3 – Paramètres et résultats de la simulation pour le problème d’écosystème marin.
Effet de la pêche sur les poissons benthiques
La figure 2.9 présente des coupes du noyau de viabilité pour des valeurs de biomasses de détritus =
2000 tonnes/km2, phytoplancton = 100 tonnes/km2, zooplancton = 90 tonnes/km2 et pour différentes
valeurs de biomasses de poisson pélagique.
Les différents niveaux de biomasses de poisson pélagique, benthique et de la pêche ont une influence
sur la frontière du noyau de viabilité :
– pour les plus faibles valeurs de biomasse de poisson pélagique, la biomasse de poisson benthique
ne doit pas être trop importante et les plus hauts niveaux de pêche sont à éviter ;
– de la même façon, lorsque la biomasse de poisson pélagique est importante, la biomasse de pois-
son benthique doit être élevée et certaines faibles valeurs de pêche sont à éviter pour garantir un
système viable ;
– pour les valeurs moyennes de biomasse de poisson pélagique, il n’y a pas de restriction sur le
niveau des pêches.
B4 = 5 B4 = 30 B4 = 60
FIG. 2.9 – Approximation du noyau de viabilité pour différentes biomasses de poisson pélagique. L’axe
horizontal représente la biomasse de poisson benthique (B5), l’axe vertical la pêche Y , B1 = 2000
tonnes/km2, B2 = 100 tonnes/km2 et B3 = 90 tonnes/km2.
La figure 2.10 présente des coupes du noyau de viabilité pour des valeurs de biomasses de détritus
= 2000 tonnes/km2, phytoplancton = 400 tonnes/km2, zooplancton = 130 tonnes/km2. On constate
que l’approximation du noyau est plus petite que dans la figure 2.9 : une biomasse importante de pois-
son pélagique représente une situation non-viable. Comme précédemment, certains niveaux trop faibles
ou trop forts de pêche doivent être évités. De façon générale, plus la biomasse de zooplancton est im-
portante, plus l’approximation du noyau est petite et il n’y a pas de situation viable pour des biomasses
de poisson pélagique égale à 60 tonnes/km2.
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B4 = 5 B4 = 30 B4 = 60
FIG. 2.10 – Approximation du noyau de viabilité pour différentes biomasses de poisson pélagique. L’axe
horizontal représente la biomasse de poisson benthique (B5), l’axe vertical la pêche Y , B1 = 2000
tonnes/km2, B2 = 400 tonnes/km2 et B3 = 130 tonnes/km2.
Effet de la pêche sur les poissons pélagiques
On étudie maintenant l’effet de la pêche sur les poissons pélagiques, en gardant les mêmes valeurs
que précédemment pour les autres espèces.
La figure 2.11 présente des coupes du noyau de viabilité pour des valeurs de biomasses de détri-
tus = 2000 tonnes/km2, phytoplancton = 100 tonnes/km2, zooplancton = 90 tonnes/km2 et pour diffé-
rentes valeurs de biomasses de poisson benthique. On remarque que les niveaux de pêche influent sur la
frontière de l’approximation du noyau uniquement lorsque la biomasse de poisson benthique est faible :
plus la biomasse de poisson pélagique est importante, plus la quantité de poissons pêchée peut être
importante. Cependant, quelles que soient les biomasses de poisson benthique, les niveaux de pêche
doivent être soigneusement contrôlés pour garantir un système viable. Pour les valeurs moyennes de
poisson benthique, le système n’est pas viable pour les valeurs de pêche extrêmes. Pour les valeurs les
plus importantes, la biomasse de poisson benthique ne doit pas être trop faible.
B5 = 5 B5 = 15 B5 = 30
FIG. 2.11 – Approximation du noyau de viabilité pour différentes biomasses de poisson benthique. L’axe
horizontal représente la biomasse de poisson pélagique (B4), l’axe vertical la pêche Y , B1 = 2000
tonnes/km2, B2 = 100 tonnes/km2 et B3 = 90 tonnes/km2.
Pour des valeurs de biomasse de zooplancton plus grandes (figure 2.12), l’approximation du noyau
est plus petite. Certains niveaux de biomasse de poisson benthique et de pêche sont nécessaires pour
garantir l’existence d’une trajectoire viable :
– pour les faibles valeurs de biomasse de poisson benthique, les pêches doivent être soigneusement
contrôlées ; les valeurs extrêmes représentent des situations non-viables ;
– pour les valeurs moyennes, le système n’est pas viable uniquement pour les plus grandes valeurs
de biomasse de poisson pélagique ;
– les pêches ont une influence lorsque le système a des fortes valeurs de biomasses de poisson
pélagique et benthique : un niveau minimal de pêche est nécessaire pour assurer la viabilité du
système.
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B5 = 5 B5 = 15 B5 = 30
FIG. 2.12 – Approximation du noyau de viabilité pour différentes biomasses de poisson benthique. L’axe
horizontal représente la biomasse de poisson pélagique (B4), l’axe vertical la pêche Y , B1 = 2000
tonnes/km2, B2 = 400 tonnes/km2 et B3 = 130 tonnes/km2.
Deuxième partie
Approcher des bassins de capture





Approcher un bassin de capture
en utilisant une méthode
d’apprentissage
Dans ce chapitre, nous proposons un algorithme d’approximation de bassins de capture et de fonc-
tion de temps minimal dans l’espace d’état initial en utilisant une méthode d’apprentissage, et nous
déterminons deux variantes de l’algorithme : une première qui fournit une approximation qui inclut les
bassins de capture, et une deuxième pour laquelle l’approximation obtenue est incluse dans les bassins
de capture. Nous proposons également un contrôleur optimal, basé sur le résultat de l’algorithme.
Dans la section 3.1, nous définissons le bassin de capture d’un système et décrivons comment il peut
être utilisé pour dériver des politiques de contrôle. Dans la section 3.2, nous adaptons tout d’abord l’al-
gorithme proposé dans le chapitre 1 au problème d’atteinte d’une cible, en utilisant un système auxiliaire
et en définissant une gestion plus efficace de la grille de points. Nous proposons ensuite un algorithme
d’approximation dans l’espace d’état initial, et décrivons deux variantes : la première variante fournit
une approximation par l’extérieur et la seconde variante une approximation par l’intérieur. Nous défi-
nissons les conditions mathématiques que l’algorithme d’apprentissage doit respecter pour garantir la
convergence. Dans la section 3.3, nous définissons un contrôleur optimal. Pour terminer, dans la sec-
tion 3.4, nous étendons les résultats au problème de minimisation d’une fonction de coût strictement
décroissante.
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3.1 Capturabilité
3.1.1 Définitions
La théorie de la viabilité traite également le problème d’atteinte d’une cible fermée C ∈ K, sans
que le système ne quitte jamais l’espace des contraintesK. Le système dynamique est défini par :
x′(t) ∈ F (x(t)) = {ϕ(x(t), u(t)), u(t) ∈ U(x(t))} . (3.1)
Les évolutions x(t) capturant la cible sont les évolutions viables dans K jusqu’à ce qu’elles atteignent
la cible C en temps fini :
∃τ ≥ 0 tel que
{
x(τ) ∈ C
∀t ∈ [0, τ ], x(t) ∈ K. (3.2)
Le bassin de capture CaptF (K,C) [Aubin, 2001] du système pour F est l’ensemble de tous les
états pour lesquels il existe au moins une évolution qui permette d’atteindre la cible sans quitter K
(figure 3.1). Considérons la correspondance FI , qui coïncide partout avec F sauf dans la cible :
FI(x(t)) =

F (x(t)) si x /∈ C
Co(F (x(t)) ∪ {0}) si x ∈ ∂C
{0} si x ∈ int(C),
(3.3)
où Co est l’enveloppe convexe1 de (F (x(t)) ∪ {0}), ∂C est la frontière de la cible et int(C) est l’inté-
rieur de C. L’introduction de la correspondance FI permet d’écrire la relation suivante :
V iabFI (K) = CaptF (K,C) ∪ V iabF (K) (3.4)
LorsqueK est un répulseur (i.e. V iabF (K) = ∅), le bassin de capture coïncide avec le noyau de viabilité
du système (3.3). Cependant,K n’est en général pas un répulseur et une autre approche doit être utilisée
pour approcher le bassin de capture du système.
La fonction de temps minimal est la fonction qui associe à un état x0 ∈ K le temps minimal d’atteinte
de la cible C :
ϑKC (x0) = inf {τ ≥ 0|∃x(.) vérifiant (3.1), x(0) = x0, x(τ) ∈ C et ∀t ∈ [0, τ ] , x(t) ∈ K} . (3.5)
Cette fonction est la fonction valeur obtenue lorsque l’on résout les équations Hamilton-Jacobi-Bellman
(HJB) en programmation dynamique [Frankowska, 1989 ; Cardaliaguet et al., 1997] (pour plus de
détails sur la fonction valeur et son approximation dans la théorie du contrôle, le lecteur peut se référer
à [Bellman, 1957] ou [Crandall et Lions, 1983]). Elle prend des valeurs dans R+ ∪ +∞, en particulier
ϑKC (x0) = 0 si x0 ∈ C et ϑKC (x0) = +∞ s’il n’existe aucune trajectoire qui permette à x0 d’atteindre
la cible sans quitter K. Le bassin de capture de C viable dans K peut être alors défini en utilisant la
fonction de temps minimal :
CaptF (K,C) =
{
x|ϑKC (x) < +∞
}
. (3.6)
On peut également définir le bassin de capture en temps fini T :
CaptF (K,C, T ) =
{
x|ϑKC (x) ≤ T
}
. (3.7)
Afin de résoudre un problème de capture de cible dans une perspective de viabilité, on considère le
système dynamique auxiliaire suivant :
(x(t)′, y′(t)) ∈ FC(x(t), y(t)) =

F (x(t))× {−1} si x /∈ C
Co((F (x(t))× {−1}) ∪ ({0} × {0})) si x ∈ ∂C
{0} × {0} si x ∈ int(C).
(3.8)











FIG. 3.1 – Exemple de bassin de capture (représenté en bleu). La cible C à atteindre est représentée en
bleu foncé et l’espace des contraintes est délimité par la ligne continue. x0 et y0 sont deux états initiaux,
et quelques évolutions possibles sont représentées par les flèches. x0 est un point qui capture la cible car
il existe au moins une évolution qui lui permet d’atteindre la cible sans quitter K (évolution capturant
la cible en vert), tandis que y0 est non viable : il n’existe aucune fonction de contrôle qui permette au
système d’atteindre la cible tout en restant dansK (évolutions non viables en rouge).
La variable y(t) représente le temps qui s’écoule et prend ses valeurs dans R+. [Frankowska, 1989 ;
Aubin et Frankowska, 1996] prouvent que, avecH = K×R+, l’épigraphe2 de la fonction valeur ϑKC (.)
est le noyau de viabilité deH pour l’inclusion différentielle FC :
V iabFC (H) = εpi(ϑKC ), (3.9)
où εpi(ϑKC ) ∈ X × R+ est l’ensemble
{
(x, y) ∈ X × R+|ϑKC (x) ≤ y
}
.
3.1.2 Contrôleur de viabilité
Le bassin de capture d’un système est déterminant pour définir des politiques d’actions qui capturent
la cible. A partir d’un point appartenant à Capt(K,C), on sait qu’il existe une suite de contrôles qui va
permettre au système d’atteindre la cible, tout en restant dansK. La question est : comment choisir ces
contrôles ?
[Frankowska, 1989 ; Aubin et Frankowska, 1996] caractérisent l’épigraphe d’une fonction valeur V
d’un problème de contrôle optimal comme le noyau de viabilité d’un système auxiliaire. Approcher un
bassin de capture permet d’estimer la fonction valeur du problème discrétisé. La fonction valeur permet
de déduire un contrôleur optimal : en tout état x, le contrôle optimal u∗ est le contrôle qui permet
d’atteindre le minimum de la fonction valeur :
u∗ = arg min
u∈U(x)
V (x). (3.10)
Cette caractérisation du bassin de capture permet d’approcher la fonction de temps minimal et de contrô-
ler ainsi le système afin qu’il atteigne la cible le plus rapidement possible.
En général, il n’existe pas de formule explicite pour déterminer le bassin de capture d’un système.
Dans la section suivante, nous proposons deux algorithmes utilisant une méthode d’apprentissage qui
permettent d’approcher le bassin de capture d’un système. Le premier algorithme utilise la correspon-
dance (3.8), et le deuxième travaille directement dans l’espace d’état initial (système (3.1)).
2L’épigraphe de la fonction f est défini par εpi(f) = {(x, y) ∈ I × R|f(x) ≥ y}.
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3.2 Algorithme d’approximation de bassins de capture en utilisant
une méthode d’apprentissage
Dans cette section, nous proposons tout d’abord un algorithme d’approximation de bassins de cap-
ture (ou de fonction de temps minimal) en utilisant un système auxiliaire. Nous proposons ensuite deux
variantes d’un algorithme d’approximation de bassins de capture dans l’espace d’état initial en utilisant
une technique d’apprentissage : la première variante permet d’avoir une approximation qui inclut le
bassin de capture (approximation par l’extérieur), et la deuxième variante une approximation incluse
dans le bassin de capture (approximation par l’intérieur). Nous donnons les preuves de convergence de
ces algorithmes vers les vrais bassins de capture. Nous définissons également un contrôleur optimal qui
permet de construire une trajectoire qui atteint la cible en un temps minimal, tout en restant dansK.
Dans les paragraphes suivants, on note pour simplifier Capt(K,C, n) = Capt(K,C, n.dt) le bassin de
capture au temps t = n.dt.
3.2.1 Algorithme d’approximation de bassins de capture et de fonction de temps
minimal en utilisant un système auxiliaire
Dans cette section, nous proposons un algorithme d’approximation de bassins de capture en utilisant
un système auxiliaire, basé sur l’algorithme 1.1 défini dans le chapitre 1. L’algorithme proposé utilise
certaines spécificités du problème afin d’économiser du temps de calcul et de l’espace mémoire.
Considérons la dynamique FC (équation (3.8)). On associe à l’espace des contraintes H une grille
Hh telle que :
∀(x, y) ∈ H, ∃(xh, yh) ∈ Hh tel que d((x, y), (xh, yh)) ≤ α(h), (3.11)
avec
α(h)→ 0 quand h→ 0. (3.12)
On définit la correspondance GC : X × R+ → X × R+ telle que GC = 1 + FC .dt, la dynamique
discrète associée à FC :
(xn+1, yn+1) ∈ GC(xn, yn) pour tout n ≥ 0. (3.13)
L’algorithme d’approximation de noyau de viabilité décrit dans le chapitre 1 définit la suite (Hnh)n, avec
H0h = Hh, telle que :
Hn+1h = {(xh, yh) ∈ Hnh tels que d(GC(xh, yh), Lnh) ≤ µCα(h)} , (3.14)
avec µC la constante de Lipschitz de la correspondance FC et Lnh = L(Hnh), L étant la fonction de
discrimination. L’algorithme s’arrête lorsque Hn+1h = Hnh et Lnh est alors une approximation du noyau
de viabilité du système étendu 3.8, et donc de l’épigraphe de la fonction de temps minimal ϑKC .
On remarque dans l’inclusion différentielle (3.8) que la dynamique sur la dimension temps est particu-
lière : la fonction est monotone et la variable y(t)dt prend uniquement ses valeurs dansN
+. Cette propriété
nous permet d’utiliser une discrétisation particulière de l’espace sur cette dimension afin de gagner de
la mémoire et du temps de calcul.
3.2.1.1 Discrétisation de la dimension auxiliaire
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FIG. 3.2 – Grilles Khi et Kh(i+1). A partir d’un point (x(t), y(t)) ∈ Kh(i+1), le point suivant (x(t +
dt), y(t+ dt)) est situé sur la grilleKh(i+1) si x(t) ∈ C et sur la grilleKhi sinon (cas représenté ici).
3.2.1.2 Construction incrémentale des grilles (Hnh)n
A chaque itération n, on construit la fonction de discrimination L sur l’ensemble de la grilleHh. On
pose L0h = H. A l’initialisation, un point est viable à l’itération suivante si :{
(xh, yh) ∈ C si yh = 0,
d(GC(xh, yh), L0h) ≤ µCα(h) si yh > 0.
(3.17)
Aux itérations suivantes, avec la dynamique monotone sur la dimension temps, l’ensembleKn+1hi obtenu
à l’étape n+ 1 dépend uniquement de lui-même et de l’ensembleKnh(i−1) défini à l’étape précédente :
∀(xh, yh) ∈ Knhi, (xh, yh) ∈ Kn+1hi si
{
d(GC(xh, yh), Lnh ∩Khi) ≤ µCα(h) si xh ∈ C,
d(GC(xh, yh), Lnh ∩Kh(i−1)) ≤ µCα(h) si xh /∈ C.
(3.18)
Nous proposons de construire la grille Hh itérativement, en ajoutant peu à peu les sous-grilles Khi,
en fonction des résultats des itérations précédentes. On part de Kh0 et on ajoute progressivement les
sous-grilles Khi, lorsque les différentes Kh(i−1) ont été définies. Cette procédure présente un avantage
majeur : le vecteur d’apprentissage pour le calcul des fonctions Lnh n’est pas toujours constitué de
l’ensemble des points de la grille, ce qui permet de diminuer le temps de calcul (le temps de calcul
d’une fonction SVM est quadratique avec la taille du vecteur d’apprentissage).
On commence par travailler avec les points au temps yh = 0. On pose H0h0 = Kh0. Par définition, les
points capturant au temps yh = 0 sont uniquement ceux situés dans la cible. On peut donc écrireH1h0 ={




(xh, yh) ∈ H1h0 tel que xh ∈ C
}
= Hph0, p ≥ 1. On note
cet ensemble H0h. On ajoute ensuite les points au temps yh = 1.dt : H0h1 = H0h ∪ Kh1 et on définit
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L0h1. On a doncH1h1 =
{
(xh, yh) ∈ H0h1 tel que d((xh, yh), L(H0h1)) ≤ µCα(h)
}
. Or, si xh ∈ C alors
(xh, yh) ∈ H1h1 et si xh /∈ C, on teste si d((xh, yh), L0h) ≤ µCα(h). On a donc H1h1 = Hph1, avec




(xh, yh) ∈ Hnh tel que d((xh, yh), L0hn) ≤ µCα(h)
}
. (3.19)
Si xh ∈ C alors (xh, yh) ∈ H1h(n+1) et si xh /∈ C, on teste si d((xh, yh), Lhn0) ≤ µCα(h). Or,
L0hn = L
n
h . Donc, H1h(n+1) = Hph(n+1), p ≥ 1. Ainsi, connaissant Lnh , une seule itération suffit pour
déterminer Ln+1h , avecHn+1h = Hnh ∪Khn.
Cette propriété peut également être utilisée pour déduire l’étiquette de certains points et ainsi éco-
nomiser du temps de calcul. En effet, à chaque itération n, ce sont uniquement les points (xh, τ) ∈ Khn
qui vont pouvoir changer d’étiquette. Pour les points tels que yh < n.dt, il suffit de récupérer les ré-
sultats des itérations précédentes (avec la dynamique FC , si un point atteint la cible sans sortir deK au
temps n.dt, il l’atteint aussi au temps (n+ 1).dt).
3.2.1.3 Algorithme d’approximation de bassins de capture avec un système auxiliaire
En utilisant une discrétisation particulière et la dimension auxiliaire, et en construisant de façon
incrémentale les différentes grilles (Hnh)n, l’algorithme 1.1 peut être adapté à l’approximation de noyau
de viabilité d’un système étendu (et de fonctions de temps minimal), afin de gagner de l’espace mémoire
et du temps de calcul. L’algorithme 3.1 détaille la procédure.
Procédure 3.1 (Algorithme d’approximation de bassins de capture avec un système auxiliaire)
On définit itérativement les ensembles Lnh tels que :




(xh, yh) ∈ Kh(n+1) tels que d(GC(xh, yh), Lnh) ≤ µCα(h)
} (3.20)
Si la procédure de discrimination respecte les conditions suivantes :
∀x ∈ Lnh , d(x,Hnh) ≤ λα(h), (3.21)
∀x ∈ H\Lnh , d(x,Hh\Hnh) ≤ α(h), (3.22)
alors
∀n,Lnh → V iabFC (H) lorsque h→ 0. (3.23)
3.2.2 Algorithme d’approximation de bassins de capture et de fonction de temps
minimal dans l’espace d’état initial
3.2.2.1 Notations
De la même façon que pour l’algorithme d’approximation d’un noyau de viabilité en utilisant une
méthode d’apprentissage supervisé, on discrétise le système dynamique dans le temps mais pas dans
l’espace. Considérons la correspondance F :
F (x) =
 ϕ(x, u) si x /∈ C0 si x ∈ C
u ∈ U(x),
(3.24)
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On suppose queG est µ-Lipschitz. SoientK et C deux ensembles de X , C ⊂ K, on recherche le bassin
de capture du système. On discrétiseK avec une grilleKh (équation (1.15)).
A chaque itération n, on définit un ensemble discret Cnh ⊂ Cn−1h ⊂ Kh, et un ensemble continu
L(Cnh ) qui est une généralisation de cet ensemble discret, et qui constitue l’approximation du bassin de
capture au temps n.dt.
L’avantage de l’algorithme proposé ici est double :
– il permet de travailler dans un espace de dimension d (alors qu’on doit travailler en dimension
d+ 1 si on veut utiliser l’algorithme présenté dans la section précédente) ;
– il est possible d’approcher le bassin de capture au temps n.dt non seulement par l’extérieur,
mais également par l’intérieur. L’approximation par l’intérieur permet de définir une procédure
de contrôle qui garantit d’atteindre la cible. De plus, la comparaison des deux approximations
(pour un exemple d’application donné) permet d’obtenir une estimation empirique de l’erreur
d’approximation de l’algorithme.
3.2.2.2 Algorithme d’approximation par l’extérieur
Dans la première variante de l’algorithme, chaque approximation au temps n.dt contient le vrai
bassin de capture au temps n.dt (comme pour l’algorithme d’approximation de noyau de viabilité). A
chaque itération, on ajoute les points tels qu’il existe au moins un contrôle qui permette à la trajectoire
de ne pas être « trop loin » de l’approximation à l’itération précédente.
A l’initialisation, on considère que seuls les points xh ∈ C capturent la cible. On ajoute ensuite
progressivement les points pour lesquels il existe au moins une fonction de contrôle qui permette à la
trajectoire de ne pas être « trop loin » de l’approximation à l’itération précédente. A chaque itération, on
constitue une base d’apprentissage, composée des points xh étiquetés +1 si le point capture la cible et
−1 sinon. La fonction de discrimination ln+1 permet de définir le bassin de capture au temps (n+1).dt :
L(Cn+1h ) =
{
x ∈ K tels que ln+1(x) = +1} . (3.26)
Procédure 3.2 (Algorithme d’approximation d’un bassin de capture par l’extérieur)
On définit itérativement les ensembles Lnh tels que :
L0h = C





Si la procédure de discrimination respecte les conditions suivantes :
∃λ ≥ 1 tel que ∀x ∈ Lnh , d(x,Cnh ) ≤ λβ(h), (3.28)
∀x ∈ K\Lnh , d(x,Kh\Cnh ) ≤ β(h), (3.29)
alors
∀n,CaptG(K,C, n) ⊂ Lnh et (3.30)
Lnh → CaptG(K,C, n) lorsque h→ 0. (3.31)
La figure 3.3 illustre le passage de l’itération n à l’itération n+ 1 de l’algorithme.


























FIG. 3.3 – Exemple de passage de l’itération n (figure (a)) à l’itération n+ 1 (figure (b)). Les approxi-
mations par l’extérieur du bassin de capture courant Lnh et L
n+1
h sont représentées en bleu. L’espace des
contraintes est délimité par la ligne continue et la cible C est représentée en bleu foncé. Les ensembles
Cnh et C
n+1
h sont représentés par les points « + » en jaune et les ensemblesKh\Cnh etKh\Kn+1h par les
points « - » en rouge. La grilleKh est composée des points Cnh etKh\Cnh sur la figure (a) et des points
Cn+1h etKh\Cn+1h sur la figure (b). Les ensembles Lnh et Ln+1h sont des généralisations des ensembles
Cnh et C
n+1
h . A l’itération n, on teste pour tous les points xh ∈ Kh si d(G(xh), Lnh) ≤ µβ(h). Si oui,
alors xh ∈ Cn+1h (point y0 par exemple sur la figure), et sinon, xh /∈ Cn+1h (point x0 par exemple).
3.2.2.3 Preuve de la convergence de l’algorithme d’approximation par l’extérieur
Les conditions que l’algorithme d’apprentissage doit respecter (équations (3.28) et (3.29)) sont les
mêmes que celles requises pour l’algorithme d’approximation de noyau de viabilité, avec une condition
plus stricte à l’extérieur de l’approximation. Notons que ces conditions peuvent être réécrites de la façon
suivante : considérons x ∈ K,
si ∀xh ∈ Kh ∩B(x, β(h)), xh ∈ Cnh , alors x ∈ Lnh,
si ∀xh ∈ Kh ∩B(x, λβ(h)), xh ∈ Kh\Cnh , alors x ∈ K\Lnh.
(3.32)
La preuve de la convergence comporte trois étapes :
1. Pour chaque itération n, le bassin de capture en temps n.dt est inclus dans Lnh .
Par définition, CaptG(K,C, 0) = C = L0h. Supposons qu’à chaque étape n, CaptG(K,C, n) ⊂
Lnh . Considérons x ∈ CaptG(K,C, n+ 1).
Par définition, d(G(x), CaptG(K,C, n)) = 0, ce qui implique que pour tout point xh ∈ Kh ∩
B(x, β(h)), d(G(xh), CaptG(K,C, n)) ≤ µβ(h), car G est µ-Lipschitz. De plus, pour chaque
xh ∈ Kh ∩B(x, β(h)), d(G(xh), Lnh) ≤ µβ(h), car, par hypothèse, CaptG(K,C, n) ⊂ Lnh . On
a donc xh ∈ Cn+1h . Par conséquent, x ∈ Ln+1h (à cause de la condition (3.32)).
On peut donc conclure que CaptG(K,C, (n+ 1)) ⊂ Ln+1h .
2. Pour chaque n, Lnh → CaptG(K,C, n) lorsque h→ 0.
Par définition, CaptG(K,C, 0) = C = L0h. Supposons maintenant que, pour une valeur donnée
de n, Lnh → CaptG(K,C, n) lorsque h→ 0.
CaptG(K,C, n) ⊂ Lnh signifie :
∀x ∈ K tel que x /∈ CaptG(K,C, n),∃h > 0 tel que x /∈ Lnh.
Considérons maintenant x ∈ K tel que x /∈ CaptG(K,C, (n+ 1)).
Ceci implique que d(G(x), CaptG(K,C, n)) > 0. On peut choisir une valeur de h telle que
d(G(x), CaptG(K,C, n)) > (1 + µ)λβ(h). Dans ce cas, pour chaque xh ∈ Kh ∩B(x, λβ(h)),
d(G(xh), CaptG(K,C, n)) > λβ(h), car G est µ-Lipschitz.
Considérons maintenant n’importe quel yh ∈ Kh tel qu’il existe xh ∈ Kh ∩B(x, λβ(h)) avec
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d(yh, G(xh)) ≤ λβ(h). On a d(yh, CaptG(K,C, n)) > 0, à cause de l’inégalité triangulaire.
Avec l’hypothèse d’induction, et parce que l’ensemble des yh est de taille finie, on peut trouver h
tel que pour chaque yh, d(yh, Lnh) > 0. Ceci implique que, pour chaque y ∈ ∪xhG(xh), tous les
points de la grille plus proches de λβ(h) de y, se situent à l’extérieur de Lnh , et donc que y /∈ Lnh
(à cause de la condition 3.32). Ce qui implique que tous les points de la grille plus proches de
λβ(h) par rapport à x, sont situés à l’extérieur de Ln+1h , et que donc x /∈ Ln+1h .
On a donc Ln+1h → CaptG(K,C, n+ 1) lorsque h→ 0.
3. Conclusion.
CaptG(K,C, n) ⊂ Lnh et Lnh → CaptG(K,C, p) alors Lnh est une approximation par l’extérieur
du bassin de capture en temps fini n.dt, approximation qui tend vers le vrai bassin de capture
lorsque la résolution h de la grille tend vers 0.
3.2.2.4 Algorithme d’approximation par l’intérieur
Dans la seconde variante de l’algorithme, le bassin de capture au temps n.dt inclut son approxi-
mation. A chaque itération, l’algorithme ajoute les points tels qu’il existe un contrôle qui permette de
rentrer « franchement » à l’intérieur de l’approximation précédente. La convergence de l’approximation
par l’intérieur requiert une condition sur la dynamique : un point x à l’intérieur du bassin de capture
n + 1 doit être défini tel qu’il existe y ∈ G(x) qui appartient à l’intérieur du bassin de capture n. De
plus, les conditions sur la procédure de discrimination sont plus strictes à l’intérieur de l’approximation.
On définit itérativement les ensembles Lnh :
Procédure 3.3 (Algorithme d’approximation d’un bassin de capture par l’intérieur)
On définit itérativement les ensembles Lnh tels que :
L0h = C,





Si la procédure de discrimination respecte les conditions suivantes :
∀x ∈ Lnh , d(x,Cnh ) ≤ β(h) (3.34)
∃λ ≥ 1 tel que ∀x ∈ K\Lnh , d(x,Kh\Cnh ) ≤ λβ(h), (3.35)
et si la dynamique est définie telle que :
∀x ∈ int(CaptG(K,C, n+ 1)),∃y ∈ G(x) tels que d(y,K\CaptG(K,C, n)) > 0, (3.36)
alors
∀n,Lnh ⊂ CaptG(K,C, n), (3.37)
∀n,Lnh → CaptG(K,C, n) lorsque h→ 0. (3.38)
La figure 3.4 illustre le passage de l’itération n à l’itération n+ 1.
3.2.2.5 Preuve de la convergence de l’algorithme d’approximation par l’intérieur
Comme pour la première variante de l’algorithme, les conditions (3.34) et (3.35) peuvent être ré-
écrites :
si ∀xh ∈ Kh ∩B(x, λβ(h)), xh ∈ Cnh , alors x ∈ Lnh,
si ∀xh ∈ Kh ∩B(x, β(h)), xh ∈ Kh\Cnh , alors x ∈ K\Lnh.
(3.39)
La preuve de la convergence comporte trois étapes :

























FIG. 3.4 – Exemple de passage de l’itération n (figure (a)) à l’itération n+ 1 (figure (b)). Les approxi-
mations du bassin de capture courant Lnh et L
n+1
h sont représentées en bleu. L’espace des contraintes est
délimité par la ligne continue et la cible C est représentée en bleu foncé. Les ensembles Cnh et C
n+1
h
sont représentés par les points « + » en jaune et les ensembles Kh\Cnh et Kh\Cn+1h par les points « - »
en rouge. Les ensembles Lnh et L
n+1




h . A l’itération
n, on teste pour tous les points xh ∈ Kh si ∃x ∈ G(xh) tel que d(x,K\Lnh) > µβ(h). Si oui, alors
xh ∈ Cn+1h (point x0 par exemple sur la figure), et sinon, xh /∈ Cn+1h (point y0 par exemple).
1. Pour chaque n, Lnh ⊂ CaptG(K,C, n).
Par définition de l’algorithme, L0h = C = CaptG(K,C, 0).
Supposons que Lnh ⊂ CaptG(K,C, n) et considérons que x ∈ Ln+1h .
Grâce à la condition (3.34), on peut écrire :
∃xh ∈ Cn+1h tel que ‖x− xh‖ ≤ β(h). (3.40)
Par construction de l’algorithme :
∃y ∈ G(xh), d(y,K\Lnh) > µβ(h). (3.41)
Comme G est µ-Lipschitz :
G(x) ⊂ (G(xh) + µβ(h)B(0, 1)). (3.42)
On a donc :
∃y1 ∈ G(x) tel que d(y1,K\Lnh) > 0⇒ y1 ∈ Lnh. (3.43)
Comme Lnh ⊂ CaptG(K,C, n), y1 ∈ CaptG(K,C, n). On a donc x ∈ CaptG(K,C, n+ 1).
Par conséquent, Ln+1h ⊂ CaptG(K,C, n+ 1).
2. Pour chaque n, Lnh → CaptG(K,C, n).
Par construction de l’algorithme, C = L0h → CaptG(K,C, 0).
Supposons que Lnh → CaptG(K,C, n) lorsque h → 0. Avec cette hypothèse, et comme Lnh ⊂
CaptG(K,C, n), on peut écrire :
∀x ∈ int(CaptG(K,C, n)),∃h > 0 tel que x ∈ int(Lnh). (3.44)
Considérons x ∈ int(CaptG(K,C, n+1)). On peut choisir h tel que d(x,K\CaptG(K,C, n+
1)) > λβ(h). Avec un tel choix, pour chaque xh ∈ Kh∩B(x, λβ(h)), d(xh,K\CaptG(K,C, n+
1)) > 0, et il existe y ∈ G(xh) ∈ K tel que d(y,K\CaptG(K,C, n)) > 0.
Avec l’hypothèse d’induction, et parce queKh∩B(x, λβ(h)) est fini, il existe h tel que pour tout
xh ∈ Kh∩B(x, β(h)), ∃y ∈ G(xh) tel que d(y,K\Lnh) > µh. Dans ce cas, chaque xh ∈ Cn+1h ,
donc d(x,K\Ln+1h ) > 0 (à cause de la condition (3.39)).
On a donc Ln+1h → CaptG(K,C, n+ 1) lorsque h→ 0.
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3. Conclusion.
Lnh ⊂ CaptG(K,C, n) et Lnh → CaptG(K,C, n) donc Lnh est une approximation par l’intérieur
du bassin de capture en temps fini n.dt, approximation qui tend vers le vrai bassin de capture
lorsque la résolution de la grille tend vers 0.
3.3 Contrôleur optimal
Le but du contrôleur optimal est de choisir une fonction de contrôle qui permette au système d’at-
teindre la cible en un temps minimal, sans violer les contraintes de viabilité. L’idée est de choisir le
contrôle qui pilote le système afin qu’il traverse les différents ensembles Lnh dans un ordre décroissant,
en suivant la direction de la plus grande pente.
Afin d’utiliser les ensembles Lnh , on suppose que l’on peut calculer la distance algébrique d’un point
x à la frontière ∂Lnh de L
n
h . On suppose que cette distance est négative à l’extérieur de l’ensemble et
positive à l’intérieur. Notons d(x, ∂Lnh) cette distance.
Procédure 3.4 (Algorithme de contrôle optimal)
Considérons x ∈ LTh . Notons n(x) défini comme suit :
n(x) = argmax
n
x ∈ Lnh. (3.45)
et u∗(x) est tel que :
u∗(x) = arg max
u∈U(x)
d(x+ ϕ(x, u)dt, ∂Ln(x)−1h ). (3.46)
La fonction de contrôle u∗(x) converge vers une politique de contrôle qui minimise le temps maximal
d’atteinte de la cible, lorsque h et dt tendent vers 0.
La preuve que le système atteindra la cible sans jamais quitterK est directe : lorsque h et dt tendent
vers 0, les frontières ∂Lnh tendent vers les contours de la fonction valeur associée à la solution HJB du
problème et la procédure choisit le contrôle qui maximise cette fonction valeur.
3.4 Minimisation d’une fonction de coût
Les algorithmes donnés dans ce chapitre peuvent être étendus aux problèmes de minimisation d’une
fonction positive non nulle de coût [Cardaliaguet et al., 1997] :∫ ϑKC (x0)
0
`(x(t), u(t))dt, (3.47)




. Dans ce cas, on considère le système dynamique étendu
FE :
(x(t), c(t))′ ∈ FE(x(t), c(t)) =
{
F (x(t))× {−`(x(t), u(t))} si x /∈ C
0 si x ∈ C. (3.48)
avec c une variable représentant le coût. Dans ce cas, comme dans le cas du bassin de capture, on peut
écrire :
V iabFE (H) = εpi(ϑKC ), (3.49)
avecH = K×R+. On peut donc utiliser les algorithmes classiques de viabilité pour approcher εpi(ϑKC ).
Afin de pouvoir utiliser les algorithmes présentés dans la section 3.4, on transforme le système (3.49)
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afin d’obtenir une variable de coût qui prenne uniquement ses valeurs dans R+.
On définit dc la variation de coût que l’on veut observer à chaque itération `(x, u)dt = dc et on note,
pour `(x, u) > 0, dt∗ = dc`(x,u) . Dans ce cas, on définit la correspondanceG : X → X ,G = 1+FE .dc,
le système dynamique discret associé à FE :
– si x(t) /∈ C :
(x(t+ dc), c(t+ dc)) =
{
x(t) + (ϕ(x(t),u(t))`(x,u) )dc = x(t) + ϕ(x(t), u(t))dt
∗
c(t)− 1.dc (3.50)
– si x(t) ∈ C :




On se ramène ainsi à un cas classique d’approximation d’un bassin de capture, excepté qu’on fixe à
chaque itération la variation de coût dc au lieu de la variation de temps dt.
Dans le cas de problèmes de minimisation d’une fonction de coût positive et non nulle (la quantité
`(x, u) doit toujours être supérieure à 0), on peut utiliser les algorithmes présentés dans la section 3.2,
soit en utilisant un système dynamique auxiliaire, soit directement dans l’espace d’état initial.
Chapitre 4
Approcher un bassin de capture
en utilisant des SVMs
Dans ce chapitre, nous montrons comment les SVMs peuvent être utilisées pour approcher des
bassins de capture et quelles sont les conditions qu’elles doivent remplir pour respecter les conditions
d’application du théorème. Nous proposons ensuite un contrôleur optimal qui permet de définir une
trajectoire minimisant la fonction valeur.
Dans la section 4.1, nous utilisons les SVMs pour approcher un bassin de capture en utilisant un
système auxiliaire. Dans la section 4.2, nous considérons les SVMs comme méthode d’apprentissage
pour approcher des bassins de capture dans l’espace d’état initial, et nous étudions les conditions d’ap-
plication. Dans la section 4.3, nous proposons une procédure de contrôle optimal utilisant les SVMs.
Nous illustrons les différents algorithmes sur des exemples simples d’application dans la section 4.4.
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4.1 Algorithme d’approximation de bassins de capture en utilisant
un système auxiliaire avec des SVMs
4.1.1 Respect des conditions d’application de l’algorithme
Approcher un bassin de capture revient à approcher le noyau de viabilité d’un système étendu.
L’algorithme d’approximation de bassins de capture en utilisant un système auxiliaire est basé sur l’al-
gorithme d’approximation de noyau de viabilité décrit dans le chapitre 1. L’algorithme utilise seulement
certaines spécificités du problème afin d’économiser du temps de calcul et de l’espace mémoire. Le res-
pect des conditions d’application de l’algorithme, avec λ = 1, est discuté dans le chapitre 2. On définit
les approximations Lnh comme suit :





4.1.2 Méthode d’optimisation pour trouver un contrôle qui permet de capturer
la cible
Utiliser des SVMs pour approcher un noyau de viabilité fournit une expression analytique de la
frontière fn, ce qui permet d’utiliser une méthode d’optimisation pour trouver un contrôle qui permette
de rester dans le noyau de viabilité à l’instant suivant.
Considérons tout d’abord une optimisation sur un pas de temps. La procédure est semblable à celle
décrite dans le chapitre 2. Notons le couple (xs(x, y, u1), ys(x, y, u1)) le successeur de (x, y), avec :
xs(x, y, u1) =
{
x+ ϕ(x, u1)dt si x /∈ C
x si x ∈ C, (4.2)
et
ys(x, y, u1) =
{
y − dt si x /∈ C
y si x ∈ C. (4.3)
Le contrôle optimal u∗1 est celui qui résout le problème suivant (le choix du contrôle optimal ne dépend
pas explicitement du temps) :
u∗1 = arg max
u1∈U(x)
fn(xs(x, y − dt, u1), y − dt) (4.4)
Comme décrit dans le chapitre 2, il est possible de déterminer une séquence de contrôles optimaux
sur j pas de temps avec un temps de calcul raisonnable, afin d’améliorer la qualité de l’approximation.
Définissons le couple (xs(x, y, u1, ..., uj), ys(x, y, u1, ..., uj)), le couple issu de (x, y) atteint après j
pas de temps :
xs(x, y, u1, ..., uj) =

xs(x, y, u1, ..., uj−1) + ϕ(xs(x, y, u1, ..., uj−1), uj)dt
si xs(x, y, u1, ..., uj−1) /∈ C
xs(x, y, u1, ..., uj−1)
si xs(x, y, u1, ..., uj−1) ∈ C,
(4.5)
et
ys(x, y, u1, ..., uj) =
{
ys(x, y, u1, ..., uj−1)− dt si xs(x, y, u1, ..., uj−1) /∈ C
ys(x, y, u1, ..., uj−1) si xs(x, y, u1, ..., uj−1) ∈ C. (4.6)
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A partir d’un point initial (x, y) et si le point xs(x, y−jdt, u1, ..., uj), y−jdt n’appartient pas au noyau
de viabilité courant, on réalise une descente de gradient, jusqu’à trouver la suite de contrôles (uj)j qui
maximise la fonction fn(xs(x, y − jdt, u1, ..., uj), y − jdt) :
(u∗1, ..., u
∗
j ) = arg max
(u1,...,uj)∈U(x)
fn(xs(x, y − jdt, u1, ..., uj), y − jdt), (4.7)
et on note (xj , yj)∗ le point atteint après j pas de temps (xs(x, y, u1, ..., uj), ys(x, y, u1, ..., uj)).
Posons nT = Tdt , le nombre d’itérations nécessaires pour obtenir le bassin de capture au temps T .
Lorsque (nT mod j) 6= 0, le nombre de pas à la dernière incrémentation de la grille doit être adapté
afin de respecter la contrainte sur la dimension temps y ∈ [0;T ].
4.1.3 Algorithme général d’approximation de bassins de capture en utilisant un
système auxiliaire avec les SVMs
Dans le chapitre 2, nous avons montré que les SVMs sont une méthode de discrimination adaptée
au problème d’approximation de noyau de viabilité. On applique les SVMs sur un ensemble d’appren-
tissage S, qui contient l’ensemble des points de la grille considérée, auxquels on associe l’étiquette +1
si le point appartient à l’approximation courante du bassin de capture et l’étiquette −1 sinon. Nous uti-
lisons également la règle suivante pour déterminer si un point appartient à l’approximation courante du
bassin de capture (itération n+ 1) :
(xh, yh) ∈ Hn+1h si fn((xh, yh)∗) ≥ −1. (4.8)
Cette règle permet de simplifier les calculs (comme discuté dans le chapitre 1).
L’algorithme 4.1 détaille la procédure d’approximation d’un noyau de viabilité d’un système auxi-
liaire, en considérant une optimisation sur j pas de temps. On fixe un temps maximal de capture, T . On
suppose ici que (nT mod j) = 0 afin de simplifier la présentation de l’algorithme. L’approximation
du noyau de viabilité du système étendu LnTh en temps fini T est donnée par :
LnTh = {(x, y) ∈ H tel que fnT (x, y) ≥ −1} . (4.9)
4.1.4 Contrôleur
Un bassin de capture est l’ensemble des états initiaux à partir desquels il existe au moins une évolu-
tion qui respecte à chaque instant les contraintes de viabilité et qui atteint la cible en un temps prescrit
ou minimal.
De la même façon que pour l’approximation d’un noyau de viabilité classique, on définit un contrôleur
qui construit une trajectoire restant indéfiniment dans l’espace des contraintes. Dans le chapitre 1, nous
avons introduit le contrôleur lourd dont le principe est de changer le contrôle uniquement lorsque le
système approche de la frontière du noyau de viabilité, c’est-à-dire lorsque la viabilité est en péril. Ce
contrôleur peut être adapté dans le cas de problèmes de bassin de capture. Dans ce cas, on résout un
problème d’atteinte de la cible en un temps prescrit.
De plus, les algorithmes de viabilité permettent d’obtenir les même résultats que la programmation dyna-
mique [Frankowska, 1989], avec des contraintes sur l’espace d’état. La recherche de solutions optimales
revient à rechercher des évolutions viables d’un système dynamique étendu. A partir de l’approximation
du bassin de capture, on peut ainsi définir un contrôleur en tempsminimal, qui donne une approximation
du temps minimal de capture et détermine une trajectoire qui atteint la cible.
Nous détaillons tout d’abord la procédure de contrôleur lourd dans le cas de bassins de capture, puis
nous proposons une procédure de contrôle en temps minimal.
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Pour tout (xh, yh) ∈ Kh0 Faire
Si xh ∈ C Alors
S ← S⋃((xh, yh),+1)
Sinon
S ← S⋃((xh, yh),−1)
Fin si
Fin pour
// Itérations suivantes, pour j pas de temps
Faire
Calculer fn(x, y) à partir de S
Pour tout i = 1 à j Faire
Pour tout (xh, yh) ∈ Kh(n+i) Faire
Si fn(((xh)i), (yh)i)∗) ≥ −1 et ((xh)i, (yh)i)∗ ∈ H Alors
S ← S⋃((xh, yh),+1)
Sinon




n = n+ j
Jusqu’à n = nT
Calculer fn(x, y) à partir de S
Renvoyer fn(x, y)
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4.1.4.1 Contrôleur lourd
Partant d’un point initial (x0, y0), on veut définir une trajectoire qui reste indéfiniment dans le bas-
sin de capture, ce qui signifie que l’on cherche une suite de contrôles qui vont permettre au système
d’atteindre la cible en un temps y ≤ y0, tout en restant toujours dansK.
L’algorithme d’approximation de noyau de viabilité en utilisant des SVMs donne une approximation
contenue dans le vrai noyau. On définit la procédure suivante :
Procédure 4.1 (Contrôleur lourd de viabilité en utilisant une fonction SVM)
Pour ∆ un réel positif donné, on définit :
A∆ = {(x, y) tel que f(x, y) ≥ ∆} , (4.10)
avec A∆ ⊂ CaptGC (K,C). A partir d’un état initial (x0, y0) ∈ A∆ et d’un contrôle u0 ∈ U(x)
choisi aléatoirement, la procédure s’arrête si xn ∈ C ou, si xn /∈ C, associe un contrôle un+1 à
l’itération (n+ 1) :
– si (xn + ϕ(xn, un)dt, yn − dt) ∈ A∆, on garde le même contrôle un+1 = un ;
– sinon, un+1 = arg max
u∈U(x)
fn((xn + ϕ(xn, u)dt, yn − dt)).
De la même façon que pour le contrôleur lourd défini dans le chapitre 2, on peut définir des contrô-
leurs plus ou moins prudents, en anticipant sur plusieurs pas de temps (voir l’algorithme 2.2).
Il n’existe aucune garantie que l’ensemble A∆ soit inclus dans CaptGC (K,C) et que la procédure
garde le système dansH, tout en atteignant la cible en un temps y ≤ y0.
4.1.4.2 Contrôleur en temps minimal
Partant d’un état initial x0, on veut piloter le système afin qu’il atteigne la cible en un temps minimal.
La première étape est donc de déterminer le temps minimal nécessaire pour atteindre la cible. Notons
ϑ̂KC (x0) l’approximation du temps minimal de capture du point x0 :
ϑ̂KC (x0) = inf {y ≥ 0|(x0, y) ∈ A∆} . (4.11)
On utilise ensuite la procédure décrite dans la section précédente afin de déterminer la séquence de
contrôle (un)n telle que, partant du point (x0, ϑ̂KC (x0)), on atteigne la cible sans quitter l’espace des
contraintes H. Cependant, comme l’approximation des bassins de capture est plus grande que les vrais
résultats, il n’y a aucune garantie que la procédure atteigne la cible.
4.2 Algorithme d’approximation de bassins de capture dans l’es-
pace d’état initial avec des SVMs
Dans le chapitre 1, nous avons proposé un algorithme qui approche un bassin de capture dans l’es-
pace d’état initial en utilisant une méthode d’apprentissage. Nous proposons dans cette section d’utiliser
les SVMs comme méthode d’apprentissage. Nous étendons ensuite la procédure au cas où l’on travaille
sur plusieurs pas de temps. Finalement, nous décrivons l’algorithme général d’approximation, en utili-
sant les SVMs.
4.2.1 Respect des conditions d’application de l’algorithme
Les algorithmes 3.2 et 3.3 convergent vers le bassin de capture si la procédure d’apprentissage
respecte les conditions suivantes :
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– pour l’algorithme par l’extérieur :
∃λ ≥ 1 tel que ∀x ∈ Lnh , d(x,Cnh ) ≤ λβ(h),
∀x ∈ K\Lnh , d(x,Kh\Cnh ) ≤ β(h).
(4.12)
– pour l’algorithme par l’intérieur :
∀x ∈ Lnh , d(x,Cnh ) ≤ β(h),
∃λ ≥ 1 tel que ∀x ∈ K\L(Cnh ), d(x,Kh\Cnh ) ≤ λβ(h).
(4.13)
Afin de respecter ces conditions, la procédure de classification ne doit pas faire d’erreur de classification
et ne pas avoir d’irrégularités supérieures à β(h). Nous n’avons aucune démonstration rigoureuse que
les SVMs respectent ces conditions mais il existe des arguments qui laissent penser que ce sera géné-
ralement le cas, en choisissant correctement les paramètres de la fonction (paramètres C et σ dans les
équations (2.9) et (2.11)). En posant λ = 1, les conditions (4.12) et (4.13) sont identiques et sont les
mêmes que dans l’algorithme général présenté dans le chapitre 1. Le respect des conditions du théorème,
avec λ = 1, est discuté dans le chapitre 2.
A chaque itération de l’algorithme, on construit un vecteur d’apprentissage S, constitué de l’en-
semble des points xh deKh, associés à l’étiquette +1 si xh ∈ Cnh et −1 sinon. On calcule une fonction
SVM à partir de S pour obtenir la fonction de classification fn et on définit l’ensemble Lnh comme suit :
Lnh = {x ∈ K tel que fn(x) ≥ 0} . (4.14)
4.2.2 Méthode d’optimisation pour trouver un contrôle qui permet de capturer
la cible
4.2.2.1 Optimisation sur un pas de temps
De la même façon que dans le chapitre 2, utiliser des SVMs pour définir l’approximation courante
d’un bassin de capture permet d’utiliser une méthode d’optimisation pour chercher un contrôle viable.
On évite ainsi l’augmentation exponentielle du temps de calcul lorsque la dimension de l’espace des
contrôles augmente. A la différence de l’algorithme décrit dans le chapitre 2 où l’on cherche s’il existe
au moins un contrôle qui va permettre de rester à l’intérieur de l’approximation courante du noyau, on
recherche ici s’il existe au moins un contrôle qui va permettre à un point d’atteindre l’approximation du
bassin de capture au temps précédent.
Par construction, on a à l’itération n+ 1, Cn+1h ⊂ Cnh (les points qui peuvent atteindre la cible avant le
temps n.dt sans quitterK vont pouvoir également l’atteindre avant le temps (n+ 1).dt). Ainsi, il suffit
de tester uniquement les points xh ∈ Kh\Cnh pour définir l’ensemble Cn+1h : maximiser fn(xh) fournit
un contrôle qui permet à la trajectoire xh(.) d’atteindre Lnh , si un tel contrôle existe. A partir d’un point
x, on réalise une descente de gradient jusqu’à trouver la suite de contrôle (uj)j qui maximise la fonction
fn(x) :
u∗ = arg max
u∈U(x)
fn(x+ ϕ(x, u)dt), (4.15)
et on note x∗ le point atteint en utilisant le contrôle u∗.
A la première itération, la fonction f0 n’est pas définie analytiquement. En pratique, on pose :
C0h = {xh ∈ Kh tel que xh ∈ C} , (4.16)
et on calcule la première fonction SVM à partir de l’ensemble d’apprentissage S, constitué des points
deKh avec une étiquette +1 si xh ∈ C0h et une étiquette −1 sinon.
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4.2.2.2 Optimisation sur j pas de temps
De la même façon que décrit dans le chapitre 2, il est possible de déterminer une séquence de j pas
de temps à chaque itération. Dans ce cas, à l’itération n, Lnh est l’approximation (par l’intérieur ou par
l’extérieur) de CaptG(K,C, n.j.dt). On définit itérativement la trajectoire partant du point x :{
t(x, u1) = x+ ϕ(x, u1)dt,
t(x, u1, ..., uj) = t(x, u1, ..., uj−1) + ϕ(t(x, u1, ..., uj−1), uj)dt.
(4.17)
De la même façon que pour l’optimisation à un pas de temps, on utilise une descente de gradient pour
maximiser la fonction fn.j(t(x, u1, ..., uj)), ce qui fournit un contrôle, s’il existe, qui permet à la tra-
jectoire d’atteindre Lnh .
Posons nT = Tdt , le nombre d’itérations nécessaires pour obtenir le bassin de capture au temps T .
Lorsque (nT mod j) 6= 0, le nombre de pas à la dernière incrémentation de la grille doit être adapté
afin de respecter la contrainte sur la dimension temps y ∈ [0;T ].
4.2.3 Simplification de l’algorithme
Dans le chapitre 2, nous avons remarqué que le calcul de la distance µβ(h) dans les algorithmes 3.2
et 3.3 n’est pas directe à calculer. De plus, cette opération tend à produire des approximations prudentes
et nous avons constaté, pour certains exemples au moins, qu’elle augmente l’effet diffusif. On peut
utiliser une règle plus simple pour définir les ensembles Lnh :
– pour l’approximation par l’extérieur
Cn+1h = {xh ∈ Kh tel que fn(x∗h) ≥ −δ et (x∗h) ∈ K} , (4.18)
– pour l’approximation par l’intérieur
Cn+1h = {xh ∈ Kh tel que fn(x∗h) > δ et (x∗h) ∈ K} . (4.19)
Dans les équations (4.18) et (4.19), on choisit δ = 1 car cela limite la définition de l’approximation à
une des marges de la SVM. Pour l’approximation par l’intérieur, les points qui sont vecteurs de support
avec une étiquette −1 sont situés à l’intérieur de l’approximation et proches de la frontière de la SVM.
Pour l’approximation par l’extérieur, l’approximation n’inclut pas les points qui sont vecteurs de support
avec une étiquette +1. Cette procédure tend à satisfaire une condition plus stricte que (4.12) et (4.13),
mais qui ne la garantit pas.
4.2.4 Erreur empirique d’approximation
Nous avons vu dans le chapitre 3 que l’aire entre les deux approximations (par l’extérieur et l’inté-
rieur) permet d’obtenir, pour un exemple donné, une estimation informatique de l’erreur d’approxima-
tion. Cependant, l’aire entre ces deux ensembles n’est pas directe à calculer. On choisit une méthode
plus simple et facile à mettre en oeuvre : on sait que l’approximation par l’intérieur (notée Iph) est incluse
dans l’approximation par l’extérieur (notée Eph), et I
p
h ⊂ CaptF (K,C) ⊂ Eph. Ainsi, sur un exemple
donné, on dénombre l’ensemble des points xh ∈ Kh tels que xh ∈ Eph et xh /∈ Iph, ce qui donne une
approximation grossière de l’aire entre les deux ensembles. Afin de supprimer l’effet taille de la grille,
on divise ensuite le total obtenu par le nombre de points contenus dans l’approximation par l’extérieur,
afin d’obtenir une estimation empirique de l’erreur d’approximation  sur un exemple donné :
 =
Card({xh ∈ Eph et xh /∈ Iph})
Card({xh ∈ Eph})
. (4.20)
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4.2.5 Algorithme général d’approximation de bassins de capture avec des SVMs
L’algorithme 4.2 décrit l’algorithme général d’approximation d’un bassin de capture en temps fini T .
La procédure est détaillée ici dans le cas d’une approximation par l’extérieur mais le cas par l’intérieur
peut en être facilement déduit : au lieu de tester si fn(xh) ≥ −1 (ou fn(x∗h) ≥ −1), on teste si
fn(xh) > 1 (ou fn(x∗h) > 1). On se fixe un temps maximal de capture T ∈ R+, et on suppose que (nT
mod j) = 0 afin de simplifier la présentation de l’algorithme.





Pour tout xh ∈ Kh Faire






// Itérations suivantes, pour j pas de temps
Faire
Calculer fn(x) à partir de S
Pour tout xh ∈ Kh Faire
Si fn(xh) ≥ −1 Alors
S ← S⋃(xh,+1)
Sinon







Calculer fn(x) à partir de S
S → ∅
n = n+ j
Jusqu’à n = nT
Renvoyer fn(x)
4.3 Approximation du contrôle optimal en utilisant les SVMs
Dans le chapitre 1, nous avons vu que la fonction de temps minimal ϑKC peut être approchée par
les fonctions Lnh obtenues grâce à l’algorithme d’approximation par l’intérieur, et qui sont les fonctions
valeurs associées au problème discrétisé. Dans cette section, nous détaillons la procédure qui permet
d’approcher un contrôle optimal à partir des approximations Lnh obtenues avec les SVMs.
On part d’un point x0 tel que ϑKC (x0) < ∞ pour lequel il existe un seul contrôle optimal u(.). On
note (u∗n)n le contrôle optimal discret associé à ϑ
K
C (x0). La procédure 3.4 définit le contrôle u
∗
i qui
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maximise la distance entre le point suivant et l’approximation du bassin de capture au temps n(i)− 1 :
u∗i = arg max
u∈U(xi)
a(xi + ϕ(xi, u)dt, ∂L
n(i)−1
h ), (4.21)
où a(x, ∂Lnh) représente la distance algébrique entre le point x et la frontière de L
n
h . Cependant, cette
distance n’est pas directe à calculer lorsque Lnh est définie par une fonction SVM. On choisit d’utiliser
une méthode plus rapide et plus simple à mettre en oeuvre pour calculer (u∗i )i.
Procédure 4.2 (Contrôle optimal en utilisant des SVMs)
On pose x0 ∈ LTh , le point initial. Pour chaque point xi de la trajectoire, on calcule n(i), la valeur
maximale de n telle que xi ∈ Lnh . Si n(i) > 0, on définit u∗i comme suit :
u∗i = arg max
u∈U(xi)
fn(i)−1(xi + ϕ(xi, u)dt). (4.22)
Ainsi, on choisit la séquence de contrôle qui permet de piloter le système afin qu’il traverse les
différentes frontières de Lnh , en suivant la plus grande pente par rapport à f
n.
Si l’approximation a été réalisée en utilisant plusieurs pas de temps, la procédure doit être légèrement
adaptée. A la première itération, on recherche le nombre de pas de temps j0 ≤ j nécessaires pour que
le point t(x0, u∗1, ..., u
∗





fn(i)−1(t(x0, u1, ..., uj0)) ∈ Ln(i)−1h et
arg max
u1,...,uj0−1∈U(x)
fn(i)−1(t(x0, u1, ..., uj0−1)) /∈ Ln(i)−1h .
(4.23)
Ensuite, on reprend l’algorithme 4.2, en remplaçant xi + ϕ(xi, u)dt par t(xi, u1, ..., uj).
4.4 Exemples d’application des algorithmes d’approximation de
bassins de capture
Dans cette section, nous illustrons les algorithmes décrits dans ce chapitre sur 3 exemples d’appli-
cation : le problème de Zermelo, d’une petite cible et de la voiture sur la colline.
4.4.1 Problème de Zermelo
4.4.1.1 Définition du problème
Le problème étudié ici est dérivé du fameux problème de Zermelo. Le but est de piloter un navire
dans une rivière afin qu’il atteigne une île en un temps minimal, sans s’échouer sur les bancs de sable.
La description du problème est tirée de [Cardaliaguet et al., 1997] et [Bokanowski et al., 2006].
Le problème peut être défini comme suit : l’état du système (x, y) représente la position du navire dans
la rivière, où le courant, qui décroît lorsqu’on s’approche des bords de la rivière, est donné par f(x, y) :
f(x, y) =
{
1− ay2}× {0} (a = 0,1). (4.24)
L’ensemble des contraintes K représente la rivière navigable et C l’île à atteindre. A chaque instant, le
capitaine peut contrôler l’accélération du navire u et sa direction θ. Le système en temps discret, avec
un intervalle de temps dt, peut être défini comme suit :{
x(t+ dt) = x(t) + (1− ay(t)2 + u cos θ)dt
y(t+ dt) = y(t) + (u sin θ)dt. (4.25)
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Posons K = [−6; 2] × [−2; 2] et C = B(0; 0, 44), où B est la boule unitaire dans R2. Les contrôles
doivent appartenir à un intervalle donné : u ∈ [0; 0, 44] et θ ∈ [0; 2pi]. Le navire doit atteindre la cible
avant le temps T = 7.
Dans un premier temps, nous allons rechercher l’ensemble des états initiaux tel que le système
atteigne la cible sans quitterK, puis partant d’une position donnée, nous définirons un contrôle optimal.
4.4.1.2 Résolution du problème en utilisant un système auxiliaire
On définit le système auxiliaire en temps discret suivant :
(x(t+ dt), y(t+ dt), τ(t+ dt)) =
{
(x(t+ dt), y(t+ dt))× {−1} si (x(t), y(t)) /∈ C
(x(t), y(t))× {0} sinon. (4.26)
où τ représente le temps qui s’écoule à chaque itération et (x(t+dt), y(t+dt)) est défini par l’équation
(4.25). L’espace des contraintes en dimension 3 est donné parH = K× [0;T ]. Pour cet exemple simple,
il est possible de dériver le vrai bassin de capture en temps fini T du système, afin de le comparer à
l’approximation donnée par l’algorithme d’approximation.
La figure 4.1 présente un exemple de déroulement de l’algorithme, avec l’ajout successif des sous-
grilles Khi. Les paramètres utilisés pour cette simulation sont précisés dans le tableau 4.1 (simulation
1). La figure 4.2 présente un exemple d’approximation du noyau de viabilité du système étendu, et donc
de l’épigraphe de la fonction de temps minimal (simulation 2 dans le tableau 4.1).
simulation 1 simulation 2 simulation 3 simulation 4
Dimension 3 3 2 2
Pas de la grille h 0, 1 0, 015 0, 05 0, 015
Nombre total de points 1815 105861 441 5041
dt 0, 5 0, 35 0, 1 0, 1
Nombre de pas 2 2 7 7
C 30000 30000 30000 30000
σ2 0, 1 0, 05 0, 05 0, 05
Nombre d’itérations 8 10 10 10
Nombre final de SV 72 2938 13 (extérieur) 20 (extérieur)
17 (intérieur) 22 (intérieur)
Temps 40 sec 1 j 28 min 1 min (extérieur) 19 min (extérieur)
1 min (intérieur) 30 min (intérieur)
TAB. 4.1 – Paramètres et résultats des simulations pour le problème de Zermelo.
4.4.1.3 Résolution du problème dans l’espace d’état initial
La figure 4.3 compare les résultats obtenus avec les deux variantes de l’algorithme dans l’espace
d’état initial, pour deux tailles de grille différentes. Le tableau 4.1 détaille les paramètres des simulations
(simulation 3 pour le cas avec une grille de 21 points par dimension et simulation 4 pour 71 points par
dimension). Afin de quantifier l’erreur empirique de l’approximation sur cet exemple, on calcule la
différence entre le nombre de points capturant la cible dans les deux résultats, relativement au nombre
de points contenu dans l’approximation par l’extérieur. Pour l’approximation utilisant 21 points par
dimension, la différence est de  = 20%, tandis qu’elle est uniquement de  = 6% avec la grille
contenant 71 points par dimension.
En comparant ces résultats avec l’approximation obtenue en utilisant un système auxiliaire, on re-
marque que les approximations dans l’espace d’état initial sont meilleures. Cependant, la discrétisation
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FIG. 4.1 – Exemple de l’approximation progressive du bassin de capture pour le problème Zermelo en
dimension 3. L’axe horizontal représente la position x(t), l’axe vertical y(t) et l’axe z le temps τ(t).
Le noyau de viabilité est représenté en dégradé rose-bleu. La ligne épaisse noire délimite la frontière du
vrai bassin de capture au temps T = 7. Les grilles en gris clair représentent les différentes sous-grilles
Khi.
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FIG. 4.2 – Exemple d’approximation du bassin de capture pour le problème Zermelo en dimension 3.
L’axe horizontal représente la position x(t), l’axe vertical y(t) et l’axe z le temps τ(t). Le noyau de
viabilité du système étendu (4.26) est représenté en dégradé rose-bleu.
(a) (b)
FIG. 4.3 – Approximation (a) par l’extérieur (b) par l’intérieur du bassin de capture du problème Zer-
melo. L’axe horizontal représente la position x(t) et l’axe vertical y(t). K est le rectangle qui limite
les points de la grille. Le bassin de capture est représenté en bleu. La ligne épaisse noire délimite la
frontière du vrai noyau. Les différentes lignes de niveaux représentent les contours de la fonction valeur
approchée. En haut, la grille contient 21 points par dimension et en bas, 71 points.
du temps dt n’est pas la même pour les deux approximations : la discrétisation est plus grossière avec
un système auxiliaire, car le nombre de points de la grille augmente avec cette valeur de dt. Nous avons
donc choisi une valeur de dt plus élevée dans ce cas et les deux résultats ne sont donc pas tout à fait
comparables.
On peut également comparer ces résultats avec ceux obtenus dans [Bokanowski et al., 2006], qui ont
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approché le bassin de capture du système de Zermelo en utilisant les mêmes paramètres, et comparé
leurs résultats avec ceux obtenus par l’algorithme de Saint-Pierre [Saint-Pierre, 1994]. Avec une grille
de 20 points par dimension, leur approximation est plus proche que celle obtenue avec l’algorithme
utilisé ici. Ils ont également testé leur algorithme sur une grille contenant 100 points par dimension :
les approximations données par l’algorithme Ultra-Bee et celles de la figure 4.3 (avec 71 points par
dimension) sont sensiblement les mêmes, et bien meilleures que celles obtenues avec l’algorithme de
Saint-Pierre. L’avantage principal de l’algorithme Ultra-Bee pour approcher des noyaux de viabilité et
des bassins de capture est qu’il utilise un schéma non diffusif et donne donc des approximations pré-
cises. L’algorithme décrit dans la section 4.2 montre environ les mêmes performances sur cet exemple,
avec une grille d’environ 70 points par dimension.
4.4.1.4 Contrôle optimal
La figure 4.4 représente un exemple de trajectoire optimale, à partir du point x0 = (−5, 2; 1, 4),
calculée à partir de l’approximation par l’intérieur (qui seule garantit d’atteindre la cible). La trajectoire
permet au navire d’atteindre l’île, en un temps égal à 6,5.
FIG. 4.4 – Exemple de trajectoire (en vert) en utilisant le contrôleur optimal pour le problème Zermelo.
L’approximation est la même que dans la figure 4.3 (b), avec 71 points par dimension.
4.4.2 Petite cible
Dans un système en deux dimensions (x, y), on considère le problème d’atteinte d’une petite cible
C = [0, 0]. Le système doit rester dans un espaceK = [−1; 1]× [−1; 1]. La dynamique en temps discret
est décrite par l’équation (4.27) : {
x(t+ dt) = x(t) + y(t)dt
y(t+ dt) = y(t) + u(t)dt, (4.27)
avec le contrôle u(t) ∈ [−1; 1].
On approche le bassin de capture en temps fini T du système, avec T = 1. Il est possible de
dériver la solution, afin de pouvoir comparer les résultats théoriques et ceux obtenus avec les différentes
approximations.
4.4.2.1 Discrétisation
Dans ce problème, la cible est le point C = (0, 0). Pour les deux algorithmes d’approximation du
bassin de capture (avec un système auxiliaire ou dans l’espace d’état initial), à la première itération, le
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bassin de capture au temps τ = 0 contient uniquement le point cible xh = (0, 0). Les SVMs fournissent
ensuite une approximation du bassin de capture au temps τ = 0. Cependant, si le point cible n’appartient
pas à Kh ou Hh, le vecteur d’apprentissage initial est constitué uniquement de points d’étiquette −1.
Or, pour obtenir une fonction SVM, il est nécessaire d’avoir au moins un point de chaque étiquette. Il
est donc nécessaire de choisir une discrétisation qui définit une grille contenant le point cible.
4.4.2.2 Résolution du problème en utilisant un système auxiliaire
On définit le système auxiliaire suivant : x(t+ dt) = x(t) + y(t)dty(t+ dt) = y(t) + u(t)dt
τ(t) = τ(t)− dt si (x(t), y(t)) ∈ C, τ(t) sinon.
(4.28)
Approcher le bassin de capture du système revient à approcher le noyau de viabilité du système (4.28).
La figure 4.5 présente un exemple d’approximation du noyau de viabilité. Les paramètres utilisés pour
cette simulation sont donnés dans le tableau 4.2 (simulation 1).
FIG. 4.5 – Exemple d’approximation du bassin de capture pour le problème de la petite cible en dimen-
sion 3. L’axe horizontal représente la dimension x(t), l’axe vertical y(t) et l’axe z le temps τ(t). Le
noyau de viabilité est représenté en dégradé rose-bleu. La ligne noire délimite la frontière du vrai bassin
de capture au temps τ = 1.
4.4.2.3 Résolution du problème dans l’espace d’état initial
Pour le problème de la petite cible, il n’est pas possible d’approcher le bassin de capture en utilisant
l’algorithme par l’intérieur : en effet, dans l’équation (4.19), on définit l’ensemble des points capturant
la cible à l’itération suivante en considérant la frontière définie par f(x) > 1. Or, à la première itération,
le vecteur d’apprentissage contient uniquement un point capturant la cible (la cible), qui sera forcément
vecteur de support de la première SVM (la définition d’une fonction SVM contient au moins un point
positif et un point négatif), et on aura f0(C) = +1. La fonction f0(x) > 1 ne sera donc pas définie
sur l’ensemble K, et on ne pourra pas approcher le bassin de capture en utilisant l’approximation par
l’intérieur.
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simulation 1 simulation 2
Dimension 3 2
Pas de la grille h 0, 02 0, 02
Nombre total de points 54621 2601
dt 0, 05 0, 025
Nombre de pas 2 8
C 30000 30000
σ2 0, 05 0, 05
Nombre d’itérations 10 6
Nombre final de SV 210 26
Temps 15 min 1 min
TAB. 4.2 – Paramètres et résultats des simulations pour le problème de la petite cible.
En ce qui concerne l’approximation par l’extérieur, la frontière est définie par f(x) ≥ −1 (équation
(4.18)). L’algorithme fonctionne donc normalement.
La figure 4.6 présente un exemple d’approximation des bassins de capture du problème dans l’espace
d’état initial. Les paramètres utilisés pour cette simulation sont résumés dans le tableau 4.2 (simulation
2). En comparant cette approximation avec celle obtenue en utilisant un système auxiliaire, les résultats
sont sensiblement les mêmes. Si on compare ces résultats avec ceux donnés dans [Bokanowski et al.,
2006], on constate que, avec le même nombre de points par dimension, les approximations données
ici et celles obtenues en utilisant le schéma Ultra-bee sont sensiblement les mêmes. Par contre, ces
approximations sont beaucoup plus fines que celle obtenue en utilisant l’algorithme de Saint-Pierre.
FIG. 4.6 – Approximation par l’extérieur du bassin de capture pour le problème de la petite cible. L’axe
horizontal représente la dimension x et l’axe vertical la dimension y. Le bassin de capture est représenté
en bleu. La grille contient 51 points par dimension. Le vrai bassin de capture est représenté par les lignes
épaisses.
4.4.3 Voiture sur la colline
4.4.3.1 Définition du problème
On considère ici le fameux problème de la voiture sur la colline (en anglais « car on the hill »). La
description du problème est tirée de [Moore et Atkeson, 1995].
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Le système est défini en deux dimensions : la position de la voiture x et sa vitesse x′. La voiture
peut être contrôlée à l’aide d’une variable de contrôle continue en une dimension : l’accélération a. Le
but est de garder la voiture dans un ensemble de contraintes données, tout en atteignant la cible aussi
vite que possible (figure 4.7). Le but est d’atteindre le haut de la colline, avec une vitesse faible : C ∈
FIG. 4.7 – Représentation du système de la voiture sur la colline.
[0, 5; 0, 7] × [−0, 1; 0, 1]. La voiture doit rester dans l’ensemble de contraintes K = [−1; 1] × [−2; 2].
L’accélération est limitée a ∈ [−4; 4].
L’évolution de la vitesse x′ est fonction de la position x :
x′′ =
a√





avec g = 9, 81 et :
H ′(x) =
{
x2 + x si x < 0
x/
√
1 + 5x2 si x ≥ 0. (4.30)
On considère le système dynamique en temps discret suivant :{
x(t+ dt) = x(t) + x′(t)dt
x′(t+ dt) = x′(t) + x′′(t)dt. (4.31)
4.4.3.2 Résolution du problème dans l’espace d’état initial
La figure 4.8 présente l’approximation du bassin de capture du système et des contours de la fonction
valeur, en utilisant les deux variantes de l’algorithme d’approximation dans l’espace d’état initial. Les
paramètres utilisés pour ces simulations sont donnés dans le tableau 4.3 (simulation 1). La différence
entre l’approximation par l’extérieur et celle par l’intérieur est inférieure à  = 7%.
4.4.3.3 Contrôleur optimal
Si la vitesse est trop faible lorsque la voiture est dans la côte de la colline, même l’accélération
maximale ne suffit pas pour remonter la pente. La voiture doit redescendre pour accumuler assez de
vitesse et remonter ensuite jusqu’en haut de la colline. La figure 4.8(b) présente une trajectoire qui
permet d’atteindre la cible en un temps minimal, à partir du point x0 = (−0, 1; 0, 4).
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simulation 1
Dimension 2
Pas de la grille h 0, 015
Nombre total de points 5041
dt 0, 025




Nombre final de SV 41 (extérieur)
43 (intérieur)
Temps 10 min (extérieur)
22 min (intérieur)
TAB. 4.3 – Paramètres et résultats des simulations pour le problème de la voiture sur la colline.
(a) (b)
FIG. 4.8 – Approximation (a) par l’extérieur (b) par l’intérieur du bassin de capture du problème de la
voiture sur la colline. L’axe horizontal représente la position x(t) et l’axe vertical la vitesse x′(t).K est
le rectangle qui limite les points de la grille. Le bassin de capture est représenté en bleu. Les différentes
lignes de niveaux représentent les contours de la fonction valeur approchée. La grille contient 71 points
par dimension.
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Chapitre 5
Calculer la résilience d’un système
en utilisant des SVMs
Dans ce chapitre, nous proposons un algorithme de calcul des valeurs de résilience, algorithme basé
sur l’algorithme d’approximation de bassins de capture dans l’espace d’état initial. L’algorithme est
ensuite illustré sur un modèle d’eutrophisation des lacs.
Dans la section 5.1, nous considérons le calcul des valeurs de résilience comme un cas particulier de
minimisation d’une fonction de coût. Après avoir défini la résilience d’un système, nous proposons un
algorithme d’approximation des valeurs de résilience, basé sur l’algorithme d’approximation des bassins
de capture dans l’espace d’état initial. Nous introduisons également rapidement un algorithme simple
qui permet de calculer le noyau de viabilité et les valeurs de résilience en présence d’incertitudes. Pour
terminer, nous illustrons cet algorithme sur un problème en 3 dimensions d’eutrophisation des lacs dans
la section 5.2
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5.1 Minimisation d’une fonction de coût : application au problème
du calcul de la résilience
Dans cette section, nous présentons un cas particulier de minimisation d’une fonction de coût : le
cas du calcul de la résilience.
5.1.1 Définition de la résilience dans le formalisme de la viabilité
En général, la résilience est définie comme la capacité d’un système à conserver certaines de ses
propriétés d’intérêt malgré des chocs ou perturbations. En écologie, le terme résilience est employé
lorsque l’on parle de la durabilité d’un écosystème. Holling [Holling, 1973] a mis en avant deux aspects
de la durabilité, et proposé deux définitions : l’« engineering resilience » et l’« ecological resilience »
(termes introduits dans [Holling, 1996]). L’« engineering resilience » mesure le temps de retour d’un
système à un équilibre global, après avoir subi une perturbation [Pimm, 1984]. L’« ecological resilience »
mesure l’intensité maximale que le système peut absorber sans changer de comportement. Gunderson
and Holling [Gunderson et Holling, 2002] ont proposé d’utiliser le concept de résilience pour définir
des politiques d’action durables. Selon eux, gérer un système écologique et économique en accord avec
le principe du développement durable est agir dans le but de préserver sa résilience.
Martin [Martin, 2004 ; Martin, 2005] a proposé une définition de la résilience proche de l’inter-
prétation de Holling de l’« ecological resilience ». Elle est basée sur la théorie de la viabilité, avec les
méthodes pour calculer des valeurs de résilience et définir des politiques d’action durables. La résilience
est alors définie comme l’inverse du coût de restauration d’une certaine propriété d’intérêt perdue après
une perturbation. La définition du coût a une part politique, dépendante du point de vue du manager. Il
est très souvent défini comme un coût cumulé le long d’une évolution du système durant une certaine
période : par exemple, le temps passé par le système privé de sa propriété d’intérêt ou le déficit accumulé
tout au long de cette période. Lorsque la propriété d’intérêt est maintenue, le coût est nul et la résilience
infinie ; lorsqu’il n’existe aucune politique d’action qui permet de restaurer le système, le coût est infini
et la résilience nulle ; lorsque la propriété d’intérêt est perdue mais peut être restaurée, la valeur de la
résilience et le coût sont finis et peuvent être calculés. Cette définition inclut également la détermination
de politiques d’action qui vont permettre de restaurer la propriété perdue, en fonction des valeurs de la
résilience.
Selon Martin [Martin, 2004], et en suivant les recommandations de [Ludwig et al., 1997] et [Car-
penter et al., 2001], les concepts de la résilience basés sur la théorie de la viabilité dépendent :
– de la dynamique du système et des contrôles
x(t)′ ∈ F (x(t)) = {ϕ(x(t), u(t))|u(t) ∈ U(x(t))} ; (5.1)
– de la propriété d’intérêt, définie comme l’espace des contraintes : le système doit rester dans
l’espace des contraintesK ;
– du temps maximal considéré T ∈ R+ ;
– des fonctions de coût λ(x, u), qui servent à évaluer la résilience, et qui associent à une trajectoire
x(.) un coût non nul lorsque x(t) /∈ K et nul lorsque x(t) ∈ K ;
– des perturbationsD qui associent à un état x un ensembleD(x) l’ensemble des états atteints après
une perturbation.
La première question est, étant donné un ensemble des contraintes K et un état initial x0, peut-on
définir une politique d’action qui permette de conserver la propriété d’intérêt indéfiniment ? Ce qui peut
être réécrit dans le formalisme de la viabilité par : le point initial x0 est-il viable ? Pour répondre à cette
question, on approche le noyau de viabilité du système (5.1) dans K et on regarde si x0 ∈ Lph, avec Lph
l’approximation du noyau de viabilité :
– si x0 ∈ V iab(K), cela signifie qu’il existe une politique d’action qui permette de conserver la
propriété d’intérêt : le coût est alors nul et la résilience infinie ;
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– si x0 /∈ V iab(K), le système est condamné à perdre sa propriété d’intérêt. On veut alors détermi-
ner une politique d’action qui permet de restaurer, si possible, la propriété d’intérêt avant le temps
T , tout en minimisant le coût de restauration.
Une situation de crise correspond à une situation où le système sort de l’espace des contraintes
K. Ces contraintes peuvent représenter une situation de « bonne santé », et le système ne s’effondre
pas forcément lorsqu’il quitte K. Le temps de crise mesure le temps pendant lequel le système est à
l’extérieur deK, que ce soit de manière réversible ou non. [Doyen et Saint-Pierre, 1997] introduisent la
fonction de temps de crise minimal, qui associe à chaque état du système le temps minimal passé dans
une situation de crise. Dans le cas de la résilience, on adapte la notion de temps de crise : on ne mesure
plus le temps passé en dehors de l’espace des contraintes mais un coût lié à la trajectoire lorsqu’elle est
en dehors deK.





Martin [Martin, 2004] montre que l’épigraphe de la fonction CTK est le noyau de viabilité d’un système
auxiliaire FE , défini dans un nouvel espace des contraintesH = X × R+ :
(x(t), c(t))′ ∈ FE(x(t), c(t)) =
{
F (x(t))× {−λ(x(t), u(t))} si x /∈ K
F (x(t))× {0} si x ∈ K. (5.3)
Ainsi, on peut calculer les fonctions de coût minimal en utilisant un algorithme de calcul de noyau de
viabilité. A partir de là, on distingue deux cas :
– si le coût minimal d’une trajectoire partant du point x est inférieur à ∞, il existe au moins une
politique d’action qui permet au système d’être restauré, et la résilience est non nulle ;
– si le coût est infini, le système ne peut être restauré et la résilience est nulle.
Dans le premier cas, on peut donc calculer les valeurs de la résilience RTK,D. Sa valeur dépend de la
fonction de coût minimal et de l’ensemble des perturbations envisagées. Elle est définie comme l’inverse





5.1.2 Algorithme de calcul de la résilience dans l’espace d’état initial
Le problème du calcul de valeur de résilience revient à calculer le noyau de viabilité du système
(5.3) dans l’espace des contraintes H = X × R+. Le calcul du noyau nécessite donc l’addition d’une
dimension supplémentaire, représentant le coût de restauration. Cependant, les algorithmes de viabilité
souffrent de la «malédiction de la dimensionnalité » : les coûts de calcul augmentent exponentiellement
avec la dimension de l’espace d’état. Dans cette partie, nous proposons de modifier la dynamique et
d’intégrer une fonction de coût respectant certaines conditions afin de pouvoir adapter l’algorithme
d’approximation de bassins de capture dans l’espace d’état initial, et ainsi gagner une dimension pour
les calculs.
On définit une nouvelle fonction de coût `(x, u) qui pénalise le temps passé par la trajectoire issue
de x en dehors du noyau de viabilité du système :
`(x, u) =
{
λ(x, u) + g(x) si x /∈ V iab(K)
0 si x ∈ V iab(K), (5.5)
avec g(x) > 0 le coût lorsque x /∈ V iab(K) et λ(x, u) = 0 si x ∈ K. On pose (x(t), c(t))′ = 0 si
x ∈ V iab(K) car lorsqu’un point x ∈ V iab(K), il existe au moins une trajectoire qui va lui permettre
de rester dans l’ensemble des contraintes : on pourra donc dans ce cas définir une politique d’action
qui respecte la propriété d’intérêt, et le coût de restauration associé sera donc nul. Par rapport à la
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définition de [Martin, 2004], on ne pénalise ainsi pas uniquement le temps passé en dehors de l’espace
des contraintesK (avec la fonction de coût λ(x, u)), mais également le temps passé en dehors du noyau
de viabilité du système (avec la fonction de coût g(x)). Avec `(x, u) > 0 si x /∈ V iab(K), on peut donc
réécrire le système (5.3) :
(x(t), c(t))′ ∈ FE(x(t), c(t)) =
{
F (x(t))× {−`(x(t), u(t))} si x /∈ V iab(K)
0 si x ∈ V iab(K), (5.6)
ce qui permet de se ramener au problème de minimisation d’une fonction de coût défini dans la section
3.4 avec un système dynamique (3.48), V iab(K) étant la cible C à atteindre. L’introduction de la fonc-
tion g(x) est indispensable pour pouvoir appliquer l’algorithme d’approximation d’un bassin de capture
du système (3.48) défini dans la section 3.4. En effet, avec `(x, u) > 0 si x /∈ V iab(K), la dynamique
sur la dimension coût est strictement décroissante en dehors du noyau de viabilité (considéré ici comme
la cible à atteindre) et on peut utiliser l’algorithme d’approximation dans l’espace d’état initial.
Cette procédure permet, lorsque la fonction de coût pénalise le temps passé en dehors du noyau de
viabilité deK (avec la fonction g(x)), d’approcher les valeurs de résilience sans ajouter une dimension
auxiliaire au système. Si on souhaite pénaliser uniquement le temps passé en dehors deK, on peut tou-
jours utiliser l’algorithme d’approximation de noyau de viabilité défini dans la section 2, en considérant
la dynamique étendue (5.3).
5.1.3 Extension aux jeux dynamiques
Dans cette sous-section, nous introduisons un algorithme simple pour calculer des noyaux discrimi-
nants. Cet algorithme est seulement un premier pas dans cette direction et reste insuffisant, mais il nous
permettra dans la section suivante d’introduire des incertitudes dans le modèle.
Lorsque l’évolution du système est influencée par des perturbations liées à notre ignorance de cer-
tains comportements, on définit un jeu dynamique : x(t)
′ = ϕ(x(t), u(t), v(t))
u(t) ∈ U(x(t))
v(t) ∈ V (x(t)),
(5.7)
où les différentes perturbations v qui peuvent intervenir appartiennent à un certain ensemble V (x(t)).
Dans ce cas, on recherche l’ensemble des états viables du système, quelle que soit la valeur de la per-
turbation. Un état x est viable si, pour chaque valeur v ∈ V (x(t)) et pour tout x ∈ K, il existe au
moins une évolution x(.) viable dans K. L’ensemble de tous les états viables est alors appelé noyau
discriminant.
Dans ce chapitre, nous proposons un premier pas pour approcher un noyau discriminant, en mo-
difiant légèrement l’algorithme d’approximation de noyau de viabilité. La procédure est simple : on
discrétise l’ensemble des incertitudes et on teste toutes les valeurs discrètes pour chaque état. Si le point
est non-viable pour au moins une valeur de l’intervalle, le point est non-viable. De la même façon, pour
l’algorithme d’approximation de bassins de capture, si un point ne capture pas la cible pour au moins
une valeur de l’intervalle, le point ne capture pas la cible.
5.2 Calcul des valeurs de résilience dans un modèle d’eutrophisa-
tion des lacs
Le problème d’eutrophisation des lacs est un exemple connu de modification soudaine du système,
d’un état oligotrophique (eau claire) à un état eutrophique (eau trouble) [Scheffer, 1998 ; Carpenter
et al., 1999b]. Ce phénomène est très répandu et se développe dans les eaux de surface [Smith, 1998] ;
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il est dû à la décharge excessive de nutriments dans l’eau, décharge liée aux activités agricoles. L’eu-
trophisation des lacs a des conséquences néfastes sur l’environnement, telles que la diminution de la
biodiversité aquatique [Jeppesen et al., 1998], turbidité et faible valeur économique. Le problème est
donc de garder le lac dans un état oligotrophique (faibles apports de nutriments, eau claire et forte valeur
économique), tout en permettant aux agriculteurs d’utiliser des nutriments pour assurer la rentabilité de
leur activité.
Le phosphate est le nutriment le plus critique pour l’eutrophisation des lacs [Carpenter et al., 1999b ;
Carpenter et al., 1999a]. L’excédent de phosphate est importé des fermes sous la forme d’engrais et de
complément alimentaire pour les animaux. La plupart du phosphate s’accumule dans le sol [Bennett
et al., 2001], et peut être transporté dans les eaux par les pluies. La propriété d’intérêt d’un lac est donc
l’oligotrophie selon le point de vue de la population qui profite de ses services. Cependant, les agri-
culteurs doivent être inclus dans le système, selon le point de vue qu’il doivent conserver des activités
rentables, ce qui est lié à l’apport de phosphate. L’objectif est donc double : le lac doit rester dans un
état oligotrophique, et la rentabilité des activités agricoles assurée.
Les questions que se pose le gestionnaire du lac sont : est-il possible de garder le lac dans un état
oligotrophique tout en assurant la rentabilité des activités agricoles ? Si oui, quelles sont les politiques
d’actions à mener ? Si non, existe t-il une politique qui permettra de retrouver la propriété d’intérêt ? A
quel prix ?
5.2.1 Modèle simple d’eutrophisation des lacs
Le modèle comprend un lac et les activités agricoles qui apportent du phosphate. La propriété d’in-
térêt évaluée par la résilience est l’état oligotrophique et la pérennité des activités agricoles.
5.2.1.1 La dynamique et les contrôles
Le modèle combine un modèle d’écosystème pour la dynamique des phosphates et un modèle
contrôlé pour la dynamique des apports de nutriments. La dynamique des apports de phosphates dans
l’eau et les sédiments, proposée par [Dent et al., 2002], est la suivante :{
dM
dt = −kM(t) + sP (t)− rM(t)f(P (t))
dP
dt = −(s+ h)P (t) + L(t) + rM(t)f(P (t)),
(5.8)
avec f(P (t)) =
P (t)q
P (t)q +mq
. Le système est défini par trois variables d’état : la variableM représente
la masse de phosphate dans les sédiments du lac, P la masse de phosphate dans l’eau du lac (toutes deux
décrites en unité de temps et en g.m−2) et L le flux de phosphate (g.m−2.y−1). Les coefficients s et h
sont des taux constants respectivement pour la sédimentation et l’écoulement des eaux. k représente la
proportion de vase qui se transforme à chaque pas de temps en dépôt souterrain permanent. r correspond
au taux maximal de recyclage des phosphates. La fonction f(P ) représente le passage d’un recyclage
faible à un fort recyclage. Le paramètre q contrôle la pente de la courbe de recyclage et le niveau de
phosphate P pour lequel le taux de recyclage est à la moitié de son taux maximal est notém. La figure
5.1 (tirée de [Ludwig et al., 2003]) résume le modèle.
Un modèle plus simple, où l’influence de la masse de phosphate dans les sédimentsM sur la dyna-
mique de la masse de phosphate dans l’eau du lac P n’est pas prise en compte, est souvent utilisé dans la
littérature [Ludwig et al., 2003]. [Martin, 2004] a utilisé ce modèle pour définir les valeurs de résilience.
En comparant les résultats obtenus dans cette étude avec ceux de [Martin, 2004], nous montrerons que
la part de phosphates dans les sédiments a un impact significatif sur les valeurs de la résilience.
Afin de montrer l’influence de la variable M , on conserve la dynamique sur les flux de phosphates
proposée par [Martin, 2004]. Le gestionnaire du lac peut agir directement sur la variation des flux de









FIG. 5.1 – Modèle simplifié du lac en trois dimensions (L,P,M).




= u , u ∈ [−V Lmax;V Lmax] . (5.9)
5.2.1.2 La propriété d’intérêt comme espace des contraintes
On suppose qu’un lac oligotrophique passe à un état eutrophique lorsque la quantité de phosphates
dans l’eau dépasse un certain seuil Pmax. En conséquence, l’objectif est atteint lorsque la variable P ≥ 0
satisfait la condition suivante :
P ∈ [0;Pmax] . (5.10)
On suppose également que les profits des agriculteurs dépendent linéairement des apports en phosphates.
La rentabilité de leur activité est donc assurée lorsque les apports en phosphates sont supérieurs à une
certaine valeur Lmin et inférieure à la valeur maximale légale Lmax :
L ∈ [Lmin;Lmax] . (5.11)
Les équations (5.8), (5.9), (5.10), (5.11) peuvent être réécrites synthétiquement en utilisant le formalisme





 u(t)−(s+ h)P (t) + L(t) + rM(t)f(P (t))
−kM(t) + sP (t)− rM(t)f(P (t))
 , (5.12)
avecK = [Lmin;Lmax]× [0;Pmax]× [0;+∞].
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5.2.1.3 Les fonctions de coût
Les fonctions de coût sont utilisées pour évaluer la résilience de la propriété d’intérêt, définie par
l’ensemble des contraintesK, qui assure la rentabilité de l’activité des agriculteurs, tout en gardant le lac
oligotrophique. Ces fonctions doivent donc satisfaire deux conditions : (i) le coût d’une trajectoire telle
que la propriété d’intérêt est maintenue est nul (ii) le coût d’une trajectoire telle que la propriété d’intérêt
ne peut pas être restaurée est infini. De plus, la trajectoire, partant d’un état initial x0, de coût minimal
définit la meilleure politique d’action à mener pour conserver la propriété d’intérêt ou pour la restaurer
avant le temps T . En pratique, les façons d’évaluer le coût d’une évolution x(.) = (L(.), P (.),M(.)), sa-
tisfaisant l’équation (5.12), sont nombreuses et dépendent de la situation. On considère dans cet exemple
une fonction de coût λ(x, u), pénalisant le temps passé hors deK, qui peut être décomposée en deux :
– le coût écologique : pénalise le temps passé hors de l’état oligotrophique,
– le coût économique : mesure la période de non-rentabilité des activités agricoles, pondérée par la
norme des profits négatifs.
L’équation (5.13) définit la fonction λ(x, u) :










avec χL≤Lmin = 1 si L ≤ Lmin, χP≥Pmax = 1 si P ≥ Pmax, et 0 sinon.
On introduit également une deuxième fonction de coût g(x), correspondant à un coût de management,
qui pénalise le temps passé en dehors du noyau de viabilité du système : les politiques d’action doivent









avec χx/∈V iab(K) = 1 si x /∈ V iab(K) et 0 sinon. L’introduction de cette fonction est indispensable
pour pouvoir utiliser l’algorithme décrit dans la section 4 : la fonction de coût doit être strictement
décroissante en dehors de la cible à atteindre (le noyau de viabilité ici).
La fonction `(x, u), qui associe à un état x le coût minimal, est définie par l’équation (5.15) :
`(x, u) = λ(x, u) + g(x). (5.15)
5.2.1.4 Les perturbations
Dans cet exemple, on considère des perturbations Dα, qui correspondent à une augmentation sou-
daine de la concentration de phosphates dans le lac, avec α l’intensité maximale de la perturbation.
Si une perturbation se produit lorsque le système est à un état x, il passera à un état y appartenant à
l’ensemble Dα(x) :
Dα(x) = [x;x+ (0;α, 0)] . (5.16)
5.2.1.5 Les valeurs de résilience
La valeur de la résilience d’un système à un état donné x pour sa propriété d’intérêt, en prenant en
compte les perturbations attendues, est l’inverse du coût de restauration pour tous les sauts décrits parD.
Dans cet exemple simple de perturbations, l’augmentation soudaine de P avec une intensité maximale
α produit le coût maximal de restauration. On a donc :
RTK,D(x) =
1
`(x+ (0;α, 0), u)
. (5.17)
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5.2.2 Résultats
Le calcul des valeurs de résilience nécessite deux étapes préliminaires : approcher le noyau de via-
bilité puis les coûts de restauration de la propriété d’intérêt.
5.2.2.1 Le noyau de viabilité
Le but est de déterminer quels sont les niveaux de phosphates dans l’eau (P ), dans les sédiments
(M ) et des apports (L) qui sont compatibles avec l’objectif de maintenir la propriété d’intérêt. Pour
cela, on calcule le noyau de viabilité du système (5.12), en utilisant l’algorithme décrit dans le chapitre
1. Les paramètres du modèle choisis pour les simulations sont décrits dans le tableau 5.1 et sont tirés de




Pmax 0, 5 - 1, 2






m [0, 8; 1, 2]
TAB. 5.1 – Paramètres du modèle d’eutrophisation des lacs.
Le paramètre m est estimé à partir des données issues de chaque lac, sa valeur ne peut être connue
avec certitude. C’est pour cette raison que l’on inclut les incertitudes sur ce paramètre m ∈ [0, 8; 1, 2].
Pour calculer le noyau de viabilité du système (ou noyau discriminant), on utilise alors l’algorithme
défini dans la sous-section 5.1.3.
La figure 5.2 représente le noyau de viabilité du système pour Pmax = 0, 5, pour une valeur de
m = 1. Le tableau 5.2 présente les paramètres de simulation (colonne noyau 1). On a choisi ici de
définir un pas de discrétisation différent pour chaque dimension, afin de mieux rendre compte de la
dynamique lente de la variableM .
noyau 1 noyau 2 coût
Dimension 3 3 3
Nombre total de points 129381 (21× 61× 101) 129381 129381
dt 0, 05 0, 05 -
dc − − 0, 1
Nombre de pas 6 6 6
C 30000 30000 30000
σ2 0, 1 0, 1 0, 1
Nombre d’itérations 18 39 52
Nombre final de SV 97 133 188
Temps 20 minutes 1 heure ≈ 2 jours
TAB. 5.2 – Paramètres et résultats des simulations pour le problème d’eutrophisation des lacs.
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Pour tous les points x ∈ V iab(K), il est possible de définir une politique de contrôle qui permette
de conserver la propriété d’intérêt : le coût de restauration est nul et la résilience infinie. Pour les points
x /∈ V iab(K), le système est voué à sortir de K, quelle que soit la politique choisie. La figure montre
en trait pointillé un exemple de trajectoire partant d’un point non-viable et satisfaisant u = V Lmax :
même en diminuant au maximum l’apport de phosphate, la propriété d’intérêt ne peut être conservée et
le lac est condamné à devenir eutrophique.
Les projections sur le plan (L− P ) varient très peu avecM . En comparant ce résultat avec ceux de
[Martin, 2004], on constate que les approximations sont très proches. Avec de tels paramètres, la concen-
tration de phosphates dans les sédiments n’affecte pas la forme du noyau. De plus, l’approximation du
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FIG. 5.2 – Projection du noyau de viabilité pour Pmax = 0, 5. Le noyau est représenté en bleu et
l’espace des contraintes K par le rectangle gris. La trajectoire en pointillé part d’un point non-viable et
la trajectoire en trait plein d’un point viable.
On approche maintenant le noyau de viabilité pour Pmax = 1, 2 (figure 5.3). Les paramètres sont
donnés dans le tableau 5.1 (colonne noyau 2). Les résultats mettent en évidence le rôle crucial de la
dynamique lente du modèle : plus la masse de phosphates dans le sol est importante, plus le noyau de
viabilité est petit.
Dans toutes les configurations, il y a des situations pour lesquelles la propriété d’intérêt ne peut être
maintenue. Si on prend en compte les incertitudes sur le paramètrem, le noyau de viabilité change, tout
spécialement pour les plus fortes valeurs de M . Pour M < 3, le noyau de viabilité est plus petit que
celui approché sans prendre en compte les incertitudes et l’objectif peut être maintenu dans moins de
cas. PourM ≥ 3, les incertitudes n’ont pas d’influence sur le résultat.
La prochaine étape est de déterminer si le système (en incluant les incertitudes) peut être restauré,
et si oui, à quel prix.
5.2.2.2 Les coûts de restauration
Le noyau de viabilité du système correspond au niveau 0 de la fonction de coût. A partir d’un état
non-viable, le système est condamné à quitter l’ensemble des contraintes K. Cependant, dans certains
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FIG. 5.3 – Projection du noyau de viabilité pour Pmax = 1, 2.
cas, il est possible de restaurer la propriété d’intérêt.
On calcule ici les valeurs non-nulles de la fonction de coût en utilisant l’algorithme décrit dans la
section 5.1. Les paramètres de la simulation sont donnés dans le tableau 5.1 (colonne coût). La figure
5.4 représente la projection sur le plan (L−P ) des coûts de restauration pour Pmax = 1, 2, en incluant
les incertitudes sur le paramètre m. Ici, on choisit de donner un coût écologique plus fort que le coût
économique (c1 = 3 et c2 = 10), et on considère un coût de management c3 = 1. On constate que les
valeurs de coût prennent des valeurs finies pour tous les états représentés : quel que soit l’état initial du
lac, il est possible de restaurer sa propriété d’intérêt.
5.2.2.3 Les valeurs de la résilience
Les valeurs de la résilience sont l’inverse du coût de restauration de la propriété d’intérêt, perdue
à cause de perturbations exogènes. On suppose que, quel que soit l’état x du système, la perturbation
maximale est causée par une augmentation de la valeur de P , d’une magnitude de α = 0, 5. On évalue la
résilience pour chacune des fonctions de coût, avec Pmax = 1, 2, et en prenant en compte les incertitudes
sur le paramètrem (figure 5.5).
Le graphique discrimine deux zones :
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FIG. 5.4 – Projection de l’approximation des valeurs de coût pour Pmax = 1, 2.
– en bleu, les états pour lesquels la résilience est infinie : même avec une perturbation de magni-
tude α = 0, 5 anticipée, le lac reste dans un état oligotrophique et la rentabilité économique des
activités agricoles est assurée ;
– entre les courbes de niveaux, le lac va devenir eutrophique dans le cas de perturbations, mais la
propriété d’intérêt va pouvoir être restaurée, avec un coût donné par les lignes de niveaux.
Dans cet exemple, on n’observe aucune zone de résilience nulle. Avec les paramètres (s + h) choisis,
le lac est hystérésique : l’eutrophisation peut être renversée en diminuant sérieusement les apports en
phosphates [Carpenter et al., 1999b].
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FIG. 5.5 – Projection de l’approximation des valeurs de résilience pour Pmax = 1, 2.
5.2.2.4 Déterminer des politiques d’action
Dans cet exemple, les actions à mener pour restaurer la propriété d’intérêt avec un coût minimal sont
simples : il suffit de diminuer les apports en phosphates L jusqu’à retrouver un lac oligotrophique, puis
84 CHAPITRE 5 : CALCULER LA RÉSILIENCE D’UN SYSTÈME EN UTILISANT DES SVMS
d’augmenter L jusqu’à obtenir des profits acceptables. Pour déterminer les politiques d’action à mener
pour restaurer la propriété d’intérêt avec un coût minimal, il suffit d’utiliser la procédure de contrôle







Apprentissage actif de noyau de
viabilité et de bassins de capture
Les algorithmes décrits dans ce manuscrit sont basés sur la discrétisation de l’espace d’état et
souffrent donc de la malédiction de la dimensionnalité. Dans ce chapitre, nous proposons d’introduire
des méthodes d’apprentissage actif dans les algorithmes d’approximation de noyau de viabilité et de
bassin de capture utilisant les SVMs.
Nous définissons tout d’abord la malédiction de la dimensionnalité dans la section 6.1. Dans la sec-
tion 6.2, nous introduisons l’apprentissage actif en général puis dans le cas des SVMs. Nous proposons
ensuite un nouvel algorithme d’apprentissage actif de noyau de viabilité et de bassin de capture dans la
section 6.3. Nous terminons avec quelques exemples d’application dans la section 6.4, notamment avec
un exemple de contrôle d’un vélo dans un circuit, système défini en 6 dimensions.
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6.1 Réduction de la taille de la base d’apprentissage
Les algorithmes proposés dans cette thèse souffrent de la malédiction de la dimensionnalité : la taille
de la grille augmente exponentiellement avec la dimension de l’espace d’état. Ces algorithms ne sont
applicables que pour des systèmes de faible dimension (5 ou 6), en utilisant une grille avec peu de points
par dimension. Un problème crucial est donc d’étendre ces méthodes afin de pouvoir les appliquer à des
systèmes en plus grande dimension.
Le problème de la dimensionnalité est général dans les problèmes de contrôle optimal mais est
encore plus critique dans notre approche car le temps de calcul des SVMs est quadratique avec la taille de
la base d’apprentissage. Cependant, les SVMs ne souffrent pas de la malédiction de la dimensionnalité
(voir section 2.1.5). De plus, on utilise un algorithme de type SMO pour calculer les fonctions SVMs
qui ne nécessitent pas le stockage de la matriceN ×N . La malédiction de la dimensionnalité au niveau
des SVMs est donc réduite à un problème de temps de calcul et de stockage de la base d’apprentissage.
On rappelle que la fonction SVM est définie à l’aide d’un nombre réduit de points : les vecteurs
de support, qui contiennent toute l’information nécessaire. Les autres exemples n’entrent pas dans la
définition (ils ont leur coefficient αi = 0). En utilisant uniquement les SVs pour construire la fonction
de décision, les résultats sont les mêmes que ceux obtenus en utilisant la base d’apprentissage complète
([Scholkopf et Smola, 2002], section 7.8). Ainsi, même si la base d’apprentissage contient un très grand
nombre d’exemples, seulement une partie d’entre eux est pertinente.
Il y a deux types de SVs :
– ceux qui se situent sur la marge (0 < αi < C) ;
– ceux qui sont situés à l’intérieur des marges ou mal-classés par la SVM (αi = C).
Il n’y a pas de «méthode » qui permette de borner supérieurement le nombre de SVs total pour définir un
hyperplan séparateur (au minimum, 2 points sont nécessaires). Le nombre de SVs dépend des données
et du paramètre de régularisation C, et croît linéairement avec le nombre d’exemples [Scholkopf et al.,
2000]. Cependant, dans les exemples d’application décrits dans les chapitres 2 et 4, leur nombre est
généralement très petit par rapport à la taille de la grille. De plus, on cherche à ce que la SVM ne fasse
pas d’erreur (respect des conditions d’application des algorithmes avec λ = 1) : la fonction est donc
uniquement définie avec les SVs tels que 0 < αi ≤ C.
Dans ce chapitre, nous proposons de construire progressivement la base d’apprentissage des SVMs,
en essayant de la maintenir la plus réduite possible. Cela implique une procédure qui sélectionne les
points à ajouter à la base d’apprentissage, afin d’en utiliser uniquement un nombre qui soit proche du
nombre de vecteurs de support. Le but n’est pas de casser la malédiction de la dimensionnalité mais de
pouvoir travailler avec des systèmes en plus grande dimension, en ayant des résultats précis. Afin de
réduire très fortement la taille de la base d’apprentissage tout en conservant une approximation précise




L’apprentissage actif [Cohn et al., 1995 ; Tong, 2001] regroupe l’ensemble des méthodes de sé-
lection de points utilisées pour construire l’ensemble d’apprentissage de manière itérative. Les points
sélectionnés ne sont pas connus en avance mais sont basés sur le résultat des sélections précédentes. Le
processus de construction de la base d’apprentissage en utilisant les résultats obtenus par les requêtes
précédentes est appelé apprentissage actif. Toutes les stratégies de sélection ont en commun de chercher
à utiliser le moins de points possibles, en sélectionnant les instances les plus « informatives ». L’ap-
prentissage actif s’oppose à la notion d’apprentissage passif, où la base d’apprentissage est composée
d’instances choisies au hasard, sans tenir compte des résultats des itérations précédentes. Le but général
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est d’économiser de l’espace mémoire, des ressources de calcul et le coût d’étiquetage des instances
non indispensables. En effet, dans certaines applications comme la classification de documents, le coût
d’étiquetage des données est très important [Tong et Koller, 2000].
Dans le processus d’apprentissage actif, on acquiert des informations sur le « monde » en formulant
des requêtes et en recevant des réponses. On construit ensuite un classifieur (figure 6.1). A partir d’un
ensemble de points U non étiquetés, le processus d’apprentissage actif ` a trois composants (f, q, S) :
– S : base d’apprentissage, composée d’un ensemble de points et de leur étiquette ;
– q : à partir de la base d’apprentissage S, détermine quelle instance x ∈ U à étiqueter ;
– f : X → [−1;+1], calculé sur la base d’apprentissage S (dans le cas de la discrimination binaire).











FIG. 6.1 – Schéma général de l’apprentissage actif [Tong, 2001].
Le problème principal est de choisir les instances les plus informatives à étiqueter.
Les SVMs ont reçu beaucoup d’attention dans le contexte de l’apprentissage actif [Tong et Chang,
2001 ; Schohn et Cohn, 2000 ; Campbell et al., 2000] car ils discriminent les données en utilisant
les instances les plus informatives (les vecteurs de support). Ce sont donc des candidats naturels dans
le cadre de l’apprentissage actif. Dans le cadre des SVMs, le processus d’apprentissage actif essaie de
minimiser le nombre de points non-SVs étiquetés. Par exemple, [Tong et Chang, 2001] ont proposé
une heuristique pour sélectionner les instances, basée sur leur proximité à la frontière de décision, ce
qui permet de réduire l’espace des versions (« version space » en anglais). La même procédure a été
développée par [Schohn et Cohn, 2000], avec une justification plus géométrique, qui montrent que le
processus diminue le temps de calcul.
6.2.2 Apprentissage actif et contrôleur de viabilité
Pour notre problème d’apprentissage d’un contrôleur de viabilité, l’étiquetage des données est coû-
teux car il requiert l’optimisation d’une fonction de contrôle. Mais le principal problème est de limiter le
nombre de points utilisés pour calculer la fonction SVM, nombre qui augmente avec la dimension et la
qualité de l’approximation. On choisit de combiner une procédure d’apprentissage actif avec une grille
multi-résolution, afin de diminuer de façon drastique la taille de la base d’apprentissage, tout en gardant
une approximation fine du noyau. On ajoute donc une boucle supplémentaire dans l’algorithme initial :
on ajoute peu à peu les points sélectionnés dans la base d’apprentissage, jusqu’à obtenir une fonction
SVM qui ne fait aucune erreur sur la grille complète. Un compromis entre le nombre d’apprentissages
nécessaires et la taille de la base d’apprentissage doit être trouvé : dans notre problème, on recherche des
couples de points d’étiquettes opposées les plus proches, car de tels points permettent de contraindre la
fonction SVM. Comparé à l’ajout de points uniques, on obtient des bases d’apprentissage de plus grande
taille, mais l’approximation d’une fonction SVM ne faisant aucune erreur nécessite moins d’itérations.
La figure 6.2 décrit l’algorithme d’approximation du noyau en utilisant une procédure d’apprentis-
sage actif.
La principale contribution de ce chapitre est la procédure d’apprentissage actif pour mettre à jour
la base d’apprentissage. L’idée principale est d’ajouter un nombre limité de couples de points qui
contraignent fkn à chaque mise à jour de la base d’apprentissage.
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Approximation finale du noyau
Critère d’arrêt global ?
fn = fkn
Calcul fkn
Mise à jour base d’app. S







n = n+ 1
k = k + 1
k = 0
FIG. 6.2 – Schéma général de l’algorithme d’approximation de noyau de viabilité en utilisant une pro-
cédure d’apprentissage actif.
6.3 Apprentissage actif de noyau de viabilité et de bassins de cap-
ture
6.3.1 Principe général
Dans le problème d’approximation de noyaux de viabilité ou de bassins de capture, on choisit de
construire des fonctions SVMs qui ne font aucune erreur pour respecter les conditions d’application du
théorème (on considère ici λ = 1). Il est donc indispensable de définir une procédure d’apprentissage
actif qui fournit une fonction SVM qui classifie correctement tous les points de la grille. De plus, les
seuls points vecteurs de support seront donc tels que 0 < αi < C, i.e. les points situés sur la marge : il
suffit donc de mettre à jour la base d’apprentissage en choisissant parmi les points proches de la fonction
SVM recherchée.
On définit une procédure qui se concentre uniquement sur la frontière : si tous les points autour de
la frontière de décision sont bien classés, alors tous les autres points de la grille le seront également.
Nous avons développé un premier algorithme, qui sélectionne tous les exemples avec une étiquette −1
de la grille et qui sont à une distance inférieure à 2×β(h) de la frontière de l’approximation suivante du
noyau, et leur associe un point d’étiquette +1, situé à une distance inférieure à 2× β(h). Ainsi, la base
d’apprentissage comprend tous les points autour de la frontière de Ln+1h , à une résolution 2 × β(h).
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Cette méthode permet d’obtenir une base d’apprentissage dont la taille correspond à un problème en
dimension d − 1. Nous ne détaillerons pas cette procédure dans ce chapitre ; pour plus d’informations,
le lecteur pourra se référer à [Chapel et Deffuant, 2006].
Dans cette section, nous détaillons une procédure d’apprentissage actif pour mettre à jour la base
d’apprentissage. Le principe général est d’ajouter un nombre minimal de couples de points d’étiquettes
opposées, qui contraignent au mieux la fonction SVM à chaque mise à jour de la base d’apprentissage.
De plus, nous définissons également une grille adaptative, qui permet d’obtenir une approximation plus
fine du noyau de viabilité. Afin de décrire la procédure plus en détail, nous introduisons quelques nota-
tions.
6.3.2 Discrétisation adaptative
6.3.2.1 Construction de la grille
On utilise une grille virtuelle, sur laquelle nous pouvons définir plusieurs résolutions. [Grüne, 1997 ;
Munos et Moore, 2002] ont utilisé de la même façon une grille à résolution variable dans le cadre de
l’apprentissage par renforcement et de la programmation dynamique. Cette discrétisation adaptative
leur permet d’obtenir des résultats lorsque le pas de la discrétisation augmente, spécialement lorsque
les systèmes étudiés sont en grande dimension. Ils ont défini les régions critiques sur lesquelles la grille
doit être développée.
La différence majeure avec la méthode présentée ici est que notre grille multi-résolution est « vir-
tuelle ». Elle n’est jamais instanciée explicitement et est utilisée pour sélectionner les points les plus
pertinents à ajouter à la base d’apprentissage.
Supposons que l’espace d’état est l’ensemble [0, 1]d. On pose h la résolution de la grille telle que
h = 1m−1 , où m > 1 est le nombre de points par dimension à la résolution h. Les coordonnées xi
d’un point x de la grille à la résolution h2j , où j est un entier, sont données par les entiers qi, avec




pour i = 1, ..., d. (6.1)
La grille de résolution h2j contient donc ((m×2j)+1) points. Pour simplifier dans la suite, on appellera
la résolution h2j la résolution j, et on note Gj la grille correspondante. Pour chaque résolution j, on a :
∀x ∈ K,∃y ∈ Gj tel que d(x, y) ≤ β(h)2j . (6.2)
Considérant x ∈ K, on note Gj(x) le point y ∈ Gj qui est le plus proche de x. On pose jM la résolution
la plus fine de la grille.
On organise la grille multi-résolution comme un arbre. Les points de la grille grossière (résolution
0) constituent la racine de l’arbre. Pour j < jM , on définit les feuilles d’un point x ∈ Gj comme
l’ensemble C(x) de points appartenant à Gj+1 :
C(x) =
{
y = x+ i
h
2j+1
, tel que y ∈ K, avec i ∈ {0, 1} et i = 1, ..., d
}
. (6.3)
Chaque point a donc 2d feuilles, sauf pour certains points situés sur le bord de K (pour lesquels le
nombre de feuilles est plus petit car certaines n’appartiennent pas à K). On peut noter que x ∈ C(x).
L’ensemble des feuilles nous permet de définir récursivement l’arbre de niveau j pour un point x :
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A partir des points x ∈ G0, la question est : où augmenter la résolution de la discrétisation ? On
définit deux critères de développement d’une branche, en partant de la racine pour aller vers les feuilles.
Pour chaque niveau j, on développe uniquement les branches qui respectent ces critères. La figure 6.3
présente un exemple de développement de l’arbre à partir d’un point x ∈ G0.
FIG. 6.3 – Exemple d’arbre de profondeur 2 en dimension 2 et discrétisation correspondante. A partir
de la racine (en rouge), on obtient quatre feuilles, dont deux seulement (en bleu) respectent un certain
critère. On développe uniquement ces branches, pour obtenir 3 points au niveau 2 qui respectent un
certain critère (en vert).
6.3.2.2 Critères de développement de l’arbre
Il est suffisant de considérer uniquement les points les plus proches de la frontière de la fonction
SVM recherchée, seuls points susceptibles d’être vecteurs de support, et qui suffisent complètement
pour définir la fonction SVM sur tout l’espace : si tous les points les plus proches de la frontière de la
SVM à la résolution jM sont bien classés, tous les autres points de la grille le seront aussi.
Un premier critère de développement de l’arbre est donc la proximité avec la fonction SVM. Cepen-
dant, la distance entre un point x ∈ Gj et la frontière d’une fonction SVM f n’est pas directe à calculer.
Pour obtenir une approximation de la distance, on utilise le gradient de la fonction f . Si le point x est
proche de la surface de décision f , il n’existe aucun point y ∈ Gj , choisi tel que d(x, y) ≤ 2β(h)2j , tel
que la frontière passe entre ces deux points. Définissons le point p :





et la fonction l(x, f) :
(approximation de noyau de viabilité ou de bassin de capture par l’extérieur)
l(x, f) = +1 si f(x) ≥ −1,−1 sinon,
(approximation de noyau de viabilité ou de bassin de capture par l’extérieur)
l(x, f) = +1 si f(x) > 1,−1 sinon.
(6.6)
Le point x est donc proche de la frontière à la résolution j si les points x et p sont classés différemment
par la fonction f :
l(x, f) 6= l(p, f). (6.7)
En effet, si les deux points ont des étiquettes différentes, cela signifie qu’il existe au moins un point y
tel que la frontière passe entre les points x et y.
Pour définir le second critère, on introduit le point x∗ comme le point obtenu en partant de x et en
appliquant la meilleure fonction de contrôle (u∗i )i (avec i le nombre de pas de temps), en fonction d’une
SVM donnée f . Un point est dit bien classé par la fonction fkn lorsque :
l(x, fkn) = l(x
∗, fn−1). (6.8)
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On choisit de développer l’arbre jusqu’a ce que l’on trouve un point mal-classé par fkn .
On considère tout d’abord l’ensemble des points x ∈ G0, et on teste s’ils sont proches à la résolution
0 de la frontière de la fonction SVM courante fkn . Si oui, et si le point est bien classé par f
k
n , on développe
l’arbre sur chacun des niveaux T0(x), T1(x), ..., TjM (x), en considérant uniquement les points proches
de la frontière à la résolution j, jusqu’à ce qu’on trouve un point mal classé par fkn ou que l’arbre soit
complètement développé.
L’algorithme 6.1 résume la procédure de développement de l’arbre, en partant d’un point x ∈ G0.
Algorithme 6.1 developperArbre(Point x, Fonction f )
Pour j = 0 à jM Faire
Pour y ∈ Tj(x) Faire
p = x+ l(x, f)β(h)2j
∇f(x)
‖∇f(x)‖
Si l(y, f) 6= l(p, f) Alors







6.3.3 Mise à jour de la base d’apprentissage
La définition de la grille adaptative nous permet de mettre en place une procédure de mise à jour
de la base d’apprentissage, en limitant le nombre de points ajoutés à chaque itération du processus
d’apprentissage actif.
Considérons que l’on connaît la fonction f0n (nous verrons plus loin comment la construire). A chaque
itération k > 0 de l’apprentissage actif, on teste si tous les points ∈ GjM les plus proches (à la résolution
jM ) sont bien classés par la fonction fkn :
– si oui, la fonction ne fait aucune erreur sur GjM et on a fn = fkn ;
– si non, on met à jour la base d’apprentissage et on calcule une nouvelle fonction fk+1n .
Le but de l’apprentissage actif est d’ajouter uniquement à la base d’apprentissage un minimum de
points les plus pertinents. Nous avons vu précédemment qu’il s’agit des points les plus proches de la
fonction fn recherchée. Mais le nombre de points satisfaisant ce critère explose aussi avec la dimension
du problème. On choisit de sélectionner un sous-ensemble de ces points, de sorte qu’ils soient bien
répartis sur K. Pour cela, nous allons nous appuyer sur la définition de la grille adaptative : on ajoute
un couple de points d’étiquettes opposées par point de la grille G0 dès que l’on trouve un point ∈ Tj(x)
qui est mal-classé par fkn . A chaque itération de l’algorithme d’apprentissage actif, on ajoute ainsi au
maximum (2×m) points à la base d’apprentissage.
L’algorithme 6.2 résume la procédure de mise à jour de la base d’apprentissage.
La procédure coupleLabelOppose(x) est présentée dans le paragraphe suivant.
Algorithme 6.2 majVectApp()
Pour x ∈ G0 Faire
y ← developperArbre(x, fkn)
Si y 6= null Alors
S ← S∪ coupleLabelOppose(y)
Fin si
Fin pour
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6.3.4 Couple de points d’étiquettes opposées
On considère un point mal-classé x ∈ Gj par la fonction fkn . On recherche un couple de points x1 et
x2, voisins sur la grille de résolution la plus fine, tels que l(x∗1, fn−1) 6= l(x∗2, fn−1), et qui sont aussi
proches que possible de x. On navigue sur la grille GjM en suivant la direction du gradient ∇fkn(x). La
procédure comprend deux étapes :
– on recherche le point x2 tel que d(x, x2) = h et l(x∗, fn−1) 6= l(x∗2, fn−1). Cette étape permet
de naviguer plus rapidement dans la grille ;
– on divise récursivement le segment en deux parties, en conservant la partie qui comprend la fron-
tière, jusqu’à ce que la taille du segment soit à la plus fine résolution.
L’algorithme 6.3 résume la procédure et la figure 6.4 présente un exemple de points testés et ajoutés à
la base d’apprentissage.
L’avantage de cette procédure est qu’elle permet de contraindre au maximum la fonction fn recher-
chée, et maximise ainsi l’efficacité de l’apprentissage. En comparaison avec une procédure qui ajouterait
uniquement au maximum un point par point mal-classé de la grille grossière, on obtient une base d’ap-
prentissage de plus grande taille mais cela permet d’avoir un compromis entre le nombre d’itérations et
la taille de la base d’apprentissage. De plus, en s’appuyant sur la grille G0, on ajoute un nombre restreint
de points, qui sont bien répartis dans l’espace des contraintes.









Jusqu’à l(x∗1, fn−1) 6= l(x∗2, fn−1)
Tant que d(x1, x2) > h2jM Faire
y = x1+x22






Renvoyer {(x1, l(x∗1, fn−1)), (x2, l(x∗2, fn−1))}
6.3.5 Base d’apprentissage initiale et critère d’arrêt global
A la première itération de la boucle de l’apprentissage actif, on construit une première base d’ap-
prentissage en partant des vecteurs de support de la fonction fn−1. La première base d’apprentissage est
alors constituée d’un ensemble de points d’étiquettes opposées sur la grille GjM , obtenus en appliquant
l’algorithme 6.3 sur les SVs de fn−1. La taille de la première base d’apprentissage est donc limitée à
(2× nombre de SVs de fn−1).
A l’initialisation de l’algorithme global, lorsque aucune fonction SVM n’est encore définie, on utilise
le bord de K (noté ∂K) pour constituer la base d’apprentissage initial. Définissons la grille constituée
des points situés sur ∂K :
G′0 = {x ∈ G0 tels que x ∈ ∂K} . (6.9)
Afin de limiter la taille de la base d’apprentissage initiale, on travaille uniquement avec les points qui
sont non-viables à l’itération suivante. Introduisons la fonction l(x,K) qui associe à un point x une
étiquette +1 si x est viable à l’itération suivante et −1 sinon :
l(x,K) = +1 si x ∈ K, − 1 sinon. (6.10)
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Point testé bien classé 
Point testé mal classé
Point ajouté au vecteur d'apprentissage 
FIG. 6.4 – Mise à jour de la base d’apprentissage. La zone en gris est la zone à approcher. La ligne
en pointillé est la surface de séparation de la SVM courante fkn . On remarque que pour la partie de la
surface pour laquelle il n’y a aucune erreur, la grille est développée jusqu’au niveau le plus fin autour de
la frontière. Au contraire, dans la zone où il y a des erreurs, l’arbre n’est pas complètement développé.
Les paires de points ajoutées sont représentées par des carrés. Dans cet exemple, 4 paires de points sont
ajoutées.
Pour chaque point x ∈ G′0 tel que l(x∗,K) = −1, on recherche un couple de points d’étiquettes
opposées situés sur la grille à la résolution la plus fine. A partir de la méthode coupleLabelOpposé(Point
x) (algorithme 6.3), on parcourt la grille à diverses résolutions, en choisissant la direction du centre de
K au lieu du gradient de f et en remplaçant la fonction l(x, f) par l(x,K). Ainsi, la taille maximale de
la base d’apprentissage initiale est de 2× Card(G′0).
Le critère d’arrêt global est rencontré lorsque tous les SVs de fn−1 restent à la frontière (chaque
SV est le premier point de la paire retournée par l’algorithme 6.3) et qu’on développe complètement la
grille GjM sans rencontrer de points mal-classés.
6.3.6 Algorithme général d’approximation de noyau de viabilité en utilisant l’ap-
prentissage actif
L’algorithme 6.4 détaille la procédure globale d’approximation d’un noyau de viabilité ou d’un
bassin de capture en utilisant la méthode d’apprentissage actif détaillée dans ce chapitre.
6.4 Exemples d’application
6.4.1 Un problème en dimension 2 : population
On considère un système dynamique simple de croissance de population dans un espace limité. La
description complète du problème est donnée dans le chapitre 2.
La figure 6.5 présente un exemple d’approximation du noyau de viabilité et d’une trajectoire. Les
points situés sur la figure sont ceux qui ont été utilisés pour calculer la dernière fonction SVM. Le
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Algorithme 6.4 Algorithme d’approximation d’un noyau de viabilité ou d’un bassin de capture en
utilisant des techniques d’apprentissage actif
// Initialisation
n = 0, k = 0
S ← ∅
// Boucle initiale
Pour tout x ∈ G′0 Faire




Définir f00 à partir de S
Faire
k = k + 1
c = Card(S)
majV ectApp()
Définir fk0 à partir de S
Jusqu’à Card(S) = c
f0 ← fk0








k = k + 1
c = Card(S)
majV ectApp()
Définir fkn à partir de S
Jusqu’à Card(S) = c
fn ← fkn
Jusqu’à ce que le critère d’arrêt global soit respecté
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tableau 6.1 donne les principales caractéristiques de l’approximation. La trajectoire comprend 80 pas de
temps, en anticipant sur 5 pas de temps, et avec une distance de sécurité ∆ = 8.
FIG. 6.5 – Approximation finale (en bleu) du noyau de viabilité pour le problème population, avec une
grille à la résolution la plus fine de 6561 points (81 points par dimension) et un exemple de trajectoire
lourde. L’optimisation est faite sur 3 pas de temps, dt = 0, 012. Les lignes continues délimitent les
frontières du vrai noyau.
La figure 6.6 montre un exemple de déroulement d’une boucle de l’apprentissage actif, en représen-
tant les différentes fonctions fkn , les points de la grille adaptative sélectionnés et ajoutés dans la base
d’apprentissage. On part des vecteurs de support de la fonction fn−1 pour construire f0n et on met pro-
gressivement à jour le vecteur S, jusqu’à ce que la fonction fkn ne fasse plus d’erreurs sur la grille à la
résolution la plus fine. On constate que parfois, la taille de la base d’apprentissage à l’itération k + 1
est inférieure à (Card(S) + 2× nombre de mal-classés à l’itération k). Cela est dû au fait que, dans
la procédure de recherche du couple opposé, les points que l’on veut ajouter à la base d’apprentissage
appartiennent déjà à S ou qu’ils sont en dehors deK.
Cet exemple montre certains avantages de l’algorithme d’approximation utilisant une technique
d’apprentissage actif, sur une grille adaptative : bonne qualité de l’approximation, facilité de définir
des politiques d’actions et taille de la base d’apprentissage limité. Au maximum, la base d’apprentis-
sage a une taille inférieure à 2% de la taille de la grille GJM , et moins de 12% de ces points ont été
étiquetés au maximum pour une itération. Dans cet exemple, les dynamiques sont simples et le nombre
de vecteurs de support de l’approximation finale est faible, comme le temps pour évaluer une action
(pour le calcul de la trajectoire).
6.4.2 Un problème de capturabilité en dimension 2 : la voiture sur la colline
On considère maintenant le problème de la voiture sur la colline. La description complète du pro-
blème est donnée dans le chapitre 4.
La figure 6.7 présente un exemple d’approximation par l’extérieur des contours de la fonction valeur
du problème. Les points situés sur la figure sont ceux qui ont été utilisés pour calculer la dernière fonc-
tion SVM. Le tableau 6.1 donne les principales caractéristiques de l’approximation. On constate que,
comme pour le problème population, le nombre maximal de points utilisé pour approcher les contours
est très faible (environ 4, 5% de la taille totale de la grille).
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23 SV, 11 points mal classés Card(S) = 39, 11 points mal classés
Card(S) = 61, 4 points mal classés Card(S) = 69, 1 point mal classé
Card(S) = 71, 1 point mal classé Card(S) = 73, 0 point mal classé
FIG. 6.6 – Exemple de déroulement d’une itération de l’apprentissage actif pour le problème population,
en utilisant une grille à 4 niveaux de développement. L’approximation donnée par fkn est représentée
en bleu foncé et celle définie par fn−1 est l’union des deux zones bleues. Les vecteurs de support
de la fonction fn−1 sont représentés en noir, la base d’apprentissage est composée des points en rouge
(étiquette+1) et en jaune (étiquette−1), les points de la grille adaptative qui respectent les deux critères
de développement sont en vert.
6.4.3 Un problème en dimension 6 : le vélo dans un circuit
Certains chercheurs ont testé leur algorithme sur le problème d’équilibrer un vélo, tout en le condui-
sant jusqu’à une cible [Randlov et Alstrom, 1998 ; Lagoudakis et Parr, 2003]. Ils ont résolu le problème
en utilisant des techniques d’apprentissage par renforcement. Les équations modélisent un vélo, avec 6
variables d’état :
– l’angle du déplacement du guidon par rapport à la verticale θ ∈ [−pi2 ; pi2 ] radians ;
– la vitesse de l’angle de déplacement du guidon
.
θ∈ [−6;+6] radians/seconde ;
– l’angle du vélo par rapport à la verticale ω ∈ [− pi15 ; pi15 ]. Si l’angle n’est pas compris dans l’inter-
valle alors le cycliste chute ;
– la vitesse de l’angle par rapport à la verticale
.
ω∈ [−0, 75; 0, 75] radians ;
– la position de la roue avant x ∈ [−2;+2] mètres, intervalle qui correspond à la largeur du circuit ;
– l’angle d’inclinaison du centre de la masse du vélo φ ∈ [−pi2 ; pi2 ] radians.
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FIG. 6.7 – Approximation finale (en bleu) du bassin de capture et des contours de la fonction valeur (en
gris) pour le problème de la voiture sur la colline, avec une grille à la résolution la plus fine de 6561
points (81 points par dimension). L’optimisation est faite avec 8 pas de temps, dt = 0, 015.
Problème Population Voiture Vélo
Nombre de points de la grille grossière 121 121 15625
Nombre de points de la grille la plus fine 6561 6561 531441
Profondeur maximale de l’arbre 4 4 2
Nombre d’apprentissages moyen par itération 6 8 21
Nombre de SVs de l’approximation finale 28 32 3914
Taille maximale de la base d’apprentissage 124 294 34028
Nombre maximal de points testés 761 1024 258900
Temps 1 min 30 min ≈ 3 j
TAB. 6.1 – Paramètres et résultats des simulations pour les problèmes population, voiture sur la colline
et vélo.
Le vélo peut être contrôlé en modifiant la poussée sur le guidon (T ∈ [−2; 2] newtons) et en déplaçant
le centre de sa masse (d ∈ [−2; 2] cm). On considère ici le même système (pour la description de la
dynamique, le lecteur peut se référer à [Randlov et Alstrom, 1998]), mais au lieu d’apprendre à atteindre
une cible, on suppose ici que l’on veut conduire le vélo dans un circuit. Tout au long du parcours, la
vitesse est constante. Notons deux autres différences dans la définition du problème : on considère ici
les contrôles comme continus, et nous n’avons pas introduit de bruit sur la variable de contrôle d (bruit
qui sert à simuler un équilibre imparfait).
6.4.3.1 Équilibrer le vélo
Le premier problème est d’équilibrer le vélo afin que le cycliste ne tombe pas et reste dans un certain
chemin (x ∈ [−2;+2]mètres). Cet objectif étant modélisé par l’ensemble des contraintesK, on calcule
alors le noyau de viabilité du système. Le tableau 6.1 donne les détails sur la procédure utilisée. On
remarque que la taille maximale de la base d’apprentissage est relativement faible par rapport à la taille
de la grille à la plus fine résolution (6, 5% des points ont été utilisés au maximum pour construire une
fonction SVM). Ce ratio n’est pas aussi bon que celui obtenu avec le problème population : la principale
raison est que la grille adaptative est de profondeur 2. L’algorithme présenté ici permet de diminuer de
façon drastique la taille de la base d’apprentissage, mais le temps pour calculer la solution est toujours
exponentiel avec la dimension, car on vérifie tous les points autour de la frontière des fonctions SVMs,
et les dynamiques sont complexes. Le temps d’apprentissage des SVMs devient alors négligeable par
rapport au temps de construction des arbres. Plusieurs jours de simulation ont été nécessaires pour
obtenir une approximation du noyau.
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6.4.3.2 Contrôler le vélo dans un circuit
Le vélo est ensuite contrôlé grâce à la SVM dans un circuit en dimension 2. Le circuit comprend
deux parties : lignes droites et virages. Le contrôleur voit le circuit dans les coordonnées relatives du
vélo, en considérant la direction tangente du circuit par rapport à la position du vélo. Afin de contrôler le
vélo dans les virages, il suffit de mettre à jour l’angle du centre de la masse φ en fonction de la pente du
virage. Ainsi, le contrôleur est opérationnel sur n’importe quel circuit, à partir du moment où les virages
ne sont pas trop serrés.
La figure 6.8 représente un exemple de trajectoire du vélo, à partir d’un état initial en dimension 6
x0 = (0, 0, 0, 0, 0, 0) et d’un contrôle initial u0 = (0, 0). On montre la trajectoire, à partir d’un point de
départ x′0 situé dans une ligne droite du circuit, durant 800 pas de temps. Lorsque le vélo approche une
zone dangereuse (les limites du circuit ou les limites du noyau de viabilité), les contrôles sont modifiés
et le vélo commence à tourner, afin de conserver le système viable. On remarque que, dans la ligne
droite du circuit, le vélo va tout droit : les contrôles lui permettent d’être en sécurité et n’ont donc pas
besoin d’être modifiés. Mais lorsqu’il approche un virage, il doit modifier sa trajectoire en mettant à




FIG. 6.8 – Exemple de trajectoire du vélo dans un circuit, avec comme point de départ x′0, et durant
800 pas de temps. Le circuit est représenté en blanc. Le contrôleur est défini en utilisant une marge de
sécurité∆ = 2, en anticipant sur 4 pas de temps.
Même si le calcul du noyau de viabilité est long, la fonction SVM fournit un contrôleur parcimonieux
qui permet de déterminer rapidement des politiques de contrôle à chaque pas de temps.
6.5 Limites de l’algorithme - perspectives
Si on ne garde pas en mémoire tous les points associés à leur étiquette, la principale caractéristique
de la procédure est que l’on calcule à chaque itération les étiquettes de tous les exemples qui sont proches
de la frontière de la SVM courante fkn . Si la surface ne change pas trop entre 2 itérations, on refait les
mêmes calculs plusieurs fois, ce qui peut être très cher en terme de temps de calcul, spécialement lorsque
les dynamiques du modèle sont complexes, et lorsque l’optimisation est faite sur plusieurs pas de temps.
Un compromis intéressant est de stocker en mémoire les points de la grille grossière pour lesquels
l’arbre a été complètement développé, ou le premier point mal-classé sinon. Généralement, cette liste
est de taille bien inférieure au nombre de points testés. Grâce à cette information, on peut utiliser la
fonction SVM précédente pour étiqueter directement les points. Si un point de la grille grossière x est
dans la liste des points bien classés, alors la fonction SVM précédente donne directement les étiquettes
de tous les points de l’arbre. Si une feuille issue de x est dans la liste des points mal classés, alors la
fonction SVM précédente donne directement l’étiquette de tous les points de l’arbre situés au-dessus
de lui. Si un point n’appartient à aucune des deux listes, les tests doivent être effectués entièrement.
En utilisant cette approche, le calcul total d’une étiquette est effectué uniquement une fois pour chaque
point.
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Dans l’algorithme proposé, la grille est développée complètement à chaque fois que l’on se trouve
près de la frontière. Cependant, la vérification au niveau le plus fin n’est pas toujours totalement né-
cessaire, notamment lorsque la frontière bougera à l’instant suivant. Il serait intéressant de définir une
discrétisation fonction de la précision nécessaire, en s’inspirant des procédures issues de la programma-
tion dynamique (par exemple [Munos et Moore, 1999 ; Munos et Moore, 2002]).
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Conclusion
Bilan
Dans cette thèse, nous avons fait le pari que les machines à vecteurs de support (SVMs) permettent
de développer de nouvelles méthodes, plus efficaces, pour résoudre des problèmes de viabilité. En effet,
comme leurs excellentes performances sur les problèmes de discrimination l’indiquent, elles permettent
de représenter des variétés complexes dans des espaces de dimension importante, de manière très par-
cimonieuse. En proposant un rapide bilan des réalisations principales de notre travail, nous tentons
maintenant d’apprécier dans quelle mesure les espoirs suscités par ce pari étaient fondés.
Nous avons tout d’abord proposé un algorithme d’approximation de noyau de viabilité qui utilise une
méthode de discrimination pour représenter le noyau. Nous avons établi des conditions sur la méthode
d’apprentissage qui garantissent la convergence de l’approximation vers le noyau de viabilité lorsque
la résolution de la grille d’apprentissage tend vers 0. A partir des approximations obtenues, nous avons
introduit des contrôleurs lourds qui permettent de définir des politiques de contrôle qui gardent le sys-
tème viable. Nous avons testé l’algorithme en utilisant les SVMs comme cas particulier de méthode
d’apprentissage.
Nous avons adapté cet algorithme à l’approximation de bassins de capture. Pour ce type de problème,
nous avons défini deux variantes de l’algorithme : l’une approche le bassin de capture par l’extérieur
et l’autre par l’intérieur. Nous avons montré que cette dernière approximation permet de construire ai-
sément un contrôleur optimal : à partir d’un point contenu dans le bassin de capture du système, le
contrôleur fournit une séquence de contrôles qui permet d’atteindre la cible en un temps minimal. L’ap-
proximation par l’intérieur garantit que le système atteint bien la cible. En outre, la comparaison des
résultats entre les deux variantes permet d’estimer empiriquement l’erreur d’approximation de l’algo-
rithme sur un exemple donné.
Nous avons étendu les résultats obtenus pour l’approximation de bassins de capture aux problèmes de
minimisation d’une fonction de coût. Nous avons considéré le calcul des valeurs de résilience dans ce
contexte. Lorsque la dérivée de la fonction de coût par unité de temps est non-nulle et négative, nous
avons défini un algorithme utilisant des SVMs qui permet d’estimer les valeurs de la résilience dans
l’espace d’état initial.
Nous avons testé nos algorithmes sur de nombreux cas d’application, pour des problèmes dont les
dimensions de l’espace d’état allaient de 2 à 6, et dans des espaces de contrôles de 1 à 17 dimensions.
Nous n’avons pas pu procéder à des comparaisons systématiques avec d’autres méthodes. Cepen-
dant, il apparaît que nos méthodes, en utilisant les SVMs présentent les avantages suivants :
Utiliser des SVMs pour approcher un noyau de viabilité ou un bassin de capture permet de
vaincre la malédiction de la dimensionnalité sur l’espace des contrôles.
En effet, l’utilisation des SVMs comme méthode de discrimination permet de définir une sorte de fonc-
tion barrière sur l’approximation du noyau de viabilité ou du bassin de capture. Cette propriété permet
d’utiliser une méthode d’optimisation, par exemple une descente de gradient, pour trouver des contrôles
viables. Ces méthodes sont beaucoup plus rapides que l’exploration systématique de toutes les valeurs
de contrôle possibles. Ainsi, il devient possible de travailler avec des problèmes dans des espaces de
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contrôles très importants. De plus, cela permet de considérer plusieurs pas de temps à chaque itération
avec un temps de calcul raisonnable, ce qui, sur au moins quelques exemples, réduit l’effet diffusif de
l’algorithme et donne des approximations plus fines.
Nos méthodes fournissent des contrôleurs compacts et rapides.
En effet, la frontière du noyau de viabilité ou des bassins de capture d’un système est utilisée pour définir
un contrôleur. Représenter cette frontière avec une fonction SVM permet au contrôleur d’hériter de sa
propriété de parcimonie : même si la taille de la grille est importante, seulement une partie des points
sera utilisée pour définir la frontière. La formulation du contrôleur est légère et pratique à manipuler.
De plus, même si le calcul de l’approximation du noyau de viabilité ou des bassins de capture est long,
lorsque les systèmes sont en grande dimension et que l’approximation est fine, le temps de calcul d’un
contrôle viable ou optimal est faible. En effet, l’évaluation de l’étiquette d’un état (en fonction de s’il
appartient ou non à l’approximation du noyau de viabilité ou des bassins de capture) est rapide lorsque
le nombre de points vecteurs de support est faible. De plus, nous utilisons une méthode d’optimisation
pour déterminer une politique de contrôle, ce qui permet de réduire considérablement le temps de calcul
lorsque l’espace des contrôles est important.
Nous avons proposé des méthodes d’apprentissage actif qui utilisent des grilles virtuelles à plu-
sieurs résolutions, et diminuent considérablement la taille des échantillons à garder en mémoire.
En effet, en nous appuyant sur la propriété de parcimonie des SVMs, nous avons proposé une procédure
d’apprentissage actif qui sélectionne les points à ajouter dans la base d’apprentissage afin d’en utiliser
un nombre qui soit proche du nombre de vecteurs de support. Afin d’obtenir une approximation plus
fine du noyau de viabilité ou du bassin de capture, nous combinons une procédure d’apprentissage actif
avec une grille virtuelle multi-résolution. Les points de la grille ne sont pas stockés mais recalculés à
chaque itération. Cette procédure permet de gagner en précision et quelques dimensions. Malheureuse-
ment si les gains en taille mémoire sont significatifs, le temps de calcul reste exponentiel. Cependant,
les différents calculs nécessaires dans la boucle d’apprentissage actif sont facilement parallélisables, ce
qui permet de réduire les temps de calcul.
Notre travail garde un caractère exploratoire, et les perspectives qu’il ouvre nous paraissent aussi
importantes que ses réalisations bien établies.
Perspectives
Les pistes de travail les plus importantes ouvertes par notre travail nous paraissent être les suivantes :
Établir un théorème de convergence de l’algorithme utilisant les SVMs.
Tout d’abord, il reste à démontrer qu’il est possible de trouver des paramètres des SVMs tels qu’elles
respectent les conditions d’application du théorème. En comparant les SVMs avec l’algorithme des
k − ppv, nous avons énoncé quelques arguments qui font penser qu’il est possible de toujours trouver
de tels paramètres, mais nous n’avons pas établi de démonstration.
De plus, dans la plupart des cas d’applications, nous avons utilisé une version simplifiée de l’algorithme
(qui utilise la fonction SVM comme approximation d’une distance algébrique), qui tend à diminuer les
temps de calcul et qui, pour certains exemples au moins, réduit l’effet diffusif de l’algorithme. Cepen-
dant, la convergence de cette version simplifiée reste à prouver.
Définir une approximation du noyau de viabilité par l’intérieur.
Seule l’approximation par l’extérieur garantit dans tous les cas la convergence vers le noyau de viabilité,
lorsque la résolution de la grille d’apprentissage tend vers 0. Il est cependant important de définir un
algorithme d’approximation par l’intérieur, même si celui-ci ne converge que dans certains cas vers un
domaine de viabilité strictement inclus dans le noyau de viabilité. En effet, une telle approximation par
l’intérieur permet de définir des contrôleurs qui garantissent la viabilité.
Étendre les algorithmes aux jeux dynamiques.
Une hypothèse de départ de ce travail était que le système est déterministe. Il serait intéressant d’étendre
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les procédures proposées aux jeux dynamiques, où l’on introduit une incertitude v et où l’on cherche
les états viables (ou capturant la cible) quelle que soit l’incertitude. Dans le problème d’eutrophication
des lacs dans le chapitre 5, nous avons fait un premier pas dans cette direction mais il reste insuffi-
sant. En effet, les incertitudes sont simplement discrétisées et l’algorithme est donc exponentiel avec
la dimension de l’espace des incertitudes. Une piste serait d’utiliser une procédure similaire à celle de
recherche d’un contrôle viable en utilisant une méthode d’optimisation, sauf qu’ici on ne recherche pas
s’il existe un contrôle qui permet de rester viable au pas de temps suivant, mais s’il en existe au moins
un qui engendre une situation non viable. Une démarche semblable pourrait également être définie pour
l’approximation de bassins de capture et de valeurs de résilience. Ainsi, une première idée d’algorithme
est de fixer une incertitude initiale v0 et de calculer l’approximation du noyau de viabilité du système
avec v = constante = v0. A partir de cette approximation initiale, on parcourt les points contenus dans
l’approximation et proches de la frontière. Avec v = v0, on utilise une méthode d’optimisation afin
de trouver le meilleur contrôle u∗ et on réalise ensuite une deuxième optimisation, mais cette fois-ci
sur v avec u = u∗ afin de trouver v∗ qui maximise la distance entre un point et l’approximation. Dès
que l’on trouve un point tel que, en appliquant le contrôle u∗ et v∗, la trajectoire sort « franchement »
du noyau de viabilité courant, on réalise une deuxième boucle de l’algorithme d’approximation avec
v = constante = v∗. Et ainsi de suite, jusqu’à ce qu’il n’existe plus aucune valeur de v qui pro-
duise des points non-viables. Bien sûr, les conditions d’application de cet algorithme et les preuves de
convergence sont encore à déterminer.
Améliorer la procédure d’apprentissage actif.
Des modifications de la procédure d’apprentissage actif sont à envisager pour gagner encore quelques
dimensions. Tout d’abord, il faudra certainement abandonner l’idée d’avoir des approximations précises
dans ces espaces. De plus, on peut envisager d’utiliser des grilles à discrépance1 faible au lieu de grilles
régulières. Cependant, même en intégrant ces modifications, l’algorithme tel qu’il est présenté ne suffira
pas pour résoudre des problèmes en très grande dimension, et d’autres procédures doivent être définies.
Proposer d’autres algorithmes pour vaincre la malédiction de la dimensionnalité.
Pour l’instant, la procédure proposée et les pistes de travail suggérées ne sont pas décisives : elles
permettent de gagner quelques dimensions mais pas de résoudre des problèmes en dimension très im-
portante (il paraît difficile qu’elles puissent traiter des problèmes en dimension 15 par exemple). Les
SVMs semblent un outil très intéressant pour continuer à explorer d’autres pistes mais les algorithmes
seront certainement très différents de ceux présentés ici.
Alors, maintenir la viabilité ou la résilience d’un système : les machines à vecteurs de support
permettront-elles de conjurer la malédiction de la dimensionnalité dans l’espace d’état ? Quelques élé-
ments de réponse se dessinent mais le suspense reste entier. Le projet européen PATRES2 et le projet
ANR Déduction3 permettront, nous l’espérons, de progresser sur ces pistes de recherches que nous
avons initiées.
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En collaboration avec deux stagiaires, Florent Lopez [Lopez, 2004] et Frédéric Coursol [Coursol,
2007], j’ai développé un logiciel en Java qui permet d’approcher des noyaux de viabilité, bassins de cap-
ture et calculer des valeurs de résilience en utilisant des SVMs. L’application existe sous deux formes :
un mode « batch » qui permet de lancer le programme en mode texte et un mode graphique qui lance le
programme et fournit une visualisation (en 2 ou 3 dimensions) de l’approximation obtenue. La figure
A.1 détaille les différents paquetages de l’application :
– Outils regroupe les outils de gestion d’entrées / sorties non présents dans Java ;
– Dynamic_System comprend la définition des systèmes dynamiques testés ;
– LibSVM contient les classes pour le calcul des SVMs et de l’algorithme d’approximation ;
– Appli permet de piloter l’application.
FIG. A.1 – Diagramme des paquetages de l’application
Pour le calcul des différentes fonctions SVMs, nous avons utilisé la librairie libsvm [Chang et Lin, 2001]
qui implémente l’algorithme de type SMO proposé dans [Fan et al., 2005].
En fonction du système dynamique choisi, l’application donne une approximation du noyau, des
bassins de capture et fonctions valeurs ou des valeurs de résilience. Une fois l’approximation obte-
nue, l’utilisateur peut utiliser le contrôleur adapté (lourd ou optimal). L’utilisateur peut agir à plusieurs
niveaux :
– sur le choix et le paramétrage du modèle : avec le choix de la valeur du pas de temps dt notam-
ment ;
– sur le choix et le paramétrage de la SVM : C et σ2 si on choisit un noyau gaussien ;
– sur la configuration de l’algorithme d’approximation : avec le choix du pas de grille et le nombre
de pas pour l’optimisation ;
– sur les paramètres du contrôleur : choix du point de départ, de la valeur de ∆, le nombre de pas
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de la trajectoire et le nombre de pas d’anticipation.
Dans les sections suivantes, nous détaillons plus en détail les modes de lancement de l’application.
Mode graphique
La version graphique de l’application permet à l’utilisateur de choisir facilement tous les paramètres
liés au système dynamique, à la SVM, à l’algorithme d’approximation. Elle peut être utilisée pour
des simulations rapides sur le poste de l’utilisateur, dans le cas de problèmes avec peu de dimensions.
La figure A.2 présente l’interface principale. La fenêtre est découpée en 7 parties. Tout en haut de
FIG. A.2 – Fenêtre principale
l’interface à gauche, l’utilisateur choisit le système dynamique sur lequel il veut travailler. La partie
suivante (appelée consommation sur la figure A.2) permet à l’utilisateur d’agir sur différents paramètres
du modèle : définition de l’espace des contraintes, pas de temps dt. Il choisit également dans cette partie
le nombre de points par dimension de la grille. Ensuite vient la partie sur la configuration de la SVM. En
haut à droite de l’interface, une console résume les différents paramètres choisis, et quelques résultats
liés à l’approximation. En bas à droite, l’utilisateur trouve des informations générales comme la taille
totale de la grille, le nombre d’apprentissage etc..
La dernière partie, appelée Exécution permet de piloter l’application. Tout d’abord, deux modes
d’exécution sont définis : le bouton Exécution lance l’algorithme jusqu’à obtenir l’approximation finale,
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le bouton Pas à pas permet d’effectuer une itération à la fois et permet ainsi de visualiser le comporte-
ment de l’algorithme.
Les boutons Vue 2D et Config Visu permettent d’afficher la fenêtre de visualisation de l’approximation
en deux dimensions, ainsi que la fenêtre de paramétrage de la visualisation. La figure A.4 donne un
exemple de fenêtre de visualisation et du panneau de commande associé. Lorsque l’utilisateur appuie
FIG. A.3 – Fenêtre de visualisation de l’approximation du noyau de viabilité ou du bassin de capture en
2 dimensions et panneau de configuration de l’affichage 2d
sur le bouton Visu 2d, le label du bouton devient Visu 3d et permet de lancer la fenêtre de visualisation
en trois dimensions. La figure A.4 présente un exemple de cette fenêtre.
FIG. A.4 – Fenêtre de visualisation de l’approximation du noyau de viabilité ou du bassin de capture en
3 dimensions
Vient ensuite le bouton console, qui permet d’enregistrer dans un fichier texte l’affichage situé dans
la partie console. Le bouton Contrôleur permet l’ouverture d’une fenêtre (figure A.5) qui permet de
configurer le contrôleur : choix du point de départ, du nombre de pas de la trajectoire (dans le cas d’un
contrôleur lourd), de la valeur du paramètre ∆, du choix ou non du contrôleur prudent (avec le nombre
de pas de temps d’anticipation).
Pour terminer, le bouton Sauver proj permet de sauvegarder les paramètres choisis par l’utilisateur et
l’approximation obtenue. Le bouton Charger proj permet de charger les fichiers sauvegardés.
118 ANNEXE A : LOGICIEL
FIG. A.5 – Fenêtre de configuration du contrôleur
Mode batch
L’application existe également en mode batch, ce qui permet d’accélérer le logiciel (plus d’affi-
chage graphique). L’utilisateur construit un fichier en format texte, où il précise les valeurs de tous les
paramètres, en suivant un format déterminé. Une fois l’exécution terminée, il peut alors visualiser les
résultats en utilisant l’interface graphique et le bouton Charger projet.
Ce mode est primordial car il permet de lancer des séries de calcul sur la ferme de calcul du Ce-
magref, car celle ci ne gère pas les outils graphiques. La ferme peut être utilisée pour lancer plusieurs
simulations en même temps, et son utilisation est tout particulièrement intéressante dans les cas où les
calculs sont longs et nécessitent des ressources importantes. Elle permet également de mettre en place
des procédures de parallélisation. En collaboration avec un stagiaire, Frédéric Verrier [Verrier, 2007],
j’ai mis en place une procédure qui parallélise les calculs dans l’algorithme d’apprentissage actif.
Un investissement supplémentaire pour documenter et de nettoyer les différentes versions de cette
application, afin de les rendre disponibles comme livrables du projet PATRES.
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