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Abstract 
In this study, the validity of the Kaldor’s Laws in NIC (Newly industrialized countries) is tested and investigated via second 
generation panel data methods with structural break under cross section dependency in 1965-2012 periods and annual data are 
used. In analysis firstly, Cross Sectionally Dependency (CD) in country was examined via CDLM test (Cross Sectionally 
Dependency Lagrange Multiplier) developed by Pesaran (2004). Stationary of series was searched via CADF test (Cross-
Sectionally Augmented Dickey-Fuller) developed by Pesaran (2006) considering CD. Cointegration relationship among series 
was examined the panel cointegration test with multiple structural breaks developed by Basher and Westerlund (2009). As a 
result of analysis, cointegration relationship between the series was determined. Also, the validity of the Kaldor’s Law was 
determined. 
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1. Introduction 
Kaldor (1966) who had significant contributions to the construction and development of the fundamentals of Post 
Keynesian economy searched the low rapid growth reasons of Britain’s economy and argued the view that 
industrialization was the leading factor of economy. Kaldor suggested three fundamental growth laws by 
emphasizing the importance of industrial sector having the increasing returns to scale in economic growth. 
According to Kaldor’s first law, growth rate of the economy is positively correlated with growth rate of the 
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manufacturing industry sector.  According to Kaldor, capital accumulation and investment returns increase due to 
the returns to scale in manufacturing industry sector. Manufacturing industry sector provides positive externalities in 
the overall economy and accelerates the economic growth. Kaldor calls the manufacturing industry sector as engine 
of growth (Bairam, 1991). Kaldor’s second law supposes that there is a positive relationship between the increase 
labour productivity in manufacturing industry sector and the production increase in manufacturing industry due to 
the increasing returns to the static and dynamic scales. The existence of this relationship was firstly suggested by 
Verdoom (1949) and Kaldor tested this relationship in his study of 1966. Kaldor’s this second law is also known as 
Kaldor-Verdoom or only Verdoom Law in literature (Libanio, 2006). According to Kaldor’s third law, productivity 
increase in an economy as a whole is positively correlated with the manufacturing industry production increase. 
Kaldor suggested that labour productivity in manufacturing industry sector would increase and therefore production 
would increase as a whole through the transfer of labour from agriculture sectors and so on to manufacturing 
industry sector (Jeon, 2006). Kaldor is one the economists pointing out to the role of increasing returns in economic 
growth in their studies. In contrast to endogeneous growth theory, Kaldor emphasized the importance of external 
elements of the demand in explaning the long run economic growth (Libanio, 2006). 
Many researchers tested Kaldor Law for several countries in their studies. In the first study about this topic in 
literature Kaldor searching the reasons of low growth rate in Britain identified a positive relationship between 
economic growth and industrial growth. Libanio (2006) in his study tested Kaldor’s first and second (Verdoom) 
laws via panel data method for the economies of the biggest 7 Latin countries in 1985-2001 periods. As a result of 
this study he got the results supporting Kaldor laws. Jeon (2006) tested Kaldor laws by using both time series and 
local panel data in China’s own reform period between 1979 and 2004. At the end of the study it was found that 
Kaldor laws were valid. Güçlü (2013) analysed the regional economic growth process of Turkey for 1990 and 2000 
period within the framework of Kaldor laws. In the study spatial dependence was identified for the first law and it 
was found that manufacturing industry had a key role in regional economic growth. 
In the context of sustainable growth, as also Kaldor expressed, manufacturing industry for the developed and 
devoloping countries is a significant driving force for the economy serving as an engine. In Table 1 the contribution 
of manufacturing industry to national incomes for newly industrialized countries (NIC) is presented as proportioned 
to its Gross National Product. 
Table 1: Countries with the highest contribution to GDP of their manufacturing industries ( % of GDP )* 
Rank Country 2010 2009 2008 2007 2006 
1 Brazil 16.23 16.65 16.63 17.03 17.37 
2 China 32.46 32.30 32.65 32.91 32.92 
3 Indonesia 24.80 26.36 27.81 27.05 27.54 
4 India 14.87 15.10 15.43 15.99 16.06 
5 Mexico 17.34 16.64 16.98 17.38 18.09 
6 Malaysia 24.52 23.80 24.56 26.12 27.57 
7 Philippines 21.44 21.26 22.81 22.74 23.62 
8 Thailand 35.62 34.15 34.84 35.63 35.04 
9 Turkey 17.91 17.20 18.31 19.13 19.82 
10 South Africa 14.20 15.23 16.80 16.99 17.46 
Source: Made by the authors by using the World Bank Data  
*: 2010 was based on in ranking since countries have no data in 2011 and upper years. 
In the light of studies in literature, in our study the validity of Kaldor’s first law for newly industrialized countries 
(NIC: South Africa, Mexico, Brazil, China, India, Indonesia, Malaysia, Phillipins, Thailand and Turkey) was 
analysed via panel cointegration method using 1965-2012 periods data.  
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2. Analysis 
In this study, the effect of manufacturing output’s growth on economic growth has ben searched through new 
generation panel cointegration analysis in newly industrialized countries†, NIC countries, by using quarterly data of 
gdp (Economic growth) and imsan (growth of manufacturing output) for 1965-2012 period annual data.. Data was 
taken from the IFS (International Financial Statistics) and WorldBank data base. Gauss 9.0 package program was 
used in this study. 
2.1. Testing the cross-sectional dependency 
Before proceeding with further steps, cross-section dependence must be tested. Otherwise, results may be biased 
and inconsistent (Breusch and Pagan, 1980; Pesaran, 2004). Therefore, prior to further analyses, the existence of 
cross-section dependency in the series and the cointegration equation should be tested.  
The existence of a cross-section dependency among countries is tested via the Breusch-Pagan (1980) LM test 
when time dimension is greater than the cross-section dimension. Pesaran (2004) improved this test for time 
dimension is smaller than the cross-section dimension and time dimension is greater than the cross-section 
dimension. This test is biased when the average group is zero, but the average individual is different from zero. 
Pesaran et al. (2008) adjusted this deviation by adding the variance and the average to the test statistics. Therefore, it 
is called the bias-adjusted LM test (LMadj). The first form of LMadj test statistics is as the following:  
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Where ߤƸ்௜௝ represents the avarage, ்߭௜௝represents the variance. The test statistics to be obtained here show a 
standard normal distribution as asymptotic (Pesaran, et al. 2008). The null hypothesis of the LMadj test is no cross-
section dependency. The LMadj test was used and obtained results are presented in Table 2. 
Table 2: Crosssectional dependency (LMadj) test results 
Variables Test Statistics Prob. Value 
Gdp 159.71 0.000 
Imsan 152.03 0.000 
Cointegration Equation 13.49 0.000 
Note: p-values were computed 1000 bootstrap replications. 
As can be seen from Table 2, since the probability values of series and cointegration equation are smaller than 
0.05, H0 hypotheses are strongly rejected and it has been decided that there is cross-sectional dependency among 
these countries. This reveals to a significant change in the series in one of the countries also affects the others. 
Therefore, while the decision makers in these countries set their policies, should take into consideration to policies 
of the other countries and the other external factors. Furthermore, since cross-section dependency determined, while 
choosing the unit root and cointegration tests method, this situation should be taken into account. Therefore, panel 
unit root tests and cointegration analysis considering the cross-section dependency have been also used in the 
analysis. 
2.2. Panel unit root test 
The panel unit root tests considering the information about both the time and the cross-section dimension of the 
data are accepted to be statistically stronger than the time series unit root tests considering the information only 
about the time dimension (Im, Pesaran and Shin, 1997; Maddala and Wu, 1999; Levin, Lin and Chu, 2002; Beyaert 
 
†Brazil, China, Indonesia, India, Mexico, Malaysia, Philippines, Thailand, Turkey, South Africa. 
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and Camacho, 2008) because the variability in the data increases with the addition of the cross-section dimension to 
the analysis.  
The first problem in the panel unit root test is whether or not the cross-sections forming the panel are independent 
to each other. Panel unit root tests here are divided into two as first and second generation tests. First generation 
tests are Levin, Lin and Chu (2002); Breitung (2005); Hadri (2000); Im, Pesaran and Shin (2003); Maddala and Wu 
(1999) and Choi (2001).  
First generation unit root tests are based on the hypothesis that the cross-section units forming the panel are 
independent and all the cross-section units are equally affected by the impact to one of the units in the panel. 
However, it is a more realistic approach that units are differently affected from the impact to one of the cross-
sectional units in the panel if it is thought that national economies are related to each other today. In order to 
overcome this deficiency, second generation unit root tests carrying out the unit root analysis considering the cross-
section dependence between the cross-section units have been developed. Main second generation unit root tests are 
MADF (Taylor and Sarno, 1998), SUDARF (Breuer, Mcknown and Wallace, 2002) and CADF (Pesaran, 2006).  
In this study, since it has not been identified any cross-section dependency between the countries in the panel for 
the gdp and imsan variables used in the study, stationary of the series has been analyzed with one of the second 
generation unit root test CADF test developed by Peseran (2006). Through CADF unit root test can be performed in 
each crossection unit in the series forming the panel. So the stationary of the series can also be estimated one by one 
for the panel’s overall and each cross-section. CADF test hypothesing that every country is affected differently from 
time effects and considering the spatial autocorrelation is used in T>N and N>T situations. Stationary for each 
country is tested by comparing the statistics values of this test with Peseran’s CADF critical table values. If CADF 
critical table value is greater than CADF statistics value, the null hypothesis is rejected and it is found out that the 
series of only that country is stationary. CADF test statistics is estimated as the following:  
௜ܻǡ௧ ൌ ሺͳ െ ׎௜ሻߤ௜ ൅ ׎௜ݕ௜ǡ௧ିଵ ൅ ݑ௜ǡ௧݅ ൌ ͳǡʹǡ ǥ Ǥ Ǥ ǡ ܰܽ݊݀ݐ ൌ ͳǡʹǡ ǥ Ǥ ǡ ܶ                (2) 
ݑ௜௧ ൌ ߛ௜ ௧݂ ൅ ߝ௜௧                                                                          (3) 
 
Here ௧݂ shows unobservable common effects of each country, ߝ௜௧ shows individual-specific error. Equations (2), 
(3)  and unit root hypotheses can be written as the following: 
 
οݕ௜௧ ൌ ߙ௜ ൅ ߚ௜ݕ௜ǡ௧ିଵ ൅ ߛ௜ ௧݂ ൅ ߝ௜௧݅ ൌ ͳǡʹǡ ǥ Ǥ Ǥ ǡ ܰܽ݊݀ݐ ൌ ͳǡʹǡ ǥ Ǥ ǡ ܶ                 (4) 
H0: ߚ௜ ൌ Ͳ  for all  i                                                                                                            (Series is non stationary.) 
H1: ߚ௜ ൏ Ͳ   i=1,2,,….,N1,    ߚ௜ ൌ Ͳ   i=N1+1, N1+2,…, N.                                                  ( Series is stationary.) 
Test statistics and critical values have been computed for each country and panel (overall). Results are presented 
in Table 3. 
         Table 3: CADF unit root test results 
Variables Level First Difference Critical Value 
gdp -1.960 -5.772 -2.330 
imsan -2.182 -5.759 -2.330 
Note: Without trend model for gdp and imsan series and 5% significant level have been 
selected as a test model. 
 
Results in Table 3 show that series are non-stationary at levels but become stationary at first differences; they are 
said to be integrated of first order, I(1). In this case, it has been concluded that the existence of cointegration 
relationship between these series can be tested since series under consideration are integrated of the same order. 
2.3. Cointegration analysis 
The existence of the cointegration relationship between the series has been investigated through the panel 
cointegration test developed by Westerlund (2008), which considers the cross-section dependency. The null 
hypothesis denotes no cointegrating relationship. When the probability value of the calculated test is smaller than 
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0.05, H0 is rejected and it is decided that there are cointegration relationship between the series. Cointegration test 
results were presented in Table 4. 
Table 4: Cointegration analysis results 
 Cointegtarion-stat Prob. Decision 
Durbin-H Group  24.694 0.000 Cointegration 
Durbin-H Panel 10.406 0.000 Cointegration 
2.4. Estimation of long term coefficients 
In this part of the study, the long run individual cointegration coefficients will be estimated with the Common 
Correlated Effects (CCE) method which is developed by Pesaran (2006). CCE is an estimator that can generate 
results providing consistent and asymptotic normal distribution when the time dimension is both greater and smaller 
than the cross-section dimension and that can separately calculate the long term cointegration coefficients for the 
cross-section units (Pesaran, 2006). Long term cointegration coefficients of panel were calculated with the Common 
Correlated Effects Mean Group (CCEMG) method. In this analysis, these structural break points were added to the 
analysis with dummy variables. CCE and CCEMG estimations that have been carried out using equation (5) and 
results are presented in Table 5.  
݃݀݌௜௧ ൌ ߚ଴௜ ൅ ߚଵ௜݅݉ݏܽ݊௜௧ ൅ ߚଶ௜ሺͷሻ 
Table 5: Long term coefficients 
Countries Coefficient t-stat 
Brazil 4.263 1.05 
China 9.573 0.51 
Indonesia 2.625 0.91 
India 5.336 0.32 
Mexico 10.873 1.21 
Malaysia 11.516 3.26* 
Philippines -9.792 -0.63 
Thailand -1.707 -0.38 
Turkey 17.151 1.42*** 
South Africa -4.131 -0.92 
Panel  4.570 1.77** 
Note: Autocorrelation and heteroscedasticity problems were adjusted with 
the Newey-West.[ ]; shows t statistics. *, **, ***; Indicates significance 
level in 1%, 5% and 10% respectively. 
According to Table 5, the effects of manufacturing industry production increases on economic growth for the 
analysed NIC countries are positive corresponding to the literature. 1% of increase in manufacturing industry 
increases will increase the economic growth 4.5%. This value is highly big and it confirms the validity of Kaldor 
Law in the sample of analysed NIC countries.  
3. Results and policy implications 
In this study the validity of Kaldor’s first law for NIC countries was analysed via the new generation panel 
cointegration method using 1965-2012 period annual data. As a result of analysis, it was found that manufacturing 
industry production increase had a positive effect on economic growth. In the analysis it was identified that 1% of 
increase in manufacturing industry production increase would increase the economic growth 4.5%. This result is 
important with regard to support that Kaldor’s first law is valid for NIC countries and the assertion that industry 
sector is the engine of economy as Kaldor stated.  
When the obtained results are generally appreciated, it can be said that analysis results are in accordance with the 
literature. Manufacturing industry sector’s effect on many macro economical variables such as employment, 
productivity, especially economic growth, increases the importance of this sector. To sum up, when considering the 
direct or indirect contributions of industry sector, encouragement of this sector by the decision makers in NIC 
countries will be helpful in the context of sustainable economic growth.  
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