Traditional tools for configuring cloud services can run much slower than the workflows they are trying to optimize. For example, in the case studies reported here, we find cases where (using traditional methods) it takes hours to find ways to make a workflow terminate in tens of seconds. Such slow optimizers are a poor choice of tools for reacting to changing operational environmental conditions. Hence, they are unsuited for cloud services that support rapidly changing workflows, e.g., scientific workflows or workflows from the media or telecommunication industries.
INTRODUCTION
This paper defines and evaluates a novel optimization algorithm for configuring and optimizing cloud computing environments. Our new algorithm significantly outperforms the prior state-of-the-art in this arena [58] , particularly for large tasks.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). ICSE'18, May 2018, Gothenburg, Sweden © 2018 Copyright held by the owner/author(s). ACM ISBN 123-4567-24-567/08/06. . . $xx.00 https://doi.org/10.475/123_4 Various software tools have been proposed for automatically configuring and optimizing cloud computing environments [10, 15, 39, 40, 43, 47, 48, 58] . Minor et al. [32] notes that a significant limitation of these tools is their lack of flexibility. When commercial workflows were few in number, vendors merely had to optimize for a few specific contexts. However, in the case of the the scientific workflows used by researchers, or in industries like media or telecommunications, the number of workflows are many and varied (e.g. see Figure 1 ) and change on a daily basis.
Another issue is that, cloud computers execute in highly dynamic environments and configuration tools need to be adaptive to changing conditions [27, 38, 42] . For example, Schad et al. [42] found that the runtime of a widely used benchmarks suite can vary by up to 33% even when run on supposedly identical instances within the same cloud environment. Not only CPU, but also bandwidth can be highly variable within the cloud. Schad et al. report that network bandwidth between the same type of EC2 instances can vary from 410KB/s to 890KB/s. Hence, even after a workflow is configured and deployed, it is important to monitor instances and, perhaps, repeat the configuration process during deployment.
Accordingly, we explore methods to speed up configuration of cloud instances. State-of-the-art optimizers in this field use evolutionary algorithms which must evaluate thousands to millions of Figure 1 : Some of cloud computing workflows. Clockwise from top left: Montage, Epigenomics, Inspiral, CyberShake, Sipht. Each node is one "task" and each edge is a data flow from one task to another. Number of tasks can vary from dozens to thousands). The configuration problem is to map these tasks to a smaller number of virtual machine instances, decide the ordering of tasks within one instance, and then decide what kind of machine should drive each instance. For description of these workflows, see Table 2 . Table 1 : Sample runtimes (in seconds) to optimize a workflow, then run it. Taken from the results of this paper EMSC [58] RIOT optimize (x 1 ) run (x 2 ) optimize (y 1 candidates in order to reach their conclusions. Even when using fast evaluation tools like the CLOUDSIM simulator [7] , it can still take far too long to find useful ways to configure the cloud environment.
For example, Table 1 shows the number of seconds required by a state-of-the-art cloud configuration algorithm (EMSC [58] ) to find optimized configurations for the 20 workflows used in the study. Once optimized, those workflows executed in the time shown in the column x 2 . Note that, using the current state-of-the-art, optimizations were far slower than the eventual runtimes. In certain extreme cases, this overhead can be very large. For example, workflow1 took 9337/620 = 1541% longer to optimize than to finally execute. If optimization is slow, but the additional cost of optimization can be amortized over multiple runs of a workflow, then perhaps such large optimization overheads are permissible. That said, ideally, optimization should not add much to the runtime CPU cost of a workflow, particularly if the goal is to support a wide range of highly variable workflows running in dynamic environments.
This ideal case can be achieved using RIOT (Randomized Instance Order Types), the new configuration algorithm proposed in this paper. As shown in Table 1 , RIOT adds just 1425/25216 = 6% to the final runtime of all 20 workflows. Note that the RIOT's total optimizations times were 46357/1425 = 33 times faster than those achieved by the current state-of-the-art. Better yet, as shown later in this paper, RIOT's faster analysis found configurations as good, or better, than those found other methods (especially for the larger workflows).
The rest of this paper is organized as follows. Section 2 maps our work to current research themes in software engineering. Section 3 discusses related work. Section 4 formulates workflow configuring and Section 5 describes our methodology. Section 6-7 assess RIOT using dozens of real-world scientific workflows. Section 8 and 10 have more analysis and concludes this paper.
Overall, the contributions of this paper are:
• Better ways to faster configure ad hoc workflows on cloud computing environments. • A novel algorithm (RIOT) that out-performs the known stateof-the-art in this arena. • A reproduction package that contains both EMSC and RIOT with CLOUDSIM 1 .
APPLICATION TO SOFTWARE ENGINEERING
When discussing this work with colleagues, one common question is "is this a software engineering problem? Or is this research more to do with systems than with SE?". We reply that this work is a 1 Source code at http://source.code/blindForReview 
The Problem of Configuration
A research area of growing interest in software engineering is configuration problems. In the early days of SE, there were very few widely available tools and those tools came with very few options. Hence, developers did not have the problem of deciding how to mix and match various possible services. Nor did they have much choice in the settings for those services. Today, that has all changed. Xu et al. [54] report that many commonly used tools now come with hundreds of configuration options. They warn that developers rarely understand the configurations of their system. Hence, they may ignore most of their configuration options, leaving considerable optimization potential untapped. This is a significant concern since we have found these options to have a significant impact on non-functional attributes of software: For example, a common problem is that if users just use default parameters, then this can lead to very unoptimal configurations:
• As of 2016, the default MySQL configuration assumed that machine only has 160 MB of RAM [49] . • The standard rule-of-thumb settings for tools like Hadoop's WordCount results is one of the worst observed execution times [26] .
Another problem is that when users decide to explore options, they may explore just a few and make a very poor selection. For example, BDBC is an embedded database system written in "C". Nair et al. [34] have executed all 2,560 possible configurations of that system to find the best and worst configuration (measured in terms of response time to a database query). They report that a good configuration reduces the response time by a factor of 40 when compared to the worst possible configuration. Examples like the above ( [24, 41, 44, 45] and more recently [22, 28, 35, 36, 49] ) have prompted much research into the automatic large scale exploration of configuration options. While the case study explored here is very specific (configuration of cloud computing environments), many of the methods described here would contribute to this broader field of configuration studies.
Software Analytics
Configuring and optimizing cloud computation environments is very important for the new generation of software analytics. Much of the recent work in software analytics relies on cloud computing. For example:
• To learn the hyperparameters used in software analytics, may take days to weeks to years of CPU time [21, 46, 52] . • Deep learning is now a popular learning paradigm but exploring models is a CPU intensive task. For example, it takes weeks of CPU time to (a) combine deep learning and text mining to localize buggy files from bug reports [30] , or (b) train a deep learning-based method to generate API usage sequences for certain natural language query [23] . • In one spectacular example of the power of this kind of analysis, Wang et al. report that in just a few months they could purchase the 15 years of CPU required to rigorously evaluate the impact of different parameter settings for four code clone detection tools [52] .
The problem here is that the more complex the analysis, the harder it is to apply the method. Fisher et al. [19] characterizes software analytics as a workflow that distills large quantities of low-value data down to smaller sets of higher value data. Due to the complexities and computational cost of SE analytics, "the luxuries of interactivity, direct manipulation, and fast system response are gone". They characterize modern cloud-based analytics as a throwback to the 1960s-batch processing mainframes where jobs are submitted and then analysts wait, wait, and wait for results with "little insight into what is really going on behind the scenes, how long it will take, or how much it is going to cost". They document the issues seen by 16 industrial data scientists, one of whom remarks "Fast iteration is key, but incompatible with the jobs are submitted and processed in the cloud. It is frustrating to wait for hours, only to realize you need a slight tweak to your feature set. "
Accordingly, we assert that studies like those of this paper, that aim to significantly reduce the time required to run scientific workflows, are very important to continued progress in the arena of software analytics.
Search-based SE
Recently, there has been much interest in applying multi-objective evolutionary algorithms to many areas of software engineering including requirements engineering, test case planning, software process planning, etc [25] . Standard SBSE approaches use evolutionary algorithms such as NSGA-II [12] , SPEA2 [59] , MOEA/D [56] (described later in this paper). Those evolutionary algorithms evaluate thousands to millions of candidate solutions in order to reach a conclusion. For problems where each evaluation is slow (e.g. complex cloud configuration options), alternate heuristic approaches have been proposed. For example, SWAY [8, 9, 33] uses a very fast principle component analysis (PCA) approximation to recursive prune half the candidates at each level of the recursion. This approach makes the, somewhat optimistic, assumption that the candidates with the best objectives come from one small region of the decision space. Formally, this assumption is that:
Trends in the candidate "genotype" (the internal decisions) can be followed to find the best "phenotypes" (the expression of the internal decisions in the externally observed objectives). In cloud computing, this assumption does not hold, since the best objective scores (phenotypes) can be found in widely separated regions of the decision space (the genotypes).
Accordingly, in the following, we propose a new heuristic multiobjective optimization that makes no assumptions on trends in sets of decision variables. This new algorithm will prove very useful for cloud computing configuration. More generally we speculate that this new approach would be beneficial for any other SBSE problems where best phenotypes are found in numerous isolated regions of the genotype.
RELATED WORK ON CLOUD CONFIGURATION
One of the earliest results in this area came from Topcuoglu et al. [47] , who proposed HEFT (Heterogeneous-Earliest-Finish-Time). HEFT has two phases, task prioritizing phase and processor selection phase. In task prioritizing phase, tasks were ranked by their computation as well as communication cost. In processor selection phase, tasks were assigned to the processor which was first available. While a significant initial result, subsequent research struggled to reduce the excessive time complexity of HEFT, which can be as be as high as O(n 3 ) (where n is number of tasks). Also, experiment showed that HEFT's heuristics were easily trapped into local optimal [40] .
As workflows become larger and larger, researchers turned to meta-heuristic methods. For example, Chen et al. [10] used Ant Colony Optimization (ACO) [15] , whose pheromone function is a marker in decision space that attracts other candidate solutions. In that work, seven heuristics were applied to propose a pheromone function, such as reliability greedy, cost greedy, time/cost balance etc. In other work, Rodriguez et al. [39] , found that particle swarm optimization (PSO) [43] (hybrid heuristic-based scheduling algorithm) framework. HHSA was an ensemble method that ran separate ACO, PSO, and other evolutionary algorithms, then reported the best solution found by any method. Figure 2 shows the general framework for evolutionary algorithms. For a problem with multi-objectives, one configuration c 1 dominates another configuration c 2 if it is better on at least one objective and worse on none; i.e.
where obj are all objectives of the problem. All configurations which can not be dominated by another configuration form the Pareto Frontier. This frontier is used as the "parents" from which we build the next generation of candidates. Variants of MOEA differ in how they down-select from the general population to the frontier. SPEA2 [59] prefers solution which dominates more number of other solutions. While NSGA-II [12] or other recently proposed algorithms sorts solutions by dominance depth, i.e. at which front is a solution located. MOEA/D [56] decomposes the multi-objective into several single objective sub-problems and better solution can be reproduced from its neighboring sub-problem solutions. The selection policy we used later in RIOT is the NSGA-II non-dominated sorting. In nondominated selection, we always pick up all configurations which can not dominated by any another candidates.
As to other work, in April 2017, we searched papers with the term "scientific workflow" and "scheduling" published in past decade in IEEE Xplore and ACM Digital Library. From all results, we selected "highly-cited" papers which have more than 10 citations per year since their publication. After skimming their abstracts and introductions, we found the 12 related papers in Table 3 . Our reading of this literature is that the Zhu et al. [58] paper on EMSC is a comparative assessment of much of the previous work. EMSC explored the hypothesis that a little sequencing of the configuration task is very useful for configuring cloud environments. Specifically, EMSC encoded the cloud configuration by following 3-tuples scheme and proposed corresponding genetic operators (c.1 and c.2 in Figure 2 ). Zhu et al. showed that off-the-shelf evolutionary algorithms such as NSGA-II [12] , SPEA2 [59] , MOEA/D [56] could be effectively figure out optimal configurations. Based on our literature reviews, we conclude that EMSC is the current state-of-the-art in cloud service configuration. The evaluation part of the Zhu et al. paper is every extensive and showed that EMSC achieved better configurations that a wide range of other approaches. That said, as seen in our introduction, that algorithm suffers from a large optimization overhead: for workflows with many tasks, the optimization time. We attribute these long runtimes to the evolutionary algorithms used by Zhu et al. to assess options within I, O, T . Hence, in the following, we adopt the I, O, T structure and look for faster ways.
DEFINITIONS 4.1 Workflow Formulation
Scientific process can be modeled as a workflow by dividing whole process into several smaller and simpler sub-processes, i.e. tasks. One common way to represent workflow is the Directed Acyclic Graph (DAG) shown in Figure 3 . In that workflow D = ⟨V , E⟩ where each task is represented as a vertex and every edge e(i, j) indicates that task j must be executed after task i is finished. Formally, we say that:
That is, task i can start only after all tasks of Pred(i) are terminated. Task i is ready-task iff every task in Pred(i) is terminated.
Among all tasks, we denote T s as the start task which has no predecessors; and T e , on the other hand, as the exit task without any successors. In this paper, we assume that all workflows have single start task and exit task (this can be simply assured by adding dumb vertex as the head(tail) of all start(exit) tasks).
Optimization Objectives
In our configuration problem, the goal is to minimize execution time (denoted as dur ) as well and the cost of hiring the instances.
In the literature, "execution time" is measured as makespan; i.e. the time till the finish time of last task T e :
where ft(i), st(i), dur(i), filetime(i) are finish time, start time, duration and I/O time of task i respectively. Duration of task i includes computing time of the workload as well as I/O time. file(i, j) is the data flow between task i and task j. I/O speed is limited by bandwidth(bw) of instances. As to cost, in scientific workflows, we start an instance when any task need it and terminate it only when no more future task needs it. Hence, the cost of a workflow is the sum of cost of every used instance. Cost rate and charging policy may differ among providers so for this paper, we followed AWS EC2 pricing (as done by previous works [5, 17, 39, 58] ). Note that the charging unit of instances by the hour (so if you finish in one minute, you still get charged for the full hour).
HOW TO MAKE A RIOT 5.1 Overview
RIOT uses the configuration scheme proposed by Zhu et al. [58] but find optimal of them in a different step.
Step1: Grouping Instances. Using the grouping methods of §5.3, cluster the tasks onto virtual machine instances. This generates a vector v of size V = |v | where each v i can be one of eight types t j shown in Table 4 . We say that v is the space of candidates containing many candidates, each of which is one setting ∀ i ∈v v i = t j . Typically, this first step results in a space of candidates of V = 100 so our search space has as many as 8 100 candidates.
Step2: Finding Ordering. Using the ordering methods of §5.4, determine which tasks to run first, second, etc on each instance.
Step3: Determining Type. Determine the type of each instance using CLOUDSIM and the surrogate sampling method of §5.5. CLOUD-SIM is the standard simulator used in this area of research. As of August 2017, Google scholar reports that the original 2011 CLOUDSIM paper has 2492 citations. For our workflows, each run of CLOUDSIM takes under a second. This is a sub-routine called in the inner most loops of a cloud configuration algorithm so we must take care not to call this simulator too often. According, in Step3 we:
• Generate and evaluate only a few anchor candidates (say, 30).
• To this pool, we add a large number of, say, 500 randomly selected unevaluated candidates. • To quickly guess the objective scores of this random pool (without incurring the simulation cost of CLOUDSIM) we use the surrogate sampling methods of §5.5.
• Using these guesstimated objective scores, we apply the NSGA-II non-dominated sorting procedure to reduce the 500 candidates to just their Pareto frontier. • CLOUDSIM then evaluates just the items in the Pareto frontier.
Final
Step: Aggregation. Note that the first step grouping step is probabilistic so the above three steps are repeated 20 times (with different η, see §5.3).
Typically, the Pareto frontier returned from Step3 has (approx) 50 instances. RIOT reduces these 20*50=1000 candidates to a penultimate set of (approx) 20 candidates via a final call to the NSGA-II non-dominated sorting procedure (see §3).
Any one of the candidates in this penultimate set is a final solution we would recommend to the user. Since we do not know what user preferences may drive that final solution selection, in the experiments described below, we report a statistical analysis that compares the penultimate set to the Pareto frontiers generated by the other methods.
Research Innovations
In terms of research innovations, our approach differs from EMSC as follows.
In EMSC, configurations were expressed by a 3-tuple and initialized completely randomly. Crossover points or mutation bits were also selected at random. EMSC did not use workflow structure information. Hypothesis of EMSC was that reproduction (the offspring) of two promising configuration would be better than themselves (the parents).
Our method differs from EMSC. Specifically, • In the first step, with workflow structure information, we map tasks to instances basing on some probabilistic process of §5.3. • In a second step -configuring tasks orderings, instead of searching through tens of thousands in EMSC, our method uses the deterministic process of §5.4. • In a final third step -determining instance type, our method explores many candidates and guesses objectives of them by surrogate sampling of §5.5. One reason for preferring our approach over traditional EMSC is that our method requires far fewer evaluations of candidate solutions.
Grouping: Map Task To Instances
To find out what tasks should be deployed into same instance, we say that a task is critical if:
• It is the start task T s , or • It is a task whose data flow in-degree (number of edges incident to in workflow) is among the top third of all indegress of all tasks By these critical tasks, we can separate workflows into multiple blocks. Each block is assigned its own instance, which could be run simultaneously.
By default, tasks within same block are expected to deploy to same instance. However, they can still be deployed to multiple instances. In RIOT, we assume that tasks with lower B-rank (closer Table 4 : Eight types of instances, sorted by price. Why do we explore just these eight types? These are nearly the same types explored in prior work [58] , with some changes result from AWS EC2 service updates. to end of block, introduced very soon) should have lower chance to require new instances. Specifically, for each task i, we assign p i , the probability of deploying to new instance, as follows:
where η ∈ [0, 1] is a controlling parameter. Larger η it is, more likely tasks request new instance (see Figure 4 ). We can map each task into an instance. For each task, there is p probability that it requests new instance; if one task does not request new instance, it is deployed to any existed instance (if it is critical task) or any instance used by its predecessors (if it is not critical task).
To improve diversity, we set η as 0.05, 0.10,. . ., 1.00 to generate 20 different task-instance mappings.
Ordering (with B-Rank)
RIOT used the B-Rank method of HEFT [47] to sort task execution priorities on an instance. When sorting tasks, the B-rank metric is distance of the activity to the end of the workflow. Let T e be the a f ← configurations in Anchors that furthest to a n ;
d 0 = dist(a n , r ); 10 d 1 = dist(a n , a f ); final task of a workflow comprising may tasks i then
B-rank sorts tasks in decreasing order of rank(i). Then, if two tasks i, j are ready to run on the same instances, we select the task that is lower in this sort order (and ties are resolved randomly).
Surrogate Sampling: Instance Type Setting
With grouping tasks into different instances, the next step is to select which of the types listed in Table 4 should be assigned to each instance. As mentioned above, the space of such mappings is very large (up to 10 90 ) so we take care not to evaluate too many samples from this space. Accordingly, RIOT creates and evaluates 30 candidates called the anchors. It then creates 500 more randomly generated candidates, which are not evaluated. Instead, we guess the value of the objective scores of the random candidates using the following surrogate sampling methods:
• For each candidate r ∈ random we find the nearest a n and furthest a f candidates a n , a f ∈ anchors. • Next, for each of r 's objective o ∈ {makespan, cost}, we guess its value by extrapolating between a n , a f (see lines 9 to 13 of Algorithm 1).
There are two advantages to this surrogate sampling. Firstly, it is much faster than calling CLOUDSIM. Secondly, as discussed in §2.3 this approach means that each objective can move in a different direction, thus avoiding the assumption that genotype maps to phentotype. Following the advice of Aggarwal et al. [2] , RIOT uses the Manhattan metric to compute distance between r and its nearest and 6 furthest anchors; i.e.
where ∥I ∥ is number of instances. As Aggarwal argues, this metric is preferred to the standard Euclidean measure (which is more suited to lower dimensional data).
EXPERIMENTAL ANALYSIS 6.1 Research Questions
We made the case above that EMSC represents the prior state of the art in this field. Given that, we ask the following questions:
(RQ1) Is RIOT fast? (compared to the prior state of the art.) (RQ2) Is RIOT smart? (i.e. are its configurations not worse than those found by the prior state of the art?)
To answer these questions, data was collected data on five treatments:
• Random: which is randomly generated configurations;
• RIOT: which was described above;
• EN: which is the EMSC algorithm using NSGA-II to evaluate candidates at each step; • ES: which is the EMSC algorithm using SPEA2;
• EM: which is the EMSE algorithm using MOEA/D.
The algorithms NSGA-II, SPEA2 and MOEA/D were selected since these were used in the original EMSC paper.
Following the guidance of a recent ICSE 2016 paper [51] we measured quality of configuration via hypervolume, spread and IGD. For convenience, we define PF c and PF 0 . PF c is the frontier obtained by an optimizer while PF 0 is the optimal Pareto Front for the problem. In SE models, it can be infeasible to obtain the optimal Pareto Front [13] . Hence, we collected all configurations found by any algorithm and picked up all non-dominated configurations to form the PF 0 . This strategy has been widely applied in the area of multi-objective optimization applications [51] .
Hypervolume is the combination of convergence and diversity indicator. As defined in [60] , hypervolume measures the size of space the obtained frontier covered. Formally, 
where (e 1 , e 2 ) refers to two extreme configurations for each objective in PF 0 ; d( * , †) refers to the minimum Euclidean distance from Inverted Generation Distance (IGD) is the Euclidean distance between configurations in PF 0 and nearest configurations in PF c [50] . By definition,
where d(s i , PF c ) refers to the minimum Euclidean distance from solution s i in PF 0 to PF c . A lower IGD indicates the result is closer to the pareto frontier of a specific problem; i.e. lower values of IGD are better.
Experimental Setting
We coded all configuration tools in JAVA and ran them on the same machine (2.0GHz with 8GB memory, running CentOS). We used CLOUDSIM [7] as our simulator to collect performance statistics on our configurations. To reduce bias, we applied the jMetal framework [16] to implement NSGA-II, SPEA2, MOEA/D for the EN, ES, and EM treatments. jMetal is a highly optimized Java toolkit containing common meta-heuristic algorithms. For parameters of NSGA-II, SPEA2, and MOEA/D, we strictly follow setups in original paper [58] . That is, the probabilities of crossover and muation were 1 and 1/n respectively (where n is number of tasks in the workflow). As per the EMSC paper, the size of population in NSGA-II, SPEA2, abd MOEA/D was set to 50 and number of generations was set to 1000.
Following prior works [6, 31, 58] , we applied five treatments (Random, RIOT, EN, ES, EM) to optimize 20 real-world workflows shown in Figure 1 .
For RIOT there are two parameters N , n 0 in Algorithm 1. By default, we set N = 500 and n 0 = 30.
For machine type parameters, this paper are based on Amazon EC2 instances listed in Table 4 We selected eight EC2 instances. They differ in CPU compute unit, bandwidth as well as price. As described in §5.3, we can sort types of virtual machines. Parameters seen in Table 4 were from On-Demand instance in US East N. Virginia on April 20, 2017. Following [58] , we set the computing ability (compute units) of Xeon@2.33GHz ≈ 8.
In summary, the overall experimental rig was as follows:
foreach w ∈ 20 workflows do repeat 30 times set random seed from the operating system time; foreach alg ∈ {Random, RIOT, E N , ES, EM } do run alg(w ). Collect quality measures; end;
Statistics
To test performance robustness and reduce observational error, we repeated these all studies 30 times with different random seeds (so 30 times, we performed the 20 repeats of RIOT. To check the statistical significance of the differences between the algorithms, following Arcuri's guide in ICSE'13 [3] , we performed a statistical test using Wilcoxon test at a 5% significance level. The Wilcoxon test is a non-parametric test and suitable for the samples when the population cannot be assumed to be normally distributed.
RESULTS
7.1 RQ1: Is RIOT Fast? Table 5 shows the runtimes of our different treatments. In that table, rows show different models and columns show the runtimes • Measured in relative terms, we note that RIOT is 11 to 39 times faster than other approaches. • Measured in absolute values, the general trend is that other methods can take up to 10 4 seconds while RIOT is never slower than 10 2 seconds. That is to say, RIOT terminates in just a few seconds to minutes while other methods require minutes to hours.
Hence, our answer to RQ1 is: RIOT finds configurations much faster than the prior stateof-the-art. Table 6 shows the results of a statistical analysis that compares the quality measures generated by RIOT to those generated by EMSC.
RQ2: Is RIOT Smart?
• The rows of that To make a general conclusion across this data, we find it insightful to divide the results of Table 6 into
• The results seen in the five largest workflows (Montage1000, Epigenomics997, Inspiral1000, CyperShake1000, Sipty1000); • The results seen in all the other, smaller workflows.
For the five largest workflows, RIOT's results for hypervolume, spread and IGD are in bold type for 13/15 (87%) of all the quality indicators. Recall from Table 5 that RIOT generated configurations for these five largest workflows in 264 to 344 seconds while the EMSC methods took time 7165 to 10529 seconds. That is, RIOT achieves comparable results to the other approaches, but in a fraction of the time.
For the other 15 smaller workflows, RIOT's quality indicators were as good as anything else across all the indicators (28/45; nearly two-thirds) of the indicators. RIOT's superiority was constant across all indicators (i.e. there was no pattern where RIOT won on spread and lost on hypervolume).
Hence, our answer to RQ2 is: RIOT usually finds configurations as good as anything else. This result is particularly remarable for the larger workflows.
For the sake of completeness, we comment of three quirks in the RQ2 results. None of these quirks indicate a fatal flaw in our analysis or the value of RIOT. Firstly, sometimes, the bold numbers are lower than the other treatments. For example, bottom left, the RIOT results from the Sipht 1000 workflow are slightly lower than that the EN results. However, the RIOT values are still shown in bold since, due the variance of the results across the 30 repeats, our Wilcoxon test reported that there was no significant difference between the results found by EN and RIOT. The second quirk is that, sometimes, random achieved "best" results. For example, the RANDom spread results were often lower (and hence better) than the other treatments. This is due to the nature of points in multi-dimensional space. Domingos reports that random points in large dimensions space are often very distant [14] .
The key issue is that, after trying to find good solutions, these solutions spread across the Pareto frontier. Hence, while we can evaluate the spreads of the non-random treatments in Table 6 , we should not read too much into this second quirk.
The third quirk is that four of the smaller CyperShake workflows were particularly challenging for RIOT: in all nine of those results, RIOT did not perform as well as anything else. But this one result, that one example performs remarkably worse than others, is well documented in the literature (it is one of Wolpert's "No Free Lunch" results [53] ).
THREATS TO VALIDITY 8.1 Sampling Bias
While we tested RIOT on over two dozen workflows, it would be inappropriate to say that this sample covers the space of all possible workflows. As researchers, all we can do is to introduce our method, release the source code for our method and suggest that other researchers try a broader range of workflows.
Algorithm Bias
In this paper we compared our work to EMSC. We choose EMSC since it is the best method among all highly cited papers we have explored in this area. That said, as shown in Table 3 , there are many other ways to perform cloud configuration and one paper cannot assess them all.
To assist other researchers in exploring more configuration methods than those stated here, our reproduction package includes a full version of EMSC by implemented within the open source jMetal framework.
Evaluation Bias
Following Wang's guidance [51] , we evaluated results by Hypervolume, Spread and IGD. There are many other performance measurements adopted in the community of software engineering. For example, some researchers take PFS (Pareto frontier Size) into consideration. PFS counts how many non-dominated solutions provided to the customers. Similar to spread, it is a diversity measure. Using various measures might lead to different conclusions. A comprehensive analysis using other measures is left to future work.
DISCUSSION AND FUTURE WORK 9.1 Hyper-Parameter Optimization
One area of future work might be to explore automatic tools to set the control parameters of RIOT. Elsewhere, we have had much success with that approach [20] . Perhaps those techniques could be used to set RIOT's three parameters used in Algorithm 1 -sets of η in §5.3, number of evaluated candidates (in Anchors), i.e. n 0 and how many candidates in Randoms, i.e. N .
Learning Topological Concerns
We note that in Table 6 that RIOT had most trouble configuring the CyberShake workflows. As shown at the very start of this paper, CyperShake had one of the deeper workflows with most number of in-degree edges. Accordingly, in future work plan to test what workflow typologies that are more/less amendable to the RIOT heuristics. This could lead to new insights and faster algorithms for workflow optimization.
Exploring Linearity More
Yet another area of future work is to explore why RIOT works so well. We conjecture that RIOT's surrogate sampling works since there exist local linearties in the phenotype space of cloud configuration. Recall from the above that:
• "Phenotypes" are the expression of the internal genotypes of a problem. • In our domain, we measure the phenotypes via the evaluation scores of §6.1 (hypervolume, spread, IGD). RIOT explores phenotype space via numerous linear extrapolations around the local region of each candidate. RIOT's success in this domain suggests that this local region has properties change in a linear manner, at least they do so when near each random candidate.
Taking this conjecture as an assumption, how might we exploit that assumption to better explore the space of configurations? On possibility is that a linear SVM [11] might be a better transform for the data space. Also, assuming linearity mapped out via some dimensionality transform, it should be possible to guide directed jumps across the linear space towards better regions.
CONCLUSIONS
This paper introduces RIOT, a fast and smart tool for configuring workflows. When optimizing large workflows, experiments showed that about 90% of RIOT's quality indicators were as good or better than state-of-the-art method, EMSC, but only require less than (1/27=) 3% of EMSC optimization time. As for small or medium workflows, two thirds of RIOT's quality indicators were as good as EMSC, with RIOT 10x-40x faster than EMSC.
Consequently, we highly recommend RIOT for configuring large workflows, since RIOT takes minutes to find configurations that other tools need hours to find. As for smaller workflows, we still recommend researchers try RIOT first since RIOT is 10-40 times faster than prior work and in the usual case, RIOT can achieve competitive results to other methods.
