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Abstract
Industrial eddy-current testing (ECT) inspections of aerospace superalloys,
such as Titanium 6Al-4V, must reliably detect sub-millimetre surface breaking de-
fects. The sensitivity of such measurements is hindered by the materials’ low con-
ductivity and high coherent background material noise, making the high sensitivity
standards required by industry harder to achieve.
It is demonstrated herein that using eddy-current array (ECA) technology
also introduces inspection ”blind-spots”, whereby small defects could be missed.
This supports the motivation to develop techniques for enhancing the sensitivity of
typical ECT and ECA measurements. The early stage research and development of
a novel ECT measurement method is presented, and shown to improve the standard
measurement sensitivity of industrial ECT inspections.
A defect signal enhancement phenomenon within a band of frequencies close
to the electrical resonance of an ECT probe, termed near electrical resonance signal
enhancement (NERSE), was observed and characterised. This phenomenon was
demonstrated to be a direct result of the shifting resonant frequency of the probe
in the presence of material discontinuities.
Frequency sweeping chirp signals were used to generate electrical resonance
traversing frequency spectra measurements of the inspection probe in the presence
of material discontinuities. Critical feature analysis of the results demonstrated
a correlation between defect dimensions and peak NERSE amplitude, but failed
to draw any conclusive trends between discontinuity dimensions and the resonant
frequency shift. This was attributed to the relatively small defect sample set used
and the size of many of the machined defects being smaller than the diameter of the
inspection coil.
An ECT probe was excited at a single frequency carefully selected to cor-
respond to the NERSE peak frequency. A study was performed to statistically
analysis the sensitivity of this NERSE measurement compared to a standard exci-
tation frequency measurement used in industry. The results demonstrated that a
NERSE frequency inspection was able to reliably detect a defect size of 0.82 mm,
compared to 1.09 mm achieved by a standard operating frequency.
xviii
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Chapter 1
Introduction
1.1 Nomenclature
Below is a list of some of the common symbols used within this thesis. Vectors are
represented in bold and scalars are in plain text.
t = Time (s)
f = Frequency (Hz)
ω = 2pif = Angular frequency (rad · s−1)
ε = εrε0 = Permittivity (Fm
−1)
εr = Relative Permittivity
ε0= Permittivity of free space (Fm
−1)
µ = µrµ0 = Permeability (Hm
−1)
µr = Relative Permeability
µ0 = Permeability of free space (Hm
−1)
σ = Conductivity (Sm−1)
ρ = 1/σ= Resistivity (Ωm)
A = Magnetic Vector Potential (V sm−1)
H = Magnetic field (Am−1)
1
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B = ∇×A = µH = Magnetic flux density (T )
E = Electric field (V m−1)
D = εE= Electric displacement Field (Cm−1)
J = σE= Current Density (Am−2)
R = Resistance (Ω)
L = Inductance (H)
C = Capacitance (F )
i =
√−1 = Complex number
Z = Impedance (Ω)
X = ={Z} = Reactance (Ω)
1.2 Motivation
High strength superalloys are used to make safety critical industrial components
that are routinely subjected to intense stresses, strains and extreme environments.
Jet engine turbine components are a perfect example, whose mechanical failure can
come at significant financial and human cost [3, 4, 5, 6]. Development engineers care-
fully design these components so as to minimise failures, thus ensuring its economic
viability and increasing its service life [7]. However, if left unchecked, even very small
discontinuities within these structures could result in disastrous consequences. This
leaves engineers with the important challenge of locating and detecting small de-
fects before they can propagate and become critical. This must be done without
compromising the functionality of the components, and so, are therefore inspected
using methods from the field of non-destructive testing (NDT).
There are many NDT techniques to choose from when inspecting for defects.
Each has its advantages and disadvantages that will determine its suitability for a
certain type of inspection. Some inspections are purely surface techniques (dye pen-
etrant, eddy-current testing, and magnetic particle inspection) whereas others can
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probe the bulk of the material (ultrasonics and radiography). Many factors must be
considered when choosing a technique. Foremost amongst these are the location and
dimensions of the cracks being inspected which ultimately determines the minimum
resolution required of the inspection. Other limiting factors include; cost, speed of
inspection, ease of use, type of indications produced and any material limitations
(e.g. material conductivity or grain structure) [8].
Eddy current testing (ECT) is used for the surface and near surface inspec-
tion of jet engine components made of high strength superalloys such as Titanium
6Al-4V (Ti6-4), a workhorse material of the aerospace industry. High inspection
standards for these safety-critical components stipulate that the techniques used
must achieve certain threshold sensitivities. However, advances in manufacturing
design (single part components with complex geometry), microstructure, electrical
anisotropy and defect growth counter measures (shot-peening and coatings) have
made reaching these sensitivity targets more complicated [9, 10, 11]. As a result,
the limits of traditional ECT inspection sensitivity are being reached, and so more
advanced methods must be explored in order to meet the sensitivity requirements
set by industry.
In addition, there is an increasing trend towards the use of multiple ECT coil
elements in eddy current array (ECA) probes in order to improve inspection speeds.
However, array probes often compromise on sensitivity in favour of coverage.
The aim of this EngD project is to:
1. Understand the limitations of typical ECA probe designs and operating modes
so as to assist in the development of high sensitivity inspection techniques for
complex jet engine components.
2. Investigate the application of novel eddy-current measurement techniques on
aerospace superalloy materials in an effort to develop improved sensitivity to
surface breaking cracks.
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1.3 Non-Destructive Testing (NDT)
Many industry sectors, such as energy and aerospace, depend on the reliable per-
formance of material components. The failure of one of these components can be
costly and even cause a halt to normal operations resulting in a significant financial
toll on the company while the failure is identified and fixed. There are two main
maintenance approaches that can be employed by industry to mitigate the costs of
critical component failure. They are, corrective (fixing components when they fail)
or preventative (routine inspection of component quality). The approach applied
to any given component is dependent on many factors to do with the cost of man-
ufacture and impact a components failure would have on the sectors operations.
Non-destructive testing (NDT) is the general name given to a field of engineering
methods that can be used to evaluate a component’s quality or structural integrity
without impairing it’s future use. NDT is an essential preventative tool in the manu-
facture and maintenance of high risk and high cost industrial components, otherwise
known as high value manufacturing (HVM). There are numerous techniques that can
be used to inspect critical HVM parts depending on the requirements and limitations
of the application. In the following section the main NDT techniques implemented
in the Aerospace industry are summarised along with their benefits and limitations.
1.4 Review of NDT Techniques
There are a whole range of NDT techniques that can be used to inspect components.
Each has their own advantages and disadvantages of use depending on the type of
inspection required, and so rarely will one technique be used alone to inspect a
component. Instead multiple techniques are used to compliment one another so
that a complete evaluation of a component can be made. What follows is a brief
overview of the some of the most common methods in industrial NDT, detailing
their benefits and limitations.
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1.4.1 Visual and Optical Inspection
Visual inspection counts as the oldest, simplest and therefore most widely used NDT
method around [7]. It involves the direct visual examination of a part or object to
see if there is any visible signs of damage. It is therefore often the cheapest in-
spection available to NDT engineers. It is used every day in a range of different
contexts, from checking food quality standards before they are sold in shops to in-
specting the outside of an aircraft before take-off. They all use a form of visual
inspection. However, due to the inherently subjective nature of visual inspection,
the technique requires special training and validation of inspectors to ensure that a
reliable standard of inspection is performed [8, 12]. As a result visual inspections
are more often used as a guide for other NDT methods in identifying areas where
potential degradation may have occurred but where further analysis is required to
evaluate the extent of the damage. In the case of dye penetrant inspection however,
visual inspection is used to locate and measure defects from this method (see sec-
tion 1.4.2).
One of the disadvantages of visual inspection, which is common across many
NDT techniques, is ease of access to the surface. There are many more advanced
techniques derived from direct visual inspection, making use of optical aids such as
mirrors, lenses, microscopes, borescopes and digital cameras that can be used to
solve these issues [12].
More recent research and development has lead to other optical methods
such as shearography (or shearing interferometry) whereby a coherent light source
is reflected off the surface of a material through an interferometer lens system to pro-
vide information about the vibrational behaviour of the component which changes
with load and the presence of defects [13].
The main disadvantages of visual inspection are that the inspection is only
capable of identifying surface damage. For some component surfaces this may re-
quire some preparation such as cleaning or coating removal. Visual inspection also
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struggles to identify hairline fractures and is better suited to large area damage.
1.4.2 Penetrant Testing
Penetrant testing is a widely used NDT method for locating and sizing surface-
breaking defects [8]. In the aerospace industry, typical tests involve the application
of a fluorescent liquid dye to the surface of a sample, which seeps into any surface-
breaking cracks via capillary action. The excess dye is removed and a developer
is then used to draw the liquid from the crack and the sample is examined under
appropriate lighting (i.e. UV light for fluorescent penetrants) to locate and size
cracks [12]. Penetrant testing is sensitive to small surface breaking cracks of all
orientations and is unconfined by the properties of the material or its geometry.
Large areas can be inspected relatively rapidly using penetrant testing and deliver
an accurate indication of the size and shape of cracks (Figure 1.1).
1.56 mm
Figure 1.1: Fluorescent Dye penetrant crack indication in Nickel alloy bar [Rolls-
Royce plc. NDE lab stock photo].
However, penetrant testing has its limitations. It is unable to detect non-
surface-breaking cracks and does not give information as to the extent or shape of
the crack within the bulk of the material. It is also inefficient at detecting closed or
partially-closed discontinuities which can lead to misrepresentation of the full extent
of the defect.
Penetrant testing requires the removal of any coatings and the component
surface must be thoroughly cleaned or sometimes etched before the inspection can
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take place. Such preparations prolong the length of time the component is out-
of-service and make the process more expensive. The reliability and sensitivity of
penetrant testing is often dependant on the precise application and careful storage
and treatment of the penetrant chemicals.
1.4.3 Thermography
Thermography is used in the aerospace industry for the rapid inspection of large
areas. There area a number of methods for performing thermography measurements
however the basic principle involves heating a component’s surface using flash lamps,
hot-air guns or sometimes eddy-current heating, and then using infra-red cameras
to measure the heat dissipation as a function of time after initial heating. The rate
of dissipation depends on the thermal properties of the material being inspected as
well as the component structure. Defects, such as cracks or voids in a material form
an insulating air gap within the parent material, slowing the dissipation of heat in
that region and trapping heat at the surface for a longer period. This appears as a
localised ”hot-spot” on the infra-red image of the surface and signal-analysis can be
performed on the time-domain infra-red images to investigate the rate of dissipation
and phase of hot-spots within an inspection. The deeper the defect is, the longer it
will take for the heat to dissipate from the surface and reach the defect. This can
be used to calculate the depth of defects [12, 14, 15, 16].
Thermography inspections are dependant on the area of the discontinuity
parallel to the heated surface. Tight cracks perpendicular to the surface of thermal
excitation will not obstruct the diffusion of heat down into the material and are
unlikely to be detected [17]. Although technically a non-contact technique, test
samples often require a dark coating to be added so that the heat is absorbed by the
material and not reflected from the surface [18]. Depending on the test material, high
frame rate infra-red cameras may be needed in order to capture the rapid diffusion
of heat. These systems often require liquid nitrogen cooling and are therefore very
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expensive [12, 16].
1.4.4 Ultrasonic Testing (UT)
UT inspections can be performed in situ and are capable of detecting discontinuities
in both the surface and bulk of components [19]. There are multiple methods for
generating and detecting ultrasound in materials; piezoelectric transducers, laser
ultrasonics and Electromagnetic Acoustic Transducers (EMATs) being the most
commonly used [19, 20, 21, 22].
Piezoelectric transducers use piezoelectric elements that will mechanically
vibrate when supplied with a voltage impulse and will similarly generate a voltage
response when they mechanically vibrate. In this way piezoelectric-transducers are
used to transmit and receive vibrations into and from a material. However, piezo-
electric transduction UT is traditionally limited by its need for direct contact with
the sample, often requiring a coupling layer between the transducer and the test
material [22]. As a result, contact conditions can be highly variable, reducing re-
peatability and making rapid inspections prone to error. Contact transducers are
not suitable for inspections in extreme environments or where insulating coatings
protect the component [22, 23].
EMATs generate and detect ultrasound in conducting materials through
electromagnetic induction, and so do not require direct contact with the material.
This makes EMATs suitable for high speed, repeatable inspections, and for inspec-
tions in hostile environments or through coatings and rough surfaces [23]. However,
EMATs suffer from a comparatively low generation and detection efficiency com-
pared to piezoelectric transducers [21]. This is in part due to the stand-off from the
component surface which rapidly reduces the electromagnetic coupling required for
ultrasonic generation and detection. Although, contact is not necessary for ultra-
sonic generation, EMATs must still be within a few millimetres for electromagnetic
induction to take place.
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Another non-contact ultrasonic technique is laser UT. There are two laser
UT generation regimes, thermoelastic and ablation. The former uses a high-power
laser impulse to locally heat a point on the surface causing sudden thermal expan-
sion and relaxation, thereby generating ultrasonic pulses within the material. The
ablation method locally heats the material beyond its boiling point, evaporating a
small amount of material, and generating ultrasound by the recoil effect of the ma-
terial loss [19, 24]. The frequency content of the ultrasonic waves is dependant on
the generation regime. Ultrasonic detection can be done by measuring the displace-
ment of the material using a number of methods including laser interferometry. For
further details on the exact mechanisms of laser UT generation and detection the
reader is directed to Scruby and Drain [24]. Laser UT is a high resolution technique
that does not require material contact. However, the limitations are that the ma-
terial surfaces must often be highly polished for sensitive ultrasonic detection, and
the laser systems are often expensive and carry certain safety considerations with
them.
UT techniques are sensitive to both surface and sub-surface flaws, and can be
used to inspect large areas with a single probe [25]. Many authors have demonstrated
the use of surface ultrasonic waves for the detection of surface defects [20, 26, 27].
UT bulk wave inspections are capable of resolving defects of sizes equivalent to
the wavelength of the ultrasound generated. Reducing the wavelength (increasing
the frequency) will therefore allow a greater sensitivity to smaller features, but
ultrasound becomes highly attenuated as the wavelength tends towards the grain
size of the material (or fibre layup in composite materials) [22, 28]. Many high
strength, super alloys used in industry such as Inconel, Waspaloy and Titanium 6Al-
4V, have coarse grain structures, leading to greater attenuation of higher frequency
ultrasonic signals, thus limiting the smallest defects detectable [7]. High strength
alloys are frequently used in safety critical components, and in harsh environments,
such as turbine blades in jet engines [29, 30]. These materials are also often treated
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by processes such as shot peening or burnishing which generates a layer of residual
stress within the surface that will allow cracks to close themselves. Ultrasound can
be transmitted through closed cracks [28] making the detection of very tight defects
even more difficult.
1.4.5 Radiography
One of the most widely used and revealing NDT techniques is Radiography. Pen-
etrating radiation (X-ray or gamma-ray) is directed at a specimen and developed
on film or imaged on a sensor after having passed through the target sample. The
intensity of the radiation is attenuated by its passage through the material leading
to reduced irradiation of the developing film. The result is a two-dimensional inten-
sity profile related to the density of the material that the radiation passed through.
Cracks are equivalent to a reduction in the amount of material the radiation trav-
els through, and thus show up as a darker region to the surrounding material (i.e.
more radiation gets through leading to greater exposure). Radiographic images are
often produced for multiple orientations of the component to fully characterize any
defects. The contrast between defects and the surrounding material allows the op-
erator to accurately locate, classify (i.e. porosity, crack, inclusion etc.) and size
defects [8, 31].
Although Radiography is capable of accurately detecting and sizing de-
fects anywhere within a specimen, it is dependant on the orientation of the defects.
Defects in plane with the radiation propagation can go undetected. The highly
penetrating radiation is also a considerable health risk. Radiographic NDT must
therefore be performed in strictly controlled environments where safety is the key
concern. While in situ inspections can be performed using radiography, the prac-
ticality is limited by safety regulations. As such, most inspections are performed
in shielded rooms to protect operators during inspection. Any specimen being in-
spected must first be dismantled and transported to the radiographic room which,
Draft of 10:50 am, Tuesday, March 29, 2016 11
along with other safety precautions, makes Radiography a relatively expensive tech-
nique.
1.4.6 Magnetic Flux Leakage (MFL)
Magnetic flux leakage (MFL) is an electromagnetic technique whereby a uniform
magnetic field is applied to a magnetically permeable test material. This can be
done with a permanent magnet or electromagnet. Discontinuities obstructing the
magnetic flux lines within the test material cause the flux contained within it to find
other routes around the discontinuity and so cause the magnetic flux to leak out of
the surface. A diagram of how MFL works is shown in figure 1.2.
Magnetic ﬂux lines
Figure 1.2: Magnetic flux leakage diagram showing magnetic flux lines within a
magnetically permeable test material containing a surface defect.
The magnetic flux that leaks out of the surface can be detected either with a
magnetic field sensor i.e. inductive coil, hall effect sensor etc (see section 2.3) [32],
or using magnetic particle fluids which contain ferromagnetic particles in solution
which are attracted to the leaked field. The latter method is known as magnetic
particle inspection (MPI). MFL measurement methods are limited to ferromagnetic
and magnetically permeable materials and is only capable of detecting near surface
discontinuities orientated perpendicular to the direction of magnetic flux [8, 12, 33].
1.4.7 Eddy-Current Testing (ECT)
ECT techniques offer an attractive alternative for the surface inspection of high
strength alloys. ECT is a very repeatable, non-contact inspection technique, which
is highly sensitive to small surface, near-surface and under-coating discontinuities in
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electrically conducting materials. ECT uses a similar principle of electromagnetic
induction to EMATs to measure the electrical properties of the test material, and
as such the technique is not subject to the variable contact conditions experienced
by piezoelectric UT [19]. Eddy-current technology is relatively cheap compared to
many of the other NDT inspection methods discussed above. However, ECT tech-
niques do have their disadvantages. They are limited to the inspection of electrically
conducting materials, are highly sensitive to variations in lift-off (distance between
the probe tip and the surface of the test material) and tilt of the probe, and can be
inefficient at detecting closed or partially contacting cracks. This is a common issue
for many NDT including X-ray, UT and penetrant inspections.
ECT works by supplying a coil with alternating current while positioned
above an electrically conducting material, thereby inducing localised electrical charge
flow (eddy-currents) within the surface of the material (figure 3.1). The mutual
interaction between the magnetic fields of the eddy-currents and the coil can be
measured via the electrical properties of the coil and will change when the eddy-
currents are obstructed by a discontinuity [34, 35]. While UT inspection techniques
often require sophisticated analysis to extract defect positions from complicated
time-traces [36], ECT only detects surface or near surface discontinuities1 directly
beneath the probe, which makes locating defects straight-forward. ECT gives an im-
mediate quantitative indication of defect size and position during inspection which
can also be used to size defects [37]. However, single probe inspections of large areas
can be time consuming to perform. Due to the localized nature of the generated
eddy-currents, the probe must scan over the whole of the whole inspection surface.
Arrays of eddy current elements (see section 2.2.3 can be used to achieve greater
coverage thus allowing larger areas to be scanned in one sweep, further increasing
the speed of inspection [38]. Although highly sensitive to small defects, ECT in-
spections are limited to surface and near-surface inspections due to the skin-effect
1ECT measurements are also capable of detecting defects beneath coatings.
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(see section 3.3) [39] which is dependant on the material conductivity, permeability
and the frequency of excitation.
1.5 Summary
In this chapter the main NDT techniques were presented and their advantages and
disadvantages discussed. Due to the high quality standards required, ECT methods
are commonly relied upon for the surface inspection of safety critical superalloys
in the aerospace industry. However, the uptake of more advanced ECT methods
within industry has been poor over the past decade, and the sensitivity limits of
these techniques are plateauing. Developments, and industrial interest, in multi-
coil, arrayed eddy-current probes has provided the ideal opportunity for a critical
examination of ECT/ECA technique sensitivity and the development of more ad-
vanced, higher-sensitivity eddy-current techniques.
The following chapter discusses the field of eddy-current testing in greater
detail and highlights key areas of research and development.
Chapter 2
Eddy-Current Techniques
2.1 Introduction
Eddy-current inspection measurements can be performed using a wide variety of
probe designs and operational techniques. The basic principles for performing an
ECT inspection require the measurement of the secondary magnetic field generated
by the eddy-currents in the inspection material. In this chapter a detailed explana-
tion and review of the main ECT measurement probes and methods is presented.
The latest advances in novel ECT research methods are also highlighted where ap-
propriate and a summary of the relevant properties for the ECT inspection of the
material of interest, Titanium 6Al-4V (Ti6-4), are detailed.
Due to the many variations of ECT inspection methods for different inspec-
tion geometries, materials and defect properties, this chapter will concentrate pre-
dominately on reviewing surface inspection methods for detecting surface breaking
defects on nominally flat, non-ferromagnetic materials.
2.2 Electromagnetic Coils
The first ECT inspections used electromagnetic coils to generate and detect eddy-
currents in the surface of materials. These simple probes are still most commonly
14
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used method of inducing eddy-currents in a test specimen and for measuring their
magnetic fields. This is due to coils offering good sensitivity at high frequency at
low cost. There are many different types and approaches to consider when designing
an electromagnetic coil ECT inspection, the most significant of which are presented
in the following sections.
2.2.1 Coil Design
The size, shape, material backing and drive frequency of a coil all affect the eddy-
current density profile generated within the test material and will influence how
sensitive the probe is to defects. When a coil is energized above a conducting
materials surface, localized eddy-currents are induced within the footprint of the
wire. Larger coil footprints offer a greater area of coverage at the expense of defect
sensitivity [42]. Figure 2.1 shows schematic, top-down diagrams of three different
coil designs (spiral pancake, solenoid, and meander). Also shown are cross-sectional
views of the coils above a conductive material surface, the corresponding mirror
eddy-current flow and the magnitude of eddy-current density at a constant depth
z, |Je|z=const, as a function of radial surface distance (x-direction).
𝐽𝑧=𝑐𝑜𝑛𝑠𝑡 𝐽𝑧=𝑐𝑜𝑛𝑠𝑡 𝐽𝑧=𝑐𝑜𝑛𝑠𝑡
a) b) c)
Figure 2.1: Top down and cross-sectional diagrams of three eddy-current coil designs
with eddy-current density at a constant depth |Je|z=const as a function of position
beneath the coil. a) Spiral pancake coil, b) Solenoid coil and c) Meander coil.
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Solenoid-Type Coils
Solenoid coils have their axis perpendicular to the surface of the test sample. Solenoid
coils are cylindrical turns of wire, often a few layers thick. They generate strong mag-
netic fields in their footprint, producing high eddy-current densities in the material
directly beneath the coil turns and thus exhibit good signal strength (figure 2.1.b).
Solenoids are therefore very sensitive to small cracks. Solenoid coils are ordinarily
very sensitive to tilt and lift-off (see figure 2.2) from the material surface which are
the major contributors to noise in EC surface inspections [43].
lift-oﬀ
tilt angle
Probe
Test material
Figure 2.2: Diagram of probe position relative to the surface of the test material.
Solenoid-type coils are commonly used as encircling probes where they are
wrapped around or within test bars or tubes. The encircling probe generates ECs
in the azimuthal direction of the sample bar axis, making them sensitive to dis-
continuities parallel to the axis of the coil but insensitive to defects orientated cir-
cumferentially. Pipes are often inspected for internal damage using encircling coils
pulled through the interior [44]. The inductance of a simple solenoid coil of N turns,
cross-sectional area A and axial length l, can be estimated using the equation [45],
L = µ
N2A
l
(2.1)
where µ is the magnetic permeability of the coil core.
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Pancake-Type Coils
Pancake coils also have their axis perpendicular to the surface of the sample, but
are wound in flat spirals as shown in figure 2.1.a. They offer better coverage than
solenoids but suffer a loss in intensity of eddy-current density, resulting in reduced
signal strength. The increased coverage of pancake coils, compared with solenoid
coils, also comes at the cost of spatial resolution [42]. Depending on the coil size, if
a small crack (smaller than the footprint of the coil) is picked up by a spiral coil it
cannot be determined exactly where within the footprint the defect will be.
Rectangular coils
In the past decade the use of rectangular coils in ECT has increased [38, 46, 47].
Their directional properties and ability to generate uniform EC distributions makes
them an attractive option for certain inspections. Rectangular coils also offer good
sensitivity to scratches and other minor surface damage, as well as being easily
manufactured by printed circuit techniques [47]. One innovative approach to EC
inspection using rectangular coils has been pioneered by the company Jentek Sensors
Inc. [48]. A transmit-receive probe (see section 2.2.3) floods a relatively large area
of test material with eddy currents by generating a spatially periodic magnetic
field. This is achieved using a single primary meander coil (figure 2.1.c) excited
with alternating current. Rectangular receiver coils, closely following the loops of
the primary coil, pick up any changes in the magnetic field due to discontinuities
[48, 49, 50]. The simple design of the coils makes it easy to model the system and
provides a much larger effective dipole giving better insensitivity to lift-off. However,
due to their low turn number, much higher currents must be used in order to achieve
appropriate coupling to the material.
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Ferrite Cores
The sensitivity of an ECT coil is dependent on the inductance, L, of the coil, which
can be raised significantly by using a core with a high magnetic permeability (µ).
Ferrites are ceramic compounds of iron oxides, which are ferrimagnetic but non-
conductive. These can be used as coil cores offering a very high permeability, even
at high frequencies, unlike iron or steel. Their low conductivities, many orders of
magnitude less than that of metals, suppress the generation of eddy-currents within
the ferrite [45]. Higher permeability cores concentrate the magnetic flux of the coil,
promoting greater flux linkage between the coil and the material, which improves
lift-off sensitivity and the dynamic range of the probe [51]. Ferrites are even effective
when used as a backing to pancake-type coils [52].
Low core conductivity is important for reducing losses within a core. Eddy-
currents and magnetic hysteresis are key mechanisms of loss represented by an imag-
inary component of impedance [51]. When designing ECT coils with ferrite cores
it is important to select a ferrite material that has a small imaginary component of
permeability at the frequencies being operated at, so as to minimise losses. However,
the complex permeability is also dependent on the dimensions of the material [53]
such that the apparent permeability of smaller cores can be significantly different
from that of a larger core. This dimensional effect is caused by the combination of
intrinsic permeability and permittivity. All of these factors make modelling and de-
termining the complex permeability of ferrite cores complicated, with many authors
carrying out research in the area [53, 54, 55, 56, 57, 58].
2.2.2 Coil Sensitivity
In NDT it is often important to be able to accurately evaluate the size of defects.
Janousek et al. [59] describe a novel ECT approach for sizing defects, using two
probes generating differing eddy-current distributions in order to gain increased
dimensional information. Ramos et al. [60] looked at manipulating the depth of
Draft of 10:50 am, Tuesday, March 29, 2016 19
penetration to characterise defect depths, and Yusa et al. [61] have developed a
method of extending the ECT sensitivity to defects much deeper than the depth
of penetration making it possible to distinguish between EC signals from defects of
different depths. Yusa et al. [61] use coils perpendicular and parallel to the material
surface in conjunction to send and receive eddy-currents respectively. The set up
reportedly overcomes some of the limitations of conventional ECT. For typical ECT
inspections in the aerospace industry, a high risk component will fail an inspection if
any defects are detected above a pre-determined detection threshold. It is therefore
vital to use highly sensitive inspections for these components.
a) Undamaged material b) Large discontinuity c) Small discontinuity
Figure 2.3: Simplified eddy current flow in material surface when a) No defect is
present, b) a deep defect greater than the diameter of the coil is present, c) a defect
smaller than the diameter of the coil is present, and d) a defect smaller than the
diameter of the coil and parallel to the flow of current.
It should be noted that defects smaller than the size of the probe will produce
double peaked defect indications as demonstrated in figure 2.4.
One of the main limits of ECT sensitivity is the coil size. When eddy-currents
encounter a crack comparable to the diameter of their circular path they are forced
to find a new path around or under the defect. Any cracks smaller than this di-
ameter can be directly beneath the coil and still leave the eddy-currents relatively
unperturbed therefore producing negligible signal (figure 2.3.c). The sensitivity is
also orientation dependent. A defect smaller than the diameter of the coil offers less
of an obstacle to the flow of current so will only perturb the flow slightly (figure 2.3).
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The greatest defect signals are achieved when the defect offers the greatest obstruc-
tion to current flow i.e. when the crack axis is perpendicular to the flow of current.
This is the ultimate physical limit of many ECT probes. Uchanin [62] demonstrated
that spatial changes occurred in ECT signals along long defects and highlighted the
need for ECT coils to be smaller than the target defect size.
Probe Position
S
ig
na
l
A B C D
Figure 2.4: Representation of eddy-current measurement of a defect smaller than
the diameter of the coil showing the equivalent signal response at four positions.
The result is a double peak signal.
2.2.3 Mode of Operation
There are a number of different measurements that can be made with electromag-
netic coil probes, depending on the purpose or limitations of the application. The
main measurement techniques commonly implemented are summarised in the fol-
lowing sections.
Absolute (Reflection) Probe
Absolute (sometimes called Double-function, or reflection) probes use a single coil
to generate and detect the ECs in the test specimen (figure 2.5.a). This is the most
basic and most common mode of operation of an EC probe and is the mode that
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Figure 2.5: Circuit configurations for three modes of operation for EC probes, a)
Absolute, b) Differential and c) Transmit-Receive, after [64].
has been used to explain the fundamental concept of ECT so far in this report. The
output of the probe is the absolute voltage across the coil, which changes in the
presence of a defect. However, this configuration is highly sensitive to variations
in temperature. Absolute-mode probes are often used in conjunction with a refer-
ence coil removed from the inspection area. The reference coil is designed to have
the same impedance in air as the inspection coil and to compensate the voltage
so as to reduce fluctuations from changes in local temperature (see figure 2.7.a).
For perfectly matched inspection and reference coils, the system will return zero
voltage when there is no defect, thereby enhancing the dynamic range and thus the
probes sensitivity to defects [44]. This approach is a form of differential probe (see
section 2.2.3).
Differential Probe
Differential probes measure the voltage difference between the voltages of two coils
inspecting adjacent sections of a test specimen (figure 2.5.b). They can be wound
as two separate coils and their absolute voltages subtracted post inspection, or
wound as a single circuit of two coils with opposing direction turns. The latter
probe configuration equalizes the induced voltage due to the primary excitation
field, resulting in zero output in the absence of a defect. Differential probes can be
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used as double-function probes or as passive sensor coils to a separate excitation
coil in a separate-function probe. Differential probes are highly sensitive to small
defects but can be insensitive to long defects (i.e. if both coils sense the defect and
therefore cancel the signal out). They are very stable, relatively lift-off insensitive,
probes, offering less noise and allowing higher sensitivity to smaller signals, but can
be insensitive to defects of certain orientations [45].
Transmit-Receive Probe
Transmit-receive or separated-function probes use one coil to excite eddy-currents
and another (or a few others) as a passive detector of the EC response (figure 2.5.c).
The benefit of separated-function probes is that the generation and detection coils
can each be optimized separately to enhance the sensitivity of the probe, whereas
absolute probes require a compromise between strong, uniform EC generation, good
coverage and sensitivity to defects.
Array Probes
One of the major disadvantages of single coil operation is the time it takes to scan a
two-dimensional surface. Eddy-current arrays (ECAs) can significantly reduce this
inspection time by increasing the area covered in a single scan [70]. ECAs comprise
a number of identical, uniformly spaced sensing elements which are scanned across
a surface to inspect large areas quickly. Array elements can be driven in any of the
modes above, dependent on the type of defect being sought. It is then a matter of
multiplexing between elements (or groups of elements) in turn to electronically scan
through all the elements of the array. Multiplexing is performed in a pattern so as
to avoid the detrimental effects of cross-talk experienced between adjacent elements
being simultaneously driven. Many authors have seen the benefits of ECAs and have
striven to improve both probe design and post-processing defect characterisation
[38, 48, 70, 71]. In more recent years conformable ECAs have been developed to
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VZ1 Z3
Z2 ZL
Figure 2.6: Schematic of a Wheatstone impedance bridge showing two fixed
impedance components (Z1 & Z3), one variable impedance component (Z2) and
the load component (ZL).
achieve enhanced coverage for the inspection of complex and inaccessible surfaces
by manufacturing printed circuit coils [48, 72, 73].
2.2.4 Eddy-Current Instrumentation
Electromagnetic coils can be integrated into sensitive measurement circuits that can
be adapted for the specific application being considered.
Bridges are a frequently-used method of achieving relatively stable ECT in-
spections. There are many different types of bridge that can be implemented, the
aims of which are to balance the impedance of the probe coil over undamaged spec-
imens, producing a very accurate difference measurement in response to defects. A
basic bridge is composed of two circuit arms each containing components for im-
peding the flow of current (figure 2.6). One arm comprises components of known
impedance (Z1 and Z2) and the other contains one component of known impedance,
Z3, and another is the unknown ECT coil (ZL).
The voltage difference between the two arms will be zero if the total impedances
of each arm are equal, otherwise a voltage difference is observed. The system can
be tuned to balance the unknown arm by varying Z2 in the known-arm (i.e. vari-
able resistor, comparable inductor or reference coil). The aim of such bridges is
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VZ1 Z3
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Figure 2.7: Schematic diagrams of impedance bridge types for eddy-current inspec-
tion measurements showing a) Absolute, b) Differential and c) External reference
measurement configurations.
to balance the probe when it is over undamaged material, improving the dynamic
sensing range of the system and increasing sensitivity to defects [45]. The use of a
bridge introduces an analogue difference measurement which can be highly sensitive
to defects whilst being unaffected by variations in the surrounding environment.
Eddy-current measurements are frequently performed with the use of a bal-
ancing reference coil as the Z2 component in figure 2.6. This is typically of a
matching inductance to the inspection coil and can be implemented in a number of
ways. Figure 2.7 shows the most common eddy-current measurement circuits of this
sort (see section 2.2.3 for information on their advantages).
2.2.5 Eddy-Current Excitation
Electromagnetic coil probes generate and detect eddy-currents by the principles of
Amperes’ and Faradays’ Laws (see chapter 3). As a result they require a changing
excitation field to generate and detect magnetic fields. The simplest excitation is
a continuous monotonic sinusoidal waveform, however there are many other more
advanced methods of making ECT measurements.
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Multi-Frequency Measurements
Standard ECT inspections use a single frequency technique where the coil is driven
at a fixed sinusoidal frequency. High frequency ECT operations are limited by
the skin depth to detecting small surface defects. However, it is often desirable to
achieve greater sub-surface detection with ECT inspections. One solution would be
to lower the excitation frequency thereby increasing the depth of penetration, but
this method comes with a reduction in the sensitivity to the smaller surface defects
as current can pass underneath. In addition, Faradays law states that induced volt-
ages are proportional to the rate of change of the magnetic field which will decrease
with decreasing frequency.
More information can be acquired if multiple frequencies are used to gener-
ate eddy-currents flowing at different depths [75]. Different discontinuity properties
(lift-off, temperature variation etc.) lead to different phase angles in signals which
can be identified by experienced users when observed independently (see figure 2.9).
Problems arise when multiple discontinuity properties are present in a single defect
signal leading to a more complicated signal with increased noise. It is often the
case that multiple unwanted factors are present in the signals of real defects. Multi-
frequency techniques perform successive tests at two or more frequencies that, when
combined, will cancel out the undesirable signals, hence improving the signal-to-
noise-ratio (SNR) [42, 45, 76].
Bartels and Fisher [77] investigated using the linear summation of both real
and imaginary components of impedance of a four frequency inspection in order
to gain greater SNR. This approach combines both the magnitude and phase in-
formation of 2D impedance images and the authors claimed to improve the SNR
by up to 1100% compared to traditional two-frequency techniques. There are many
techniques for performing multi-frequency ECT inspections, including separate sinu-
soidal excitation of two or more frequencies, frequency sweeping and pulse excitation
[44].
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Pulsed Eddy-Current (PEC)
Pulsed ECT, sometimes referred to as transient ECT involves the excitation of a
broad band of eddy-current frequencies by applying a voltage pulse to the excitation
coil and measuring the time-domain response of the material to signals can be used
to excite a broad spectrum of frequencies, providing many levels of material pene-
tration and thus more information than simpler single frequency techniques. The
data across multiple frequencies can be correlated, as per other multi-frequency
techniques, to remove unwanted signals, making the characterization of defects eas-
ier than with other methods. The spectrum of frequencies scales inversely with the
pulse length, so shorter pulses generate a wider range of frequencies [44, 45]. PEC
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Figure 2.8: Example pulsed eddy-current signal responses in the time domain show-
ing responses at various lift-offs from the material. Showing lift-off point of inter-
section, peak amplitude, time-to-peak and zero-crossing point, after [85, 86].
techniques predominately analyse the critical features of signal response in the time-
domain (figre 2.8), such as the peak amplitude, time-to-peak, zero crossing-point
and the lift-off point of intersection. Giguare et al. [85] performed investigations
into pulsed ECT as a means of lift-off compensation known as Lift-Off Invariance
(LOI). LOI is based on the observation that there occurs a point in the time domain
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of received signals that is independent of lift-off, known as the cross-point. By mea-
suring the signals within a time gate about the cross-point (figure 2.8), mapping of a
material surface can be performed largely unaffected by variations in lift-off [87, 88].
However analysis of the time-domain signal is relatively sensitive to noise [82].
Chirp Excitation
Chirp excitation involves using a sinusoidal input function whose frequency linearly
increases with time. The result is an input signal that sweeps through a range of
frequencies in the time domain. The mathematical form of a chirp input is defined
as,
s(t) = A(t)eiω(t)t, (2.2)
where A(t) is the function envelope, and ω(t) is the time varying angular frequency
[82]. Chirp measurement analysis of a signal response is typically made in the
frequency domain. Chirp methods have widespread applications in radar systems
[98, 99] but have had less attention in eddy-current testing research compared to
pulsed and multi-frequency excitation.
2.3 Other Magnetic Field Sensors
In recent years, other methods for detecting and measuring the magnetic field of
eddy-currents have seen increased attention due to their high sensitivity over large
frequency ranges, and at lower frequencies than electromagnetic coils. These in-
clude giant magnetoresistors (GMR), superconducting quantum interference devices
(SQUIDS) and Hall probes. Novkovski [101] outlines the main magnetic field sen-
sors and discusses their suitability for use in nano-sensors in the pursuit of greater
resolution.
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2.3.1 Magneto-Resistors
Magneto-resistance (MR) is a quantum mechanical property of materials that ex-
hibit changes in electrical resistance when subjected to an externally applied mag-
netic field. All conductors exhibit some MR properties but there are other materials
that exhibit greater, anisotropic magneto-resistive (AMR) properties that can be
used as magnetic field sensors for NDE applications [102, 103]. AMR properties are
caused by changes in the scattering cross-section of the material brought about by
an external magnetic field distorting the atomic electron orbitals [104].
Researchers have also been able to develop solid state devices with signifi-
cantly larger MR properties known as giant magneto-resistors (GMRs). Smith et al.
[105] and Dogaru and Smith [106] have demonstrated the use of GMRs as passive
detectors for surface and near surface defect detection. GMRs have the advantage
of being more sensitive at low frequencies than ECT coils because they measure the
magnitude of the magnetic field instead of the change. GMR sensors can be made
with small dimensions and due to their low power consumption can be configured
into high density arrays on circuits of chips [105].
2.3.2 Superconducting Quantum Interference Device (SQUIDS)
High resolution magnetic field measurements can be achieved through using super-
conducting quantum interference devices (SQUIDs), which are capable of detecting
very weak magnetic fields. SQUIDS are constructed from semi-circular loops of
superconducting material connected via Josephson junctions [107]. However, they
must be operated at cryogenic temperatures in order to decrease noise and maintain
the probes superconducting state [101]. Authors such as Kreutzbruck et al. [108]
have shown SQUIDs to be effective in distinguishing between defects and features
of the material structure even in complex components such as a layered aluminium
fuselage. Because of their very high sensitivity SQUIDs have also been used to aid in
the solving of the inverse problem of defect-field interactions in 2D problems [109].
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2.3.3 Hall probes
Hall probes or Hall-effect sensors are another method used for measuring the mag-
netic field of the eddy-currents. Classic Hall-effect probes measure the magnetic
field by monitoring the changes in voltage across a current carrying conductor or
semiconductor [110]. These vary as the magnetic field changes and the force upon
the current fluctuates. As with GMRs, Hall probes are easily miniaturised but suffer
from high levels of pink noise (1/f) [101] making their use at low frequencies less
suitable. In spite of this, Hall-probes have been investigated as defect detectors. He
et al. [94] investigated using a differential Hall probe to inspect defects in rivets with
a pulsed eddy-current method but found that they offered no additional sensitivity
improvements over conventional ECT differential probes.
Quantum Well Hall Effect (QWHE) sensors are another technique used that
exploits the Hall effect observed in two-dimensional electron systems i.e. a gas of
electrons with high mobility in two dimensions, but tightly confined in the third.
This effect is observed in some semiconductor transistor-type junctions, where there
exists a triangular quantum well in the conduction band which falls below the Fermi
energy level allowing electron mobility parallel to the junction interface but not per-
pendicular to it, thus setting up an effective 2D electron gas which is then influenced
by the presence of magnetic fields [111]. QWHE sensors typically exhibit greater
sensitivity to their classical Hall-effect sensor counterparts [112].
2.4 Eddy-Current Signal Analysis
For single frequency excitation methods, defect signal responses are typically rep-
resented in what is known as a Lissajous (Foster, Argand or complex impedance
plane) plot as shown in figure 2.9. The amplitude of the signal can be measured in
a number of ways about the balance point. The balance point is the impedance of
the probe on undamaged material. This is often used as the origin of the Lissajous
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plot. The most common defect signal measurements, shown in figure 2.9 are:
1. Peak Magnitude - The distance from the balance point to the maximum point
on the defect signal curve.
2. Peak-to-peak Magnitude - The distance between the minimum and the maxi-
mum points on the defect signal curve.
3. Peak Vertical Amplitude - The vertical height of the defect signal curve from
the origin.
4. Peak-to-Peak Vertical Amplitude - The vertical height of the defect signal
curve from the negative maximum to the positive maximum.
5. Phase angle - The angle between the defect signal curve and the horizontal
axis.
One of the main problems with Magnitude (methods 1 & 2) measurements of ECT
data is that it is phase insensitive. Taking the magnitude of a defect signal gives
the maximum response along a particular phase, however, when a measurement of
background noise is made using the same technique the peak magnitude of the noise
may be in an entirely different orientation. It is therefore much more common to
use phase sensitive techniques like the Vertical Amplitude measurements (methods
3 & 4). Often the impedance plane frame of reference is rotated around the signal
such that any lift-off signals move along the horizontal axis. By then measuring
the vertical height of the signals any potential lift-off noise is suppressed thereby
improving the signal-to-noise of the inspection. The phase changes in ECT signals
can also be used to provide a measure for changes in the material properties such
as for corrosion or conductivity changes.
Typical ECT inspections use vertical height measurements to record defects
and background signals after rotating the reference axis to force the lift-off signal
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Figure 2.9: Lissajous (complex plane) plot of ECT defect signal showing the various
measurements possible.
to zero. This is a simple approach which reduces the chances of background noise
rising above a vertical threshold.
2.5 Inspection & Application Considerations
This sections summarises the main inspection considerations for the EC application
considered in this thesis. The material application studied in this thesis is the ECT
detection of sub-millimetre, surface breaking defects in Titanium 6Al-4V (Ti6-4).
Ti6-4 is one of the most widely used superalloys in the aerospace industry, due to its
high strength to weight ratio and corrosion resistance, but also happens to be one
of the most demanding materials to inspect using non-destructive methods [113].
2.5.1 Frequency Selection
To begin with, Ti6-4 has one of the lowest electrical conductivities of any industrially-
used metal. Typical values for the electrical and magnetic properties of Ti6-4 are
σT i(6−4) = 0.60 × 106 Sm−1 and µT i(6−4) = 1.00005 respectively [11]. This means
that the generation of eddy-currents within the material is inefficient and that the
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standard depth of penetration, δ, is deep. Using equation 3.31, which is,
δ =
√
2
ωµσ
. (2.3)
the value of δ is 0.38 mm at 3 MHz.
depth = 0.38mm 
depth = 0.25mm 
𝑓Ti,0.38
𝑓Ti,0.25
Steel
Figure 2.10: Calculated plane-wave skin-depth as a function of frequency for typ-
ical values of four industrial materials: Aluminium, Stainless Steel, Waspaloy and
Titanium 6Al-4V.
A large δ is sometimes convenient when through-thickness measurements of
plates are desired, however, traditional wisdom dictates that inspections for small
surface defects should be performed at higher frequencies. This will reduce δ in
order to confine the eddy-currents to a shallower surface layer (figure 2.10) [45].
Industrial ECT inspections for sub-mm defects, on Ti6-4, are therefore typically
performed at frequencies between 1-3 MHz, corresponding to skin-depths of 0.65-
0.38 mm respectively.
Operating at higher frequencies has its advantages. The sensitivity of the
measurement probe increases due to Faraday and Ampere’s laws (see section 3.2),
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as seen by the linear relationship between the inductive reactance and frequency
(X = ωL). Increasing the frequency also improves the phase separation between
lift-off and defect signals by moving the measurement along the conductivity curve
shown by the red curve in figure 2.11.
Normalised Resistance, R1/R0N
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 X 1/X 0 𝜔𝜎→∞
defect signallift-off signal
Figure 2.11: Example diagram of normalized impedance plane showing conductivity-
frequency curve, lift-off and defect signal directions for a non-ferromagnetic material.
After [44].
However, as shown by figure 2.10, greater frequency increases are required
to reach shallower defect depth targets and the desired operating frequency would
quickly reach into the tens of megahertz, well beyond the operating limits of most
ECT systems.
Increasing the frequency also influences the choice of probe coil. High in-
ductance, L, coils are desirable as they induce greater current density in the test
material. However, large L coils connected via a coaxial cable, of capacitance C,
will have low electrical resonant frequencies (see section 3.7) as,
2pif0 ≈
√
1
L0C0
. (2.4)
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Operating beyond resonance will give a measure of the capacitance of the cable in
the system and is therefore impractical for measuring changes in the eddy-currents
in the surface. The operating frequency for a given probe coil is therefore limited
by the resonant frequency of the probe. In order to use higher operating frequencies
the coil inductance or capacitance of the system must be decreased. Reducing
the capacitance, i.e. shortening the cable, is not always practical, and reducing
the inductance lowers the sensitivity which may not be made up by the frequency
increase.
2.5.2 Material Noise in Ti6-4
Material noise is that produced by the inherent inhomogeneity of the test material,
i.e. grain noise, electrical anisotropy or residual stress. This type of noise is spa-
tially coherent, in that it is a feature of the material and so will be the same in
every scan. It therefore cannot be eliminated from the measurement. Ti6-4 exhibits
high material noise in ECT inspections due to its grain structure and the electrical
anisotropy of its α-phase crystal lattice [9, 114].
There are two main phases of Ti6-4, α and β, that have different crystal
structures, hexagonal close-packed (HCP), and body centred cubic (BCC) respec-
tively. The HCP form of Ti6-4 is typically the more dominant phase in industrial
Ti6-4 and has the crystal structure shown in figure 2.12.a. HCP Ti6-4 is electri-
cally isotropic in all orientations in the basal plane, ρ = ρb, but exhibits electri-
cal anisotropy going from the basal plane along the c-axis, ρc 6= ρb [9, 114] (fig-
ure 2.12.b). For pure titanium the resistivity is approximately 6% lower in the basal
plane compared to along the c-axis [115].
This anisotropy is due to the interplaner electron mobility being impeded by
atoms along the c-axes of the crystal. The directivity of the electrical resistivity of
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Figure 2.12: Diagram of hexagonal close-packed crystallographic structure showing:
a) The crystal lattice structure, basal plane, and the c-axis. b) The resistivity
anisotropy between the basal plane and the c-axis, and the current path angle with
the basal plane. And c) the current path through randomly orientated crystal
structures.
a HCP crystal can be represented by the function [116],
ρ(φ) = ρc sin
2 φ+ ρb cos
2 φ, (2.5)
where φ is the angle between the direction of current flow and the basal plane. The
resistivity measured along a current path passing through a number of grains of
different crystal orientations (figure 2.12.c) will therefore be an average of different
grain orientations along the current path.
Different grades and levels of thermal treatment of Ti6-4 can significantly
change the material’s grain structure and hence its physical properties. Annealing
is used to optimise the structural properties, i.e. tensile strength or temperature
tolerance, for a given application in the aerospace industry. However, heat treatment
changes the grain structure of the material [117]. Grains form colonies of similarly
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orientated grains and the size of those colonies vary through heat treatment. The
grain boundaries represent an interface between crystals of different orientations
and so eddy-currents are affected by the change in electrical conductivity at colony
boundaries. The grain boundaries are discontinuities in the homogeneity of the
crystal lattice and are, as such, the smallest material discontinuities possible.
For small grain colony sizes, the electrical anisotropy and grain boundary
affects average out over a single ECT measurement such that the material will
appear isotropic. However, as the grain colonies grow, these factors will have a
greater influence on the ECT measurement such that macro-scale variations are
observed in scans due to changes in the average resistivity of the eddy-current path,
as documented by Blodgett and Nagy [116, 118]. Figure 2.13 shows ECT scan images
of background noise associated with grain colonies in polycrystalline titanium alloys
of different heat treatments. Other authors, such as Cherry et al. [119], have even
used ECT measurements to detect grain boundaries in large grain Ti6-4 samples.
Another form of material noise occurs due to residual stress in the material
surface. Residual stress can sometimes be desirable in aerospace applications as a
way of preventing the propagation of surface breaking micro-cracks. There are a
number of methods for inducing compressive residual stress in a material surface.
One traditionally used in the aerospace industry is shot-peening where the surface
is impacted with shot (commonly round ceramic or metallic particles) with enough
force to produce plastic deformation in the surface layer [113]. The effect of an
elastic stress on the surface is to make the conductivity slightly anisotropic [120].
As a result of these material factors, industrial Ti6-4 exhibits high levels of
background noise compared to other materials (as shown in figure 2.14) which limits
the detectable defect size of conventional ECT inspections on industrial Ti6-4. For
this reason new approaches for enhancing the sensitivity of ECT inspections are
investigated herein.
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Figure 2.13: Examples of grain noise in 2MHz eddy-current scans of polycrystalline
Titantium alloys. ”Scanned eddy current images of different Ti-6Al-4V microstruc-
tures: a) the as received billet microstructure showing texture related features in the
horizontal direction; b) solution treated and annealed very fine microstructure; c)
equiaxed beta annealed microstructure; and d) heat-treated coarse grain structure
with large colonies dimension 1×1 inch.” From [116].
2.5.3 Inspection Noise
Inspection noise is that produced by physical instabilities or variations in the con-
ditions of the inspection. Examples include variations in; probe lift-off, probe tilt,
or temperature (see figure 2.2). This type of noise is also coherent, in that it is a
physical feature of the system being measured. However, such variations can often
be reduced by improving the control over the inspection and are typically of low
spatial frequency such that spatial filtering can be applied to the resulting scan
image to remove their effects.
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a) b)
0.60 mm
Figure 2.14: Examples of comparable ECT inspections of sub-millimetre fatigue
defects in 2024 Aluminium (a) and Ti6-4 (b) at 2 MHz. From [121].
2.6 Summary
Due to the adverse properties of Ti6-4 for the detection of sub-millimetre surface
defects, it is pertinent to develop methods of improving the sensitivity of ECT
inspections for these applications. The core focus of the research presented in this
thesis is in the pursuit of a more sensitive ECT inspection technique. Due to Ti6-
4’s low conductivity, high frequencies (>1 MHz) were investigated to constrain the
eddy-currents to within 1.0 mm of the surface. Electromagnetic coils were selected
as the most suitable sensor to work with due to their low cost, sensitivity at high
frequencies and their wide use within industry.
Chapter 3
Eddy-Current Theory
3.1 Introduction
In this chapter the background theory behind eddy-current measurements are pre-
sented. EC probes are coils of wire (inductors) that generate time-varying magnetic
fields when excited by an alternating current. Characteristic changes in the electri-
cal properties of a coil occur when there is a change in the electrical properties of its
surroundings [45]. A coil’s response to these changes can be analysed to determine
the cause of the signal, be it lift-off from the surface of a conductive sample, the
presence of a material discontinuity, or any other change in the properties of the
sample. The theory presented in this chapter is used later in the development of
high sensitivity eddy-current techniques.
3.2 Electromagnetic Induction
Eddy-current measurements are based upon the principles of electromagnetic in-
duction, whereby a time-varying magnetic flux will induce charge to flow within an
electrically conducting material it is incident upon. The physical laws governing
39
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these interactions are defined by Maxwell’s equations, and are given as [110],
∇ ·D = ρf , (3.1)
∇ ·B = 0, (3.2)
∇×E = −∂B
∂t
, (3.3)
∇×H = Jf + ∂D
∂t
. (3.4)
In the above general expressions of Maxwell’s equations, ρf is the free charge density
and Jf is the free current density. The second term in equation 3.4 is Maxwell’s
correction to Ampe´re’s law and is referred to as the displacement current. Free
current density and free charge density are related via the continuity equation,
∇ · J = −∂ρ
∂t
. (3.5)
The free current density represents the density of charge flow and is approximated
by Ohm’s Law,
Jf = σE. (3.6)
An alternating current carrying wire will generate a dynamic (time-varying) mag-
netic field, H = B/µ, in response to the rate of change of the electric field, E = D/ε,
driving the current. The magnetic field expands and collapses in the direction per-
pendicular to the electric field as stated by Ampe´res Law (equation 3.4). The curl
(i.e. ∇×H) is a vector potential operator denoting the infinitesimal rotation of a
three-dimensional vector field. The curl of a rotating vector field is itself a vector
field along the axis of rotation i.e. perpendicular.
These equations will be used to explain the principles of electromagnetic
induction that govern eddy-current inspection techniques.
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3.2.1 Self-Inductance
For a coil in free-space, i.e. not in the proximity of an external electrically conducting
material, σ = 0, Ampe´re’s law (equation 3.4) becomes,
∇×H = Jf + ε∂E
∂t
. (3.7)
Faradays law of electromagnetic induction (equation 3.3) states that a time-varying
magnetic field, H, incident upon an electrically conducting material will induce an
electric field within that media. The induced electric field generates currents which
will always flow so as to generate a magnetic field (Ampe´res law) which will oppose
the change in magnetic flux which created it. Ampe´res and Faradays Laws can
be applied to an AC driven coil in free-space. When excited with an time-varying
current, I, a dynamic magnetic field, H, forms around the coil (via Ampe´res law,
equation 3.7). Although the coil is in free space, the changing magnetic flux, φB,
interacts with the coil turns, inducing a voltage across the inductor which opposes
the rate of change of the primary current, I. This phenomenon is known as self-
inductance and means that work must be done against a back electromotive force
(emf), Vemf . Until the current is turned off, the work done against the back-emf
can be thought of as energy stored in the magnetic field. In free space, the stored
energy is a fixed, recoverable amount, which is returned when the current is turned
off [110]. For a coil of N turns in free-space the Vemf is given by,
Vemf = −N ∂φB
∂t
= −L∂I
∂t
, (3.8)
where L is the coefficient of self-inductance. In simple terms, the coefficient of self-
inductance, L, is a measure of a coil’s ability to store energy in a magnetic field.
ECT coils are often designed to have a high self-inductance in order to achieve higher
sensitivity. The coefficient of self-inductance of a solenoid coil, constructed up of N
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turns around a core of magnetic permeability µ and with a cross-sectional area A,
and height h can be approximately calculated using the equation [45],
L = µN2
A
h
. (3.9)
Self-induced back-emf increases the total opposition to the flow of current, known
as the electrical impedance, Z = V/I (see section 3.6.1) [44].
3.2.2 Eddy-Current Induction
When an AC energized coil is in the proximity of an electrically conducting material
(σ > 0), its changing magnetic flux penetrates the surface of the material (blue
arrows in figure 3.1), thereby inducing the flow of electric charge in closed loops,
known as eddy-currents, via Faradays law of induction (equation 3.3). Eddy-currents
tend to flow perpendicular to the magnetic field that creates them, and in a direction
so as to generate their own magnetic field (green arrows figure 3.1) which will oppose
the changing magnetic field that created them. A current oscillating between ±I0
Amps, at a frequency ω = 2pif can be represented by the equation,
I(t) = I0e
iωt. (3.10)
An ideal coil with self-inductance in air, L, excited with current, Ic, of the form in
equation 3.10 will have an electrical potential, Ec, that leads the current by 90
o.
Ec = −L∂Ic
∂t
, (3.11)
= −iωLI0eiωt, (3.12)
= ωLIce
−ipi
2 . (3.13)
A coil will generate a time-varying magnetic field (Hc) perpendicular to the flow
of current in the coil of wire conductivity, σc, as defined by Ampe´res Law. The
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magnetic field is dominated by the excitation current density, Jc, in the coil,
5×Hc = Jc + ε∂Ec
∂t
, (3.14)
≈ σcEc, (3.15)
≈ −iσcωLIc. (3.16)
As a result the magnetic field is approximately −pi out-of-phase from the excitation
current. When in the proximity of an electrically conducting material the magnetic
field will penetrate the surface of the material and, through Faradays law of electro-
magnetic induction, generate an induced electric field, Ee, and thus cause the flow
of electrical charge (eddy-currents).
5×Ee = −µ∂Hc
∂t
, (3.17)
= −µσcω2LIc, (3.18)
= −iµσcωEc. (3.19)
Equation 3.19 shows that the induced electric field at the surface of a conducting
material is out-of-phase with the generating electric field in the coil, Ec, by a value
φ0 = −pi.
The secondary magnetic field established by the flow of eddy-currents in-
teracts with the coil, inducing additional current flow in the excitation coil. This
changes the voltage required to push the same current through the coil, thus vary-
ing the coil impedance, Z. The interaction of the primary and secondary magnetic
fields with the coil and the eddy-currents leads to a mutual-inductance, M , which
is highly dependent on the separation between coil, material surface condition, and
the self-inductance of the coil, L, (see section 3.7.3).
Eddy-currents flowing at a depth z within the material will see the primary
H-field partially shielded by the secondary H-fields of the eddy-currents above it.
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Eddy-current path
V
Primary magentic �ield
Secondary magentic �ield
Electrically conducting material
I(t)
Excitation coil
Figure 3.1: Induction of Eddy currents within a metal block by an ECT coil, after
[44].
In this way the primary H-field seen within the conductor falls off rapidly with
depth, and with it so does the current density it generates. Alternatively, this effect
can be considered to be a result of attenuation of the electromagnetic (EM) fields
as they propagate to greater depths as energy is dissipated by the generation of
eddy-currents within the material. As a result the eddy-currents are confined to the
surface of the material by this phenomenon known as the skin effect.
3.3 The Skin Effect
EC inspections are limited to the inspection of surfaces or thin sheets of material as
determined by the standard depth of penetration, or skin-depth, δ. This is due to
the electromagnetic skin effect, whereby the amplitude of a non-DC current density
decreases exponentially with depth. A derivation of the skin-depth is made below via
the examination of the behaviour of propagating electromagnetic fields in electrically
conducting materials.
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3.3.1 Standard Depth of Penetration
For EM waves in a good conductor (σ  ω) the free charge density, ρf , dissipates
to the surface of the material in a characteristic time (ε/σ) that is much faster than
the period of excitation (1/ω) [123]. This means that the displacement current, D,
is negligible compared to conduction current, Jf , such that Maxwell’s equations for
EM waves in a conductor become,
∇ ·D = 0, (3.20)
∇ ·B = 0, (3.21)
∇×E = −∂B
∂t
, (3.22)
∇×H = Jf . (3.23)
By applying the vector Laplacian relationship1 to equations 3.22 & 3.23 and substi-
tuting in equations 3.6, 3.20 & 3.21, modified wave equations are obtained [124] for
the electric and magnetic fields.
∇2E− µσ∂E
∂t
= 0, (3.24)
∇2H− µσ∂H
∂t
= 0. (3.25)
For the case of plane waves propagating in the z-direction the Laplacian operator
in equations 3.24 & 3.25 becomes ∇2 = ∂2
∂z2
. Hence, complex plane wave solutions
for waves propagating in the z-direction are,
E˜(z, t) = E˜0 exp i(γ˜z − ωt), (3.26)
H˜(z, t) = H˜0 exp i(γ˜z − ωt+ pi
2
), (3.27)
1∇2A = ∇(∇ ·A)−∇× (∇×A)
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where γ˜ is the complex propagation constant of the form α + iβ which, by using
solution 3.26 in wave equation 3.24 can be derived as,
γ˜2 = iωµσ, (3.28)
γ˜ =
√
iωµσ, (3.29)
γ˜ = (1 + i)
√
ωµσ
2
, (3.30)
having used the identity
√
i = (1 + i)/
√
2. The real (α) and imaginary (β) compo-
nents of γ˜ are referred to as the attenuation and phase constants respectively and
are equal in magnitude for the case of a plane wave in a good conductor. The inverse
of α or β defines the material quantity, the standard depth of penetration,
δ =
√
2
ωµσ
. (3.31)
This value is the depth within the material at which the magnitude of the propa-
gating field has decayed to 1/e (≈ 37%) of it’s original amplitude; however both the
phase and amplitude vary with depth [39]. It is easy to see from equation 3.31 that
the higher the excitation frequency, the shallower the penetration depth. Equally,
higher conductivity or permeability materials also lead to shallower depths of pene-
tration. It is for this reason that careful consideration must be made when it comes
to selecting the excitation frequency of ECT inspections.
The resulting wave equations for the plane wave electric and magnetic fields
in a conductor are therefore,
E˜(z, t) = E˜0 exp
(
−z
δ
)
exp
(
i(ωt+ φ0 − z
δ
)
)
, (3.32)
H˜(z, t) = H˜0 exp
(
−z
δ
)
exp
(
i(ωt+ φ0 − z
δ
)
)
. (3.33)
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The first exponential term in equations 3.26 & 3.27 represent the decay in amplitude
and the second exponential term includes an equivalent phase shifting term as a
function of depth, z.
𝛿=2 mm
~37%
Figure 3.2: Current density depth profile: Decay of magnitude and change in phase
of current density as a function of depth for plane wave excitation. The skin-depth
is 2 mm and is shown in the plot (red dotted vertical line).
Using Ohm’s law, the current density at a depth z within a conductor sup-
porting a plane EM wave can be expressed as,
J(z, t) = σE = J0 exp
(
−z
δ
)
exp
(
i(ωt+ φ0 − z
δ
)
)
, (3.34)
= J0 exp
(
−z
δ
(1 + i)
)
exp i(ωt+ φ0), (3.35)
where φ0 is the phase of the normalised current density, J(z, t), at the surface of the
material, z = 0. Figure 3.2 illustrates the magnitude and phase of J as a function
of depth into a material of characteristic skin-depth δ = 2mm.
For the case of plane wave current generation, the eddy-currents can be
considered to form a uniform current sheet at the surface. By considering a section
of this current sheet of length l and width W (figure 3.3) the eddy-current density
of equation 3.35 can be integrated over all depths to give the total current, I, within
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W
L
𝛿
I
z
0
J0
|J(z)|
z
Figure 3.3: Diagram representing the skin effect in a slab section of a conducting
half-space of electrically conducting material. After [39].
.
the material as shown in Wheeler [39].
I = W
∫ ∞
0
J(z, t) dz, (3.36)
= J(z, t)W
δ
2
(1 + i) (3.37)
Equation 3.37 shows that the total current within the material is equivalent to a
current with a phase shift of −pi/4 from the surface phase, φ0. The impedance,
Z = V/I, of a current sheet of length l and width W , subject to an image current
I, can be shown to be,
Z = (1 + i)
l
W
1
δ
Ee
J0ei(ωt+φ0)
, (3.38)
where J = σEe such that,
Z = (1 + i)
l
W
1
σδ
, (3.39)
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and where ρ is the material resistivity (ρ = 1/σ). For a plane wave excitation
field, the resistive and reactive components of the complex impedance, Z, are both
dependant on the skin-depth and are equal in magnitude, as shown by Wheeler [39].
For a section of the current sheet of unit length and width (l = W = 1) the intrinsic
impedance, η, of the media is expressed as,
η = (1 + i)
1
σδ
. (3.40)
The intrinsic, or surface, resistance and reactance (for unit l and W ) are therefore
defined as,
R1 = X1 =
1
σδ
, (3.41)
=
√
ωµ
2σ
. (3.42)
This demonstrates how both resistive and reactive components of the intrinsic
impedance of a material are influenced by the skin-effect. The intrinsic impedance
of a good conductor at high frequency is 45◦ (pi/4) i.e. in most cases the magnetic
field lags the electric field by 45◦ in a non-ferromagentic material [124].
The frequency will therefore influence an AC carrying wire at high frequen-
cies. If the skin-depth for a given frequency, wire conductivity and permeability is
smaller then the wire diameter than the current will be confined to a surface layer of
the wire whose cross-sectional area is smaller than that of the whole wire (figure 3.4).
Hence with increasing frequency the resistance of the wire will also increase. This
is an important consideration when developing high frequency probes and models.
The resistance of a wire of length, l, and diameter, d, is therefore,
R = X =
l
pid
√
ωµ
2σ
. (3.43)
The skin-effect influences the test material as well as the conducting wire carrying
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𝑑
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𝜎, 𝜇
Figure 3.4: Wire cross-section diagram showing surface confinement of electrical
current within a wire of diameter d with electrical conductivity, σ and magnetic
permeability, µ. After [39].
AC, by confining the current to a shallower skin-depth as the frequency increases.
For the test material, the frequency of excitation can be selected dependent on the
size and location of the defects being inspected for. For shallow surface defects, the
frequency is typically increased until the skin-depth is comparable to the depth of
the target defect. However, for most eddy-current applications, the excitation field
is not a uniform plane wave, and so the behaviour of the fields and the eddy-currents
will deviate from this idealised case.
3.3.2 Geometric Skin-Depth
The above results are true for plane wave excitation i.e. current in a wire or induced
current from an infinitely large coil. In reality ECT coils are never infinitely large,
but the larger the coil, the more like a uniform plane-wave field the magnetic field
looks to the majority of the material beneath it. Practically speaking, ECT coils are
rarely very large, especially for high sensitivity applications, as this thesis considers.
As a result of this deviation from a uniform field, geometric effects must also be
considered when determining the depth of penetration of a probe.
It is often convenient when considering the EM-fields around a coil to define
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them in terms of the magnetic vector potential, A, which can be defined, for a
non-static electric field, by the following relationships,
B = ∇×A, and (3.44)
E = −∂A
∂t
. (3.45)
For an axially symmetric system of a single coil turn above a conducting half space
(figure 3.6), the magnetic vector potential around the coil will vary with both ra-
dial distance, r, and distance, z, normal to the coil turn. This can be expressed
by including a spatial frequency term, κ˜, in the complex propagation constant, γ˜,
(equation 3.28) such that [90, 126],
γ˜2 = κ˜2 + iµσω. (3.46)
The spatial frequency of a coil represents how quickly the magnetic flux lines turns
back to complete a closed loop in space. This is a function of coil size as well as the
current applied to the coil. Intuitively, it follows that small coils have high spatial
frequency as the flux lines quickly turn back to close the flux loops and so therefore
do not propagate great distances in space. Larger coils have lower spatial frequency
as the flux lines have a larger trajectory around the coil in order to close the loop
and so will extend to greater distances in space.
The geometrically modified skin-depth, δ, is then defined as [127],
δ =
1
< [γ˜] =
1
<
[√
κ˜2 + iµσω
] . (3.47)
The equation governing the penetration of the A-fields for spatial and temporal
frequencies, κ and ω, respectively, is defined by Smith et al. [127] as,
A˜(κ, ω, r, z) = A˜(κ, ω, r) [1 + Γ(κ, ω)] e−γ˜z. (3.48)
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Γ is the reflection coefficient at the interface between free-space and the conductive
medium and is defined by Bowler and Johnson [90] as,
Γ =
κ˜− γ˜
κ˜+ γ˜
. (3.49)
By the analysis of equations 3.47 & 3.49 we can confirm that, in free space (σ = 0)
such that Γ = 0 and so there is no reflection and so the magnetic field distribution in
free space is only dependent on the spatial frequency. For the case of a plane wave,
κ˜ = 0, in electrically conducting material (σ 6= 0), the skin-depth becomes the stan-
dard depth of of penetration (equation 3.31) making Γ = −1. This corresponds to
total reflection of the EM-field at the interface along propagation direction (z). The
material interface, or reflection boundary, is inclusive of the eddy-current bound-
ary layer and EM-fields generated within this layer do not count as transmission.
Instead they form the mechanism by which the EM-field is reflected.
3.4 The Proximity Effect
The proximity effect is an eddy-current mechanism by which inductors exhibit AC
frequency dependent resistive losses. Similar to the skin-effect, the proximity ef-
fect is the name given to distortion in the current distribution phenomenon within
conductive wires as a result of inductive interactions between neighbouring current
carrying wires. The time-varying magnetic fields, B1, generated by AC excited wires,
penetrates and induces eddy-current paths within neighbouring wires, via Faraday’s
law (sees ection 3.2). These eddy-currents flow in a direction so as to generate their
own magnetic field, B2, that opposes the one that created them (Ampe´re’s law).
The overall result of this effect is to cause a current crowding effect in the wire
cross-section (figure 3.5).
The non-homogeneous current density becomes more prominent at high fre-
quencies increasing the effective resistance of the wire above that of the DC resis-
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B2
B1
wire
eddy-current paths
Figure 3.5: Diagram of eddy-current path induction in wire cross-section demon-
strating the current crowding effect. Diagram shows time-varying primary magnetic
field, B1, and opposing secondary magnetic field, B2, generated by eddy-current
paths going into the page on the right hand side of the wire, and out of the page on
the left hand side. After [128].
tance, RDC . For multiple layers of neighbouring wire conductors, the proximity ef-
fect quickly becomes the dominant mechanism for resistive losses at high frequencies
over the skin-effect [128]. High resistive losses influence the power of the component
by damping the Q-factor (see section 3.7), which becomes a significant consideration
when utilising electrical resonance behaviour.
There have been a number of attempts to produce analytical solutions for pre-
dicting the resistive losses in closely spaced windings. One of the oldest models still
implemented is the Dowell method, from [129], whereby layers of coil windings are
represented as foils of length equal to the core height. The increased cross-sectional
area of the representative foil is compensated for by a layer porosity factor, effec-
tively reducing the conductivity of the equivalent foils. Most models only accurately
predict the AC resistance over certain frequency ranges and are typically only appli-
cable to specific coil designs and geometries [130]. Finite element modelling (FEM)
of the problem can also be used to calculated the resistive losses for a given ge-
ometry but are typically computationally expensive so more analytical models are
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frequently sought [131, 132].
3.5 Modelling Eddy-Current Behaviour
A model for the calculating the current density generated by an infinitely thin coil
(delta-coil) above a conducting two-layer half-space (as depicted in figure 3.6) can
be calculated using the analytical solutions set out by Dodd and Deeds [126] for the
magnetic vector potential, A.
For the axially-symmetric system in figure 3.6 the magnetic vector potential,
r0𝑧 = 𝑙𝑧 = 0
𝑧 = -c Region 1Region 2
𝑧 
r
delta-coil
𝜎1, 𝜇1
𝜎2, 𝜇2
Figure 3.6: Cross-sectional diagram of a delta-function coil above a conducting half-
space showing the parameters used in the Dodd and Deeds analytical solution. After
[126].
A1(r, z), at a radial position r and a depth z, can be calculated for each of the two
layer regions of the half-space using the formulae,
A1(r, z) = µ1Ir0
∫ ∞
0
J1(αr0)J1(αr)e
−αlα
×
[
(α1 + α2)e
2α1ceα1z + (α1 − α2)e−α1z
(α− α2)(α1 − α2) + (α+ α1)(α1 + α2)e2α1c
]
dα, (3.50)
A2(r, z) = µ2Ir0
∫ ∞
0
J1(αr0)J1(αr)e
−αlα
×
[
2α1e
c(α2+α1)eα2z
(α− α2)(α1 − α2) + (α+ α1)(α1 + α2)e2α1c
]
dα. (3.51)
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where J1 is a first order Bessel function, r0 is the coil radius, l is the coil stand-
off from the surface, c is the thickness of Region 1, α is a continuous variable,
referred to by Dodd and Deeds [126] as the separation constant, which embodies
the spatial frequency parameter κ defined in section 3.3.2. Thus αi is equivalent to
the propagation constant, γ˜, for region i, and so is defined as,
αi =
√
α2 + iωµiσi. (3.52)
Regions 1 & 2 have characteristic conductivities, σi, and permeabilities, µi, where
i denotes the layer number. The current density within a conducting material can
therefore be calculated using equations 3.50 & 3.51 and the relationship,
J = −iωσA. (3.53)
Dodd and Deeds [126] go on to define magnetic vector potential expressions for
finite width coil windings and even the coil winding impedance in air and above a
conducting half-space as,
Z =
iωpiµn2
(l2 − l1)2(r2 − r1)2
∫ ∞
0
1
α5
I2
(
2(l2 − l1)
+ α−1
{
2e−α(l2−l1) − 2 +
[
e−2αl2 + e−2αl1 − 2e−α(l2+l1)
]
×
[
(α+ α1)(α1 − α2) + (α− α1)(α1 + α2)e2α1c
(α− α1)(α1 − α2) + (α+ α1)(α1 + α2)e2α1c
]})
, (3.54)
were r1 and r2 are the inner and outer radius of the finite thickness coil, and l1, l2 are
the top and bottom of the finite thickness coil winding in the z-plane. Many authors
[70, 109, 134, 135, 136, 137] develop models in order to predict the results of ECT
measurements for given geometries, probe configurations and defect dimensions.
Although developing in complexity, these models are often limited to simulating
simple geometries and typically predict the behaviour of probe behaving as ideal
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inductors i.e. well away from electrical resonance.
3.6 Eddy-Current Measurement
Eddy-current measurements are performed by measuring changes in the magnetic
field arising due to the eddy-currents in the test material. This can be done using
a range of magnetic field sensors including electromagnets, Hall-effect sensors and
giant-magneto resistors (GMRs) to name just a few. The work carried out in this
thesis uses electromagnet coil sensors to sense the magnetic field changes in the sur-
face of the material. This was done by monitoring the electrical properties of a coil
whose impedance, Z, will change depending on the environment it is encountering.
3.6.1 Electrical Impedance
Impedance is a component’s total opposition to current flow and is defined as the
ratio between the voltage across the inductor (V ) and the driving current (I). Al-
ternatively, Z can be represented as a complex number with real components of
resistance (R) and imaginary components of reactance (X), as given by the equa-
tion,
Z =
V
I
= R+ iX (3.55)
The reactance represents a components dynamic opposition to a change in current
flow and is a frequency dependent effect that can have both inductive, XL, capac-
itive, XC , and sometimes resistive, XR, components. Inductive reactance increases
linearly with excitation frequency as,
XL = ωL, (3.56)
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and capacitive reactance decrease with frequency as,
XC =
1
ωC
, (3.57)
where L is the inductance and C is the capacitance of the system. The real (resistive)
and imaginary (reactive) components of impedance (<{Z} and ={Z} respectively)
can be plotted in the complex impedance plane, or Argand diagram (figure 3.7),
such that the magnitude, |Z|, and phase, φ, of the impedance (equations 3.58 and
3.59) can be visually depicted.
|Z| =
√
R2 +X2, (3.58)
φ = arctan
X
R
. (3.59)
The phase of the complex impedance represents the phase difference between the
Table 3.1: Circuit model: Impedance and phase of ideal circuit components.
Component Impedance, Z (Ω) Phase φ (◦)
Resistor (R) ZR = R 0
◦
Capacitor (C) ZC = iXC = −i/ωC −90◦
Inductor (L) ZL = iXL = iωL +90
◦
|Z|
Resitance, R
R
ea
ct
an
ce
, 
X
∅
Figure 3.7: Example Argand diagram showing the resistive and reactive components
on the complex impedance.
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voltage, V , and the current, I, supplying the coil.
An ideal resistor will have only real resistive components of impedance and
zero inductive or capacitive parts (X = 0) such that the phase between voltage
and current is zero (figure 3.7). Likewise, ideal capacitors and inductors would only
have capacitive and inductive reactance components respectively corresponding to
the voltage having a phase, relative to the current, of −90◦ or +90◦ respectively
[123]. The impedance of ideal components are given in Table 3.1 along with the
resulting phases, φ, of each.
Both inductors and capacitors store energy. An inductor store energy in
the magnetic field it generates around itself, whereas a capacitor stores energy in
the electric field between its charged plates. When the power to the components is
cut off they will each discharge their stored energy back into electrical current at a
characteristic rate.
3.7 Equivalence Circuit Model
As a first approximation, an ECT probe can be very simply modelled as the com-
bination of lumped electronic components; an inductor (coil), a parallel capacitor
(parasitic capacitance) and series resistance (circuit resistance) known as an LCR
circuit, as shown in figure 3.8. This model is a simplistic combination of components
where capacitive contributions from the coil turns and cable are all lumped together,
cable parasitic conductance, inductance and resistance are neglected, and the influ-
ence of the skin and proximity effects on the resistance of the excitation wire is also
neglected. The total impedance of this simple ECT coil model is a combination of
all of the terms in table 3.1.
The complex impedance (the total obstruction to the flow of current) for
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I0
V0 C0
R0
L0
Figure 3.8: Simplified equivalent circuit for an eddy-current probe in free space with
a coaxial cable connection.
this model can be derived using Kirchhoff’s Laws and expressed as,
Z0 =
R0 + iωL0
1 + iωR0C0 − ω2L0C0 . (3.60)
Equation 3.60 can be re-arranged into real and imaginary components of impedance
such that,
Z0 =
[
R0
(1− ω2L0C0)2 + (ωR0C0)2
]
+ i
[
ωL0(1− ω2L0C0)− ωR20C0
(1− ω2L0C0)2 + (ωR0C0)2
]
. (3.61)
There will occur a frequency, f0, where the inductive and capacitive reactances’ are
equal such that the imaginary component of impedance is zero. At this frequency
the phase is zero and the magnitude of impedance is a maximum. This is known
as the electrical resonant frequency and, for a system where the skin-effect on the
total resistance is negligible, is calculated as2,
ω0 = 2pif0 =
√
1
L0C0
+
(
R0
L0
)2
. (3.62)
For the high inductance probes the inductive reactance is much greater than the re-
sistance (R0  ωL0), such that the electrical resonant frequency is more commonly
2Electrical resonance is defined here as the frequency when the phase of impedance is zero. In
reality there is also a magnitude resonance that occurs when the denominator in equation 3.61 is a
minimum, occurring at a slightly different frequency defined as, ω0 = 2pif0 =
√
1
L0C0
+ 1
2
(
R0
L0
)2
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approximated to,
2pif0 ≈
√
1
L0C0
. (3.63)
The system is predominantly inductive (φ = 90◦) while the denominator of equa-
tion 3.61 is positive (1  ω2L0C0). At higher frequencies the denominator turns
negative (1 ω2L0C0) and the probe behaves like a capacitive system (φ = −90◦)
i.e. capacitive processes dominate the flow of current. The magnitude and phase
of impedance of a real probe over a wide MHz frequency spectrum is shown in fig-
ure 3.9 highlighting the transition from inductive to capacitive regimes.
The complex components of impedance for a real ECT coil in air are shown
Inductive
Capacitive
𝑓0
Figure 3.9: Electrical Resonance: Peak in an eddy current testing (ECT) coil show-
ing the magnitude and phase of impedance as it passes through the resonant fre-
quency, f0.
as a function of frequency in figure 3.10.
Electrical resonance in a parallel LCR circuit means that the current is max-
imally stored and transferred between inductor and capacitor components. So, for
a system supplied with a constant alternating current, the voltage required to force
the same current through the system rises to a maximum. Via the equation for
impedance Z = V/I this is equivalent to an impedance magnitude maximum, as
Draft of 10:50 am, Tuesday, March 29, 2016 61
1 2 3 4 5
−3.9
−2.6
−1.3
0
1.3
2.6
3.9
Frequency, MHz
Im
pe
da
nc
e,
 k
Ω
|Z0|
Re{Z0}
Im{Z0}
1 2 3 4 5
−90
−60
−30
0
30
60
90
Ph
as
e 
An
gl
e,
 D
eg
re
es
φ0
𝑓0
Figure 3.10: Electrical Resonance: Experimentally measured components of com-
plex impedance for the ECT probe in Air showing the real, imaginary, magnitude
and phase of impedance from 1-5MHz. The system goes through electrical resonance
a f0 = 3.93± 0.01MHz.
observed in figure 3.9 & 3.10.
As with any resonating system, small variations in the delicate balance of the
components of the system (L0 and C0) will lead to large changes in the amplitude of
the electrical properties. Eddy-current inspections rely on measuring the electrical
changes in the inductive component of the probe and therefore must operate within
the range of frequencies below electrical resonance. Measurements at frequencies be-
yond electrical resonance would predominantly be a measure of the capacitance of
the system. The typical upper operating frequency of a probe is therefore limited by
the resonant frequency which is dependent on the balance between the inductance
and capacitance of the system.
3.7.1 Q-Factor
The resistive component in the circuit has a damping effect on resonance and there-
fore gives the resonance peak it’s width and amplitude. A measure of how under-
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damped the resonance is, is given by the quality factor, defined as,
Q =
f0
f2 − f1 , (3.64)
=
ω0L
R
(3.65)
where f1 & f2 are the frequencies at the half power point of the resonance peak either
side of resonance, L is the inductance of the system and R is the series resistance
of the system. f1 & f2 are characterised as the -3db drop which is equivalent to the
the frequency at which the amplitude is equal to 1/
√
2 of the maximum amplitude.
Large Q-factors occur for ω0L  R tending towards a monotonic delta-function.
The Q-factor decreases with increasing resistance.
3.7.2 Sources of Capacitance
There are numerous mechanisms that produce capacitive effects in an ECT probe
circuit, however some are more dominant than others. The main mechanisms for
capacitance in a simple ECT probe are coil parasitic capacitance and the capacitance
of the coaxial cable.
Parasitic Self-Capacitance
A current carrying wire in close proximity to another will experience a parasitic ca-
pacitance between the two. A coil’s self-capacitance, or stray parasitic capacitance,
occurs between adjacent coil turns (turn-to-turn) and between turns and the surface
of a conducting core (turn-to-core) if there is one.
Massarini and Kazimierczuk [140] and Grandi et al. [141] set out a series
of equations for calculating the self-capacitance of a coil of diameter Dt and n
number of turns. The turn-to-turn capacitance, Ctt, of two neighbouring turns of
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Coil Core
Wire coating
Wire core
Dc D0
𝜃 𝑥(𝜃)
a) b)
Figure 3.11: Cross-sectional diagram of a) layered coil windings around a core, and
b) assumed path x(θ) of an electrical field line at an angle θ between two coil turns,
after [140].
core diameter Dc and outer diameter (including cladding) D0, is given by,
Ctt = 0lt
{
rθ
∗
ln D0Dc
+ cot (
θ∗
2
)− cot ( pi
12
)
}
, (3.66)
where r, is the relative permittivity of the dielectric wire coating, lt = piDt is the
winding length around the core, and θ∗ corresponds to a characteristic angle of the
configuration where the air gap capacitance, along the electric field line path x(θ),
is equal to the coating capacitance [140]. This is defined as,
θ∗ = arccos
(
1− ln
D0
Dc
r
)
. (3.67)
Multiple winding layers and capacitance between windings and the core material
introduce additional capacitive effects which further complicate the self capacitance
of the coil. The resulting self capacitance of multiple layered coils with both air and
ferrite cores are approximated in Massarini and Kazimierczuk [140] as a factor of
Ctt. However, the self-capacitance of the coil is rarely the dominant contributor to
the overall capacitance of an ECT probe. Instead it is the coaxial cable capacitance
that is more significant, and will be discussed in the following section.
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Coaxial Cable Capacitance
Although the self capacitance of a coil is an important consideration, an ECT probe
is operated using a co-axial cable which has a much greater contribution to the
capacitive component of the ECT equivalence circuit diagram in section 3.7. Coaxial
cables are typically characterised by their capacitance per unit length, Cn. The
capacitance of a given length of co-axial cable can then be calculated and used as
a lumped component in the equivalence circuit (figure 3.8). However, coaxial cable
actually contributes resistive, inductive and capacitive components to the system.
As such it can be modelled as a transmission line using network theory.
Network theory is a well-established concept within electrical engineering
for designing analogue and digital filters. The concepts of network theory can be
used to model the effects of a coaxial cable transmission line on an ECT system
[123, 142, 143]. The basic geometry of a coaxial cable is shown in figure 3.12.
Dieletric
Cladding
Shielding
ab
Length, h
Core
Figure 3.12: Geometry of a coaxial cable, showing core diameter and the shields
inner diameter, adapted from Wheeler [39].
A simplified transmission line model for a coaxial cable is made up of a series of unit
circuits containing series resistance and inductance, representing the coaxial cable
core, and shunt capacitance, representing the voltage difference between the inner
and outer conductors (figure 3.12).
This model assumes that losses due to shunt conductance between inner
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RL
LLCLC2L2R2C1L1R1
Transmission line (co-axial cable) ECT coil load, ZL
h
Figure 3.13: Equivalence circuit model for inductively loaded coaxial cable trans-
mission line.
and outer conductors are negligible. The components within each unit circuit of the
co-axial cable are the components per unit length of the cable and equal to all other
unit length components i.e. R1 = R2 = Rn = Rc/h, L1 = L2 = Ln = Lc/h and
C1 = C2 = Cn = Cc/h. Components with subscript c represent the total value of
the cable. The resistance, inductance and capacitance per unit length of a simple
coaxial cable (figure 3.13) can be calculated by the equations [39, 144],
R
h
=
ρ
piδs
(
1
a
+
1
b
), Ωm−1 (3.68)
L
h
=
µ
2pi
log
b
a
, Hm−1 (3.69)
C
h
=
2pi
log ba
, Fm−1 (3.70)
where ρ is the resistivity of the conductor, and µ and  are the magnetic permeability
and electric permittivity (dielectric constant) of the insulating material between the
core and the shield respectively. The resistance of the conductor is dependent on the
frequency of excitation due to the skin effect (see section 3.3). Many coaxial cable
conductors are made of interwoven strands of wire making them more flexible and
less susceptible to the skin and proximity effects (section 3.3), however the following
model only assumes a single core.
Using the equations for reactance (X) from section 3.6.1 and the concept of
parallel admittance summation [123], the series impedance of L and R, and shunt
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impedance of C can be expressed as,
Zn = Rn + iωLn, (3.71)
Yn =
1
ZC
= iωCn. (3.72)
Therefore the total impedance of the cable and load system can be calculated by
equation 3.73 [142].
Zτ = Z1 +
1
Y1 +
1
Z2 +
1
Y2 +
1
· · ·+
1
Zn +
1
Yn + ZL
. (3.73)
Equation 3.73 can be simplified for a cable of unit length, n, with unit impedance
Z1 = Z2 = Zn = Zc and unit admittance Y1 = Y2 = Yn = Yc, as,
Zτ (n) = Zc +
1
Yc +
1
Zτ (n− 1)
, (3.74)
where Zτ (n−1) is the impedance of the transmission line of unit length, n−1. The
result of the transmission line on an inductor load impedance, ZL, is to excite mul-
tiple harmonic resonant frequencies as the load inductance resonates with different
lumped quantities of the transmission line. Equation 3.74 can therefore be used to
predict the frequencies that these harmonic resonances will occur for a given cable
length.
The equivalence circuit models so far discussed have only considered a coil
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in air. However, when brought into the proximity of an electrically conducting
material, eddy-currents are generated within the surface and electromagnetic cou-
pling occurs between the coil and the adjacent material. The equivalent circuit in
figure 3.8 can be extended to a transformer model to represent the coupling inter-
action, and has been utilized by many authors [39, 97, 147, 148]. Here we develop
an equivalent circuit transformer model and consider the influence of the skin effect
on the system.
3.7.3 The Transformer Model
It has been shown that (see section 3.2), when an inductor is brought into the
proximity of an electrically conducting material, it will electromagnetically couple to
the eddy-currents it generates in the material surface. The electromagnetic coupling
between the coil and eddy-currents changes the electrical properties of the sensor
probe circuit for an ideal inductor. The coupling interaction can be modelled as
a transformer circuit shown in figure 3.14, where the effect of the eddy-currents
is modelled as a passive series inductor and resistance (LR) circuit [147]. This
R0
L0V1
I1
ReLe
k
Ie
probe circuit (0) eddy-current circuit (e)
Figure 3.14: The transformer model: Simple transformer circuit model for an eddy-
current probe (0) coupled to the surface of an electrically conducting material (e).
simple equivalent circuit is based on the assumption that the coupling coefficient,
k, is invariant of excitation frequency. In reality, frequency alters the eddy-current
distribution within the surface of the material as determined by the skin-effect (see
section 3.3) [39]. Hence, frequency will influence the inductive component of the
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eddy-current circuit (figure 3.14), such that coupling between the probe and eddy-
current inductor components will be frequency dependent.
Assuming no prior knowledge of the eddy-current circuit (i.e. the phase of
the current flow), and ignoring the parallel capacitive effects of the coaxial cable for
the moment, Kirchhoffs laws are used to determine the effective impedance of the
inductive branch, shown in figure 3.14, Z1, of the probe circuit.
V1 = I1(R0 + iωL0) + Ie(iωM), (3.75)
0 = Ie(Re + iωLe) + I1(iωM). (3.76)
The mutual inductance, M , between the circuits is defined as [149],
M = k
√
L0Le, (3.77)
where k is the coefficient of coupling between the two inductors. Rearranging equa-
tion 3.76 to give Ie gives,
Ie = −I1 iωM
Re + iωLe
, (3.78)
Ie = −I1 ωM
Re
2 + ω2Le
2 (ωLe + iRe). (3.79)
It is common for authors implementing the transformer model to equate the eddy-
currents to a loop of wire and then make the assumption that the resistive component
of the eddy-current circuit is frequency invariant [147, 148]. This would certainly
be true for two coupled coils such that the expression Re  ωLe can be applied
for high frequencies, hence making Ie entirely real. This would require that the
eddy currents flow exactly out of phase (i.e. the mirror image) with the generating
current, I1.
However, as was demonstrated in section 3.3, for plane wave excitation,
the resistive and reactive components of the eddy-current impedance are equal in
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magnitude (Re = ωLe = Xe) so that, for the plane wave case, Ie becomes,
Ie = −I1ωL0k
2
2
(1 + i). (3.80)
≡ I1ωL0 k
2
√
2
e−
3pi
4 . (3.81)
Equation 3.81 is equivalent to equation 3.37 in that, for plane wave excitation, the
eddy-current circuit has real and imaginary components that are equal in magnitude
and are both dependent on excitation frequency. This leads to the secondary circuit
lagging the primary excitation circuit by −3pi4 .
This result was derived but its significance was not explicitly stated in
Wheeler [39]. It is also contrary to a commonly implemented assumption that the
eddy-current secondary circuit supports a perfect mirror current (perfectly out of
phase to the generation current). The phase lag of eddy-currents will therefore re-
sult in a phase shift in the magnetic field generated by the eddy-currents, which will
influence the phase of the measured impedance of the coil.
Carrying on the derivation, equation 3.79 can be substituted into equa-
tion 3.75 to give,
Z1 =
V1
I1
= (R0 + iωL0) +
ω2k2L0Le
Re
2 + ω2Le
2 (Re − iωLe). (3.82)
The eddy-current circuit components are unknown, however certain arguments can
be applied to infer the behaviour of the system. It is sometimes assumed [150] that
the resistive component of the eddy-current circuit is negligible compared to the in-
ductive component and does not change with frequency (Re  ωLe). Although ap-
plicable to traditional transformer circuits where the primary and secondary circuits
are both coil windings, the result is that only the reactive component of impedance
changes due to the presence of a conducting material. This is plainly incorrect.
The other end of the assumption spectrum is to assume the probe in an
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infinite inductor such that the plane wave approximation from section 3.3.1 can
again be applied. The result is that both the resistive and reactive components of
the eddy-current circuit are equal in magnitude, i.e. Re = ωLe = Xe, such that
equation 3.82 can be shown to be,
Z1 = R0 + iωL0 + ωL0
k2
2
(1− i), (3.83)
= Z0 + ωL0
k2
2
(1− i). (3.84)
As a result, both real and imaginary parts of the Z1 are equally dependent on
frequency due to the the skin-effect for the plane-wave case. In reality an ECT coil
will never generate a plane-wave and so the resistive and reactive components will
not be equal in magnitude. From equation 3.82, the complex third term, which
defines the materials influence on the impedance, can be rewritten in terms of a
complex coupling coefficient, k˜.
Z1 = R0 + iωL0
(
1− k˜2
)
, (3.85)
= Z0 − iωL0k˜2. (3.86)
where,
k˜2 = αk2(ωLe − iRe), (3.87)
and,
α =
ωLe
Re
2 + ω2Le
2 . (3.88)
This is equivalent to saying that the current in the secondary circuit, Ie in fig-
ure 3.14, is in phase with the excitation current, I1, and the complex response of the
material is entirely contained within a complex coupling coefficient, k˜. For a real
inductor, k˜ will be complex number somewhere between the idealised transformer
model assumption of an entirely real mirror current (Re  ωLe), and the plane-
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wave approximation (Re = ωLe), thereby resulting in a phase change in frequencies
below electrical resonance.
Using the same approach as in section 3.7, a simplified expression for the
impedance of the system can be found when the transformer system is in parallel
with a capacitive component (i.e. coaxial cable lumped capacitance), C0.
Z1 =
[
R′0
(1− ω2L′0C0)2 + (ωR′0C0)2
]
+ i
[
ωL′0(1− ω2L′0C0)− ωR′20 C0
(1− ω2L′0C0)2 + (ωR′0C0)2
]
, (3.89)
where R′0 and L′0 represent the effective resistive and inductive reactance,
R′0 = R0 + αk
2ωL0Re, (3.90)
L′0 = L0
(
1 + αk2ωLe
)
. (3.91)
and where both the resistive and reactive components are a function of frequency.
V1
I1 R0'
L0'C0
Figure 3.15: Simplified equivalence circuit model for material coupled coil and cable
system.
The resulting expression for the electrical resonant frequency is a non-trivial
solution to a polynomial frequency function. However, returning to the unique case
of a uniform excitation field (Re = ωLe), then the resonant frequency can be roughly
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approximated to,
ω1 = 2pif1 ≈
√
1
C0L0(1− 12k2)
. (3.92)
The result of coupling to the surface of an electrically conducting material is to
effectively change the resistive and reactive components of the probe equivalence
circuit. For a non-ferromagnetic test material, this causes an upwards shift in the
electrical resonance of the system.
The quality factor of a coupled probe system, Z1, at electrical resonance ω1,
can be defined as,
Q1 =
ω1L
′
0
R′0
, (3.93)
3.8 Summary
There are many, more sophisticated, models to simulate the electrical properties
of an EC system which take into account some of the complexities of the system
including; the effect of ferrite cores on stray coil capacitance and the skin effect
in coil windings, as well as the proximity effect both between the individual coil
windings, the windings and the core, and between the coil and the test material.
However, for the purposes of investigating the resonant frequency behaviour of an
ECT coil, the lumped equivalence circuit model provides a useful analogue.
Chapter 4
Eddy-Current Array
Benchmark Study
4.1 Introduction
Eddy-current array (ECA) probes are becoming increasingly popular in industrial
NDE inspections due to the improvements they can offer in the speed of inspec-
tion [38, 70, 105]. They offer a much greater probe coverage and so are ideally
suited for the inspection of large surface areas, require simpler probe manipulation,
and can offer desirable reliability for the inspection of some complex geometries
[151, 152]. However, when it comes to inspecting for small defects in difficult (see
section 2.5), safety critical components, a high sensitivity standard must be met by
the probes and inspection systems. Without knowing the sensitivity capability of
a new inspection, it cannot be implemented on such applications. For this reason
a comprehensive characterisation study was carried out on a newly developed high-
sensitivity probe, manufactured by Eddyfi (Quebec, Canada) for Rolls-Royce plc.
An ECA probe was developed by Eddyfi to meet specific inspection crite-
ria for safety critical Ti6-4 components. The probe must be sensitive to a surface
breaking notches of length, depth and gape of 0.75×0.38×0.10 mm in Ti6-4. The
73
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probe must cover a length of 30 mm, and the probe must be cost effective. A bal-
ance must therefore be struck between sensitivity, cost and coverage. Changing any
one significantly influences the other two elements. The resulting ECA probe was
comprehensively characterised to establish its inspection limitations.
4.2 Probe Design
An array probe was developed for a Rolls-Royce high-sensitivity inspection. The
probe coil elements were high inductance, multi-layered pancake coils with ferrite
cores. The coil element configuration of the section of array investigated is shown
in figure 4.1.
19.25 mm
1.37 mm 2.75 mm 2.50 mm
T R
Figure 4.1: Transmit-Receive eddy-current array (ECA) coil configuration of a com-
mercially available probe designed to detect a 0.75 mm surface notch in Titanium
6-4.
4.2.1 Array Operation
The probe is designed to perform a transmit-receive measurement between neigh-
bouring coil elements at 1MHz (the maximum frequency limit of the operation sys-
tem). Transmit-receive mode of excitation was chosen because of its superior phase
separation between lift-off and defect signals in Ti6-4 compared to other modes of
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excitation. Absolute mode is the most sensitive measurement however has very
poor phase separation between defect and lift-off signals. Differential modes are
lift-off invariant but insensitive to large defects. The differences in defect and lift-off
signal between the three main modes of eddy-current operation are shown visually
in Figure 4.2 where lift-off increases from right to left along the horizontal axis.
The measurements were made using coils of the same dimensions and frequencies as
those used in the final array probe.
a)	Absolute b)	Differential c)	Transmit-Receive
Liftoff Liftoff
D
e
fe
c
t
Figure 4.2: Screenshots of Lissajous plots for three different modes of measurement
on Titanium 6-4 showing a defect signal in relation to a lift-off signal, a) Absolute,
b) Differential, and c) Transmit-Receive.
The elements are fired in a transmit-receive configuration designed to be
sensitive to defects orientated perpendicular to the scanning axis (figure 4.3). The
transverse mode excites and receives on neighbouring coils within a row.
4.2.2 Normalisation
In order to normalise the array channels the probe had to be passed over a uniform
slot so that all the channels could have their phase and gain values optimised to give
the same signal response to the same indication. The desired response can be set
depending on how the inspection is carried out. For the purposes of this inspection,
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Figure 4.3: Transverse mode of transmit-receive measurements in a two staggered
row array element configuration showing the defect orientation it is designed to be
most sensitive to.
Table 4.1: ECA scan calibration parameters.
Frequency 1MHz
Filter(Spatial) Median Bandpass (5.1mm)
Voltage 6V
Measurement Vertical Height
Angle 30◦
Measurement Peak-to-peak first transition
the normalisation conditions were set to those shown in table 4.1.
The gains and rotation of the channels can be monitored to determine the
uniformity of a slot. This normalisation process is useful but variations in the probe
pressure may occur when the probe is applied to the part.
4.3 Positional Sensitivity Study
A study was carried out to investigate how the position of the a target defect un-
derneath the array affected the signal response from the array elements.
4.3.1 Experimental Method
A section of the array was raster scanned across an electron discharge machined
(EDM) target notch (0.75 × 0.38 × 0.10mm in surface size) to build up an under-
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standing of the variations in sensitivity of the probe as the defect passes under
different regions of the probe (figure 4.6). The test material was made from a scrap
Ti6-4 component and machined to the same surface finish as in-service components.
The raster scan was performed using a combination of 2 linear stages used in com-
bination to form an XY-stage. The array was fixed in place and the test sample
positioned on stage platform and moved in the X and Y planes to perform each
leg of the raster scan. Due to the lack of linear encoder output, the ECA system
acquired data from an internal time-base encoder, calibrated at an acquisition rate
equal to the scanning speed of the linear stage in the X-axis (6 mms−1).
test sample
X-axis stage
Y-axis stage
target defect
ECA probe
support frame
Figure 4.4: Cross-sectional diagram of ECA scanning stage showing the scanning
range.
After normalisation, the following steps were carried out to complete the
study:
1. Position the array on the test material, roughly in line with the test notch (see
figure 4.6, and apply a small amount of pressure to ensure full contact of the
array with the surface of the test sample.
2. Balance the array elements whilst the array is stationary and in contact with
the material. This zeros the measurement on the Lissajous plot.
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Figure 4.5: Image of ECA scanning system setup, using Eddyfi’s Ectane ECA con-
troller and linear stage scanning system.
3. Begin scanning acquisition in the Magnifi software and move the X-axis stage
until the ECA probe has scanned over the target notch.
4. Stop acquisition and record the vertical height of the maximum defect signal
and background material.
For each measurement the array was moved by increments of 0.12 ± 0.01mm in
the direction perpendicular to the scanning axis so as to provide multiple point
measurements underneath each 1.37 mm channel of the array.
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Figure 4.6: Schematic diagram of ECA raster scan method over a target EDM notch
of 0.75 mm.
The maximum signal of the target defect was detected from the C-scan1 and
the maximum vertical height of the signal recorded (see figure 4.7). No vertical gains
were applied to the signals. A measurement of the background noise was recorded
for each pass over the target notch. Again the vertical height measurement method
was used for the background noise.
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Figure 4.7: Example vertical height measurement used to record defect signals from
ECA scans.
1A C-scan is a 2D image of the inspection surface constructed from components of the impedance
data. In this instance C-scans were generated to depict the vertical height of the impedance data.
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Defining ECA Noise
ECA measurements pose a more complex problem when considering noise. Stan-
dard manually operated ECT inspections use the maximum signal obtained from
arbitrary undamaged sections of material as the measure of the noise level. This is
less simple with an ECA inspection as each channel within the array will have vary-
ing levels of background noise based on the gains and phase rotations assigned them
during normalisation. In addition, the close proximity of the coils to one another
can lead to phantom electronic signals giving a false indication of the background
noise.
Although these signals cannot be discounted in the consideration of back-
ground noise they must be acknowledged as artefacts of the inspection. As such,
using the maximum recorded noise signal from the data is a false representation of
the actual background noise level. Instead it is more fitting to use the root mean-
squared (RMS) average of the background noise value from all of the measurements.
This can then be used to assist in determining the decision threshold for the inspec-
tion.
The equation below expresses the RMS noise of a collection of n measure-
ments, where Ni is the measured maximum noise from a scan of the i
th sample.
NECA =
√√√√ 1
n
n∑
i=1
N2i (4.1)
Signal-to-noise ratios (SNRs) given in the following sections of the report are defined
using the above rms noise calculation unless stated otherwise.
4.3.2 Results
The vertical height of the defect signals was recorded as well as the defect signal
phase angle. The results are shown in figure 4.8 for a region encompassing 5 channels.
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Figure 4.8: ECA signals response to 0.75 mm target notch at different positions
under the array elements. Front and back row elements have been separated (blue
and red circles respectively) and the range of possible defect signals indicated. The
decision level (DT) range is also shown.
The results shown in figure 4.8 demonstrate the sensitivity bell curves asso-
ciated with each TR measurement channel. The peaks of these curves correspond
to the regions in between the active elements as described by Mook et al. [152]. The
results are separated into front row and back row channels to demonstrate the effect
of probe drag on the signal (see figure 4.9).
As the probe is moved across a surface, contact with the surface caused the
front edge of the spring-loaded array pad to catch and the back edge to lift off the
surface. This caused an increase in lift-off and tilt for the back row coils, reducing
their sensitivity. This was proved by passing the probe over the same slot in the
forward and backward directions and measuring the signals from the front and back
rows. Reversing the direction caused the front and back rows to switch their peak
sensitivities. This effect can be alleviated by reducing the pressure on the probe or
by maintaining a slight lift-off from the sample at all times. However, lift-off rapidly
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reduces the sensitivity of the measurement, as determined by the spatial frequency
of the coil elements (see section 3.3.2).
Front Coils Back Coils
Test Part
Front Coils Back Coils
Test Part
a) b)
Figure 4.9: Example of probe drag effect causing increased lift-off and tilt on array
elements thereby decreasing sensitivity on back row elements.
The array exhibits sensitivity ”bells” underneath the most sensitive regions
of the array, with maxima corresponding to the midway point between two neigh-
bouring elements (i.e the centre of the transmit-receive channel). The bells have a
spatial period of half the pitch between neighbouring coils (1.38 mm). However, the
minimum sensitivity of the channels never falls below the maximum reject threshold.
4.3.3 Discussion
The phenomenon of the sensitivity curves experimentally measured is expected for
the measurement of a feature smaller than the critical dimensions of the array el-
ements. Although this variation occurs, the study shows that the array is capable
of detecting the target notch with a good signal-to-noise across the whole array.
However, the existence of this variation poses a problem to the manner in which an
industrial inspection would be carried out.
Typical industrial ECT inspections perform a calibration measurement on
a target notch to set the sensitivity level of the inspection. The gains are changed
such that the notch signal usually extends to 80% of the screen height. The decision
threshold (the threshold which, if a signal goes over, the component has failed the
inspection) is then typically set at 30% screen height [153]. This method of cali-
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bration becomes a problem when the signal of the calibration target notch could be
a range of values depending on it’s position beneath the array. This could result
in over or under-estimating the decision threshold (DT) thus leading to missed de-
fects or a high rate of false calls respectively. This is demonstrated by the decision
threshold range depicted by the green shaded area in figure 4.8.
This sensitivity variation to the target defect represents a problem for ECA
inspections. It is possible that defects will be detected at the sensitivity minimum
of the array and the response may not be above the rejection threshold. This can
be remedied by investing in arrays with smaller coil elements. However this will
increase the cost of the probe in order to maintain the same coverage.
4.4 ECA Probability of Detection
Using the 1 MHz frequency transmit-receive (TR) eddy-current array (ECA) probe,
detailed above, a probability of detection (PoD) study was carried out in order
to statistically determine the reliable sensitivity of the inspection on Titanium 6-4
samples (See Appendix A).
4.4.1 Experimental Method
A probability of detection (PoD) study was carried out on the ECA probe to de-
termine its intrinsic statistical sensitivity. This was achieved by scanning 39 fatigue
cracks in Ti6-4, ranging from 0.10-5.75 mm in surface length, and measuring the
signal response. The minimum detectable defect size at a given rejection threshold
is determined using a computer programme based on the MIL-HDBK-1823, in ac-
cordance with RRP58000 [154, 155].
Current inspection sensitivity is established by setting signal response of the
probe, to a reference standard target notch, to 80% screen height and then setting
the rejection threshold to 30% screen height which is considered to be approximately
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Table 4.2: Minimum statistically-reliable defect size detectable by the ECA probe as
calculated via Probability of Detection analysis, comparing different athresh levels.
Description Threshold (mV) a90/50 (mm) a90/95 (mm)
3×Nrms 0.10 0.65 0.74
20% Screen Height 0.16 0.85 0.96
3×Nmax (30% SH) 0.25 1.07 1.21
3× the maximum noise level [153]. The reliable detectability of the system directly
depends on this rejection threshold.
Using the same scanning system as was shown in figure 4.5, the PoD samples
were scanned as a typical ECA inspection would be performed, in a single pass. As
a result the PoD analysis would then also represent the uncertainty of where along
the array a defect was detected, i.e. by the most or least sensitive regions of the
array element (see figure 4.8).
4.4.2 Results
PoD analysis was performed on the recorded data set of signal responses. The signal
response data is displayed as a function of the defect size in figure 4.10, showing the
linear best fit plot applied using the MH1823 software in statistical analysis software
”R” [154].
The probability of detection curve, for a decision threshold of athresh =
0.2 mV is displayed in figure 4.11. The decision threshold was set based on 3×
the maximum background noise. The analysis predicts that the ECA probe will
be able to reliably detect (9 times out of 10 with 95% confidence) a defect size of
a90/95 = 1.07 mm. A summary of the detectable defect size for different 2 significant
figure athresh values is shown in table 4.2.
For this analysis the screen height of the inspection was set based on the
root-mean square of the sensitivity variation shown in figure 4.8 being 80% screen
height. The calculated minimum statistically-detectable defect size is significantly
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Figure 4.10: Size, a, vs signal response, ahat in log-log space showing linear best fit
and confidence bounds as produced using MH1823 software in R [154].
larger that the target defect size (0.75 mm).
4.5 Conclusion
An examination was performed investigating the sensitivity limitations of a sub-
millimetre sensitivity, industrially manufactured eddy-current array (ECA) probe.
The ECA probe used was developed for the detection of 0.75 mm surface breaking
defects in Ti6-4. The probe was designed to balance sensitivity, probe coverage and
cost reflecting typical industrial requirements.
The first study tested the sensitivity variation experienced by the probe as
a function of the target defect position beneath the array elements. The results
demonstrate Gaussian sensitivity bell curves beneath array elements exhibiting sen-
sitivity minima at the cross-over point between neighbouring array elements. The
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Figure 4.11: Probability of detection curve for athresh = 0.2 mV as calculated using
MH1823 software in ”R” [154].
variation will be dependant on the size of the target defect relative to the size of the
array elements and the pitch between staggered rows of elements.
A range of potential signal responses from the target defect poses a prob-
lem for the industrial application of an ECA probe when considering how to define
a reject threshold for inspections. A potential solution was proposed whereby the
root-mean squared (rms) signal response of the ECA to the target defect is calcu-
lated and used to set the reject threshold for the remainder of the study to reflect
expected industrial procedure.
A probability of detection (PoD) study was performed on the ECA probe to
establish the smallest defect size reliably detectable by the probe. 39 fatigue cracks
in Ti6-4 samples were inspected and PoD analysis performed on their signal re-
sponses. For a decision threshold set by the rms average of the ECA signal response
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from an EDM notch of target dimensions (as detailed in the previous paragraph),
the smallest defect statistically detectable by the ECA probe was calculated as being
a90/95 = 1.21 mm. This is significantly larger than the required defect sensitivity.
The analysis of the limitations of the ECA probe forms a benchmark for
the development of more sensitive ECA probes. Typical methods for improving the
sensitivity of ECA probes include using smaller array elements and more staggered
rows. However, each of these introduces more complexity into the probe and thus
increases the cost of design, manufacture and operation. More coils require a greater
number of multiplexing channels which typically comes at a greater cost or reduces
the array coverage. Research into improving the sensitivity of probes without the
need for more complex probe designs is presented in the following chapters.
Chapter 5
Resonance Behaviour:
Preliminary Investigations
5.1 Introduction
Electrical resonance has long been exploited for many applications across a wide
range of technologies and applications, including radio engineering and wireless
power transfer [156]. It has also had some attention for non-destructive ECT ap-
plications, in particular for proximity sensing and passive measurements [74, 147,
157, 158, 159]. However, typical ECT systems used in industry avoid electrical
resonance for theoretical simplicity, measurement stability and historical reasons.
When the local environment around an inductor changes, the largest changes in
impedance are observed at the frequencies around electrical resonance. For this rea-
son it is theorised that greater sensitivity and defect information can be obtained
by understanding and exploiting the behaviour of electrical resonance. This chapter
experimentally explores the behaviour of the electrical resonance of a typical ECT
coil as a result of changes in its environment and constituent circuit components.
88
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5.2 Theory
As the frequency of excitation is increased, the inductive reactance within a coil will
increase proportionally (XL = ωL). The rate of change of the electric field within
the coil increases with frequency generating a greater primary magnetic field via
Ampe´res law, which will have a knock-on effect on the eddy-current density and
thus the changes, due to defect signals, will be greater. In addition the standard
depth of penetration decreases with frequency, so that smaller shallower defects are
a greater obstacle to higher frequency currents. Both these points mean that higher
frequencies are preferable when inspecting for small surface defects [45]. However,
this trend does not continue indefinitely and reaches a limit determined by the reso-
nant frequency of the system or when surface roughness of the component becomes
comparable to the skin depth.
As shown in section 3.7 eddy-current coils undergo electrical resonance at a
certain frequency. This resonant frequency, ω0, will occur, based on the simplified
coil model of section 3.7 when,
ω0 = 2pif0 =
√
1
L0C0
+
(
R0
L0
)2
(5.1)
At ω0 the impedance, Z, of the coil tends towards a maximum and as a consequence
the voltage across the coil increases to maintain the same current flow, via Ohm’s
law. As a result the power into the system at resonance increases proportionally
with impedance,
P = IV = I2Z (5.2)
Beyond resonance, the impedance is dominated by the capacitive effects in the
coil or cable [123], and it will cease to measure changes in the inductive component
effectively. As discussed in section 3.7.3, the presence of an electrically conducting
material will have an effect on the resonant circuit such that the resonant frequency
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can be roughly approximated to [147],
ω0 = 2pif0 ≈
√
1
L0C0(1− k2) (5.3)
The magnitude of the electrical impedance of a coil in two states; in air and on the
surface of undamaged Ti6-4 are shown in Figure 5.1.
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Figure 5.1: Experimentally measured impedance, |Z|, magnitude between 1-5MHz,
of an ECT probe in air and at zero lift-off above undamaged Ti6-4 showing the
impedance maximum at electrical resonance of each system. The systems go through
electrical resonance a f0 = 3.93± 0.01 MHz, fT i6−4 = 4.17± 0.01 MHz.
A variation in the inductance, capacitance or the coefficient of electromag-
netic coupling, k, between the coil and the material will result in a resonant fre-
quency shift of the system. The coupling coefficient embodies many of the variable
parameters of the coupled system, i.e. material conductivity, magnetic permeabil-
ity, lift-off, material surface finish, tilt and temperature, all of which will influence
coupling. As with any resonating system, even slight changes to any of these pa-
rameters can have a large effect on the amplitude of oscillation (i.e. the voltage).
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Three preliminary studies were carried out to investigate how coaxial cable
length, coil lift-off, and material discontinuities affect the electrical resonance of a
typical ECT probe setup.
5.3 Co-axial Cable Length
The impedance frequency spectrum, Z(f), of varying lengths of co-axial cable, was
measured to determine the effects on electrical resonance and compared to the the-
oretically predicted resonant frequencies derived from transmission line theory. The
formula from section 3.7.2 was used to calculate the impedance, Zτ , of a transmission
line system of unit length, n.
Zτ (n) = Zc +
1
Yc +
1
Zτ (n− 1)
, (5.4)
5.3.1 Experimental Parameters
An Agilent (Santa Clara, USA) A4294A Impedance Analyser was used to measure
the impedance frequency spectrum Z(f) of 51 RG58, 50Ω, coaxial cables of varying
lengths over a frequency range from 40 Hz to 110 MHz. The impedance spectrum of
each cable length was measured for two different termination methods: Terminated
with an arbitrary inductance load coil of impedance ZL, and a shorted terminated
i.e. no load.
Coaxial Cable
The key physical parameters of the RG58 50Ω co-axial cable are given in table 5.1.
The cable core and shield were each made up of strands of wire. This is used to
reduce the influence of the skin-effect and to improve cable flexibility. However,
to aid calculations, the geometry of the coaxial cable was assumed to be made up
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of a single bodied core and a single bodied shield (see section 3.7.2) of dimensions
shown in table 5.1. These properties were used to calculate values for the unit
resistance, R/h, inductance, L/h, and capacitance, C/h, using equations 3.68-3.70.
The resulting calculated unit component values (table 5.1) were used to simulate
the frequency spectrum of the system impedance for increasing cable length.
Table 5.1: Physical properties of RG58, 50Ω coaxial cable, RS Part 6655870 - RG58
C/U PVC [1].
Property Value Units
Unit Capacitance, C/h 100± 5 pF.m−1
Conductor Resistivity, ρ (tinned Copper)1 15.4± 0.1 nΩ.m−1
Core Diameter, a 0.90± 0.10 mm
Shield Diameter, b 2.95± 0.10 mm
Dielectric constant,  (Solid Polyethylene)1 2.30 = 20.36 pF.m
−1
Dielectric Permeability, µ (Solid Polyethylene)1 ≈ µ0 = 1.257 µH.m−1
Calculated Properties
Predicted Unit Capacitance, C/h 105± 1 pF.m−1
Predicted Unit Inductance, L/h 237± 3 nH.m−1
Predicted Unit Resistance, R/h 1δs 7.1± 0.3 µΩ.m−1
1Kaye and Laby [160]
δs = standard depth of penetration in the core.
Load Coil
An air cored solenoid coil of inductance LL = 3.06 ± 0.06 µH was used as an
impedance load, ZL, for various lengths of coaxial cables. The key parameters of
the coil are shown in table 5.2. The electrical properties were measured using the
Agilent (Santa Clara, California, USA) A4294A Impedance Analyser.
The resistance of the coil was assumed to be negligible compared to the
reactive components i.e. an ideal inductor.
Draft of 10:50 am, Tuesday, March 29, 2016 93
Table 5.2: Physical properties of load coil, ZL.
Physical Properties Value Units
Number of Turns, n 53
Number of Layers, N 4
Wire Diameter, t 0.08 mm
Core Material Air
Core Diameter, din 1.5± 0.1 mm
Outer Diameter, dout 2.0± 0.1 mm
Coil Height, h 2.0± 0.2 mm
Measured Electrical Properties
Inductance, LL 3.06± 0.06 µH
Resonant Frequency, f0 60.0± 0.3 MHz
Self-Capacitance, Cs 2.30± 0.05 pF
5.3.2 Experimental Results
The impedance of the load coil was measured using the impedance analyser to
determine the coils electrical properties shown in table 5.2. Figure 5.2 shows the
impedance magnitude, |Z|, of the coil with no coaxial cable connection (0m) and
with a 5.86± 0.02 m coaxial cable connection.
15
5
a) b)
Figure 5.2: Impedance magnitude frequency spectrum of load coil in air with a) No
cable (0 m), and b) a coaxial cable length of 5.86 m.
The measured impedance frequency spectrum of the load coil, ZL(f), (fig-
ure 5.2.a) was used in the subsequent transmission line simulation.
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Transmission line theory was used to simulate the effects of coaxial cable
length on the resonant frequency of the probe and compared to experimental mea-
surements of cables with a load coil (of properties shown in table 5.2) and with a
shorted end (coaxial core and shield connected at the end of the cable). The sim-
ulated frequency spectrum maps for the loaded and shorted cables cases are shown
in figure 5.3.a & b respectively.
lo
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|)
lo
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Figure 5.3: Simulated map of coaxial cable length vs impedance magnitude fre-
quency spectrum, log(|Z(f)|), of a) coil loaded and b) shorted, coaxial cables of
different lengths.
The transmission line approximation in equation 5.4 simulates the multiple
resonant frequencies of long coaxial cable as experimentally observed in figure 5.2.
The fundamental (first) resonant frequency, f0, of the simulated results (from fig-
ure 5.3) and the experimental results are plotted for comparison in figure 5.4 for
both the loaded and shorted cases.
The transmission line theory calculation of the fundamental resonant fre-
quency is very accurately represented by the lumped circuit model approximation
such that,
f0 ≈ 1
2pi
√
1
LL(Cs + hCn)
, (5.5)
where Cs is the self capacitance of the coil, h is the length of the coaxial cable, and
Cn is the unit capacitance of the coaxial cable.
Draft of 10:50 am, Tuesday, March 29, 2016 95
Figure 5.4: Fundamental resonant frequency of the system as a function of cable
length for coil loaded and shorted systems showing experimental and transmission
line simulated results.
5.3.3 Discussion & Analysis
The resonant frequency prediction of the transmission line simulation is in good
agreement with the experimental measurements. The experimental resonant fre-
quency measurements have a standard deviation from the predicted values of σload =
±1.5 MHz and σshort = ±1.8 MHz. These errors incorporate inconsistencies in the
length measurement but do not reflect the variation in capacitive instability of sys-
tems with shorter, compared to longer, cables. These instabilities are demonstrated
by the residual plot in figure 5.5 where the deviation of the measured from the pre-
dicted results is greater for shorter cable lengths.
Shorter cables (h < 1 m) have a greater effect on the resonant frequency of
the system as they contribute a greater proportion of the total capacitance of the
system. As the cables get longer additional length provides a rapidly diminishing
proportion of the total capacitance of the system. As a result, slight discrepancies
in the length of shorter cables will lead to more significant variations from predicted
values. This is equally true for slight changes in the quality or surrounding environ-
ment of the cables. A change to the outside environment of the cable produces a
change in the parasitic capacitance of the coaxial shield thereby affecting the overall
capacitance. This is proportionally more significant for shorter cables than longer
Draft of 10:50 am, Tuesday, March 29, 2016 96
Figure 5.5: Residuals: Deviation of experimental measurements from simulated
resonant frequency predictions for coil loaded (blue circles) and shorted coaxial
cables (green cross).
cables. All these factors can lead to instabilities in the resonant frequency of the
system for short cable lengths.
The magnitude of the simulated impedance was significantly less accurate,
but the transmission line simulation is shown to be an accurate method for predict-
ing the resonant frequency of the system.
Although the coaxial cable capacitance is a significant component of the
ECT system and its electrical resonance behaviour, the main component of interest
in ECT inspections is the inductive coil and it’s interaction with the test material.
5.4 Inductive Resonance Shifting
Two additional studies were carried out exploring the behaviour of the electrical
resonance of an ECT probe due to changes in the inductive coil environment. The
first investigated the effect of probe lift-off from the surface of a non-ferromagnetic
aerospace superalloy (Ti6-4). The second study investigated the effect of material
discontinuities in Ti6-4 on the electrical resonance of the probe.
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5.4.1 Experimental Parameters
A single coil GE (Coventry, UK) ECT pen probe (Part No. 379-012-060) was used to
investigate how some of the typical contributors to ECT signals affect the electrical
resonance of an ECT LCR system. The physical and electrical properties of the
probe are shown in table 5.3 and a cross-sectional X-ray CT image is shown in
figure 5.6. The probe was operated using a 1.54± 0.02 m long RG174, 50Ω coaxial
cable of unit capacitance Cn = 101 pFm
−1. The properties of the RG174 coaxial
cable are shown in table 5.4.
Table 5.3: Physical and electrical properties of eddy-current probe used to measure
inductive resonance shifting phenomenon, ZL.
Physical Properties Value Units
Number of turns, n 38
Number of layers, N 5
Wire diameter, t 0.10± 0.01 mm
Core material Ferrite∗
Core diameter, din 1.02± 0.01 mm
Coil outer diameter, dout 2.19± 0.01 mm
Coil height, h 0.84± 0.01 mm
Inherent lift-off, l0 0.59± 0.01 mm
Coil thickness, τ 0.52± 0.01 mm
Electrical Properties
Coil inductance, LL 10.34± 0.09 µH
Cable capacitance, Cc 158.4± 0.5 pF
Resonant frequency (air), f0 3.93± 0.01 MHz
∗Specific ferrite grade unknown
The Agilent A4294A impedance analyser was used to measure the magnitude,
|Z|, and phase, φ, of impedance as a function of frequency for the probe in air, Z0(f).
The same measurement was made for the probe in contact and normal to the surface
of Ti6-4 (lift-off = 0.0 mm, tilt angle = 0 ± 1◦ with reference to figure 2.2). Each
measurement was made between 1-5 MHz The complex impedance components of
the probe in these two environments are shown in figure 5.7.
In air, the electrical resonance of the probe occurs at frequency f0 = 3.933±
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Table 5.4: Physical properties of RG174, 50Ω coaxil cable, RS Part 665-5855 -
RG174 A/U PVC [2].
Property Value Units
Unit Capacitance (C/h) 101± 5 pF.m−1
Conductor Conductivity, σ (Copper clad steel) 23.2 MS.m−1
Core Diameter, a 0.49± 0.01 mm
Shield Diameter, b 1.52± 0.08 mm
Dielectric constant,  (Solid Polyethylene) 2.30 = 20.36 pF.m
−1
Dielectric Permeability, µ (Solid Polyethylene) ≈ µ0 = 1.257 µH.m−1
𝑑𝑖𝑛
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Figure 5.6: X-ray computed tomography (CT) cross-sectional image of the ECT
probe coil around a ferrite core and surrounded by a ferrite shield. Core diameter
din = 1.02 ± 0.01 mm, coil outer diameter dout = 2.19 ± 0.01 mm, coil height
h = 0.84 ± 0.01 mm, intrinsic lift-off l0 = 0.59 ± 0.01 mm and coil thickness τ =
0.52± 0.01 mm.
0.005 MHz. The properties of electrical resonance for these two probe environ-
ments are compared in Table 5.5. The resonant frequencies were calculated via the
crossing point of the impedance phase for each case.
For the case of the probe being in the proximity of a non-ferromagnetic
material, such as Ti6-4, the impedance maximum at resonance decreases with prox-
imity to the material surface and the resonance frequency shifts to higher frequencies
(figure 5.7). This is analogous to a reduction in the inductance and an increase in
the resistance of the system. Using the experimental system described above, two
further studies were carried out on the behaviour of the probes electrical resonance
in the presence of Ti6-4. The first investigated the effect of lift-off from the material
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Figure 5.7: Experimentally measured magnitude and phase of complex impedance
for the ECT probe in Air (blue) and with zero lift-off above Ti6-4 (red) showing the
electrical resonance in air (f0 = 3.933±0.005 MHz) and on Ti6-4 (f1 = 4.17±0.005
MHz).
Table 5.5: Key properties of electrical resonance for the system in air, and positioned
at zero lift-off on the surface of undamaged Ti6-4.
Material f0 (±0.005 MHz) |Z0(f0)| (±0.01 kΩ) Q-factor (±0.1 dim.)
Air 3.933 3.50 17.5
Ti 6-4 4.173 1.97 10.3
surface and, the second explored the effect of discontinuities in the material surface
on the electrical of the probe system.
5.4.2 Lift-off Behaviour
The impedance frequency spectrum, Z(f), of the ECT probe, defined in table 6.5,
was measured as a function of lift-off from the surface of undamaged Ti6-4.
Experimental Setup
The ECT probe was secured into a sliding stage so that the probe was orientated
parallel to the sliding rail. The test sample was secured into a stage which was
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locked in place on the sliding rail facing the probe head. This limited the relative
probe tilt angle to 0± 1◦.
Impedance Analyser
Vernier Caliper
10.14mmVernier Caliper
sliding stage
sliding rail
ﬁxed stage
test material
lift-oﬀ coaxial cable
ECT probe
Figure 5.8: Schematic diagram of lift-off investigation experimental setup.
A digital Verneir Caliper was used to measure the lift-off separation between
the probe head and the material surface. The two arms of the caliper were fixed to
the two stages and the digital reader was zeroed when the probe head and material
surface were brought into firm contact. The first measurement was made with the
probe in firm contact with the material surface, with no protective tape over the tip
of the probe in order to measure the maximum resonance shift possible for the probe
(true zero lift-off). A protective Teflon tape layer (of thickness ≈0.1 mm) was then
applied to the tip of the probe and another impedance spectrum measurement made
for the taped probe in firm contact with the material. This measurement replicates
typical industrial ECT arrangements and will be referred to as ”industrial zero lift-
off”, fT i,0i, until further notice the probe was then moved away from the surface of
the material, starting at increments of ≈0.1 mm, and recording the actual lift-off
for each measurement from the Verneir Caliper. Figure 5.8 shows the experimental
setup for the study.
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Results & Discussion
Figures 5.9 shows the change in maximum impedance magnitude, |Z0|max, the reso-
nant frequency, f0, and the quality factor, Q0, of the system with increasing lift-off.
The resonant frequency and peak impedance magnitude of the probe on Ti6-4 at
true zero lift-off are referred to as fT i,0 and |ZT i,0| respectively. The same values for
industrial zero lift-off are referred to as fT i,i0 and |ZT i,i0| respectively, until stated
otherwise.
a) b) c)
Figure 5.9: Experimentally measured resonant frequency (a), impedance magnitude
(b) and Q-factor (c) of the ECT probe as a function of lift-off from the surface of
undamaged Ti6-4.
As is shown in figure 5.9, for a lift-off greater than approximately 1.5 mm the
magnitude and the resonant frequency are equivalent to that in air, and the probe
will cease being influenced by the material beneath it. It is clear from figure 5.9
that the change in peak impedance and quality factor due to lift-off are directly
proportional to one another, and have a linear relationship of the form, |Z0| =
q1Q0 + q2, where q1 = 4.70±0.01 kΩ and q2 = 1.02±0.04 kΩ. The fit is in excellent
agreement with the data, with a root mean squared error of σrms = 0.02 kΩ.
Figure 5.10 shows the relationship between experimentally measured impedance
peak and resonant frequency identifying the direction of lift-off and the features of
the system; in air, at true zero lift-off, and industrial zero lift-off. At a small lift-
off from the surface (0-0.25 mm) the change in resonant frequency and impedance
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Figure 5.10: Experimental impedance peak magnitude vs resonant frequency as a
function of lift-off from the surface of undamaged Ti6-4. Plot shows linear fit to
small lift-off region and indicates the probe resonance peak in air (f0 & |Z0|), at
true zero lift-off (fT i,0 & |ZT i,0|), and at industrial zero lift-off (fT i,i0 & |ZT i,i0|).
peak are approximately linear, as shown by the best fit in figure 5.10. The param-
eters of the linear fit, of the form |Z0| = a1f0 + a2, are a1 = −5.9 ± 0.2 kΩs and
a2 = 26.7±0.7 kΩ. The fit is in excellent agreement for small lift-off distances, with
a root mean squared error of σrms = 0.004 kΩ.
It can be seen in both figure 5.9 & 5.10 that there is a significant shift in
the resonance between the industrial zero (≈0.1 mm) and true zero lift-off positions.
This may be due to the probe achieving magnetic and electrical contact with the
material surface. As such there will be a greater level of magnetic coupling with the
sample causing a significant jump in the resistive and reactive components as well
as removing any stray parasitic capacitive between the ferrite core and the material
surface. Further work and finite element modelling is likely to be required to prop-
erly characterise this behaviour, however this was outside the scope of this thesis.
In order to properly represent industrial ECT measurements, a layer of
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Teflton tape is used on the tip of the measurement probe for all subsequent inves-
tigations unless stated otherwise. As such, industrial zero lift-off will now be more
simply referred to as zero lift-off. The next section explores the resonance behaviour
in the presence of artificial material discontinuities.
5.4.3 Material Discontinuities
The effects of discontinuities in the test material on the ECT probe impedance was
investigated by positioning the probe above long, wire-cut slots and measuring the
impedance of the system as a function of frequency.
Figure 5.11: Calibration block. Image of a Ti64 test specimen and the three notches
of increasing depth.
Experimental Setup
Three large calibration slot discontinuities in a Ti6-4 specimen (pictured in fig-
ure 5.11) were inspected to investigate the effects of resonance-shifts on discontinuity
signals. The slots spanned the width of the test sample, had equal gapes of 0.5 mm,
and depths of 0.20, 0.50 and 1.00 mm (0.008, 0.020 and 0.040 inches respectively).
These machined discontinuities are not representative of real material cracks but are
a useful starting point for investigating the behaviour of resonance in the presence
of discontinuities. The same ECT probe, as shown in figure 5.6, was used with the
probe tip covered in a layer of protective Teflon tape to mimic typical industrial
inspection conditions.
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Results & Discussion
The impedance magnitude frequency sprecta are shown in figure 5.12 for; the probe
on undamaged material, and at zero lift-off, positioned directly above the centre of
the three slot gapes. Inaccuracies in positioning the probe directly above the centre
of the discontinuities were estimated to be ±0.5 mm.
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Figure 5.12: Impedance magnitude frequency spectrum of ECT probe on undam-
aged Titanium 6-4 and above 3 long slots of varying depth in the same material:
Undamaged (solid black), 0.20 mm deep (dotted blue), 0.50 mm deep (dashed green),
and 1.00 mm deep (solid red).
The discontinuities (material loss or eddy-current path obstruction) in the
Ti6-4 cause a change in the equivalent components of the effective circuit model for
the ECT probe system (see section 3.7.3). This results in a shift in the resonant
frequency and a change in peak amplitude of the system. The key features of
resonance for each of the impedance spectra are summarised in table 5.6 and the
path of the resonance peak due to discontinuities displayed in figure 5.13 relative to
the path due to lift-off from section 5.4.2.
Figure 5.13 demonstrates that material discontinuities produce different reso-
nance behaviour to lift-off, thereby making it possible to differentiate between lift-off
and discontinuities changes. The discontinuities measured in this study cause trace-
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Figure 5.13: Experimental impedance peak magnitude vs resonant frequency as a
function of discontinuity depth in Ti6-4. Plot shows the linear path of the impedance
peak due to small lift-off distances (red dotted) and indicates the probe resonance
peak at industrial zero lift-off.
able downward shifts in the resonant frequency of impedance whilst exhibiting only
small changes in the peak impedance magnitude and maintaining approximately
the same Q-factor (see table 5.6). This implies that the inductive component of the
equivalence circuit model increases, i.e. a reduction in the coefficient of coupling
(see section 3.7.3), whilst the resistive component is relatively unaffected.
Frequencies approaching the electrical resonance exhibit the greatest impedance
Table 5.6: Key properties of electrical resonance for the system in air, and positioned
at zero lift-off on the surface of undamaged Ti6-4.
Discontinuity f0
(±0.005 MHz)
Peak |Z|
(±0.01 kΩ)
Q-factor
(±0.1, dim.)
0.0 mm 4.115 2.23 11.5
0.2 mm 4.103 2.25 11.5
0.5 mm 4.082 2.26 11.5
1.0 mm 4.073 2.26 11.5
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changes, relative to the undamaged Ti6-4 impedance. This is more clearly observed
once the ”background” impedance of the undamaged Ti6-4 is subtracted from the
impedance measurements of the probe above the slots (figure 5.14).
Figure 5.14 shows the background subtracted frequency spectra for the mag-
nitude and phase of the complex impedance. It is clear from the results that the
signal intensity from a discontinuity is greater at frequencies close to electrical res-
onance compared to standard operational frequencies (1-3 MHz).
Figure 5.14: Difference in the impedance frequency spectrum of the ECT probe
above 3 long slots of varying depth in the same material: 0.20 mm deep (dotted
blue), 0.50 mm deep (dashed red), and 1.00 mm deep (solid yellow). Showing the
change in impedance magnitude (left) and impedance phase (right).
The resonance shifting phenomenon results in a signal enhancement within
a band of frequencies immediately below the resonant frequency, for impedance
magnitude (|Z|), and around electrical resonance, for impedance phase (φ).
5.4.4 Errors
The major source of error in each of these preliminary studies was the positioning
of the probe. This is particularly significant for positioning the probe above the
discontinuities. If the probe is not correctly positioned at the point where the
maximum disruption to the mutual induction occurs then the resonance shift will
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be misrepresented.
5.4.5 Resonant Noise
The key factor in determining whether operating at frequencies close to electrical
resonance is viable for ECT inspection is resonant noise. In this thesis, resonant noise
refers, not to electrical background interference but, to variable background shifting
of the resonant frequency caused by unwanted external physical influences i.e. probe
lift-off and tilt etc. Many physical parameters will influence the resonant frequency
of the system, some of which have been investigated in this section. However,
there are many other factors that can cause the resonant frequency to shift slightly
thereby causing noise at near-electrical-resonance (NER) frequencies. A list of the
main factors that could influence the electrical resonance of the system during an
inspection are given in table 5.7.
If these parameters are allowed to fluctuate too much, such that the back-
ground resonant frequency shift is equivalent to shifts caused by discontinuities, then
the signal enhancement will be accompanied by an equivalent enhancement of the
background noise. This will negate any potential signal-to-noise improvement that
could be gained from exploiting the effects of defect resonance shifting.
5.5 Conclusions
Variations in the electromagnetic environment of an ECT probe, alters the frequency
and magnitude of its electrical resonance. This shifting leads to the large changes in
the electrical properties of the system at near-electrical-resonance (NER) frequencies
when the system encounters any disturbance i.e. changes in lift-off from a sample,
or material discontinuities.
It has been shown that the resonant frequency of an ECT probe is highly
influenced, in a predictable way, by changes in the coaxial cable capacitance. It
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was observed that lengths greater than 1.0m of standard coaxial cable produce res-
onance frequencies in very good correlation with theoretical values calculated using
transmission line theory. Shorter coaxial cable lengths produce greater instabilities
in resonance which can be detrimental for maintaining a reliable resonant frequency.
Probe lift-off from the surface of a typical aerospace material, Titanium 6-4,
was investigated for a standard ECT probe. For an industrial ferrite cored and
shielded ECT probe (diameter ≈2 mm), the results show that the electrical reso-
nance is no longer significantly affected by the presence of the test material at a
lift-off greater that approximately 1.5mm. It was also shown that the resonant fre-
quency and peak impedance magnitude, for the geometry and material investigated,
exhibit a linear relationship for small lift-off distances.
Material discontinuities also cause resonance shifting behaviour and it was
shown that the relationship between resonant frequency and peak impedance magni-
tude due to discontinuities deviates significantly from that of lift-off. It was therefore
hypothesised that this phenomenon could be manipulated to improve the sensitiv-
ity of ECT inspections. An investigation was carried out to determine the effect
of the resonance behaviour of ECT probes on their sensitivity to discontinuities in
superalloy materials. The results are presented in the following chapters.
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Table 5.7: Key factors affecting the electrical resonance of an ECT inspection probe.
Factor Liftoff
Causes Inaccurate scan setup, instabilities in the scanning system, surface
roughness and surface geometry.
Suppression
technique
Spring loaded probe mount or fixed liftoff scanning.
Residual effect High frequency surface roughness will still generate some liftoff effects.
Factor Tilt
Causes Probe drag, inaccurate scan setup, instabilities in the scanning
system, surface roughness and surface geometry.
Suppression
technique
Rigid, secure probe mount fixture or scanning at a fixed liftoff.
Contour adjusting manipulation for complex geometries.
Residual effect Surface roughness will still generate some tilt effects.
Factor Coaxial Cable Environment
Causes Short coaxial cables. Unsecured coaxial cables leading to variations in
its surrounding environment during inspection.
Suppression
technique
Use longer cables. Secure cables to minimise variations in its
environment.
Residual effect Some changes in coaxial environment are unavoidable, however, if
care is taken the effect on resonance will be minimal especially in
longer cable lengths.
Factor Temperature Fluctuations
Causes Variations in ambient temperature or the temperature of the
component will change the electrical conductivity of a sample and can
lead to an effective change in the electromagnetic response of the
material.
Suppression
technique
Well controlled temperature environment, or a high-pass filter.
Temperature variations are typically low frequency effects that can be
filtered out in post-processing.
Residual effect Although a slow drift in resonant frequency can be filtered out it will
however also shift the NER frequency region such that a system
operating at a single frequency within this range would experience
some loss in sensitivity.
Chapter 6
Near Electrical Resonance
Signal Enhancement (NERSE)
6.1 Introduction
Based on the preliminary investigations presented in chapter 5, a band of frequencies
around electrical resonance were highlighted as exhibiting exaggerated discontinuity
signal responses. The following chapter presents the early stage research, develop-
ment and characterisation of a novel ECT technique for enhancing the sensitivity of
ECT measurements by exploiting the resonance shifting behaviour of ECT probes
in the presence of material discontinuities. Initial investigations examined the fre-
quency spectrum response change of a typical ECT probe in the presence of discon-
tinuities, and analysed the features of such measurements in order to characterise
discontinuity geometries (section 6.3).
Research was then performed to optimise and statistically determine the sen-
sitivity of single frequency excitation ECT measurements to real fatigue cracks in
Titanium 6Al-4V (Ti6-4) (section 6.4). Analysis was performed on the sensitivity
and background noise levels comparing results from inspections using standard op-
erating frequencies, and the novel method presented. An additional study was also
110
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performed to detect grain colony boundaries of α-phase (see section 2.5.2) dominant
Titanium alloys using this novel method (section 6.5). The details and results of
thesis studies are presented in the following chapter.
6.2 Experimental Methods
An experimental system was developed to explore the behaviour of near electrical
resonance (NER) phenomena on the sensitivity of ECT measurement of surface-
breaking defects in Ti6-4. The two main methods of excitation used in this Thesis are
chirp excitation (frequency sweeping) and harmonic excitation (single frequency).
The following chapter details the experimental equipment and methods of excitation
used for this Thesis.
6.2.1 Experimental Apparatus
ECT probes were driven using the experimental setup shown in Figure 6.1. With
reference to figure 6.1; a Tektronix (Beaverton, Oregon, USA) 3021B arbitrary func-
tion generator was used to create a voltage input function, Vin, signal which was
converted into an equivalent drive current by a Howland current source. This cur-
rent, Iin, is supplied via coaxial cable to the probe coil which is scanned across the
surface of the test material.
Constant light pressure is supplied to the probe head via the probe mount
which contains a weighted brass probe holder core with an approximate mass of
0.30kg, which can slide unimpeded within the concentric mount as the scan is per-
formed. This allows the probe head to adapt to slight changes in the surface of
the test material. The voltage in, Vin, and the voltage across the probe, Vout, is
monitored and recorded using an analogue-to-digital (A/D) data acquisition card
(with a digitisation rate of 20ns) and Labview program. The program also controls
the XY stage and performs stationary measurements at each point in the scan. The
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Figure 6.1: Schematic diagram of the experimental set up for a 2D ECT scan.
A Function generator outputs a voltage function which a Howland current source
converts into an equivalent current function which is sent to the probe. The electrical
properties of the probe are monitored via a Labview program as the probe is scanned
across the surface of the test specimen.
XY stage has a minimum step increment of 100±10 µm and the scan resolution set
depending on the application.
Howland Current Source/Pump
The Howland current source (or current pump) [161], built in house, converts the
voltage function, Vin, from the arbitrary function generator into an equivalent cur-
rent function, Iin, which is supplied to the load probe, ZL. The source includes a
positive and negative feedback system which maintains the current within the probe
and so the voltage across the probe (Vout) changes to adapt to variations in the elec-
trical properties of the probe. The basic circuit design for a Howland current source
is shown in figure 6.2.
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Figure 6.2: Schematic circuit diagram of a basic Howland current source design.
Figure 6.2 depicts the basic Howland current source where,
R1
R2
=
R3
R4
, (6.1)
must be satisfied in order for the source to work correctly. The actual current
source used was a much more sophisticated design to compensate for some of the
instabilities inherent in the non-ideal components, such as resistor mismatching. The
current source used in the investigations presented in this thesis has a flat output
response over a frequency range of 1-5 MHz with an operational input amplitude
range between ±0.5 V corresponding to a ±50 mA output current. For a given
frequency excitation the output amplitude stability was measured to be < ±0.6%.
6.2.2 Excitation Methods
Two different excitation methods were used to investigate the effects of electrical res-
onance on eddy-current inspection sensitivity, chirp (frequency swept) and harmonic
(single frequency) excitation. The details of these excitation modes are presented
Draft of 10:50 am, Tuesday, March 29, 2016 114
in the following sections.
Chirp Excitation
A chirp excitation approach was used to investigate the frequency range around
the electrical resonance of the probe in section 6.3. A chirp refers to a frequency
sweep excitation where a range of frequencies are excited sequentially in a continuous
controlled function (see section 2.2.5). This was achieved by developing a frequency
increasing sinusoidal function in Tektronix Arbitrary Function Xpress software. The
equation for a chirp excitation function is,
Vin = V0e
iω(t)t, (6.2)
where ω(t) is an angular frequency function increasing linearly with time t between
the chosen start and end frequencies. This function produces a sinusoidal wave of
constant current amplitude steadily increasing in frequency. However, maintaining a
constant amplitude of excitation over a large range of frequencies will lead to a steady
increase in the output voltage due to the linear relationship between frequency and
inductive reactance (XL = ωL, see section 3.6.1). The output voltage is expressed
as,
Vout = IinZ, (6.3)
∝ VinZ. (6.4)
Very quickly saturation of the dynamic measurement range occurs such that ei-
ther the measurement range is set too low so that the signal is clipped at higher
frequencies, or the range is set higher leading to poor signal resolution at lower
frequencies. This is especially important when approaching electrical resonance, as
the impedance of the probe deviates from the linear increase with frequency and
exhibits a much more dramatic increase, as demonstrated in figure 6.3.
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Figure 6.3: Example Vin (a) and Vout (b) signals for a constant amplitude chirp exci-
tation function, sweeping from 1-5MHz, and exciting a probe resonating at 4.8MHz
(peak in b). Sinusoidal oscillations not observable due to the high frequency of
excitation.
The solution to this is to use an exponentially decaying excitation function
of the form,
Vin = V0e
iω(t)t− 1
τ
t, (6.5)
where τ is a time constant responsible for the decay rate of the amplitude of the
exponential function. The value of τ is determined so as to best fit the impedance
magnitude, |Z|, over the frequency range of the sweep. This function counteracts
the increase in impedance and prevents Vout from saturating the dynamic range of
the of the detector at higher frequencies. It also offers lower frequencies roughly the
same screen height as higher frequencies.
The function generation software outputs a 130×103 point waveform, which
the 25 MS/s Tektronix arbitrary function generator converts into a 0.52 ms wave-
form with a repetition rate of 1923 Hz. Example Vin and Vout functions are shown
in figure 6.4 for a probe with a resonant frequency, f0 = 4.8 MHz, excited from 1-5
MHz, with a decay value, τ = 0.5× 10−3s.
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Figure 6.4: Example Vin (a) and Vout (b) signals for an exponentially decaying
amplitude (τ = 0.5e− 3s) chirp excitation function(1-5 MHz), exciting a probe res-
onating at 4.8MHz. Sinusoidal oscillations not observable due to the high frequency
of excitation.
Chirp Analysis
A 2D-scan of the surface of the test material is achieved by positioning the probe at
discrete incremental positions within the area of interest and recording Vin and Vout
for one frequency sweep cycle at each point. The computer samples Vin and Vout at
a rate of 50 MS/s. In order to sample the whole frequency sweep, lasting 0.52 ms,
the sample depth of the measurement was set to 26000 Samples. The temporal
signal can then be used to calculate the ratio of Vout/Vin in frequency space, which
is proportional to the impedance, via Ohms’ law (Vin = IinZ).
The data for a given point in the scan can be displayed in the frequency
spectrum and the spectral response of that measurement analysed. This offers a lot
more information about the measurement point and is analogous to spectroscopy and
the measurements made using the impedance analyser in chapter 5. Alternatively
the data can be frequency collapsed i.e. summed over all frequencies, or over a
selected frequency range, to give an effective area under the frequency spectrum
curve. This can then be displayed as a c-scan image of the surface of the material.
Draft of 10:50 am, Tuesday, March 29, 2016 117
Harmonic Excitation
The harmonic, or single frequency, excitation of the probe is much more straight
forward. For this method the excitation function is the same as equation 6.2, except
that the ω term is a single, non time varying, angular frequency. The function gener-
ator produces a continuous sinusoidal wave of constant amplitude which is supplied
as Vin. The output function, Vout, from the coil is a similarly continuous function
of consistent amplitude (for any given point measurement). These waveforms can
be measured for a predefined number of cycles to average out any incoherent noise
and analysed in Fourier space to extract their complex signals.
6.3 Chirp NERSE Excitation
An investigation into the effects of operating an ECT probe at near electrical reso-
nance (NER) frequencies was carried out and the results used to draw conclusions
as to how the behaviour of resonance, in the presence of simulated material discon-
tinuities, affects the measurement sensitivity.
6.3.1 Experimental Parameters
Three long wire cut material discontinuities of varying depth in Ti6-4 (see sec-
tion 5.4.3) were inspected using the chirp excitation approach outlined in the chap-
ter 6.2. The ECT probe was positioned at zero lift-off (with a Teflon tape protective
layer) and with a tilt angle of 0± 1◦. Additional parameters for the 2D scan of the
material surface are given in table 6.1.
The Vin and Vout measurement voltage scale was set so that the maximum
amplitude of the measured function extended to 80% of screen height (SH) when
at zero lift-off from the test sample. This prevented the signal from being clipped
during inspection whilst providing sufficient dynamic range for the measurement.
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Table 6.1: Experimental parameters for the near electrical resonance (NER) fre-
quency sweep measurement of 3 long discontinuities of varying depth in Titanium
6-4.
Vfunc Parameters Value
Frequency range 1-5 MHz
Repetition rate 1923 Hz
V0 input voltage 170 mV
C-Scan Parameters Value
X-positions 200
Y-positions 20
X increment, ∆X 0.25 mm
Y increment, ∆Y 0.25 mm
6.3.2 Experimental Method
Three notches in the Ti6-4 sample were tested using a single coil probe operated
in the absolute mode and swept through frequencies from 1-5 MHz. A 0.52 ms
repeating frequency sweep signal was generated using a 25 MS/s arbitrary function
generator, to output a driver waveform that satisfies the Nyquist criterion.
The waveform was designed to decrease exponentially with frequency so
that the Vout signal would not saturate the measurement scale as the frequency ap-
proached resonance (Figure 6.4). Vin and Vout were scaled such that their maxima,
when coupled to undamaged Ti 6-4, were equal to 80% of full screen height.
The measured signals, Vin and Vout, were converted into the frequency do-
main via Fourier Transform and binned (bin width = 1923 Hz) over the full frequency
range. The ratio of Vout over Vin is proportional to the impedance of the system
(Z = Vout/Iin ). In this way a measurement proportional to the complex impedance
of the ECT probe, Z, over that point is obtained for each position within the XY
scan to build an image of the surface.
The C-scan image was zeroed to an area of undamaged material. Figure 6.5
shows a high contrast C-scan image of the test piece surface constructed by the linear
summation of data from frequency bins within the frequency range of 1.0−4.0 MHz
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Figure 6.5: Titanium 6-4 calibration block surface Magnitude C-scan image of the
background subtracted frequency summation signal between 1-4 MHz (∆S1−4MHz).
Image shows the 3 calibration slots of depth 0.2, 0.5 and 1.0 mm and the measure-
ment points for each discontinuity (blue cross-hairs) and background noise (black
solid square).
(avoiding phase inversion after resonance).
6.3.3 Results & Analysis
The raw chirp signal data, S = (Vout/Vin), over undamaged material (mean of
undamaged area), S0, and for the locations of maximum signal from the 3 disconti-
nuities are shown in all of its measurable components in figure 6.6.
The left window of figure 6.6 shows the impedance magnitude of the probe
as it passes through electrical resonance at approximately 4MHz. Shifts in the res-
onant frequency are observable for measurements made above each of the material
discontinuities, in both the magnitude and phase. The degree of shifting increases
with increasing discontinuity depth. It should be noted that the resonant frequency
of the probe on the undamaged material (f0 = 3.99± 0.01 MHz) is lower than that
measured using the Impedance analyser (f0 = 4.12 ± 0.01 MHz) in section 5.4.3
(see table 6.2). This is most likely due to additional series inductance or parallel
capacitance within the electronics of the Howland current source prior to the voltage
measurement shifting the electrical resonance down.
The raw data signals, S, shown in component form in figure 6.6, are put
through a 2 step process of:
1. Smoothing in the frequency domain, to eliminate the effects of intrinsic noise
between sequential frequency bins in the signals, and
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Figure 6.6: Raw frequency spectrum data for varying depth slots on Titanium 6-4
measured using a frequency sweep approach. Data is displayed between 3.5-4.5 MHz
in order to clearly show the separation between different defect spectra. The data
is displayed as Magnitude |S| (left) and Phase φS (right) clearly showing electrical
resonance at approximately 4.0 MHz.
2. Background subtraction of a smoothed background frequency spectrum,
S0, to produce a measure of the change in discontinuity signal.
The resultant changes in signal from each discontinuity were replotted as a function
of frequency to show where the greatest changes in measured signal occur in the
spectrum (Figure 6.7). This process is analogous to balancing a probe on a section
of undamaged material.
The results in figure 6.7 show the deviation in magnitude and phase from
the undamaged signal spectrum for measurements above each discontinuity. For
the magnitude there is a positive pre-resonance signal peak and a negative post-
resonance signal peak in frequency space. The cross-over frequency in the mag-
nitude represents the point where the signal profiles of defect measurements cross
the undamaged material signal spectrum. Conversely the phase difference between
discontinuity measurements and the undamaged material exhibits a single negative
peak at approximately the electrical resonance of the probe on undamaged material.
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Table 6.2: Key properties of experimental raw frequency spectrum data from the
frequency sweep measurement of the Ti6-4 calibration slots.
Discontinuity f0 (±0.02 MHz) Peak |S| (±0.05 dim.)
0.0 mm 3.99 4.78
0.2 mm 3.97 4.89
0.5 mm 3.94 4.91
1.0 mm 3.93 4.89
di
m
.
Figure 6.7: Background subtracted defect signal frequency spectra for 0.2, 0.5 & 1.0
mm deep slots as a function of frequency, showing changes in Magnitude ∆|S| (left)
and Phase ∆φS (right).
This is due to the phase at electrical resonance having the greatest rate of change
with frequency i.e. greatest gradient, therefore slight shifting in resonance cause the
greatest difference in phase at these frequencies.
As observed using the impedance analyser in section 5.4.3, figure 6.7 identi-
fies a frequency range, close to resonance, where the magnitude of the defect signal
reaches a maximum. The next step was to determine how the background noise
around resonance changes so as to generate a signal-to-noise spectrum.
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Figure 6.8: Background subtracted discontinuity magnitude signals relative to back-
ground signal. Showing smoothed trend curves for each discontinuity as well as the
running RMS average of the background noise signal.
Background Noise
A background noise frequency spectrum, Sn(f) was taken at an arbitrary location
within an area of undamaged material from the c-scan data. The S0(f) background
signal was subtracted from Sn(f) to give an example of the noise level in the inspec-
tion, N(f). A running root-mean-square (rms) average (frequency bin depth of 20)
was made of the absolute magnitude of the balanced noise level, rms(|N(f)|), and
used as the background noise level for the inspection. This averaged out any strong
peaks or dips at individual frequencies in the spectrum sweep and gave a smoother,
more continuous, trend in the background noise level with frequency, |N(f)|rms.
Figure 6.8 shows the background-subtracted signal magnitude spectra of all three
discontinuities, background noise, each signals trend and the rms background noise
magnitude.
Note that the rms background noise reaches a peak at a different frequency
from the discontinuity signals. The spread of electrical signal noise is most likely a
result of the background noise produced by the XY scanning table and other elec-
tronic systems within the vicinity of the experimental setup. The signals were fitted
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with spline best fit curves (smoothing coefficient of 0.99) to display the frequency
trends of the signals with changing discontinuity depth (figure 6.8).
Defect Signal Analysis
The two main changes observed in the background subtracted chirp frequency spec-
trum are the peak signal strength and the frequency shift they produce. These
changes can be measured using a number of methods: the amplitude of the signals
can be measured by finding the peak amplitude of the chirp frequency spectrum,
Smax, or by calculating the area under the chirp curve, A, (see figure 6.9). The
frequency shift produced by different discontinuities can be measured by finding
the frequency of peak amplitude, fmax, or the zero crossing point, fX , of the chirp
spectrum. Figure 6.9 graphically demonstrates these measurement methods for the
three varying depth discontinuities in Ti6-4.
The relationship between peak amplitude, Smax, and the area under the
chirp spectrum curve, A, is linear over the range of discontinuities inspected. This
implies that they both provide the same information about the discontinuity. The
shifting behaviour of peak signal frequency, fmax, and the zero-crossing point, fX ,
are not proportional to one another. The analysis of these parameters will be used
later to investigate the behaviour of the resonance chirp measurement to varying
defect geometry.
Signal-to-Noise Ratio
The signal-to-noise ratio (SNR) of the discontinuity measurements were calculated
by dividing the signal spectra by the rms noise, Nrms, it is easy to see within what
range of frequencies this phenomenon produces a sensitivity improvement in the
measurement (Figure 6.10).
Figure 6.10 again shows that there is band of frequencies close to electrical
resonance where the sensitivity of an ECT measurement is enhanced via variations
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Figure 6.9: Background subtracted chirp frequency spectrum of 3 large disconti-
nuities in Ti6-4 of increasing depth, showing the measurable features of the chirp
signals.
in the resonant frequency of probe. As was discussed in section 5.4.3, the shifting
of the resonant frequency of the probe comes about due to changes in the mutual
induction between probe and material surface in the presence of discontinuities.
The SNR peaks occur in a region conventionally avoided by probe man-
ufacturers and operators, owing to the unpredictable and unstable nature of the
electrical peak resonance. Conventional probe operating frequencies finish signifi-
cantly short of the electrical resonance of the probe, keeping safely within a range
where the sensitivity scales linearly with frequency due to the inductive reactance
component of impedance (ωL).
Beyond resonance, the reactive component of the system is dominated by ca-
pacitive changes within the cable, such that successful measurements of the inductive
changes are difficult so this region is avoided. Between the conventional limit and
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Figure 6.10: Signal-to-Noise Ratio’s of 3 large discontinuities in Ti 6-4. Experi-
mental plots showing the SNR trends as a function of frequency for each material
discontinuity in both magnitude (left) and phase (right).
the electrical resonance of the system lies a region of probe sensitivity dominated
by the effects of defect-decoupling resonance-shifts, where significant SNR enhance-
ment occurs. The bandwidth region will be dependent on the probe inductance,
cable length, test material and defect size.
Table 6.3: SNR peak details in experimental data for three discontinuities of in-
creasing depth with reference to SNR at 1MHz.
Defect
Depth
(mm)
SNR @
1MHz
(±0.1)
SNR peak freq.
fNERSE (±0.01
MHz)
SNR @
fNERSE
(±0.1)
Factor
increase from
1 MHz
0.20 1.5 3.81 12.7 8.5×
0.50 4.3 3.78 25.4 5.9×
1.00 7.1 3.78 32.8 4.6×
Table 6.3 shows that the sensitivity of the system significantly improves
within this sensitivity enhancing band of frequencies, hereafter referred to as the
near electrical resonance signal enhancement (NERSE) frequencies. As well as the
amplitude of the NERSE peak changing with the dimensions of the discontinuity,
the peak sensitivity frequency, fNERSE , of a measurement also shifts in relation
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Figure 6.11: Near Electrical Resonance Signal Enhancement (NERSE) signal-to-
noise ratio (SNR) plot of signal magnitude for three discontinuities of varying depth
in relation to electrical resonance on Ti6-4, after [165].
to the dimensions of the discontinuities. Table 6.3 indicates that the enhancement
effect, relative to the measurement at 1 MHz, improves for shallower discontinuities.
These effects were investigated further by measuring the frequency sweep change for
defects of controlled dimensions.
6.3.4 Defect Geometry Study
Chirp inspections were performed, from 1-5 MHz, for a range of machined defects
in a Ti6-4 sample in order to investigate the relationship between notch dimensions
(see figure 6.12) and the properties of the chirp frequency spectrum. The dimensions
of the machined defects inspected are given in table 6.4.
The machined (simulated) discontinuities in table 6.4 are broken up into two
groups:
1. Group A. Infinitely long simulated defects i.e. defects with surface length much
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Figure 6.12: Diagram of machined defect dimension geometry.
greater than the probe outer diameter, dout, (i.e. l dout), and had their chirp
signals evaluated in relation to the cross-sectional area of the discontinuity
along the scan-axis (Figure 6.12).
2. Group B. Finite length simulated defects i.e. defects with surface length com-
parable to or less than the probe outer diameter (l ≈ dout). These had their
chirp signals evaluated in relation to the cross-sectional area of the disconti-
nuity along the defect-axis, perpendicular to the scan-axis.
The simulated defect cross-sectional areas for Groups A & B are proportional to
the increase in path length experienced by eddy-currents when they encounter such
discontinuities, and are therefore forced to flow under or around the obstructions
respectively.
The machined defects can be separated into additional sub-groups defined
by which dimensions are constant across a number of defects, and which dimensions
vary. These sub-groups were then used to study the behaviour of chirp inspection
measurements as a function of different defect dimension changes i.e. changes in
depth (d), gape (g), length (l) and size (s) whilst maintaining a constant aspect ratio
of 2:l (length:depth). As a result, 4 separate studies were performed investigating
the effect of changes in machined discontinuity dimensions, on the NERSE chirp
measurement.
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Table 6.4: Machined defect dimensions.
Group Defect
No.
Length
(±0.03 mm)
Depth
(±0.03 mm)
Gape
(±0.03 mm)
A.d 1 - 0.20 0.50
A.d 2 - 0.50 0.50
A.d 3 - 1.00 0.50
A.g 4 - 0.50 0.10
A.g 5 - 0.50 0.20
A.g 6 - 0.50 0.50
A.g 7 - 0.50 1.00
B.l 8 0.50 0.50 0.10
B.l 9 1.00 0.50 0.10
B.l 10 1.50 0.50 0.10
B.l 11 2.50 0.50 0.10
B.s 12 0.25 0.13 0.10
B.s 13 0.50 0.25 0.10
B.s 14 0.75 0.38 0.10
B.s 15 1.00 0.50 0.10
6.3.5 Results & Discussion
For each defect in table 6.4, a 1-5MHz chirp inspection was carried out and the
maximum signal response from the defect was evaluated by measuring it’s critical
features; peak amplitude (Smax), peak frequency (fmax), area under curve (A) and
frequency of zero-crossing (fX) as defined in section 6.3.3. The results of the critical
feature analysis are summarised in the following sections.
Amplitude Changes
The relationship between peak amplitude, Smax, and area under the curve, A, was
examined for group A and B defect geometries in table 6.4. The results are separated
into their sub-groups to show the behaviour of the chirp measurement as a function
of varying different discontinuity dimensions (Figure 6.13).
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For each subgroup a polynomial, best fit curve was plotted of the form,
y = p1x
2 + p2x+ p3, (6.6)
where y is the area axis and x is the peak amplitude axis. p3 was forced to zero so
that the curves intersected the origin i.e. when the peak amplitude is zero, the area
under the curve will also be zero.
1
2
3
4 5
6
7
8
9 10
11
1213
15
14
Figure 6.13: Peak amplitude, Smax, verses area under the background-subtracted
frequency-sweep curve, A, for large machined defects (l  dout) of varying dimen-
sions and defects of finite length (l ≈ dout). Four plots show experimental data
points and polynomial best fit curves for the chirp response parameters as a func-
tion of varying depth (blue), varying gape (red), varying length (yellow) and varying
size (purple). The numbers of the defects (as defined in table 6.4) are indicated next
to each data point.
The area under the chirp curve, A, is shown in figure 6.14 as a function of
the changes in defect area. The results are separated into two subplots of groups
A (figure 6.14.a) and B (figure 6.14.b) and displayed as a function of the vari-
able cross-sectional area for that group of defects. Group A is represented by the
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Figure 6.14: Area under the background-subtracted frequency-sweep curve (fre-
quency summation) for machined defects of varying dimensions given in table 6.4.
a) Infinitely long defects of constant surface length (l  dout): comparing defects
of varying depth and varying gape, and b) finite length defects of constant gape
(0.10 mm): comparing defects of varying length and varying overall size. The num-
bers of the defects (as defined in table 6.4) are indicated next to each data point
and the associated measurement error-bars shown.
cross-sectional area along the scan axis (see figure 6.12), and group B defects are
represented by their cross-sectional area along the defect axis.
The results in figure 6.13 indicate that there is a distinct difference in how
varying gape changes the relationship between Smax and A when compared to depth
or length. At small dimensions the amplitude trends become indistinguishable from
one another so one would expect not to be able to differentiate between different de-
fect dimension changes for defects smaller than the size of the probe coil. However,
the measurements of the group A defects (figures 6.13 & 6.14), imply that ampli-
tude changes can be used as a relative measure of changes in depth and gape. In
figure 6.13 it appears that the changing gape of a discontinuity, with a fixed depth,
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tends towards a plateau of the area under the curve, whilst the peak amplitude
continues to increase for higher gapes. In contrast, the changing depth of a discon-
tinuity leads to the inverse effect; plateauing peak amplitude whilst the area under
the curve increases for increasing depths. These changes are a result of changes to
the full frequency spectrum of the chirp measurement depending on the depth and
gape. Lower frequencies penetrate deeper into the material and so an increase in
defect depth would be expected to cause a change to ever lower frequencies in the
spectrum thereby increasing the area under the chirp curve. Conversely, changes in
gape for a fixed depth would not affect the lower frequencies of the spectrum and
would only cause changes at higher frequencies i.e. the NERSE peak frequency.
Frequency Changes
The relationship between peak frequency, fmax, and peak amplitude, Smax, was
examined for group A and B defect geometries in table 6.4. The results are separated
into their sub-groups to show the behaviour of the chirp measurement as a function
of varying different discontinuity dimensions (figure 6.15). No best fit functions were
applied to the data.
No error bars are shown in the figure due to the difficulty in determining
errors in the frequency measurement which was largely subjective. Larger discon-
tinuities have sharper peaks and clear zero-crossing points, whereas smaller defects
are more susceptible to background noise which led to less reliable signal analysis.
The results shown in figure 6.15 show the trajectories of the NERSE peaks
signal in frequency-amplitude space. The scattered frequency positions of the dif-
ferent defect group studies is a result of differences in the probe setup as discussed
below.
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Figure 6.15: Experimental measurement of peak frequency verses peak amplitude of
chirp measurements for the four groups of machined defects (defined in table 6.4).
The numbers of each defect (as defined in table 6.4) are indicated next to each data
point.
6.3.6 Abnormalities, Errors & Uncertainty
Although the same coil and coaxial cable length were used for all the inspections,
the studies were performed at different points during the project. As a result the
coaxial cable may have been damaged or the length varied slightly between defect
studies. In addition to this, the protective Teflon tape layer applied to the probe tip
may have varied in quality each time it was replaced thereby leading to variations
in the lift-off from the surface of the material. Each of these possibilities would have
led to differences in the resonant peak position. As a result, no discernible trends
in the trajectories of the chirp peaks can be reliably commented upon.
It is likely that there will be no simple trend in peak trajectory with defect
geometries, and that the changes will be highly dependent on the coil geometry
relative to the defect sizes. The sample set for the data documented here is too
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small, and over a limited range of sizes, to draw any definitive conclusions about
the effect of defect dimensions on NERSE chirp measurements. Future work should
focus on the development of forward and inverse models of the resonance behaviour
of ECT probes to assist in determining the expected trends in experimental results.
The measurements made of simulated defects of varying length (defect group
B.l) have significantly larger error margins for the measured values. This is a result
of damage to the probe head prior to inspection which went unnoticed. The damage
to the probe head led to significantly increased background noise levels and as such
made the analysis of the chirp signal responses more susceptible to error. For future
inspections a replacement probe was produced.
As the size of the simulated defects get smaller, and tend towards dimensions
less than the critical dimensions of the excitation coil, the background amplitude of
electrical noise in the signals begins to become comparable to the changes due to
the discontinuity. This makes the fitting process less reliable for determining the
features of the chirp response. This will be even more significant a problem when one
comes to inspect for real defects and therefore disqualifies critical parameter analysis
of chirp measurements for sub-millimetre defects as a viable inspection technique in
its current form. Future work for improving this would require smaller coils in order
to get over this limitation.
6.4 Harmonic NERSE Excitation
The behaviour of electrical resonance in the presence of a discontinuity was shown
to result in a signal enhancement phenomenon in a band of frequencies approaching
electrical resonance, referred to as the NERSE band. The sensitivity of conventional
inspections is limited for defects smaller than the size of the detection coil, often
leading to these signals not being measured above background noise. The effective-
ness of chirp excitation measurements for the detection of sub-mm defects in Ti6-4 is
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limited by high levels of incoherent background noise. This is due to each frequency
in a sweep effectively being measured in a single shot. However, incoherent noise can
be eliminated by averaging over a large number of single cycles. An investigation
was performed to investigate how operating at a single frequency, in the NERSE
frequency band improves the inspection sensitivity of a probe. This was performed
by carrying out a series of probability of detection (see appendix A) studies on real
fatigue cracks in Ti6-4 samples, operating the probe at a conventional operation
frequency, and within the NERSE frequency band.
6.4.1 Experimental Setup
Using the same experimental setup as shown in section 6.2.1, individual excitation
frequencies were used to operate the ECT probe and the signals averaged over 1000
cycles in each case. For every inspection the gain of the measured signal was set so
that the Vout signal filled 80% of the dynamic measurement range when it was on
undamaged material, thus providing sufficient measurement resolution. The time
domain Vin and Vout waveforms were recorded, converted into the frequency domain
via Fourier transform and Vout normalised to Vin. The signal at the specific frequency
of excitation within the frequency spectrum was then extracted to give a averaged
single frequency measurement at each location in the C-scan.
Inspection Probe
Due to mishandling, the probe used in the studies detailed in the previous chapters,
was damaged and so a replacement probe (probe 2a) was produced in-house (see
figure 6.16). The critical details of the replacement probe are documented below.
A calibration chirp scan was carried out using the new probe on the Ti6-4
calibration block used in previous chapters to determine where the NERSE band
of frequencies were for the new probe. Probe 2a was operated using a 1.5 m long
RG174, 50 Ohm coaxial cable to replicate the same capacitance as for the original
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Table 6.5: Physical and electrical properties of eddy-current probe used to carry out
probability of detection (PoD) study on NERSE single frequency excitation.
Physical Properties Value Units
Number of turns, n 35
Number of layers, N 4
Wire diameter, t 0.10 mm
Core material Ferrite 61∗
Core relative permeability, µr 35
Core diameter, din 0.69± 0.01 mm
Coil outer diameter, dout 1.14± 0.05 mm
Coil height, h 0.71± 0.01 mm
Inherent lift-off, l0 0.34± 0.01 mm
Cable length, h 1.50± 0.01m m
Electrical Properties
Coil inductance, LL 8.77± 0.09 µH
Cable capacitance, Cc 158.4± 0.5 pF
Resonant frequency (air), f0 4.27± 0.01 MHz
∗From Fair-Rite Products Corp., Wallkill, NY, USA
probe (probe 1). The chirp excitation procedure detailed in section 6.2.1 was used
to perform the calibration sweep measurement. The frequency spectrum of probe
2a is shown in Figure 6.17.
The lower inductance of probe 2 coil results in a higher resonant frequency.
This means that the probe must be operated at a higher frequency in order to
take advantage of the NERSE phenomenon. By comparing the SNR frequency
spectrum in figure 6.17 to the equivalent spectrum for the original probe, figure 6.11,
it was calculated that the sensitivity of probe (probe 2.a) at the NERSE peak is
approximately 60% of the original probe (probe 1).
6.4.2 Experimental Procedure
The probe setup detailed above was used to statistically analyse the sensitivity of
the NERSE excitation ECT approach. Using the single frequency excitation setup
detailed in section 6.4.1 a collection of 38 Ti6-4 fatigue test samples (see appendix A)
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Figure 6.16: Schematic diagram of probe 2a.
were scanned to produce a distribution of ECT signals over a range of defect sizes.
Probability of detection (PoD) analysis was performed on each data set to achieve
a direct comparison between standard ECT excitation and NERSE frequency mea-
surements.
From the SNR spectrum in figure 6.17, two frequencies were selected at
which to perform the PoD study. One inspection would be performed at a fre-
quency representing the best conventional ECT excitation frequency, and another
PoD inspection would be carried out operating the probe at its peak NERSE fre-
quency, fNERSE .
A control PoD study was also made to determine whether the sensitivity
improvement is merely a result of increasing the frequency of excitation and not a
result of the resonance shifting. The same excitation coil from probe 2a was op-
erated using a shorter coaxial cable length of 0.25 m (C = 26.4 ± 0.5 pF ). This
reduces the capacitance of the system such that the electrical resonance was at a
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Figure 6.17: Chirp excitation signal-to-noise 1-5MHz frequency spectrum measure-
ment of three calibration slots in Ti6-4 showing the electrical resonance of probe 2
on undamaged material, f1,T i6−4, and the peak NERSE frequency, fNERSE .
significantly higher frequency. The probe, referred to from here on as probe 2b,
was then used to perform another PoD study operating at the NERSE frequency
of probe 2a. Because of the higher resonant frequency this would be equivalent to
operating within the conventional frequency range. The results of the studies are
directly compared.
A standard excitation frequency of 3.25 MHz was selected to represent the
best conventional ECT excitation frequency, i.e. to represent the most sensitive
industrial ECT inspections performed on Ti6-4 components. A frequency of 4.0
MHz was selected for the NERSE excitation measurement to coincide with the peak
NERSE frequency as shown in figure 6.17. These operation frequencies are higher
than those that would have been used for probe 1 due to probe 2a’s lower inductance
and thus higher resonant frequency. A frequency of 4.0 MHz also used in the control
measurement using probe 2b.
A chirp measurement for each of the probe configurations (probes 2a and
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2b) on a section of undamaged Ti6-4 are compared in figure 6.18 to demonstrate the
difference in measurement frequencies relative to the electrical resonance of probe
2.a.
probe 2.b - low capacitance
probe 2.a - high capacitance
𝑓s
𝑓𝑁
Figure 6.18: Comparison of background frequency sweep signals of probe 2 con-
nected with two different co-axial cable lengths (probe 2a and probe 2b) identifying
the frequency of operation for the PoD studies.
Each PoD specimen was scanned with a resolution of 0.25 mm in both the
X and Y scan axis to replicate industrial inspections. The capture depth of the
measured signal was altered for the two different excitation frequencies so that 1000
cycles of the input frequency signal were captured allowing a direct comparison
between inspections (see table 6.6).
Table 6.6: Time for 1000 cycles of excitation frequencies and capture depth of
measurements.
Frequency, MHz ∆t1000 ms Capture Depth, Samples
3.25 0.33 15385
4.00 0.25 12500
The time domain signals were Fourier transformed into the frequency domain
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and the ratio of Vout(f)/Vin(f) calculated for the harmonic excitation frequency used
for each point in the scan. The resulting C-scan data was then analysed to measure
the defect signals.
6.4.3 Data Analysis Method - Maximised Real Component
For the purposes of this study a phase sensitive peak amplitude type measurement
(see section 2.4) was used to record the defect signals. In order to carry out the
measurement on the C-scan data a series of signal analysis steps were performed on
each scan. With reference to figure 6.19, the raw complex C-scan data, A˜, of size
m× n, was analysed using the following procedure.
1. Balancing/Zeroing (background subtraction) - The average complex
background signal, N˜0, is calculated from an arbitrary area of the C-scan
over undamaged material (figure 6.19.a). This value is then subtracted from
every position in the C-scan to zero the scan data (figure 6.19.b) as expressed
by,
B˜mn = A˜mn − N˜0. (6.7)
2. Complex Rotation - The peak defect signal was located (white cross-hairs,
figure 6.19.b) and the complex value from that point, ˜Bmax, used in conjugate
form to rotate all data-points in complex space via the equation,
C˜mn =
1
|B˜max|
B˜mnB˜
∗
max. (6.8)
The denominator in equation 6.8 ensures the overall magnitude of the complex
data does not change. This process forces the peak defect signal to have zero
phase i.e. entirely real (figure 6.19.c).
3. Median filtering - The real and imaginary components of the C-scan data
are filtered using an inbuilt Matlab (MathWorks, Natick, Massachusetts, USA)
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median filter of pixel size 15 × 15 to smooth out any low spatial-frequency
background variations from the image (figure 6.19.d).
4. Defect Measurement - The maximum defect signal is selected within the
real component C-scan image. The complex data for the pixels within a fixed
cursor range (green cursor figure 6.19.e) is displayed in a Lissajous (complex
plane) plot in figure 6.19.f. The maximum real component amplitude for the
defect signal is recorded.
5. Background Noise Measurement - The real component amplitude on a
signal from an arbitrary part of the undamaged material is measured and
recorded, as above. One could use a background root mean squared average to
calculate the background but this technique does not represent the maximum
observable background signals. The arbitrary maximum approach used in this
study is more representative of the potential for false calls within an inspection.
The result of these processes is a phase sensitive measurement of defect signal and
background noise.
Decision Threshold, athresh
Accurately defining the threshold level for a PoD analysis study is the most in-
fluential part of the analysis. If the decision threshold, athresh, is underestimated
then the PoD analysis will calculate a much higher probe sensitivity. Overestimate
athresh and the inspection will be calculated to be less sensitive than is achievable.
The athresh level is typically set as 2 or 3 times the maximum background signal
observed during a PoD study. This is to minimise the number of false calls. Two
different approaches were used to set athresh and compared against one another.
The first approach took the maximum background noise signal, Nmax, from
all of the different PoD sample inspections for a given inspection (i.e. 4.0 MHz
NERSE, 4.0 MHz Control or 3.25 MHz Standard), and used that value to set athresh
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Figure 6.19: Harmonic excitation data analysis process showing a C-scan of the real
component at each stage.: a) Raw C-scan data showing arbitrary area of background
material used to zero the image. b) Zeroed C-scan showing cross-hairs over the
maximum defect signal pixel. The pixels complex value is used to rotate the complex
C-scan data. c) Rotated C-scan. d) 15×15 pixel median filtered C-scan. e) Zoomed
in C-scan image showing measurement cursors over the peak defect signal and an
arbitrary background point. And f) Lissajous (complex plane) plot showing the real
vs imaginary components of the final C-scan data as measured along the x-axis of
the green cursors in e) to give defect and noise indications.
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as 3Nmax. The second approach calculated the root mean squared (rms) average,
Nrms, of all the noise signals from all of the PoD sample measurements in a given
measurement type, and used that to set athresh to 3Nrms.
6.4.4 Results & Discussion
Three independent inspections were performed on 38 Ti6-4 fatigue crack samples and
the maximum defect signal was recorded along with a measure of the background
noise for every scan. For each PoD sample a maximum defect response and a
maximum background noise value were recorded.
Probability Curves
The eddy-current signal responses of the three PoD inspection studies are shown in
figure 6.20 (See Appendix A for a full description of the PoD analysis formula). PoD
analysis was performed on the results of all three inspections using, and for both
decision threshold setting approaches stated in section 6.4.3. The computation was
performed using the statistical analysis software, R, implementing an industrially
used software package, MIL-HDBK-1823, in accordance with RPS 906 [154]. The
analysis plots defect length verses probability of detection, along with 95% confi-
dence bounds, which can be used to calculate the smallest statistically detectable
defect length, following Annis [154] (see Appendix A). This value is known as a90/95
and the calculated results for the analysis are summarised in table 6.7. The PoD
curve for the NERSE excitation inspection with athresh = 3Nmax is shown in fig-
ure 6.21. Similar plots were obtained for the other two inspections but were omitted
for the sake of concision.
The results displayed in figure 6.21 and table 6.7 are a representative measure
of the statistical sensitivity improvement that is achievable through operating ECT
probes at frequencies within the NERSE band.
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Figure 6.20: Log-log plot of crack size verses signal response: (left) ECT crack
signals, aˆ, for the 3 measurement setups along with their associated decision thresh-
olds (3Nmax), and (right) aˆ normalised to the decision threshold to show direct
comparison between all 3 measurement techniques.
Table 6.7: Probability of detection (PoD) study results showing the a90/95 for the
three measurement methods.
a90/95 (mm)
Operation Setup Frequency, MHz 3Nmax 3Nrms
Setup 2a - Standard 3.5 MHz 1.09 0.67
Setup 2a - NERSE 4.0 MHz 0.82 0.56
Setup 2b - Control 4.0 MHz 0.94 0.64
Background Noise Analysis
Analysis was performed on the measured background noise using three different
measurement approaches. The three measurement methods were performed for
each PoD sample C-scan, on an arbitrary area of undamaged material, e.g. B
(Figure 6.22). The methods were:
1. RMS Magnitude, N1 = |B|rms - Calculate the RMS average noise of all the
absolute magnitudes of the background area data (phase insensitive averaged
peak measurement). This gives the rms average background signal regardless
of it’s orientation in phase space.
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Figure 6.21: Probability of detection curve for probe setup 2a operated at a fre-
quency of 4.0 MHz (within the NERSE operating range for that setup).
2. RMS Real Component, N2 = <{B}rms - Calculate the RMS average noise
of all the real components of the background area data (phase sensitive aver-
aged peak measurement). This gives the rms average background noise signal
observed in the same orientation as the defect signal.
3. Maximum Real Component, N3 = <{B}max - Measure the maximum real
component noise from the background area (phase sensitive peak measure-
ment). This gives the maximum background value observed in the same ori-
entation as the defect signal.
The last method represents the method used in the PoD analysis to give the
results shown in figures 6.21 and table 6.7. Each of the three measurements listed
above was performed on each PoD specimen. The noise data-sets were analysed
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Figure 6.22: Example arbitrary area of background material, B, used for background
noise level measurements.
to determine the percentage standard deviation of the methods for each inspection
approach and noise measurement. The results are shown in figure 6.23.
Figure 6.23 shows that the maximum real component analysis, <{B}max,
has the maximum percentage variation compared to the other two methods. This
demonstrates the inherent issues with using background noise measurements to set
the decision threshold, athresh.
The <{B}rms provides the most stable measure of the three background
signal measurements as expected given the averaging nature of the technique. How-
ever, this technique would not give as representative indication of maximum noise
levels as the other methods. The results also show that the 4.0 MHz Control in-
spection exhibits the least variant background noise signals whereas the 3.25 MHz
measurement consistently gives the highest variation compared to the other two
inspections. The reason behind this greater instability at 3.25 MHz is unknown.
Sizing Uncertainty
One of the major uncertainties in this study is the accuracy of the crack sizing. The
PoD cracks were sized using florescent dye penetrant inspection, but are therefore
only a measure of the surface extent of the cracks. The actual geometry of the
defects are unknown and this can therefore lead to anomalous results during ECT
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Figure 6.23: Percentage standard deviation of recorded noise values about their
mean value for 3 noise measurement methods: |B|rms, <{B}rms and <{B}max, for
the 3 different inspection techniques: 3.25 MHz, 4.0 MHz NERSE and 4.0 MHz
Control.
inspection. This is reflected by the results shown in Figure 6.20.
The only way to account for this uncertainty is to measure the full extent
of the defects via destructively breaking open the samples at the crack location and
measuring using optical techniques. Unfortunately this measurement prevents the
future use of the samples in PoD studies and was therefore not possible for this
Thesis.
Decision Threshold Variability
As discussed previously, defining the decision threshold, athresh, appropriately in
PoD analysis is the most significant source of error as this parameter has the largest
effect on the outcome of the PoD calculation. The use of a median filter to re-
move high frequency variations within the C-scan reduces the chances of arbitrarily
high single pixels affecting the background noise measurement, however, there may
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be some instances where the maximum background signal is misrepresented. The
phase sensitive technique of recording noise, by measuring the maximum real com-
ponent, Re{B}max, was demonstrated to offer the most variable background noise
measurement which therefore maximises the margin for athresh error.
Balance Drift
Sometimes there may be a drift in the balance point of a C-scan. This can be
gradual, which can be filtered out, but they can also be abrupt causing the back-
ground rest point of certain areas of the C-scan to not be at zero. This will lead
to a misrepresentation of the defect and noise signals. Where possible any abrupt
deviations from the zero point were corrected for by examining the Lissajous plots
for each inspection. However, the corrections are only rough and so certain defect
indications may have been misrepresented.
Resonance Instability
One of the major factors affecting the reliability of NERSE exploiting techniques is
the stability of the resonant frequency over undamaged material. Because resonance
is influenced by all manor of variables within an inspection there is a high proba-
bility of these variables causing a shift in the resonant frequency. The width of the
NERSE signal peaks in the frequency spectrum offers some protection against these
instabilities, however the smaller the defects the smaller the width of the sensitivity
enhancing band of frequencies.
Where possible variables such as lift-off and tilt must be suppressed in order
for the a NERSE-type operation to be viable. This is easily achieved within robotic
scanning inspections which comprise a large proportion of high sensitivity inspec-
tions for high value manufacturing components.
There are however other factors that cannot be as easily suppressed to
maintain a stable resonance peak. The most important of these is variability in
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the coaxial cable environment supplying the coil. External contact with electrically
non-neutral materials or bodies will introduce additional shunt capacitance to the
transmission line, and will therefore have an effect on the frequency and intensity
of resonance. The longer the cable, any environmental change to a small section
of the cable will be relatively inconsequential to the fundamental resonance of the
system compared to a shorter cable length. Longer cables however are more likely
to traverse a wider variety of environments and are therefore more susceptible to
slippage and shifting during an inspection. Measures can be taken to reduce the
movement of the cable, i.e. by tying down the cables, but the ultimate aim would
be to remove the coaxial cable from the measurement system altogether.
6.5 Grain Structure Study
To test the capability of the NERSE harmonic excitation method, a study was
carried out to detect the grain colony boundaries in a large grained Ti-685 sample.
As discussed in section 2.5.2 hexagonal close-packed (HCP) Ti-685 exhibits electrical
anisotropy between the basal and c-axis planes of the crystal lattice (see figure 2.12).
For Ti-685 samples of large enough colonies of unidirectional grains the boundary
between grains of differing orientations acts as a material discontinuity which has
been shown to disrupt eddy-currents in a measurable way [116, 119].
Figure 6.24: Diagram of grain boundary interfaces for a hexagonally close-packed
material crystal lattice structure.
Draft of 10:50 am, Tuesday, March 29, 2016 149
6.5.1 Experimental Procedure
The same probe setup (probe 2.a) and procedure as in section 6.4.2 was used to
measure the effects of grain interfaces. A Ti-6Al-5Zr-0.5Mo-0.25Si (Ti-685 or IMI
685) sample containing large, millimetre scale, gains was used for the investigation
figure 6.25.
Figure 6.25: Photo of Ti-685 sample showing the 39.00 × 26.45mm area of ECT
scan.
Ti-685 is a commonly used aerospace material and is known as a near-alpha
alloy as it is mostly alloyed with alpha phase stabilising elements and only 1-2%
of beta phase stabilisers [10, 11]. It is therefore predominantly made up of HCP
alpha-phase grains (see section 2.5.2) [166].
Spatially Resolved Acoustic Spectroscopy (SRAS) [167, 168] had been per-
formed on the sample to establish the grain structure as shown in figure 6.26.a.
SRAS is a laser based surface ultrasound technique which is used to measure the
ultrasonic velocity of surface waves over short distances. The velocity of ultrasound
materials is closely linked to the lattice structure, and HCP crystal structure ex-
hibits anisotropy in the speed of ultrasound in certain orientations. This allows
SRAS to build up an image of the surface grain structure of materials1. For more
1Sample and SRAS data supplied by Jethro Coulson from the University of Nottingham and
Renishaw plc.
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detailed information on SRAS, the reader is refereed to Sharples et al. [168].
A 4.0 MHz NERSE peak harmonic excitation measurement scan was made
of a 39.00 × 26.45 mm area of the surface of the Ti-685 sample (figure 6.25). The
scan had a spatial resolution of ∆x = ∆y = 0.15 mm. The resulting scan data was
analysed in both amplitude and phase to determine the effect of grain boundaries
on the NERSE ECT measurements. The ECT data was measured and recorded as
detailed in section 6.4.3. The SRAS and NERSE eddy-current scans of the same
sample area are compared in figure 6.26. The SRAS scan data has a spatial resolu-
tion of, ∆x = 0.025 mm and ∆y = 0.050 mm.
6.5.2 Results & Discussion
Figure 6.26.a shows the SRAS velocity map and figure 6.26.b shows the phase shift
of the NERSE ECT measurement. The phase signal is used due to it’s superior
stability during the scan.
It is difficult to draw immediate correlation between the two data sets aside
from the large fracture. In order to make a more meaningful comparison between
the data sets, the grain boundaries were defined by calculating the local variance of
each pixel within the SRAS velocity map for a 15× 15 pixel window. The resulting
image produces an outline of the grain boundaries of the material. The new image
and the ECT phase shift data are overlaid in figure 6.27 with 50% transparency to
demonstrate the correlation between the data sets.
The results shown in figure 6.27 demonstrate that the ECT measurement is
significantly affected by grain boundaries in Ti-685. Work by Cherry et al. [119]
has demonstrated that it is possible to replicate ECT signals from a map of grain
orientations by averaging over circular current loops. However, this is not possible
with this data set as the grain orientations are unknown.
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Figure 6.26: C-scan images of the large grain Ti-685 sample showing a) SRAS
surface velocity measurements, and b) eddy-current phase difference, ∆φ, at 4.05
MHz NERSE peak harmonic excitation.
6.6 Conclusions
This chapter has experimentally shown that there exists a band of frequencies, out-
side the conventional operation range, and close to electrical resonance of an eddy
current probe, where the magnitude of impedance SNR reaches a peak. This band
is referred to as the near electrical resonance signal enhancement (NERSE) band
and was examined for three discontinuities of varying depth in Titanium 6-4 using
chirp excitation between 1-5 MHz. The SNR of the chirp frequency spectra at the
peak NERSE frequency was enhanced by a factor of up to 8.5, from the SNR at
1MHz. NERSE frequency operation has significant potential for ECT inspection,
and opens up a range of investigative possibilities.
1-5 MHz chirp excitation measurements were performed on 15 machined
discontinuities in Titanium 6-4, and the measured frequency spectra recorded and
analysed. It was demonstrated that critical features of chirp frequency spectra of
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Figure 6.27: C-scan images of the large grain Ti-685 sample showing overlaid trans-
parent images of the local variance of SRAS surface velocity from a 15 × 15 pixel
window (Green), and eddy-current phase difference, ∆φ, at 4.05 MHz NERSE peak
harmonic excitation (Purple).
a artificial defect (peak amplitude and frequency) are dependant on the geometry
of the defects. As the size of a given simulated defect increases the peak ampli-
tude increases. The peak frequency changes as a result of defect geometry were
less definitive with some changes in defect dimension causing a continuous decrease
in peak frequency, and other defect dimension changes causing a more complicated
frequency peak response. The sample set of defects investigated within this study
was not large enough to draw any definitive conclusions about the trends in NERSE
chirp signals resulting from changes in simulated defect dimensions. However, it is
clear that critical parameter analysis of chirp measurements could potentially be
used to infer dimensional information about macro-scale discontinuities or material
features i.e larger than the coil dimensions.
It was demonstrated that the chirp measurement of sub-mm simulated de-
fects in Ti6-4 was susceptible to error as a result of high background electrical noise.
This prevents the accurate analysis of the chirp signals from such defects using this
approach in its current state. Real cracks have much more complicated and non-
ideal structures compared to machined defects and so their effect on resonance will
be less well defined. One of the simplest methods of solving this issue is to operate
at a single frequency at the NERSE peak frequency and average over a number of
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cycles to remove incoherent noise. Electrical noise will have negligible effect on the
electrical resonant frequency of the probe and so as long as the decoupling resonance-
shift caused by the material noise, i.e. the microstructure, is less than that caused
by any defects, then a signal enhancement effect should be observed.
It has been shown that the harmonic excitation of an ECT probe within the
NERSE frequency band (see chapter 6.3), results in a significant improvement in the
sensitivity of inspection. The sensitivity of this technique, relative to conventional
probe operation methods, was statistically analysed by carrying out a probability
of detection (PoD) study on a large number of fatigue cracks in Ti6-4. The re-
sults show that harmonic excitation within the NERSE frequency band improves
the sensitivity of a standard ECT probe. The 2 mm diameter ferrite-cored probe
demonstrated a reliably detectable defect size, defined by PoD analysis as a90/95,
when operating at the peak NERSE frequency (here 4.0 MHz) of 0.82 mm. This
was compared to the same probe operated at the maximum frequency limit for con-
ventional inspection techniques (3.25 MHz), which achieved an a90/95 of 1.09 mm.
The sensitivity improvement observed by operating at the NERSE peak frequency
was validated by performing an additional PoD study, this time operating the same
probe with a lower capacitance (i.e. higher electrical resonant frequency) and oper-
ating at the same frequency as the previous NERSE operation inspection (4.0 MHz).
The a90/95 of this measurement, well away from the electrical resonance, was 0.94
mm. An improvement from the 3.25 MHz inspection, but not as sensitive as the
NERSE inspection.
It was also shown, via the analysis of background noise data from each of
the inspection techniques, that operating at the higher frequency within the NERSE
frequency band appeared to result in an improvement in the stability of the back-
ground noise signals when compared to the standard operation frequency of 3.25
MHz. This result could be anomalous and may be a feature of the specific coil
geometry and design, or even a result of the specific material properties. Further
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studies would be required in order to verify if this effect is a feature of operation
near electrical resonance.
The effect of material grain structure on background material noise was also
investigated. It was shown that the NERSE peak frequency excitation measurement
is capable of detecting grain interfaces in large grained Titanium alloys (Ti-685). De-
tecting these interfaces shows that this measurement is more than sensitive enough
to detect tightly closed defects as crack propagation is more likely along grain bound-
aries. Due to the large dimensions of the measurement probe, the grain boundaries
of the material in the resulting c-scan are poorly resolved. However, through com-
parison with data obtained by spatially resolved acoustic spectroscopy (SRAS) of the
same sample, a clear, albeit qualitative, correlation exists between the eddy-current
measurements and the grain boundaries. Research has already demonstrated that
ECT measurements of grain boundaries can be replicated from grain micro-structure
maps [119]. Achieving this sensitivity shows how the grain boundaries in materials
such as Titanium 6-4 influence the eddy-current path thereby increasing the back-
ground noise level compared to other more isotropic and homogeneous materials.
This demonstrates the difficulties in inspecting for sub-millimetre defects in such
aerospace alloys as Ti-685 and Ti6-4.
Regardless of the effect on background noise, operating within the NERSE
band of an electrically resonating probe results in a significant sensitivity improve-
ment to standard ECT probe geometries and designs. The effect can therefore be
exploited to improve the detectable limit of inspections or be used to push to reliably
find smaller defects. This can both improve the sensitivity and extend the lifetime
of ECT inspections within industry, as the demand for higher sensitivity inspections
intensifies. The operational technique shown within this chapter can be easily devel-
oped into an industrially applicable ECT system for single coil inspection. The next
stage of development would be to incorporate NERSE-type measurements within
array probes.
Chapter 7
Conclusions & Future Work
7.1 Introduction
This thesis has investigated eddy-current inspection methods for the detection of
sub-millimetre surface breaking defects in safety critical aerospace superalloys, namely
Ti6-4. The surface of these materials can be problematic for ECT inspections, and
many other techniques, due to their low electrical conductivity, electrical anisotropy
along certain crystal lattice axes, and sometimes large grain structures (see theory
section 2.5 and experimental section 6.5). This thesis therefore explored the current
limitations of high sensitivity ECT inspections of these materials and summarises
novel research into the development of more sensitive ECT techniques for these
applications.
7.2 Thesis Review
The critical findings of this thesis are summarised in the sections below.
7.2.1 High Sensitivity ECAs
A drive towards the use of eddy-current array (ECA) techniques for the inspection
of safety critical materials has been identified in industry and so a study into the
155
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limitations of a typical, high sensitivity, eddy-current array (ECA) inspection probe
measurement was performed (see chapter 4).
Due to a desire within industry to balance sensitivity, coverage and cost
when purchasing an ECA probe, the probes are unlikely to be more sensitive than
is required. It is more common for these probes to be on the limits of what is neces-
sary in order to cost effectively offer what the industrial user wants, whilst balancing
these three criteria stated. As a result coil elements within probes may sometimes
be significantly larger than the target defect so as to achieve the desired coverage of
the probe. An investigation into how this affects sensitivity to a given target defect
was carried out.
The first study mapped the sensitivity variation of a 1.0 MHz transmit-
receive (TR) configuration ECA probe (section 4.2.1), to a machined target defect
(0.75×0.38×0.10 mm). The results show that the TR channel measurements form
overlapping Gaussian sensitivity bell curves. Due to the larger size of the coil ele-
ments (2.4 mm diameter) the overlapping sensitivity bells generate an overall sen-
sitivity profile that varies significantly with target defect position under the array
(section 4.3.2). This means there are periodic high and low sensitivity regions in an
array which increases the likelihood of smaller defects going undetected if they fall
within a sensitivity minimum.
The second study was a statistical analysis of the probe’s inherent sensitiv-
ity, made via probability of detection (PoD) analysis (see appendix A) of 39 real
fatigue cracks of varying size in Ti6-4 samples. The resulting probability for detec-
tion curve predicted that the smallest reliably detectable defect, a90/95, of the ECA
inspection was 1.21 mm long. This value is reflective of the sensitivity variation.
7.2.2 Near Electrical Resonance Signal Enhancement (NERSE)
The behaviour of electrical resonance in the presence of material discontinuities was
investigated and a band of frequencies just below the resonant frequency of the
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ECT probe were identified as exhibiting significant signal enhancements to material
discontinuities (section 5.4.3). This phenomenon, termed near electrical resonance
signal enhancement (NERSE), is a direct result of the electrical resonance of the in-
spection probe, shifting frequency (in non-ferromagnetic materials, it shifts to lower
frequencies) in the presence of discontinuities. The effect is equivalent to the inspec-
tion coil decoupling from the material in the equivalence circuit transformer model
(see section 3.7.3). However, it was demonstrated that the behaviour of electrical
resonance is different for discontinuities and lift-off changes.
Studies were performed (section 6.3) using MHz chirp excitation techniques
to excite a range of frequencies around electrical resonance and observe the fre-
quency response spectrum of the probe in the presence of different artificial defects
in Ti6-4 samples. The frequency response spectra from the chirp measurements
exhibit intriguing changes as a function of the dimensions of the artificial defects,
however, due to the small sample set no conclusive trends can be claimed from the
work. Future work will look at developing a greater theoretical understanding of the
resonance behaviour with discontinuity geometry, beyond simple circuit diagrams,
and use this to assist in the analysis of chirp measurements. It is thought that the
frequency spectra produced by such a measurement could be used to more accu-
rately size defects via inversion models that exploit frequency dependant behaviour
such as those developed by Tamburrino and Rubinacci [169]. This could be imple-
mented for sizing large defects and features but the current limitation is the size of
the excitation coil relative to the target defect. It was observed that defects smaller
than this dimension suffer from greater noise in the frequency spectrum making the
analysis of the frequency response prone to greater error.
To exploit the NERSE effect for the inspection of sub-millimetre defects,
smaller than the coil diameter, single frequency excitation at the peak NERSE fre-
quency should be used. It was shown via another probability of detection (PoD)
study in section 6.4 that by operating at a single excitation frequency, carefully
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selected to be at the optimum NERSE frequency, a significant improvement in in-
spection sensitivity was achievable for a given ECT probe (table 6.7).
The observation and characterisation of the NERSE effect has introduced
the possibility of increasing the sensitivity to smaller defects via a simple procedu-
ral change. Such an approach could improve the SNR for small defects where, at
conventional frequency operation, the signal from the defect would be below the
electrical background noise. This has significant industrial impact as it would allow
standard ECT inspections to achieve greater sensitivity, which would instil greater
confidence in the structure of safety critical components thereby extending their
service lifetime. Alternatively the increased inspection capability could be fed back
into the production of these components such that they can be redesigned with less
redundant material, saving weight and cost. This it critical in the aerospace sector.
7.3 Future Work
There have been many intriguing developments documented in this thesis arising
from the NERSE phenomenon that require further investigation. This thesis pre-
dominately analysed the signal magnitude of the NERSE inspections carried out,
both for chirp and harmonic modes of operation. However, it was equally noted
that the phase around electrical resonance also exhibited significant changes in the
presence of discontinuities. Unfortunately due to time constraints, a full analysis
and statistical validation of using the phase at resonance was not made. It would
therefore be prudent to carry out this work first. The same experimental approach
would be used as in chapter 6.4, but this time instead of picking the peak NERSE
frequency in the magnitude spectrum, the peak frequency in the equivalent phase
spectrum would be selected (see figure 6.10). It is entirely possible that a phase
measurement exhibits an even greater stability and sensitivity to discontinuities.
In line with the transfer of technology to industry, the development of prac-
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tical industrial techniques should be the dominant focus of future work. It would
be a simple step to developing a practical single frequency NERSE technique.
The first stage of future work should be focused on developing a robust sys-
tem for performing NERSE measurements. Regardless of whether the measurement
is made at the NERSE peak frequency in magnitude or phase, the system used
must be reliable and ideally adaptable to different applications. One of the limiting
factors affecting this is resonance noise or drift. Resonance shifting could be caused
by a number of external influences including temperature or even humidity, however
one of the major, and more dominant influences is the coaxial cable environment.
Changes in the coaxial cables environment can have a significant affect on the elec-
trical resonance (see section 5.3) which, during an inspection would be extremely
detrimental.
One way of eliminating this instability would be to capacitively load exci-
tation coils with capacitors that outweigh the capacitance of the coaxial cable (i.e.
load capacitance should be 10× cable capacitance). The capacitance of the system
could be changed in order to set the electrical resonance of the inspection based
on the application criteria i.e. lower excitation frequencies. This would however
require careful probe coil design in order to balance the inductance of the system
for a given resonant frequency. An advancement in reducing the effect of the coaxial
cable would be to integrate the Howland current source electronics into the probe,
thereby eliminating the need for coaxial cable and allowing a coil to be operated
within a much larger frequency range.
After that, work on incorporating NERSE measurement techniques into
ECA probes would be the logical direction of the research. With ECA probes the
potential for multi-coil NERSE measurements would become possible. Investiga-
tions should be performed on multiple coil configurations and with a range of coil
impedance profiles. Closely neighbouring coil elements will couple to one another
regardless of whether the coil is excited. This introduces additional inductive and
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capacitive elements to the equivalence circuit model. The effect this has on the
resonant frequency, as well as the Q-factor, is unknown and so a detailed under-
standing of how these things vary with coil design proximity and number of coil
elements is essential for exploiting NERSE phenomenon in ECAs. Aside from be-
ing a complicated problem, the behaviour of resonance in closely packed coils could
be beneficial for the detection and sizing of defects and the endless possibilities in
terms of transmit-receive measurements operated in pulsed, chirped or single fre-
quency could open up entirely new ways of measuring and characterising surface
conditions.
Appendix A
Probability of Detection
Probability of detection (PoD) analysis was applied to different ECT methods within
this Thesis to establish the reliable sensitivity of an inspection method. The details
of how PoD curves are calculated is detailed below.
A.1 Probability of Detection (PoD)
Probability of detection (PoD) is a quantitative measure of the reliability and sen-
sitivity of NDT techniques. It establishes the smallest defect that can be reliably
detected by a given inspection technique by statistically analysing the signal re-
sponse distribution of a large number of real fatigue defect inspections.
A.1.1 PoD Specimens
A three-point bending method (Figure A.1) was used to generate a distribution of
real surface breaking cracks in Ti6-4 bar samples (figure A.2) [170]. The cracks
vary in surface length from 0-6.48mm, as measured by dye-penetrant testing. The
specimens vary in surface condition with typical surface roughness ranging from
0.15 − 1.25 ± 0.05µm as measured by a Taylor Hobson (Leicester, UK) Surftronic
25.
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PoD specimen
Fatigue force
Bracing bar
Fatigue axis
Fatigue crack
Fatigue piston
Figure A.1: Schematic of 3-point bend technique for the generation of fatigue cracks.
Length
 = 70 m
m
Width =
 20 mm
Depth =
 7 mm
Figure A.2: Image of PoD sample and it’s dimensions.
A.1.2 Signal Response Data PoD
There are two methods of PoD analysis; Hit or Miss (inspection returns a defect or
no defect response) or Signal Response (inspection returns a quantitative value for
the defect). The method used is dependent upon the type of inspection performed,
and for ECT inspections, the latter method is implemented [154].
The initial step of the PoD analysis is to determine a correlation between
the defect size (a) and signal response (aˆ) so that an expected signal response can
be predicted for a defect of any size. This is why the signal response method is often
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referred to as a-hat vs. a analysis. Figure A.3.a shows an example of a distribution
of signal responses on a log-log plot with a linear best fit.
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Figure A.3: Example of a-hat vs a log-log plot showing normal distributions around
predicted defect signal responses (a) and a Probability of Detection (PoD) curve
(b), with 95% confidence band (blue-dotted line). After [171]
Empirical studies have shown that an approximate linear relationship exists
between ln aˆ and ln a [171]. This relationship is expressed by the formula,
y = α1 + β1x+ γ (A.1)
where,
x = ln a, (A.2)
y = ln aˆ. (A.3)
α1 is the signal response at , β1 is the gradient and γ represents the random vari-
ability of the experimental data. The term α1 + β1x is the mean signal response, µ,
of the inspection to a given x [171].
The associated uncertainty with the predicted signal response, γ , is related
to the variability of the experimental response data. This variability arises due to all
manner of experimental parameters including variations in lift-off, tilt, scanning res-
olution, defect geometry and orientation as well as all possible human errors in both
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taking and interpreting the data from the inspection. There are many authors who
seek to increase the sample size and thereby improve the accuracy of PoD analysis
by modelling these experimental variations and reflecting that in the distribution of
the experimental data [68].
It is assumed that γ is normally distributed with zero mean and a constant
standard deviation, σ [171]. The expression for a normal distribution function,
ℵ (ξ | µ, σ) is defined as,
ℵ (ξ | µ, σ) = 1
σ
√
2pi
exp
{
(ξ − µ)2
2σ2
}
(A.4)
The parameter ξ denotes the axis that the normal distribution is spread across,
centred on the mean µ for a given defect size, a, (see figure A.3.a). The denomina-
tor in equation A.4 forces the area under the distribution to unity. The standard
deviation σ, and therefore the variance, σ2, can be calculated from the residuals of
the experimental data relative to the predicted signal response.
The signal threshold aˆth can be set to any desired value to reduce the like-
lihood of false calls. The typical standard in industry is 2-3 times the maximum
value of noise recorded during the inspection. Any signals measured above this level
result in the rejection of the part. The probability of detecting a defect of size a, is
equal to the probability of the defect signal response being larger than the decision
threshold, aˆth, which can be expressed as,
PoD(a) = Probability{aˆ > aˆth} (A.5)
The probability of detection for a defect of a particular size, PoD(a), is therefore
equivalent to the area under the normal distribution curve that lies above the deci-
sion threshold, ln(aˆth), for that particular size a. This can be expressed in log space
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as an integration of equation A.4 as given by,
PoD(a) =
∫ ∞
ln(aˆth)
ℵ (y | µ, σ) dy, (A.6)
=
1
σ
√
2pi
∫ ∞
ln(aˆth)
exp
{
(y − µ)2
2σ2
}
dy, (A.7)
Equation A.7 cannot be solved analytically. Instead the solution must be expressed
using the cumulative distribution function (CDF), Φ, defined as,
Φ
(
z − µ
σ
)
=
1
σ
√
2pi
∫ z
−∞
exp
{
(ξ − µ)2
2σ2
}
dξ (A.8)
Due to the symmetry of the normal distribution about the mean and it’s unity,
Φ(−z) = 1− Φ(z), such that,
1
σ
√
2pi
∫ ∞
z
exp
{
(ξ − µ)2
2σ2
}
dξ = 1− Φ
(
z − µ
σ
)
(A.9)
= Φ
(
−z − µ
σ
)
(A.10)
Inputing equation A.1 into equation A.7 and equating it to equation A.10,
1
σ
√
2pi
∫ ∞
ln(aˆth)
exp
{
(y − α1 + β1x)2
2σ2
}
dy,= Φ
(
− ln(aˆth)− (α1 + β1x)
σ
)
. (A.11)
The probability of detection can therefore be expressed as,
PoD(a) = Φ
(
−x− µˆ
σˆ
)
, (A.12)
by defining a new variables,
µˆ =
ln(aˆth)− α1
β1
, (A.13)
σˆ =
σ
β1
. (A.14)
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There is no exact solution to the cumulative distribution function in order to produce
the PoD curve. Hence approximate solutions must be used. One such approximation
is the inverse-logit function defined as [172],
Φ(ξ) ≈ 1
1 + eξ
. (A.15)
A more accurate approximation can be achieved using the Taylor expansion [173],
Φ(ξ) =
1
2
[
1 +
2√
pi
inf∑
n=0
(−1)n(ξ/√2)2n+1
n!(2n+ 1)
]
. (A.16)
Multiple defects all of the same size a, will produce signal responses that form a
normal distribution around the predicted aˆ value given by the best fit curve (fig-
ure A.3). For any value of a, the probability of detecting the defect (i.e. a signal
above the threshold) is equivalent to percentage of the normal distribution that lies
above the threshold aˆth (see figure A.3.a).
The PoD curve is a plot of defect length, a, verses the probability of detec-
tion (figure A.3.b) and is a measure of how likely is it that a defect of size a will
have a signal response greater than the threshold [154].
PoD analysis returns a value for the smallest reliably detectable crack, a90,
which is defined as the crack size on the PoD curve with a 90% PoD. However, if
PoD analysis was performed on a different set of samples, the a90 value would be
different. If the analysis was performed on an infinite number of samples, the a90
value would converge on the true value of the inspection technique.
If 100 independent PoD tests were performed on 100 different sets of samples
(each set containing a finite number of samples), then a distribution of a90 values
would be produced around the true a90 value. The distribution would be such that
95 of these values would be greater than the true a90. To reflect this, it is common
for the a90 value to be quoted with a confidence level of 95%, referred to as a90/95
i.e. a90/95 is greater than the true value of a90 95% of the time [154].
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