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Abstract
The Brusselator reaction-diffusion model characterizes dynamical processes of some
reaction diffusion systems in chemistry, physics, biology, and geology. On the sphere, the
solutions of the Brusselator system center on a discrete set of points. In this thesis, we study
the system of differential-algebraic equations (DAEs) that describes the slow dynamics of
localized spot patterns for the Brusselator model on the surface of a unit sphere. The DAE
system is solved numerically using Matlab’s ode15s function.
The relationship between the equilibria of the DAE system and the set of elliptic Fekete
points is studied. Precisely, solutions of DAE system are obtained from solving the elliptic
Fekete optimization problem. The optimization problem is solved using the particle swarm
optimization method. It is verified that for N = 2, 3, . . . , 8 spots, the equilibrium spot
configurations of the DAE system starting from a set of random initial points are elliptic
Fekete points.
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Chapter 1
Introduction
1.1 An overview
There is a wide range of body types within animals. Some animals, such as cheetahs and
leopards, have spotted coats, whereas others are striped, like zebras. Depending upon the
animal, the markings may be large or small. Some animals may have spotted bodies and
striped tails, or vice versa. Some animals, such as elephants and mice, do not have coat
patterns at all; see Figure 1.1. Generally, biology can provide a genetic explanation of the coat
patterns, but the mechanism can be described by mathematics, precisely reaction-diffusion
systems.
Figure 1.1: Coat pattern in some animals
Reaction–diffusion (RD) systems are mathematical models that describe how the con-
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centration of one or more materials distributed in space change under the effect of two
processes: chemical reaction and diffusion. In the case of animal coat patterns formation, a
RD model describes the way in which two different chemical products react and diffuse on
the skin, one which stimulates the production of melanin (colouring the skin), and one which
inhibits this production. RD systems also arise widely in chemistry, chemical engineering,
biology, geology, physics, ecology, and many other areas, [27, 28, 30, 40, 51].
Over the past decade, many references cover the RD patterns on the sphere and other
compact manifolds, [8, 10, 21, 31, 33, 36, 52]. In the singularly perturbed limit corresponding
to a large diffusivity ratio between two components, many RD systems admit localized spot
patterns, where the solution concentrates at discrete points. This thesis studies localized spot
patterns on the surface of the unit sphere for the Brusselator RD model. The theoretical and
numerical frameworks for analyzing the equilibrium spot patterns for Brusselator model on
a sphere were covered in [39, 48].
In [39], formal asymptotic methods are used to derive a nonlinear algebraic system that
characterizes the dynamics of spots. The stability of spot patterns for the Brusselator model
was also discussed. It was also shown that, in some cases, the localized spot patterns can
provide some instabilities: self-replication, competition, or oscillatory instabilities.
In [48], a system of differential-algebraic equations (DAEs) that characterizes the slow
dynamics of localized spot patterns for the Brusselator RD model on the sphere was con-
structed. Numerical and asymptotic solutions of the DAE system were also presented. Pre-
cisely, the numerical analysis was performed of the DAE system for N = 2, 3, . . . , 8 spots. A
fundamental connection between equilibria of the DAE system and a set of the elliptic Fekete
points has been discussed recently in [39, 48].
1.2 Summary of Results
In this work, asymptotic and numerical analysis of the Brusselator RD model on a sphere are
discussed. The DAE system is solved numerically, in the absence of the instabilities, using
Matlab’s ode15s function [42]. We obtain the equilibria of the DAE system from solving the
classical optimization elliptic Fekete problem, and the pyswarm python package [1] is used to
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solve the optimization problem. It is shown that a set of steady-state solutions of the DAE
system for N = 2, 3, . . . , 8 spots corresponds to the elliptic Fekete points set. The patterns
of spot locations and strengths are presented for N = 2, 3, . . . , 12 spots.
1.3 Thesis Outline
The outline of this thesis is as follows.
• Chapter 2 discusses the theory of the DAEs, some basic types of DAEs, and some
methods for the numerical solutions of DAEs.
• Chapter 3 presents the patterns of Brusselator RD Model on the surface of a unit
sphere, two principal results for slow spot dynamics, and the numerical simulations for
N = 6 spots.
• Chapter 4 provides an introduction of the optimization problems, some categories of
optimization problems, the particle swarm optimization algorithm (PSO), advantages
of PSO, and some variants of PSO.
• Chapter 5 contains the results of the analysis, specifically, the minimal values of the
logarithmic energy, the optimal locations of Fekete problem, the localized patterns for
N = 2, 3, . . . , 12 spots, and further relationships between Fekete points and the DAE
equilibria.
• Chapter 6 contains a summary of the contributions and proposed future work.
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Chapter 2
Differential-Algebraic Equations
2.1 Introduction
DAEs can be described as a system of ordinary differential equations coupled with algebraic
equations. Many applications generate a family of DAE models, such as mechanical systems,
optimal control, molecular dynamics, chemical kinetics, and chemical process control [4] [6].
In this chapter, we review the definition of DAEs and discuss some special types. Some
numerical methods for solving DAEs are presented briefly.
A system of differential equations that is of the form
F(t,y, y˙) = 0, (2.1)
is called DAE if the Jacobian matrix ∂F
∂y˙
is singular.
Example 2.1.1. Simple pendulum in Cartesian coordinates [4]
The motion of the simple pendulum can be expressed in terms of the Cartesian coordinates
(x1, x2) of a point particle at the end of the rod. With a Lagrange multiplier, Newton’s
equations of motion give
x¨1 = −λx1,
x¨2 = −λx2 − g,
(2.2)
where g is the force of gravity and λ(t) is a Lagrange multiplier. The fact that the rod has a
4
fixed length 1 gives the additional relation
x21 + x
2
2 = 1. (2.3)
This system can be written as a first-order DAEs as follows
x˙1 = x3,
x˙2 = x4,
x˙3 = −λx1,
x˙4 = −λx2 − g,
x21 + x
2
2 = 1.
(2.4)
2.2 Index of a DAE
In DAE, the repeated differentiation of the constraints might reduce it to an ordinary dif-
ferential equation (ODE). This is valid except when the problem is singular. The number of
differentiations required is called the index of the DAE.
Example 2.2.1. Let q(t) be a given smooth function.
• The scalar equation
y = q(t), (2.5)
is a (trivial) index-1 DAE because an ODE can be obtained with one differentiation.
• The system
y1 = q(t),
y2 = y˙1,
(2.6)
is an index-2 DAE because the constraint must be differentiated twice to get an ODE
for y2.
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• The system
u = q(t),
y = u¨,
(2.7)
is an index-3 DAE because the constraint must be differentiated three times to get an
ODE for y.
2.3 Classification of DAEs
A DAE in the form
F(t,y, y˙) = 0, (2.8)
is called fully implicit, whereas DAE in the form
y˙ = f(t,y, z),
0 = g(t,y, z),
(2.9)
is called semi-explicit. In this form, y is referred to as the differential variable, while z is
referred to as the algebraic variable. This is a nice form because the variables are decoupled.
In general, any DAE can be transformed to semi-explicit form with index increased by one.
2.4 Hessenberg forms
The general DAE system (2.1) can include problems that are not well-defined mathematically
and cannot be discretized directly. Fortunately, most DAEs that arise in practice can be
expressed as a combination of ODEs coupled with constraints. As such, differential and
algebraic variables can be explicitly identified and treated appropriately, and the algebraic
variables may be eliminated (in principle) using the same number of differentiations. These
are called Hessenberg (pure) forms and are given below.
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Hessenberg index-1
y˙ = f(t,y, z),
0 = g(t,y, z),
(2.10)
where ∂g
∂z
is assumed to be nonsingular for all t. Indeed, this is a semi-explicit index-1 DAE.
We can solve for z in the algebraic equation (using the implicit function theorem) in terms
of y, t (like implicit ODEs).
Hessenberg index-2
y˙ = f(t,y, z),
0 = g(t,y),
(2.11)
where ∂g
∂y
∂f
∂z
is assumed to be nonsingular for all t. This is called a pure index-2 DAE.
Hessenberg index-3
x˙ = f(t,x,y, z),
y˙ = g(t,x,y),
0 = h(t,y),
(2.12)
provided ∂h
∂y
∂g
∂x
∂f
∂z
is nonsingular for any t.
2.5 Numerical methods for DAEs
Numerical approaches for the solution of DAEs can be categorized into two classes:
i. Direct discretization
ii. Reformulation (index reduction) and discretization.
Direct discretization is a desirable method because a reformulation may be costly, it
may require more input from the user, or it may involve more user intervention. However,
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direct discretization is valid only for index-1 and semi-explicit index-2 DAEs, and so the
reformulation method is popular.
Fortunately, many DAEs encountered in practical applications are either index 1 or,
if higher-index, can be expressed as a simple combination of Hessenberg systems. However,
some complications may arise, and the most robust direct applications of numerical ODE
methods do not always work as one might hope, even for these restricted classes of problems.
For a DAE of index greater than two, it is usually best to use one of the index-reduction
techniques to convert the problem in a lower-index form.
2.5.1 Direct Discretization: Backward Euler
Consider the general DAE
F(t,y, y˙) = 0, (2.13)
with y = (y1, y2, . . . , ym). Applying the backward Euler method to this DAE, we obtain
F
(
tn,yn,
yn − yn−1
∆tn
)
= 0. (2.14)
This gives a system of m nonlinear equations for yn at each tn. Unfortunately, this simple
method does not always work. In the worst case, there are simple higher-index DAE systems
with well-defined solutions for which backward Euler (and in fact all other multi-step and
Rung–Kutta methods) are unstable or not defined.
Consider the semi-explicit index-1 DAE
y˙ = F(t,y, z),
0 = g(t,y, z), ∂g
∂z
nonsingular . (2.15)
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Consistent with the implicit function theorem, there exists a function G such that
z = G(t,y). (2.16)
Therefore, the DAE system (2.15) is equivalent to the ODE
y˙ = f(t,y,G(t,y)). (2.17)
Now, the backward Euler method can be applied to (2.15)
yn−yn−1
∆tn
= f(tn,yn, zn),
0 = g(tn,yn, zn).
(2.18)
Solving for zn and substituting into the algebraic equation yields
yn − xn−1
∆tn
= f(tn,xn,G(tn,yn)), (2.19)
which is the backward Euler discretization of the underlying ODE (2.17). Backward Euler is
first-order accurate, stable, and convergent for semi-explicit index-1 DAEs. The same results
can be shown for fully implicit index-1 DAEs and semi-explicit index-2 DAEs [4].
2.5.2 Backward differentiation formulas (BDF) and implicit Rung–
Kutta methods
Backward differentiation formulas (BDF) can be applied with a constant stepsize ∆t to a
general nonlinear DAE to obtain
F
(
tn,yn,
1
β0∆t
k∑
j=0
αjyn−j
)
= 0, (2.20)
where β0 and αj, j = 0, 1, . . . , k, are the coefficients of the BDF method. This method is the
most widely used method for the numerical solution of DAEs, and most software packages
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based on BDF methods to solve fully implicit index-1 DAEs. Fortunately, many problems
from applications naturally arise in this form.
Implicit Runge–Kutta Methods
The s-stage implicit Runge–Kutta method applied to the general nonlinear DAE is given by
0 = F (tni,Yi,Ki) ,
tni = tn−1 + ∆tci,
Yi = yn−1 + ∆t
s∑
j=1
aijKj, i = 1, 2, . . . , s,
yn = yn−1 + ∆t
s∑
i=1
biKi.
(2.21)
We assume that the coefficient matrix A = [ai,j] is nonsingular.
For the semi-explicit problem, the internal stages satisfy
Ki = f (tni,Xi,Zi) ,
Xi = xn−1 + ∆tn
s∑
j=1
aijKj,
0 = g(ti,Xi,Zi).
(2.22)
For the algebraic variables z, it is often better to avoid the quadrature step implied by the
last step of a usual Runge–Kutta method because there is no corresponding integration in
the DAE.
This gives an advantage to stiffly accurate methods which satisfy bj = asj because for
these methods, the constraints are automatically satisfied at the final method stage; i.e.,
yn = Yn, (2.23)
and there is no need for the final (quadrature) step.
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Chapter 3
The Brusselator Model on the Surface of
the Sphere
3.1 Introduction
The dimensionless standard form of the Brusselator [35] model formulated on the surface of
the unit sphere can be given in terms of the activator u = u(x, t) and the inhibitor v = v(x, t)
as
∂u
∂t
= 2∆su+ 
2E − u+ fu2v,
τ
∂v
∂t
= ∆sv + 
−2(u− u2v),
(3.1)
for some constants E > 0, τ > 0, and 0 < f < 1. Here the surface Laplacian ∆s is the
defined by
∆s ≡ 1
sin2 φ
∂2
∂θ2
+
1
sinφ
∂
∂φ
[
sin(φ)
∂
∂φ
]
, 0 < φ < pi, 0 < θ ≤ 2pi. (3.2)
For   1, u can be localized in the domain as a spot pattern, i.e., a concentration at a
discrete set of points x1,x2, . . . ,xN .
The main goal of this chapter is to introduce the system of DAEs that describes the
slow dynamics of spot patterns for the Brusselator model. In Section 3.4, the DAE system
is solved numerically for N = 6 points.
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3.2 Core problem
Consider a set of N spots with positions x1,x2, . . . ,xN . On the tangent plane to the sphere
near the spot at x = xj, the core problem is given on 0 < ρ <∞ as [39]:
∆ρ Uj0 − Uj0 + fU2j0Vj0 = 0, ∆ρVj0 + Uj0 − U2j0Vj0 = 0,
U ′j0(0) = V
′
j0 = 0; Uj0 → 0, vj0 ∼ Sj log ρ+ χ+ o(1) as ρ→∞.
(3.3)
where Uj0 = Uj0(ρ), Vj0 = Vj0(ρ) and ∆ρ ≡ ∂2∂ρ2 + 1ρ ∂∂ρ .
3.3 Principal results for slow spot dynamics
In [39], the method of matched expansions was used to derive quasi-equilibrium solutions of
(3.1) when  1 as follows:
Principal Result 1. (Quasi-equilibria of (3.1) [39]). For → 0, the leading-order uniformly
valid quasi-equilibrium solution to (3.1) is described by an outer solution, valid away from the
spots, and inner core solutions near each of the N spots centred at x = xj for j = 1, 2, . . . , N .
These solutions are
uuinf ∼ 2E +
N∑
i=1
Ui,0
( |x− xi|

)
, vunif ∼
N∑
i=1
Si log |x− xi| − 4piRE + v¯, (3.4)
where R ≡ 1
4pi
(log 4 − 1) and v¯ is a constant. The leading-order radially symmetric inner
core solution, Ui,0, is defined on the tangent plane to the sphere near the spot at x = xi,
and is found by numerical computation of the BVP (3.3). In (3.4), the spot strengths, Si for
i = 1, 2, . . . , N , satisfy the nonlinear algebraic system
N (S) ≡ [I− ν(I− E0)G] S + ν(I− E0)χ(S)− 2E
N
e = 0. (3.5)
Here I is the N × N identity matrix, (E0)ij = 1N , (S)i = Si, (χ(S))i = χ(Si), (e)i = 1,
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ν = −1/ log , and the Green’s matrix G is
(G)ij =

log |xi − xj|, i 6= j;
0 , i = j.
(3.6)
The function χ = χ(Sj; f) is computed from the numerical solution of BVP (3.3) and the
limiting process [48]
lim
ρ→∞
(Vj0 − Sj log ρ) = χ. (3.7)
In terms of the spot strengths, the constant v¯ in (3.4) is defined as:
v¯ =
2E
νN
+ 4piRE +
1
N
[
eTχ(S)− eTGS] . (3.8)
The stability ofO(1) time scale was discussed in detail in [39]. Some types of instabilities
were derived such as self-replication and competition instabilities of the spot profile, Figures
3.1 and 3.2.
Figure 3.1: Self-replication instability for a one-spot pattern.
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Figure 3.2: Competition instability for a two-spot pattern.
However, in case these O(1) time-scale instabilities are absent, the following result
shows that the spots slowly spread a spot pattern on a long time scale of order O(−2), and
their motion is characterized by a system of DAEs.
Principal Result 2. (Slow dynamics of of (3.1) [48]) ) Let  → 0. Provided that there
are no O(1) time-scale instabilities of the quasi-equilibrium spot pattern, the time-dependent
spot locations, xj for j = 1, 2, . . . , N , on the surface of the sphere vary on the slow time scale
σ = 2t, and satisfy the dynamics
dxj
dσ
=
2
Aj(Sj)(I − Lj)
N∑
i=1
i 6=j
Sixi
|xi − xj|2 , Lj ≡ xjx
T
j , j = 1, 2, . . . , N, (3.9a)
coupled to the constraints for S1, S2 . . . , SN in terms of x1,x2, . . . ,xN given by the roots of a
nonlinear algebraic system involving the Green’s interaction matrix G
N (S,x) ≡ [I− ν(I− E0)G)] S + ν(I− E0)χ(S)− 2E
N
e = 0. (3.9b)
Here I is N × N is identity matrix, (E0)ij = 1N , (S)i = Si, (χ(S))i = χ(Si), (e)i = 1,
ν = −1/ log  1, and G is defined in (3.6) .
Result (2) provides a DAE system (3.9) that gathers the spot locations with spot
strengths. This DAE system has index 1. It was shown that DAE system (3.9) is invariant
under a rotation of spots on the unit sphere [48].
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An asymptotic analysis of DAE (3.9) was performed in [48], yielding
S ∼ 2E
N
[
e + ν(I − E0)Ge+O(ν2)
]
. (3.10)
The functions χ(Sj) and Aj in System (3.9) depend only on the Sj and the Brusselator
parameter f . The numerically computed function χj = χ(Sj; f) is plotted in Figure 3.3.
Figure 3.3: The computed function χ(Sj) versus Sj.
The function Aj = A(Sj; f) < 0 is defined by [48]
A ≡
∫ ∞
0
U ′j0(ρ)P1(ρ)ρdρ, (3.11)
where U ′j0(ρ) is the solution of (3.3), and P1(ρ) satisfies
∆ρ
 P1(ρ)
P2(ρ)
− 1ρ2
 P1(ρ)
P2(ρ)
+MTj
 P1(ρ)
P2(ρ)
 = 0, (3.12)
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Here, Mj is defined as
Mj ≡
−1 + 2fUj0Vj0 fU
2
j0
1− 2Uj0Vj0 −U2j0
 . (3.13)
The numerically computed function A = A(Sj; f) is plotted in Figure 3.4.
Figure 3.4: The computed function Aj versus Sj.
In [48], it was shown that the O(1) time-scale spot replication event can occur if the
spot strength exceeds a threshold, Sj > Σ2(f). Here are threshold numerical values for a few
values of f [48].
Σ2(0.4) ≈ 8.21, Σ2(0.5) ≈ 5.96, Σ2(0.6) ≈ 4.41, and Σ2(0.7) ≈ 3.23. (3.14)
3.4 Numerical Solutions of the DAE system
In this work, we solve the DAE system (3.9) numerically as follows.
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i. N initial spots locations are generated.
Let hφ and hθ be uniformly distributed random variables in (0, 1). The spherical coordi-
nates can be defined as
θ = 2pihθ , φ = cos
−1(2hφ − 1), (3.15)
then transform spherical coordinates to Cartesian.
ii. Using the spot locations from (i), N guesses for spot strengths Sj that satisfy the equation
(3.10) are obtained.
iii. Matlab’s fsolve function is used to solve the algebraic system (3.9b) for the spot
strengths Sj given the initial Sj obtained from (ii).
iv. Matlab’s ode15s function is used to solve the DAE system (3.9) with the initial conditions
obtained from steps (ii) and (iii).
We remark that if the convergence fails for any used Matlab functions, we simply generate a
new random initial set for spot locations in step (i).
Numerical computations for N = 6 spots
As an example, we illustrate the numerical solution of the case of N = 6 spots. For this
computation, we took f = 0.5,  = 0.02, and E = 12. Figure 3.5 shows the evolution of 6
spots. The numerical results for the spot strengths are Sj = 4, j = 1, 2, . . . , 6.
17
Figure 3.5: The evolution of 6 spots pattern for the Brusselator model (3.1).
18
Chapter 4
An Overview of Particle swarm optimization
4.1 Introduction
Numerical optimization is a field of applied mathematics and numerical analysis. Simply
put, it is the approach of finding the best (maximum or minimum) value(s) of an objective
function according to a set of criteria. The objective function can be time, profit, distance,
potential energy, etc. Optimization problems arise in many areas of science, engineering, and
economics.
This chapter reviews some basic concepts related to the optimization, presents some
types of optimization problems, and discusses the particle swarm optimization method [25].
The continuous optimization problem can be summarized as follows
Given f : Rn → R,
find x∗ ∈ Rn such that, f(x∗) ≤ f(x), ∀x ∈ Rn.
(4.1)
It is obvious that if a point x in (4.1) represents the minimum value of an objective function
f(x), then it represents the maximum value of the objective function −f(x).
Example 4.1.1. The Sphere function is given as [12]
f(x) =
n∑
i=1
x2i (4.2)
where n is the number of dimensions. This function has a global minimum 0 at xi = 0 for
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i = 1, 2, . . . , n; see Figure 4.1.
Figure 4.1: Two-dimensional Sphere function
4.2 Classifications of optimization problems
The field of optimization is very popular, and it has many theories, methods, and software.
Classifying optimization methods helps to understand optimization problems and choosing
appropriate algorithms for their solution. Here, we present some types of optimization prob-
lems [16, 18]
• Continuous versus discrete optimization
If the optimization problem has a continuous domain, like a set of real numbers, then
it is a continuous optimization problem. On the other hand, if the domain of the
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optimization problem is a set of discrete values such as the integers, then it is a discrete
optimization problem.
• Constrained versus unconstrained optimization
Constrained optimization is the problem of optimizing an objective function subjected
to a set of constraints. It can be presented as follows:
find x for which f(x) is minimized
subject to
gi(x) = ci for i = 1, 2, . . . , l, (equality constraints)
hj(x) = ci for j = 1, 2, . . . ,m (inequality constraints).
(4.3)
If the optimization problem does not include any constraints then it is unconstrained
optimization problem, such as problem (4.1).
• Linear versus non-linear optimization
A linear optimization problem is an optimization problem that has a linear objective
function and all its constraints are linear functions. If the objective function or any of
the constraints is non-linear, then it is a non-linear optimization problem.
• Global versus local optimization
The aim of a global optimization problem is to find the globally optimal solution over
its domain, whereas a local optimization problem finds an optimal solution that is
dependent on the value at which the algorithm is started.
• Single versus multi-objective optimization
A single optimization problem is an optimisation problem with a single objective func-
tion. If the optimization problem involves more than one objective function problem
then it is a multi-objective optimization problem.
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4.3 Particle swarm optimization
Particle Swarm Optimization (PSO) is a technique created by James Kennedy and Russell
C. Eberhart in 1995 [25]. The PSO method has been widely used in many applications, and
it has achieved tremendous success. In 2008, it was shown that more than eleven hundred
papers stored in the IEEE Xplore database used PSO methods [34].
The concept of this technique is based on the social habits of bird flocking or fish
schooling. When a set of birds looks for food from one area to another, usually there is a
bird that can identify the food source very well, and then all the group follows this bird,
which is nearest to the food. In terms of PSO, each single solution is called a particle in the
search space. All particles have numerical fitness values that are computed by the objective
function to be optimized.
A particle consists of
• a position in the search space,
• the fitness value at this position,
• a velocity,
• personal best value (pBest), which is the best fitness the particle ever obtained,
• global best value (gBest), which is the best fitness achieved so far among all particles
in the space.
The group of particles is called a swarm. The search for the optimal solution is performed
systematically. The PSO algorithm performs a number of iterations, each iteration consists
of three steps:
1. compute the fitness values of each particle,
2. generate the personal and global optimal fitnesses and positions,
3. update the velocity and position of each particle.
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After finding the pBest and gBest values, one can update the particle’s velocity and position
using the following iteration, [25]:
vi(k + 1) = vi(k) + 2ri1(k)
[
xip(k)− xi(k)
]
+ 2ri2(k)
[
xg(k)− xi(k)
]
, k = 0, 1, . . . , K − 1,
(4.4)
xi(k + 1) = xi(k) + vi(k + 1), k = 0, 1, . . . , K − 1, (4.5)
where xi(k) is the position of particle i at iteration k, K is the total number of iterations,
and vi(k) is the velocity of particle i at iteration k. Here xp is the personal best position,
and xg is the global best position. The vectors r1 and r2 contain random numbers uniformly
distributed between 0 and 1.
The flowchart (4.2) shows the PSO algorithm.
Figure 4.2: PSO algorithm
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4.3.1 Advantages of the PSO algorithm
PSO is considered to be one of the most popular optimization methods, and it has many
advantages as follows [11, 13, 19, 29]:
• PSO is a simple technique. The PSO computations can be implemented easily compared
with other optimization methods.
• PSO is a derivative-free method.
• There are not many parameters in PSO, and their effects on the solution is limited.
• The impact of a set of initial points is small compared to other methods; this gives an
advantage to convergence of the algorithm.
• PSO is less sensitive to the nature of the objective function.
• Overlapping and mutation calculations are avoided in the PSO algorithm, making the
speed of the search fast.
On the other hand, PSO has some limitations. The randomness aspects in the PSO
algorithm and the inefficient performance in some applications [29] can be considered as
limitations.
4.3.2 Some variants of PSO
In order to get satisfactory performance, the classical PSO algorithm has been subjected to
many updates over the last decade. In those variants, the way of calculating the velocity and
position was improved, and the way of selecting the PSO parameters was designed to avoid
the divergence of PSO solutions.
Here we present some PSO variants.
Discrete particle swarm optimization
Most PSO algorithms work on a continuous space, but the search space in discrete particle
swarm optimization (DPSO) is discrete, so the particle positions are assigned to discrete
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values. The most common form of DPSO is binary optimization, which was introduced by
Kennedy and Eberhart in 1997 [26] to work in binary spaces. In binary optimization, the
velocity is updated as in classical PSO (using (4.4)), but the position is updated by the
following rule,
xi(k + 1) =
1, if r < S(vi(k + 1))0, otherwise, (4.6)
where S(x) is the sigmoid function given by
S(x) =
1
1 + e−x
(4.7)
and the random numbers in r are distributed uniformly on [0, 1].
Global best particle swarm optimization
Global best PSO (GBPSO) was introduced in [25] with the following change in the velocity
update:
vi(k + 1) =wvi(k) + c1r
i
1(k)
[
xip(k)− xi(k)
]
+ c2r
i
2(k)
[
xg(k)− xi(k)
]
(4.8)
k = 0, 1, . . . , K − 1, (4.9)
where w is a parameter called inertia weight and c1 and c2 are called acceleration
coefficients.
The inertia weight w plays a significant role in the convergence of PSO algorithm; the
classical PSO has no inertia weight. The concept of inertia weight was presented for the first
time in 1998 by Shi and Eberhart [43].
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Decreasing weight particle swarm optimization
Decreasing weight particle swarm optimization (DWPSO) provides a new formula for the
inertia weight, which is decreased linearly over time [15]. It is defined as follows:
w(k) = ws − (ws − we) k
K
, (4.10)
where ws is the inertia weight set for the first iteration, and we is the inertia weight set for
the last iteration K.
In DWPSO, the velocities are calculated using the following iteration
vi(k + 1) =w(k)vi(k) + c1r
i
1(k)
[
xip(k)− xi(k)
]
+ c2r
i
2(k)
[
xig(k)− xi(k)
]
(4.11)
k = 0, 1, . . . , K − 1, (4.12)
One can note from (4.9) that the inertia weight w at every iteration k depends on the total
number of iterations K, so changing the number iterations K generally leads to different
results at every iteration.
Time-varying acceleration coefficients PSO
Time-varying acceleration coefficients PSO (TVACPSO) provides some modifications not
only on the inertia weight w but also on the acceleration coefficients c1 and c2 [15, 37]. The
inertia weight w is changed as in DWPSO using (4.9) at every iteration k. TVACPSO uses
the following iteration to obtain the velocities
vi(k + 1) =w(k)vi(k) + c1(k)r
i
1(k)
[
xip(k)− xi(k)
]
+ c2(k)r
i
2(k)
[
xg(k)− xi(k)
]
(4.13)
k = 0, 1, . . . , K − 1, (4.14)
c1(k) is the personal best weight at iteration k and c2(k) is the global best weight at iteration
k; they are obtained using the following equations:
c1(k) = c1s − (c1s − c1e) k
K
, (4.15a)
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c2(k) = c2s − (c2s − c2e) k
K
, (4.15b)
where c1s is the personal best weight assigned for the first iteration, c1e is the personal best
weight assigned for the last iteration K, c2s is the global best weight designated for the first
iteration, and c2e is the global best weight designated for the last iteration K.
In TVACPSO, the total number of iterations K has a significant role. It affects the
values of w, c1, and c2 at every iteration.
Other PSO variants
Other formulas for the inertia weight w were developed by many researchers. Table 4.1
presents some different formulas for inertia weight.
Name of inertia weight Formula Reference
Constant inertia weight w = constant [43]
Random inertia weight w = 0.5 + Rand()2 [14]
Global-local best inertia weight w(k) = 1.1− gBest(k)pBest(k) [3]
Simulated annealing inertia weight w(k) = wmin + (wmax − wmin)λ(k−1), λ = 0.95 [2]
Linear decreasing inertia weight w(k) = wmax + (wmin − wmax) log10(a+ 10kK ), a is a constant [20]
Table 4.1: Different types of inertia weight
A large amount of literature about the PSO theory, its variants, and its applications is
available, e.g., [7, 22, 24, 41, 43, 46, 47, 50, 53]
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Chapter 5
Optimization Results
5.1 Introduction
The key idea in this chapter is to use the connection between the numerical solutions of DAE
(3.9) and elliptic Fekete points. A set of points {x1,x2, . . . ,xN} on the unit sphere that
globally minimizes the logarithmic energy
H(x1,x2, . . . ,xn) = −
N∑
i=1
N∑
j=i+1
log |xi − xj|, (5.1)
is called an elliptic Fekete points set [17]. The classical Fekete problem was studied widely
in various sources, e.g., [5, 17, 44, 45, 49]. It was shown in [48] that elliptic Fekete point sets
are indeed equilibrium spot configurations of the DAE (3.9). Therefore, equilibrium spot
configurations can be obtained by solving the optimization problem (5.1). In this chapter,
the GBPSO method is used to obtain the minimal values of logarithmic energy (5.1) for
N = 2, 3, . . . , 19 spots. The GBPSO method is implemented in the pyswarm python package
[1]. The PSO parameters are chosen to be w = 0.85 and c1 = c2 = 0.5. The localized and
strength patterns for N = 2, 3, . . . , 12 Fekete points are presented. The relationship between
the equilibria of the DAE and the Fekete points is discussed.
5.2 Minimal values of logarithmic energy
On a unit sphere, any point can be represented in terms of spherical coordinates (θ, φ); see
Figure 5.1. To avoid the effect of the rotational symmetries of the sphere, it is convenient to
fix the first spot x1 at the north pole, i.e., (θ1, φ1) = (0, 0), and let θ2 = 0 for the second spot
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x2. Then, for N spots on the unit sphere, we have a global optimization problem of 2N − 3
parameters in the range 0 ≤ φj ≤ pi for j = 2, 3, . . . , N, and 0 ≤ θj ≤ 2pi for j = 3, 4, . . . , N .
Figure 5.1: The spherical coordinate of a point
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We present the optimal values of the function (5.1) for N spots arranged on the unit
sphere, as outlined above. Table 5.1.
N H N H
2 −0.693147 11 −18.420476
3 −1.647918 12 −21.606145
4 −2.942488 13 −24.866718
5 −4.420507 14 −28.407811
6 −6.238325 15 −32.147872
7 −8.182477 16 −36.105923
8 −10.428018 17 −40.273062
9 −12.887753 18 −44.650281
10 −15.563123 19 −49.199821
Table 5.1: Minimal values of logarithmic energy
We remark that our results match with results of [5] for the logarithmic energy.
5.3 Elliptic Fekete point sets
In this section, we present the Fekete points for N = 2, 3, . . . , 12. The localized and strength
patterns are presented. Matlab's fsolve function is used to obtain the spot strengths Sj
from the algebraic system (3.9b). Here, we set f = 0.05,  = 0.02, and E = 2N .
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Two spots
The spherical coordinates of the elliptic Fekete points of N = 2 spots are shown in Table 5.2.
The Fekete points are located at the poles, as shown in Figure 5.2, with equal spot strengths,
(S = 4).
Spherical coordinates
θ 0 0
φ 0 3.1416
Table 5.2: Spherical coordinates of 2 Fekete points
Figure 5.2: Elliptic Fekete points for N = 2
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Three spots
The spherical coordinates of the elliptic Fekete points of N = 3 spots are shown in Table 5.3.
The Fekete points occupy vertices of an inscribed equilateral triangle, as shown in Figure 5.3.
The spot strengths are equal, (S = 4).
Spherical coordinates
θ 0 0 3.1416
φ 0 2.0944 2.0944
Table 5.3: Spherical coordinates of 3 Fekete points
Figure 5.3: Elliptic Fekete points for N = 3
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Four spots
The spherical coordinates of the elliptic Fekete points of N = 4 spots are shown in Table
5.4. The Fekete points are located on the vertices of an inscribed tetrahedron, as shown in
Figure 5.4, with a common spot strength pattern (S = 4).
Spherical coordinates
θ 0 0 4.1888 2.0944
φ 0 1.9106 1.9106 1.9106
Table 5.4: Spherical coordinates of 4 Fekete points
Figure 5.4: Elliptic Fekete points for N = 4
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Five spots
The spherical coordinates of the elliptic Fekete points for N = 5 are shown in Table 5.5.
We obtain two antipodal spots, while the other three spots are located on the mid-plane,
as shown in Figure 5.5. The spot strengths for the spots in the polar are different than the
points in the mid-plane, S1 = S2 = 3.94 and Sj = 4.04, for j = 3, 4, 5.
Spherical coordinates
θ 0 0 0 4.1889 2.0944
φ 0 3.1416 1.5707 1.5708 1.5709
Table 5.5: Spherical coordinates of 5 Fekete points
Figure 5.5: Elliptic Fekete points for N = 5
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Six spots
The spherical coordinates of the elliptic Fekete points for N = 6 are shown in Table 5.6. The
localized pattern consists of two antipodal spots, while the other four spots are located on
the mid-plane, see Figure 5.6. The spot strengths for all spots are equal (S = 4).
Spherical coordinates
θ 0 0 5.9963 4.7124 1.5708 3.1416
φ 0 1.5708 3.1416 1.5708 1.5708 1.5708
Table 5.6: Spherical coordinates of 6 Fekete points
Figure 5.6: Elliptic Fekete points for N = 6
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Seven spots
The spherical coordinates of the elliptic Fekete points for N = 7 are shown in Table 5.6. The
localized pattern consists of two antipodal spots, with a common strength (S = 4.15), four
spots are located on two parallel planes, and one terminal spot, with a common strength
(S = 3.94), as shown in Figure 5.7.
Spherical coordinates
θ 0 0 -1.2573 1.2575 -2.5135 0 2.5139
φ 0 1.5675 1.5566 1.5892 1.5966 3.1402 1.5442
Table 5.7: Spherical coordinates of 7 Fekete points
Figure 5.7: Elliptic Fekete points for N = 7
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Eight spots
The spherical coordinates of N = 8 elliptic Fekete points are shown in Table 5.8, and the
spots localized patterns are shown in Figure 5.8. It can be described as three parallel planes
of two spots each, one northern pole and one terminal spot. The spot strengths for all spots
are equal (S = 4).
Spherical coordinates
θ 0 0 4.3091 0.7070 5.0170 3.5648 1.4519 2.5083
φ 0 1.4068 2.4987 2.4989 1.4071 1.2463 1.2465 1.9422
Table 5.8: Spherical coordinates of 8 Fekete points
Figure 5.8: Elliptic Fekete points for N = 8
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Nine spots
The spherical coordinates of N = 9 elliptic Fekete points are shown in Table 5.9. The
localized spot pattern consists of a northern pole and three parallel planes, one contains four
spots and the others of two spots each,The spots localized and strength patterns are shown
in Figure 5.9.
Spherical coordinates
θ 0 0 5.0985 1.1860 5.0974 3.1411 3.8289 1.1838 2.4544
φ 0 1.5584 2.4143 1.2077 1.2073 2.3624 1.3274 2.4146 1.3270
Table 5.9: Spherical coordinates of 9 Fekete points
Figure 5.9: Elliptic Fekete points for N = 9
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Ten spots
The spherical coordinates of N = 10 elliptic Fekete points are shown in Table 5.10. The
localized spots pattern consists of two antipodal spots, with a common strength (S = 3.94),
and two parallel planes with four spots on each, with a common strength (S = 4.02), as
shown in Figure (5.10).
Spherical coordinates
θ 0 0 1.5710 0 5.4976 2.3562 4.7124 0.7851 3.1412 3.9268
φ 0 1.1368 1.1369 3.1416 2.0048 2.0052 1.1365 2.0047 1.1368 2.0046
Table 5.10: Spherical coordinates of 10 Fekete points
Figure 5.10: Elliptic Fekete points for N = 10
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Eleven spots
The spherical coordinates of N = 11 elliptic Fekete points are shown in Table 5.11. The
irregular spots localized pattern and spots strengths pattern are shown in Figure (5.11).
Spherical coordinates
θ 0 4.8039 1.2774 0 2.2844 4.1273 3.4625 2.7449 0 5.3759 1.0424
φ 0 1.0140 2.0582 2.7861 1.2578 2.0999 1.1971 2.2779 1.3939 1.8978 1.0424
Table 5.11: Spherical coordinates of 11 Fekete points
Figure 5.11: Elliptic Fekete points for N = 11
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Twelve spots
The spherical coordinates of N = 12 elliptic Fekete points are shown in Table 5.12. The
localized spot pattern consists of two antipodal and two parallel planes with five spots each,
as shown in Figure 5.12. The spot strengths for all spots are equal (S = 4).
Spherical coordinates
θ 0 0 1.8850 4.3982 3.1416 5.0267 3.7697 2.5131 0.6283 6.2832 5.6545 1.2564
φ 0 1.1074 2.0344 2.0342 2.0345 1.1070 1.1071 1.1071 2.0346 3.1416 2.0345 1.1071
Table 5.12: Spherical coordinates of 12 Fekete points
Figure 5.12: Elliptic Fekete points for N = 12
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5.4 More about the relationship between equilibria of
the DAE and the Fekete points
Our numerical solutions of the DAE system for N = 2, 3, . . . , 8 spots starting from a set of
initial conditions can lead to three cases:
• Steady-state Fekete points
We obtain a set of initial conditions that converge to elliptic Fekete points; Figure 5.13.
The values of the logarithmic energy during the evolution of these spots are shown in
Figure 5.14.
Figure 5.13: Fekete Steady-State points
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Figure 5.14: Logarithmic energy values for 6 Fekete spots over a time interval.
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• Steady-state non-Fekete points
We obtain a set of initial conditions are equilibria of the DAE system, but these equi-
libria are not elliptic Fekete points; Fig 5.15. The values of the logarithmic energy
during the evolution of these spots are shown in Figure 5.16.
Figure 5.15: Non-Fekete Steady-State points
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Figure 5.16: Logarithmic energy values for 6 non-Fekete spots over a time interval.
• Non-steady state
Some initial conditions diverge; the numerical solutions become unbounded.
We remark that for N ≥ 9, we were unable to find numerical solutions of the DAE system
that converge to the Fekete points; numerical solutions either converged to non-Fekete points
or became unbounded.
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Chapter 6
Conclusions and Future Work
In this work, the dynamics of localized spot patterns on the unit sphere for the Brus-
selator RD model are studied. The DAE system that characterizes the slow dynamics of the
spot pattern on long time-scale is presented. The connection between the equilibria of the
DAE and the set of elliptic Fekete points is drawn.
6.1 Summary of the contributions
The contributions of this thesis can be summarized as follows:
First, the DAE system (3.9) is solved numerically using the Matlab's ode15s function.
Section 3.4 shows the process of obtaining the numerical solutions. The spot patterns for
N = 6 spots are presented.
Second, the equilibrium spot patterns are obtained by solving the Fekete optimization
problem (5.1), the GBPSO method is used to calculate the minimal values of the logarithmic
energy and hence the elliptic Fekete spots. The optimization computations are performed
with pyswarm python software. The localized patterns for N = 2, 3, . . . , 12 spots are pre-
sented.
Third, the connection between the equilibria of the DAE system and the elliptic Fekete
points is studied in Chapter 5. It is shown for N = 2, 3, . . . , 8 points, that it is possible to
find conditions for the DAE system that converges at steady state to elliptic Fekete points.
The connection for N > 8 could not be drawn.
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6.2 Future work
Similar numerical, asymptotic, and optimization analysis can be extended for other RD
models, such as the coupled bulk-surface model [31, 32] and the Gray–Scott Model [9], which
model many biological and chemical phenomena, e.g., eukaryotic cell migration, chemotaxis,
and signalling networks [23, 38]. The dynamics and equilibria of spot patterns for the Brusse-
lator model on a general manifold, which may better model real surfaces, can be investigated.
Group theory methods for ODEs can also be used to classify and identify the steady-state
spot configurations of the DAE system; they can help in establishing numerical algorithm
to classify the equilibria into symmetry groups, especially when N > 8 spots. Additional
stability analysis of steady-state solutions of the DAE and core problem can be performed,
providing a theoretical framework for the stability of spot patterns may help in performing
efficient numerical computations.
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