Abstract. In this paper, we present a novel approach for finding association rules from locally frequent itemsets using rough set and boolean reasoning. The rules mined so are termed as local association rules. The efficacy of the proposed approach is established through experiment over retail dataset that contains retail market basket data from an anonymous Belgian retail store.
Introduction
Mining association rules in transaction data is a well studied problem in the field of data mining. In this problem, given a set of items and a large collection of transactions, the task is to find relationships among items satisfying a user given support and confidence threshold values. However, the transaction data are temporal in the sense that when a transaction happens the time of transaction is also recorded. Considering the time aspect, different methods [1] have been proposed to extract temporal association rules, i.e., rules that hold throughout the life-time of the itemset rather than throughout the life-time of the dataset. The lifetime of an itemset is the time period between the first transaction containing the itemset and the last transaction containing the same itemset in the dataset and it may not be same as the lifetime of the dataset. Mahanta et al. have addressed the problem of temporal association rule extraction in [2] . They proposed an algorithm for finding frequent itemsets with respect to a small time-period not necessarily equal to the lifetime of the dataset or that of the itemset. They named such itemsets as locally frequent itemsets and corresponding rules as local association rules. In order to calculate the # To whom correspondence should be addressed.
confidence value of a local association rule, say A ⇒ X -A, in the interval [t, t′] where X is a frequent itemset in [t, t′] and X A ⊂ , it is required to know the supports of both X and A in the same interval [t, t′] . But, the way supports of itemsets are calculated in [2] , the support of subsets of X may not be available for the same time interval rather, they may be frequent in an interval greater than [t, t′] . So, they have loosely defined association rules, as confidence of the rule A ⇒ X -A cannot be calculated in interval [t, t′] directly.
Rough sets theory, proposed by Pawlak [3] , seems to be a solution to this problem. Nguyen et al. [4] have presented a method of extracting association rules, based on rough set and boolean reasoning. They have shown a relationship between association rule mining problem and reducts finding problem in rough set theory. But, their works were mainly focused on non-temporal datasets.
In this paper, we present a novel approach for finding local association rules from locally frequent itemsets using rough set and boolean reasoning. For a given locally frequent itemset X in time interval [t, t′] , all those transactions generated between t and t′ are considered and mapped to decision table in line with [4] . Thereafter, we find the reducts using rough set theory and boolean reasoning to generate association rules that would be local to the time interval [t, t′] . The rest of the paper is organized as follows. Section 2 presents the related works on temporal association rule mining. Basic concepts, definitions and notations are presented in section 3. The proposed local association rule mining method is described in section 4. The experimental setup is presented in section 5. Finally, section 6 concludes the paper.
Related Work
Temporal Data Mining is an important extension of conventional data mining. By taking into account the time aspect, more interesting patterns that are time dependent can be extracted. Hence, the association rule discovery process is extended to incorporate temporal aspects. Each temporal association rule has associated with it a time interval in which the rule holds. In [1] , an algorithm for discovery of temporal association rules is described. For each item (which is extended to item set) a lifetime or life-span is defined as the time gap between the first occurrence and the last occurrence of the item in transaction database. Supports of items are calculated only during its life-span. Thus each rule has associated with it a time frame corresponding to the lifetime of the items participating in the rule. In [2] , the works done in [1] has been extended by considering time gap between two consecutive transactions containing an item set into account. The frequent itemsets extracted by above method are termed as locally frequent itemsets. Although the methods proposed in [1] and [2] can extract more frequent itemsets than others; the methods did not address association rules extraction problem adequately. The relationship between the problem of association rules generation from transaction data and relative reducts finding from decision table using rough set theory is better presented in [4, 5, 6, 7] . But, the temporal attribute which is naturally available in a transaction dataset is not taken into consideration.
Basic Concepts, Definitions and Notations
The local support of an itemset, say X, in a time interval 
Method of Generating Local Association Rules
In this section, we discuss the method of temporal template mining and thereafter local association rule mining from them using rough set and boolean reasoning.
Template as Patterns in Data
By template we mean the conjunction of descriptors. A descriptor can be defined as a term of the form (a=v), where a∈A is an attribute and v∈V a is a value from the domain of a. For a given template T the object u∈U satisfies T iff all the attribute values of T are equal to the corresponding attribute values of u. In this way a template T describes the set of objects having common properties. The support of a template T is defined as: support(T)=|{u∈U: u satisfies T}|. A template T is called good template if the support(T) ≥ s for a given threshold value s. A template is called temporal template if it is associated with a time interval [t, t′] . We denote a temporal template associated with the time-interval [t, t′] as T [t, t′] . A temporal template may be "good" in a time-interval which may not be equal to the lifetime of the information table. The procedure of finding temporal template is discussed in [2] . From descriptive point of view, we prefer long templates with large support.
From Template to Optimal Association Rules
Let us assume that a temporal template T[t, t′]= D 1 ∧D 2 ∧…∧D m with support s has been found using [2] . We denote the set of all descriptors occurring in template T by DESC (T[t, t′] , t′] ), the temporal association rule R P is called c-representative if (i) confidence(R P )≥c, and (ii) for any proper subset P′ of P we have confidence(R P' )≤c. Instead of searching for all temporal association rules we search for c-representative temporal association rules because every c-representative temporal association rule covers a family of temporal association rules. Moreover the shorter is temporal association rule R, the bigger is the set of temporal association rules covered by R.
Searching for Optimal (Shortest) Local Association Rules
In order to find association rules from a locally frequent itemset, say X, in an interval [t, t′] , all the transactions (say A) that happened between t and t′ are considered to construct a decision table. Thereafter, α-reducts for the decision table which corresponds to the local association rules are found using rough set theory. The decision 
The Approximate Algorithms
In this section, we present two algorithms -the first, shown in table 1, finds almost shortest c-representative association rules. After the algorithm in table 1 stops we do not have any guarantee that the descriptor set P is c-representative. But one can achieve it by removing from P all unnecessary descriptors. The second algorithm, shown in table 2, finds k short c-representative association rules where k and c are parameters given by the user. 
