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Versuchsanlage und Mechanisierung des Feldversuchswesens*)
H. Bleiholder und H. Gröner
Zusammenfassung
Landwirtschaftliche Feldversuche werden heutzutage mit Hilfe
von Spezialmaschinen durchgeführt. Die Art und der Grad der
Mechanisierung nehmen Einfluß auf das zugrunde gelegte bio-
metrische Modell. In der praktischen Versuchsarbeit kommt
deshalb nicht immer das beste statistische Modell zum Tragen.
Gleiche Versuchsfragen werden unterschiedlich geprüft. Diese
Unterschiede bedingen unterschiedlich präzise Aussagen über
die gestellten Versuchsfragen. An Hand praktischer Beispiele
wird die Problematik zwischen „ Theorie“ und „Praxis“ darge-
legt.
Summary
Agricultural field trials are carried out at present by using
machines developped or adapted to small plot work. The
intensity of mechanization takes influence on the assumed
statistical model. In practice not always the best statistical model
is used, due to restrictions imposed by the machinery used. The
same trial question is proofed by using different trial design. As
a consequence, the trial questions are answered with differencia-
ted precision. By using some practical examples, the dilema
between "theory" and "practice" is discussed.
1. Einleitung
Der Feldversuch ist für die Prüfung neuer ackerbaulicher
Methoden unter praxisnahen Bedingungen ein unentbehrli-
ches Hilfsmittel. Er dient dazu, Erkenntnisse über stand-
ortspezifische Effekte zu gewinnen, die als Beratungsgrund-
lage bei der Optimierung der pflanzlichen Produktionstechnik
ihre Anwendung finden. Man unterscheidet zwei Gruppen
von Feldversuchen:
- Wissenschaftlich orientierte Feldversuche zur exakten
Erkenntnisgewinnung unter bestimmten ökologischen
Bedingungen und
- Praxisorientierte Feldversuche zur Unterstützung bzw.
Untermauerung anwendungsspezifischer Erkenntnisse unter
unterschiedlichen ökologischen Bedingungen.
Während die erste Gruppe durch den exakt durchgeführten
Einzelversuch gekennzeichnet ist, steht im zweiten Fall die
Versuchsserie im Vordergrund.
MM
*) Vortrag gehalten von H. Bleiholder auf dem 30. Biometrischen
Colloquium, 1984 in Dortmund
ı
Der Ablauf eines Versuchsvorhabens gliedert sich nach
.WECKE u. a. (1977) in folgende Schritte: 1
1. Planung des Versuches bzw. der Versuchsserie; Formulie-
rung der Versuchsfrage
2. Erstellen des Versuchsplanes
3. Anlegen des Versuches und Durchführung der geplanten
Maßnahmen
4. Erhebung der Daten, die zur Beantwortung der gestellten
Versuchsfragen notwendig sind
5 . Datenauswertung und Berichterstattung der Ergebnisse
6. Schlußfolgerungen und deren Umsetzung in die Praxis bzw.
Neuformulierung der Versuchsfrage.
Die ersten beiden Schritte („Planung des Versuches“,
„Erstellen des Versuchsplanes“) sind stark von der biometri-
schen Standardliteratur geprägt, d.h. bei der Planung von
Versuchen werden die Grundprinzipien „wiederholen“ und
„randomisieren“ eingehalten bzw. festgelegt. Bei der Ver-
suchsanlage werden die Begriffe „wiederholen“ und „rando-
misieren" jedoch nicht immer im biometrischen Sinne ver-
wirklicht. Hierfür gibt es häufig praktische, plausible Erklä-
rungen. Einige davon sollen in dieser Arbeit diskutiert wer-
den, wobei der Zusammenhang zwischen der Mechanisierung
des Feldversuchswesens und der praktischen Anlage von Ver-
suchen im Vordergrund stehen soll.
2. Mechanisierung des Feldversuchswesens
Die Feldversuche können von der Saatbettvorbereitung bis
zur Ernte in Eigenregie durchgeführt bzw. in einen vom
Landwirt vorbereiteten Schlag hineingelegt werden.
Um alle notwendigen Arbeiten selber durchführen zu kön-
nen, muß der Versuchsansteller einen Park spezialisierter
Geräte besitzen. Dabei ist es gleichgültig, ob der Versuch auf
einem stationären Standort (z. B. einer Versuchsstation) oder
bei einem Landwirt durchgeführt wird.
Versuche, die in einen vom Landwirt vorbereiteten Schlag
hineingelegt werden, benötigen einen geringeren Mechanisie-
rungsgrad als die vorher erwähnte Gruppe, ohne dabei an
Exaktheit einzubüßen. Der große Vorteil dieser Versuche
liegt in der Tatsache begründet, daß der Versuchsansteller
noch kurz vor der Ausbringung der PÀanzenbehandlungsmit-
tel den Standort auswählen kann, an dem das in der Versuchs-
frage angesprochene Problem angetroffen wird. Diese Art von
Versuchen eignet sich insbesondere für PÀanzenschutz- und
Düngungsversuche und ist weitestgehend ungeeignet für Sor-
tenversuche.
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Bei der Durchführung eines Feldversuches sind im wesentli-
chen die Vorbereitung des Saatbettes, die Aussaat bzw. PÀan-
zung der Kultur, die ackerbaulichen Maßnahmen während der
Vegetation und die Ernte zu beachten. Diese Schritte sind alle
mechanisierbar und haben einen EinÀuß auf die Versuchs-
durchführung. Die Versuchsfrage selber wird den Grad und
die Art der Mechanisierung der einzelnen Schritte wesentlich
bestimmen.
So wird bei einem normalen PÀanzenschutz- oder Dün-
gungsversuch, bei dem verschiedene Prüfglieder verglichen
werden, der Versuchsansteller die exakte Ausbringung der
Mittel- bzw. Düngermengen und eine exakte Beerntung
beeinflussen und mechanisieren. Die Vorbereitung des Saat-
bettes und die Aussaat wird meistens dem Landwirt überlas-
sen, bei dem der Versuch durchgeführt wird.
Bei einem Sortenversuch hingegen wird auf eine exakte
Saatbettvorbereitung, auf eine akkurate Aussaat der Kultur-
pÀanze und eine exakte Ernte Wert gelegt. Die Ausbringung
von PÀanzenbehandlungsmitteln und von Düngergaben wird
dabei oft mit praxisüblichen Geräten vorgenommen. Diese
unterschiedliche Interessenlage zwischen PÀanzenzüchtung
einerseits, PÀanzenschutz und Düngung andererseits hat zur
Entwicklung unterschiedlicher Feldversuchsgeräte gefiihrt.
2.1 Vorbereitung des Saatbettes '
Die Vorbereitung des Saatbettes wird mit Hilfe praxisüblicher
Geräte durchgeführt und hat keinen EinÀuß auf die Anlage
des Versuches. Ist die Vorbereitung des Saatbettes (z.B.
Herbizidapplikation im Vorsaatverfahren mit Einarbeitung)
Bestandteil der Versuchsfrage, so können spezielle Geräte
eingesetzt werden. Die Versuchsanlage (Randomisationsplan)
muß diesen Gegebenheiten angepaßt werden.
2.2 Aussaat bzw. Pflanzung der Kultur
In der Regel werden heute in den meisten Ländern die Ver-
suchsanlagen noch mit einfachen Mitteln (d. h. in Handarbeit)
durchgeführt. Die Saat kann in Kleinversuchen von Hand
ausgeführt werden, wobei der Reihenabstand und die Saat-
tiefe selten genau eingehalten werden können. Um eine
exakte Saat zu gewährleisten, werden in der Bundesrepublik
Abb. 1. Doppeltank-BASF-Gloria-Spritzgerät. Der Druck wird durch
Preßluft hergestellt.
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Deutschland, aber auch in anderen Ländern, speziell entwik-
kelte Drillmaschinen (Abb. 2) eingesetzt, die keine exakte
Parzellensaat ermöglichen. Häufig wird aber zur Saat auch
eine praxisübliche Drillmaschine eingesetzt, wie sie jeder
Landwirt besitzt (Abb. 3). Die Saattechnik ist ein wichtiger
Faktor, der die biometrische Modellverwirklichung stark
beeinÀussen kann, wie einige Beispiele zeigen werden. Ein
Versuch, der in das Feld eines landwirtschaftlichen Betriebes
gelegt wird - heute die häufigste Versuchsanlage im PÀanzen-
schutz - setzt eine sorgfältige Bodenbearbeitung und Saat
durch den Landwirt voraus. Der Versuchsansteller übernimmt
das Feld erst dann, wenn der Versuch ausgemessen und die
Parzellen angelegt werden sollen.
2.3 Ackerbauliche Maßnahmen während der Vegetation
2.3.1 Ausbringung von Pflanzenbehandlungsmitteln
Eine Voraussetzung für den Erfolg eines PÀanzenschutzver-
suches ist die exakte Applikation der Mittel. Wie für die Saat,
wurden auch für die Ausbringung der Mittel in den letzten
Jahrzehnten unterschiedliche Geräte hergestellt, die heute alle
im Einsatz sind. Tragbare Rückenspritzgeräte mit Preßluftbe-
trieb (Abb. 1) und Spritzgestänge gewährleisten eine gleich-
mäßige Dosierung und Verteilung auf der Parzelle, wenn die
Laufgeschwindigkeit und der Abstand n des Spritzgestänges
zum behandelten Objekt (Boden oder PÀanzen) eingehalten
werden.
Bestimmte Gerätevarianten, bei denen die Last von der
Schulter auf ein Rad verlagert wurde, sind in letzter Zeit
entwickelt worden. Der große Vorteil dieser Applikations-
technik ist die enorme Wendigkeit; auch auf kleinstem Raum
kann gedreht und gewendet werden. Dadurch ist es möglich,
jedes Randomisationsmodell auf einem Felde zu realisieren.
Die Nachteile bei der Ausbringung von chemischen PÀanzen-
schutzmitteln mittels tragbarer Rückenspritzen können durch
fahrbare, motorisierte Parzellenspritzmaschinen (Abb. 4)
behoben werden. Die exakte Ausbringung wird aber mit einer
größeren Schwerfälligkeit des Gerätes bezahlt. Die Randomi-
sation des Versuches wird oft - wenn nämlich die Anzahl der
Versuchsglieder die Anzahl der Gestänge übersteigt - durch
das Gerät mitbestimmt und nicht nur durch das statistische
Modell. Die exakte Einhaltung eines vorgegebenen Randomi-
sationsplanes wird mit technischen Mitteln (z. B. Einsatz von
Mikroelektronik) gelöst. Ein Versuchsplan muß nicht mitge-
führt werden;
Beim Sprühen werden im Versuchswesen sowohl tragbare
wie auch fahrbare Geräte eingesetzt. Das Sprühverfahren wird
in Kulturen wie Obst, Wein und Hopfen routinemäßig ange-
wandt. Auch hier gilt es, das Präparat exakt und gleichmäßig
auf die zu behandelnde Fläche auszubringen. Um Abtrift zu
vermeiden, wird das Gestänge abgeschirmt.
Mit fahrbaren Geräten können die von der Praxis geforder-
ten Parameter wir Spritzdruck, Düsengröße, Luftmenge beim
Sprühen, Fahrgeschwindigkeit wesentlich günstiger eingestellt
werden. Die im Versuchswesen gewonnenen Ergebnisse las-
sen sich dabei schneller und exakter in die Praxis übertragen.
2.3.2 Ausbringung von Düngern
Die Düngung der Parzellen stellt den Versuchsansteller oft vor
die gleichen Probleme wie die Saat und die Behandlung der
Parzellen. Neuerdings werden eigens für die Parzellendün-
gung entwickelte Streugeräte eingesetzt. Häufig wird der Dün-
ger aber noch per Hand gestreut bzw. wenn möglich, mit den
praxisüblichen Geräten ausgebracht. Letzteres wird dann
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Abb. 2. Hege-500-Geräteträger mit vor-
gebauter Parzellendrillmaschine.
Abb. 3. Aussaat der Parzellen mit einer
Praxisdrillmaschine. Als Trennstreifen
zwischen den Parzellen bzw. Blöcken
dienen die Spurbreiten.
Abb. 4. Fahrbare Spritzmaschine beim
Ausbringen von Ährenbehandlungen im
Getreide.
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gewählt, wenn die Düngung nur zur Kulturführung gegeben
wird, demzufolge nicht Bestandteil einer Versuchsfrage ist.
2. 4 Ernte
Selten werden heute Parzellen von Hand beerntet. Parzellen-
mähdrescher bzw. Parzellenernter in unterschiedlich großen
Ausführungen haben das Beernten von Getreide, Raps, Mais,
Zuckerrüben, Reis und anderen Kulturen übernommen.
Diese Maschinen können nach jeder Parzelle restlos bzw.
weitestgehend sauber entleert werden. Leider werden aber
auch Praxismähdrescher zur Beerntung von Parzellen einge-
setzt. Die Nachteile solcher für ein exaktes Versuchswesen
ungeeigneter Maschinen heben den möglichen Rationalisie-
rungseffekt auf.
Die Mechanisierung des Feldversuchswesens ist nur dann
sinnvoll, wenn diese ein Glied in der Versuchsarbeit darstellt
-und nicht das Versuchswesen bestimmt. Die Gefahr, die Ver-
suchsfrage und den Randomisationsplan der Technik unterzu-
ordnen, führt meistens zu einer fehlerhaften Beantwortung
gestellter Versuchsfragen.
Hierbei muß hervorgehoben werden, daß ein theoretisch
mögliches statistisches Modell bei der Umsetzung in einen
praktischen Versuch Grenzen hat. Eine übertriebene und
manchmal auch verkehrte Mechanisierung sollte die Realisie-
rung eines statistischen Modells jedoch nicht verhindern. Nur
die Ausgewogenheit zwischen notwendiger und vertretbarer
Mechanisierung und dem zur Lösung einer Versuchsfrage
notwendigen statistischen Modell kann zum Erfolg führen.
3. Versuchsanlagen
3.1 Einfluß auf allgemeine Parameter einer Versuchsanlage
Der Einsatz der erwähnten Geräte kann EinÀuß auf verschie-
dene Versuchsparameter nehmen:
3.1.1 Breite und Länge einer Parzelle
Um die Vorteile einer mechanisierten Versuchsdurchführung
auszuschöpfen, müssen alle Geräte aufeinander abgestimmt
sein. Die Schnittbreite des Mähdreschers bestimmt die Parzel-
lenbreite, demzufolge auch die Auswahl der Drillmaschine
und des Spritzgestänges.
Die mechanisierte Durchführung eines Versuches führt zu
Parzellen, die signifikant von der Idealform abweichen; die
Parzellen sind um ein Vielfaches länger als breit.
3.1.2 Die Lage der Blöcke
Eine mechanisierte Versuchsdurchführung von der Saat bis
zur Ernte bestimmt die Lage eines Blockes mit. Für einen
Versuchsansteller ist es sinnvoll, alle Arbeiten im Versuch in
einer Richtung durchzuführen. Diese Verfahrensweise führt
zu langen und schmalen Blöcken (Abb. 5). Werden die PÀan-
zenschutzmaßnahmen quer zu den Saatreihen und die Dün-
gung längs der Saatreihen durchgeführt, so können die Arbei-
ten zwischen Versuchsansteller und Landwirt aufgeteilt wer-
den. Diese Arbeitsweise führt zu der in Abb. 6 dargestellten
Art einer Versuchsanlage, die heute in der Bundesrepublik
Deutschland weit verbreitet ist.
3.1.3 Die Trennstreifen zwischen den Parzellen und den Blök-
ken (= Wiederholungen)
Wird ein Versuch auf eine Praxisfläche (Abb. 7) gelegt (Aus-
saat und Kulturführung übernimmt der Landwirt), so wird
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man den Block (= Wiederholung) zweckmäßigerweise zwi-
schen zwei Fahrgassen legen. Wird der Versuch in eigener
Regie durchgeführt, so werden die Trennstreifen zwischen den
Blöcken und den Parzellen durch die Geräte bestimmt (siehe
hierzu Abb. 2). Die Ausrüstung des Landwirtes bzw. des
Versuchsanstellers bestimmt die Lage des Versuches im Feld.
3.2 Die Umsetzung eines statistischen Modells in die Praxis
3.2.1 Einfaktorielle Versuche
Normalfall ist die Versuchsanlage im Feld eines Landwirtes,
dort wo das Problem auftritt. Voraussetzung zur Durchfüh-
rung ist die Mobilität des Versuchstechnikers und der Einsatz
von Applikationsgeräten, die ein Wenden auf engem Raum
erlauben. Das statistische Modell wird voll und ohne Ein-
schränkung auf den Versuch übertragen. Diese Versuche
beinhalten keine Probleme, sofern die Voraussetzungen „wie-
derholen" und „randomisieren" im biometrischen Sinn umge-
setzt werden. `
3.2.2 Mehrfaktorielle Versuche zur Prüfung der Wechselwir-
kung zwischen Sorten und Pflanzenbehandlungsmaßnahmen
Während bei einfaktoriellen Versuchen heutzutage ein vorge-
schriebenes statistisches Modell mit wenig Aufwand durch-
führbar ist, sieht es im Bereich mehrfaktorieller Versuche
anders aus. Bei der Umsetzung eines geplanten Versuches in
die Praxis werden hier verschiedene Wege eingeschlagen.
Eine zweifaktorielle Spaltanlage ist aus versuchstechnischer
Sicht das statistische Modell der Wahl. Aus Sicht des PÀanzen-
schutzes muß als „Hauptparzelle" die Sorte stehen, als
„Unterparzelle" die PÀanzenbehandlungsmaßnahmen. Der
PÀanzenzüchter aber wird, bedingt durch seinen Arbeits-
schwerpunkt, die Pflanzenbehandlungsmaßnahmen als
„Hauptparzelle“, die Sorten als „Unterparzelle" anlegen, um
auf diese Weise Sortenunterschiede exakter zu messen. Im
Anschluß sollen einige gängige Praxisanlagen und deren Vor-
und Nachteile diskutiert werden. Es handelt sich dabei um
tatsächlich angelegte Versuche, wie sie bei genauer Durchsicht
der einschlägigen Literatur oft zu finden sind.
3.2.2.1 Sorten in Streifen
Eine gebräuchliche Versuchsanlage, um die gestellte Ver-
suchsfrage zu beantworten, ist in Abb. 8 schematisch darge-
stellt. Hauptmerkmal dieser Versuchsanlage ist die Saat der
Sorten in Streifen, wobei die PÀanzenbehandlungsmaßnah-
men auf jedem Streifen wiederholt und randomisiert ausge-
bracht wurden. Bei einer solchen Versuchsanlage muß ange-
merkt werden, daß die Sorten ohne Wiederholung gedrillt
wurden. Innerhalb einer Sorte sind die Pflanzenbehandlungs-
maßnahmen als randomisierte Blockanlage angelegt.
Die Versuchsanlage in Abb. 8 wird dort angetroffen, wo der
Versuchsansteller keine Parzellendrillmaschine besitzt und die
Aussaat mit Hilfe eines konventionellen Drillgerätes durch-
führt. Die Begriffe „wiederholen“ und „wiederholte Stich-
probe" werden dabei verwechselt.
Da innerhalb einer Sorte für die PÀanzenbehandlungsmaß-
nahmen eine randomisierte Blockanlage vorliegt, kann zur
Auswertung das Modell
Yij=μ+0li+ßi'|-¿ij (1)
zugrunde gelegt werden. Die Varianzanalyse pro Sorte ist in
Tabelle 1 wiedergegeben.
Die Testung der Behandlungseffekte ist gegen einen sorten-
spezifischen Fehler möglich. Damit kann für jede Sorte eine
Aussage über mögliche Behandlungseffekte erfolgen. Die
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Abb. 5. Lange und schmale Blöcke ent-
stehen dann, wenn eine Praxisdrillma-
schine zur Aussaat benutzt und die Be-
handlungen in gleicher Richtung ausge-
bracht werden.
Abb. 6. Lage mehrerer Versuche neben-
einander in einem Praxisschlag. Die
schmalen Parzellen sind quer zu den
Saatreihen angelegt.
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Abb. 7. Lage mehrerer Versuche in ei- l
nem Praxisschlag. Die Blöcke sind zwi-
schen zwei Fahrgassen gelegt, um eine
negative BeeinÀussung zu vermeiden. -
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Abb. 8. Anlageschema eines Versuches zur Prüfung der Wechselwir-
kung zwischen Sorten und PÀanzenbehandlungsmitteln_ Die Sorten
sind ohne Wiederholung als Streifen gedrillt; auf jeder Sorte sind die
PS-Behandlungen randomisiert und 4fach wiederholt angelegt.
Genauigkeit dürfte für eine praktische Aussage ausreichend
sein. Die Prüfung der Wechselwirkung zwischen Sorten und
PÀanzenbehandlungsmaßnahme - die eigentliche Versuchs-
frage - kann ohne Einschränkung der Genauigkeit nicht vor-
genommen werden. Wird zur Auswertung des Gesamtversu-
ches das Modell
Yijk = ll + Oli + Yj + Y(l3ı<) + (W01)/)ij + Sijk (2)
zugrunde gelegt, so kann eine bedingte Aussage über die
Wechselwirkung „Sorte >< Behandlung" getroffen werden.
Abb. 9. Anlageschema einer Spaltanlage zur Prüfung der Wechselwir-
kung zwischen Sorten und PÀanzenschutzmaßnahmen. Die Sorten
sind als Großparzellen, die PÀanzenschutzmaßnahmen sind als Unter-
parzellen angelegt.
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Diese Auswertung stellt einen brauchbaren Kompromiß dar,
wodurch die Sorten in Gruppen gleichsinniger Wirksamkeit
unterteilt werden können (BLEIHOLDER und GEIDEL, 1978;
BLEIHOLDER u. a., 1982). Die Aufspaltung der Varianzen in
die einzelnen Komponenten ist aus Tabelle 2 zu entnehmen.
Die Wechselwirkung wird gegen den gepoolten Restfehler
der Sorten getestet. Liegt zu einer vorgegebenen Irrtumswahr-
scheinlichkeit für die Wechselwirkungen keine Signifikanz
vor, können die Hauptwirkungen gegen den gemeinsamen
Restfehler getestet werden. Ein Test der Hauptwirkung „Sor-
ten" führt zu keiner verbesserten Informationsausbeute, da im
zugrunde gelegten Modell diese Hauptwirkung einen Mischef-
fekt zwischen vorhandenen Sortenunterschieden und Lage der
Sorte im Feld darstellt. Der EinÀuß der Bodeninhomogenität
kann von den reinen Sorteneffekten nicht exakt getrennt
werden. Eine Aussage über mögliche Sorteneffekte muß des-
halb unterbleiben.
3.2.2.2 Sorten als Großparzelle, Pflanzenbehandlungsmaßnah-
men als Kleinparzelle innerhalb der Sorten
Zur Beantwortung der unter Punkt 3.2.2.1 behandelten Frage
wird in der Praxis oft die in Abb. 9 wiedergegebene Versuchs-
anlage benutzt. Es handelt sich um eine klassische zweifakto-
rielle Spaltanlage. Die Sorten werden als Großparzelle ange-
legt, und innerhalb der Sorten werden die PÀanzenbehand-
lungsmaßnahmen durchgeführt. Aus Sicht des PÀanzenschut-
zes handelt es sich hierbei um eine korrekt geplante und
durchgeführte Spaltanlage. Die Sorten werden bei diesem
Modell mit einer geringeren Präzision geprüft als die PÀanzen-
behandlungsmaßnahmen, was mit der gestellten Versuchs-
frage auch so beabsichtigt war. .
Das Modell zur Auswertung dieser Versuchsanlage lautet:
Yijk = ll + Oli + ßj + 511' + Yk + (0lY)i1< + Öijk (3)
Die Aufspaltung der Freiheitsgrade zeigt Tabelle 3. Daraus
geht hervor, daß die Wechselwirkungseffekte mit gleicher
Präzision getestet werden können wie die PÀanzenbehand-
lungsmaßnahmen. Die Sortenunterschiede werden weniger
präzise beurteilt.
Um den Versuch in der vorliegenden Form anzulegen,
werden Parzellendrillmaschine und Parzellenspritzgeräte
benötigt, also eine an Parzellenversuche angepaßte Technik.
Bei dem in Kapitel 3.2.2.1 beschriebenen Beispiel benutzte
der Versuchstechniker zur Aussaat der Sorten Praxisgeräte,
damit kann jedoch die geforderte Randomisation der Prüfglie-
der nicht durchgeführt werden.
3.2.2.3 Pflanzenbehandlungsmaßnahmen als Großparzelle,
Sorten als Kleinparzelle innerhalb der Pflanzenbehandlungs-
maßnahmen
Steht dem Versuchsansteller eine Parzellendrillmaschine zur
Verfügung, aber nur ein Praxisspritzgerät, so wird die gestellte
Versuchsfrage wie in Abb. 10 dargestellt realisiert. Auch diese
Anlage ist eine korrekt angelegte Spaltanlage: die PÀanzenbe-
handlungsmaßnahmen als „Großparzelle“ und die Sorten als
„Kleinparzellen" innerhalb der PÀanzenbehandlungsmaßnah-
men. Das Modell zur Auswertung dieser Versuchsanlage ist
deshalb dem unter (3) angegebenen gleich. Der Unterschied
zu der unter 3.2.2.2 diskutierten Versuchsanlage ist die Präzi-
sion, mit der die Hauptwirkungen „Sorte“ und „PÀanzenbe-
handlungsmaßnahme" geprüft werden. Im vorliegenden Fall
(Abb. 10) werden die Sorteneffekte präziser getestet als die
Pflanzenbehandlungseffekte; die Wechselwirkungseffekte
werden in beiden (3.2.2.2 und 3.2.2.3) Fällen mit gleicher
Präzision geschätzt.
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Abb. 10. Anlageschema einer Spaltanlage zur Prüfung der Ö |
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Wechselwirkung zwischen Sorten und PÀanzenschutzmaß-
nahmen. Die PÀanzenschutzmaßnahmen sind als Großpar-
zellen, die Sorten als Unterparzellen angelegt.
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Abb. 11. Ablageschema einer Spaltanlage zur Prüfung der
Wechselwirkung zwischen Sorten und PÀanzenschutzmaß-
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nahmen. Die Großparzellen sind als lateinisches Quadrat
angeordnet. Die PÀanzenschutzmaßnahmen sind als Groß-
parzellen und die Sorten als Unterparzellen angelegt.
Aus dem Blickwinkel eines PÀanzenzüchters die „richtige“
Anlage; aus Sicht des PÀanzenschützers die „weniger rich-
tige" Anlage. Die varianzanalytische Auswertung zeigt
Tabelle 4.
3.2.2.4 Großparzellen als lateinisches Quadrat angelegt
Eine Variante von 3.2.2.3 ist in Abb. 11 dargestellt. Mit der
gleichen technischen Ausrüstung wurden hier die Großparzel-
len (PÀanzenbehandlungsmaßnahmen) als lateinisches Qua-
drat auf dem Versuchsfeld angelegt. Auch hier werden die
Haupteffekte „Sorten“ präziser geschätzt als die „PÀanzenbe-
handlungseffekte", wobei die Wechselwirkungskomponenten
mit gleicher Präzision getestet werden.
Das Modell, das dieser Anlage zugrunde liegt, sieht wie
folgt aus:
Yijkı = ll + Oli + ßj + Yk + Sijk + 91+ (0l9)i1 + ¿ijkı (4)
Dadurch, daß der Säuleneffekt als neue Varianzkompo-
nente entsteht, kann die Fehlergröße der Großparzellen klei-
ner werden. Alle anderen Effekte werden mit der gleichen
Präzision bewertet wie unter Punkt 3.2.2.3 beschrieben. Eine
varianzanalytische Auswertung ist aus Tabelle 5 zu ent-
nehmen.
Wie bereits erwähnt, können die PÀanzenbehandlungsmaß-
nahmen großÀächig mit einem Praxisgerät ausgebracht wer-
den. Diese einfache und praktische Möglichkeit der Behand-
lung macht diese Anlage in der Praxis so beliebt. Der in den
Augen eines PÀanzenschützers dabei begangene methodische
Fehler wird bewußt, oftmals aber auch unbewußt in Kauf
genommen.
Tabelle 1. Varianzanalyse für jede Sorte als randomisierte Blockan-
lage
Ursache FG
zw. PS-Behandlungen a-1
zw. Blocks b-1
Rest (a-1) (b-1)
Tabelle 2. Varianzanalyse unter Einbeziehung aller Sorten der in
Abb. 8 dargestellten Versuchsanlage
Ursache FG
N
l-*›-›
zw. PS-Behandlungen -
zw. Sorten s-
WW Sorten - PS-Behandlung (a-1) (s-1)
zw. Blocks inn. Sorten s (b-1)
s (a-1) (b-1)Rest
Tabelle 3. Aufgliederung der Variationsursachen für die in Abb. 9
dargestellten Versuchsanlage
Ursache FG
zw. Sorten s-1
zw. Blocks
Rest a ,
zw. PS-Behandlungen
WW Sorten - PS-Behandlungen
Rest b
b-1
(S~1) (b-1)
(214)
(2-1) (S-1)
s (a-1) (b-1)
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Tabelle 4. Aufgliederung der Variationsursachen für die in Abb. 10
dargestellte Versuchsanlage
Ursache FG
zw. PS-Behandlungen a-1
zw. Blocks
Rest a
zw. Sorten
WW Sorten - PS-Behandlungen
Rest b
b-1
(a-1) (IH)
(S-1)
(S-1) (21-1)
a (s-1) (b-1)
- Die Praxis zeigt aber, daß ein Biometer häufig erst zur
Datenanalyse herangezogen wird. Dann herauszufinden,
wie der Versuch tatsächlich angelegt war, ist manchmal ein
Puzzlespiel.
- Der Einsatz von Maschinen im Versuchswesen verhindert
häufig die Umsetzung eines statistischen Modells in die
Praxis. Die aufgestellte Hypothese wird dabei häufig durch
die Anlage des Versuches verändert.
- Der Biometriker muß diesen Sachverhalt bereits bei der
Planung klar formulieren.
Biometrische Unwissenheit führt häufig dazu, daß ein Ver-
Tabelle 5. Aufgliederung der Variationsursachen für die in Abb. 11
dargestellte Versuchsanlage
Ursache FG
zw. PS-Behandlungen -
zw. Zeilen -
zw. Säulen -
Rest a (a-1) (a-2)
zw. Sorten s-1 V
WW Sorten - PS-Behandlungen (s-1) (a-1)
Rest b a (a-1) (b-1)
929299 ›-››-\›-›
3.2.2.5 Zusammenfassung von Einzelversuchen
Liegt einem Auswerter eine Versuchsserie vor, die so hetero-
gen angelegt wurde, wie in den Punkten 3.2.2.1 bis 3.2.2.4
dargestellt, so dürften aus biometrischer Sicht unüberwind-
bare Schwierigkeiten bei einer eventuellen Zusammenfassung
auftreten. Die Auswertung der Einzelversuche kann präzise
durchgeführt werden; das Aufstellen eines allgemein gültigen
Modells für die Versuchsserie ist dabei nur unter Einschrän-
kung möglich. Das Berechnen von Mittelwerten kann, gleich-
gültig wie der Versuch angelegt wurde, präzise erfolgen, das
Schätzen der Zufallsgrößen jedoch nicht.
Soll eine Serie zweifaktorieller Versuche zusammengefaßt
werden, muß diese Absicht bereits bei der Versuchsplanung
festgelegt werden. Damit geht aber einher, daß der Versuchs-
ansteller sich an die vorgegebenen Anlagemodelle halten muß
und dabei einen Teil seiner Unabhängigkeit verliert. Bei
einem straff geplanten Versuchsvorhaben wird es deshalb
immer einfacher sein, solche Fragen präziser und exakter zu
testen als bei einem Versuchswesen, bei dem der Versuchsan-
steller selber entscheiden darf, welche Versuchsanlage
Anwendung finden soll.
4. Schlußbemerkungen
Nachfolgende Schlußbemerkungen können angeführt werden:
- Der Versuchsansteller muß wissen, daß Auswertung und
Aussage eines Versuches schon während der Versuchspla-
nung festgelegt werden.
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such nicht wie geplant angelegt wird. Intensive Schulung des
planenden und durchführenden Personals kann hier Abhilfe
bringen. Auch eine straffe zentrale Planung unter Einbezie-
hung des Biometrikers kann hilfreich sein.
- Vom Biometriker wird oftmals übersehen, daß theoretisch
perfekte Modellvorstellungen oft an der Vorstellungsgabe
eines praktischen Versuchsanstellers scheitern. ~
- Deshalb sollte auch das komplizierteste Modell anwender-
freundlich dargelegt werden. _
- Dieses zeigt wiederum, daß oft das Verständnis für die
Biometrie fehlt, weil diese zu perfekt bzw. zu theoretisch
gelehrt wird. Der Bezug zur Versuchspraxis fehlt bei vielen
Biometrikern.
- Ein kooperatives Füreinander würde viele Barrieren, die
heute noch vorhanden sind, abbauen. Dieses ist aber nur
möglich, wenn die „Theorie“ sich der „Praxis“ und die
„Praxis“ sich der „Theorie“ nähert.
- Dabei gilt es, falsche Barrieren (z. B. „Ich will mir keine
Blöße geben“ oder „Das ist zu theoretisch“ oder „In der
Praxis ist alles anders“) abzubauen, um den Dialog zwischen
Biometrikern und Versuchsanstellern zu fördern.
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Zum Einfluß schiefer Restverteilungen auf den ot-Fehler einiger
häufig in der Kovarianzanalyse benutzten F-Tests  
Martin Beyerbach
Zusammenfassung
Eine Voraussetzung für das Testen von Parametern in linearen
Modellen ist die Normalverteilung der Reste. Da diese insbe-
sondere bei Erhebungsdaten oft nicht anzutreffen ist, und ande-
rerseits bei deren Auswertung oft die Kovarianzanalyse benötigt
wird, wird mittels einer Simulationsstudie der Einfluß schief
verteilter Reste auf den oc-Fehler verschiedener F-Tests bei der
Kovarianzanalyse untersucht.
Als Ergebnis ist festzustellen, daß der Einfluß schief verteilter
Reste auf die am häufigsten verwendeten F- Testquotienten rela-_
tiv klein ist.
Summary
One assumption for testing parameters of linear models is a
normal distribution of the residuals. Because this assumption is
often not given in data from observational studies, and the
analysis of covariance often is used to analyse such data, the
effect of the skewness of residual-distribution on the first-type-
error of several F-tests made in covariance-analysis is examined
by simulation studies.
The effect of skewness in the residual-distribution on F-test-
statistics is relatively small.
1. Einleitung
Bei der Prüfung von Hypothesen zu Parametern aus linearen
Modellen mittels F- und t-Tests wird vorausgesetzt, daß die
Reste normalverteilt sind. Dies ist oft nicht gegeben. So liegen
beispielsweise bei Daten aus Erhebungen zu pflanzenbauli-
chen Fragestellungen zumeist zahlreiche Merkmale mit schie-
fen Verteilungen vor.
Diese Tatsache gibt Anlaß zu der Annahme, daß - etwa bei
zwecks Auswertung der Erhebungsdaten durchgeführten
Varianzanalysen - auch die Werte innerhalb verschiedener
Gruppierungen der Gesamtstichproben schief verteilt sein
könnten, oder auch im Fall einer Regressionsanalyse die Wer-
tepaare nicht symmetrisch um die Regressionsfunktion verteilt
sind. Entsprechendes gilt für die Kovarianzanalyse. Da, wie
bei BEYERBACH (1983) erläutert, bei der Auswertung von
Erhebungen aber insbesondere den Kovarianzanalysen eine
wichtige Rolle zufällt, wurde der EinÀuß schief verteilter
Reste auf den Fehler der 1. Art bei verschiedenen in der 1-
faktoriellen linearen Kovarianzanalyse häufig benutzten F-
Tests mittels einer Simulationsstudie untersucht.
2. Modell zur einfaktoriellen linearen Kovarianzanalyse
Das der Analyse für den i-ten Beobachtungswert von y in der
j-ten Gruppe (Prüfglied) zugrunde liegende Modell lautet:
Yij = ll- + 'U1 + ße (X11 _ X--) + eij (1)
Darin ist
μ = Gesamtmittel der Population der y, fix
1:1- = Effekt der j-ten Gruppe, j = 1, J , fix
Znj tj = 0, nj = Anzahl Beobachtungen in
1 der j-ten Gruppe,
Kov (tj, x.,-) = 0, x.j = j-tes Gruppenmittel für x.
[3,3 = in allen Gruppen gleicher Regressionskoeffi-
zient, fix
(xi, - x..) = Abweichung des i-ten X-Wertes in der j-ten
Gruppe vom Gesamtmittel der x. Die x-Varia-
ble kann fix oder zufällig (WINER, 1971) sein,
darf aber keine Meßfehler beinhalten, weil an-
dernfalls der Betrag des Regressionskoeffizien-
ten zu klein geschätzt wird. An die Verteilung
der x-Variablen werden keine Anforderungen
gestellt, sie darf also auch schief sein.
Die Reste ei, werden in allen Gruppen als zufälltig, unkorre-
liert und normalverteilt mit dem Mittel 0 und der Varianz oš
vorausgesetzt.
Außer den oben genannten werden im weiteren auch noch
folgende Symbole verwendet:
Y-j = Yij/nj,
y~- = Z Z yit/2111
i í i
ßj = Regressionskoeffizient im j-ten Prüfglied
ßT = Regressionskoeffizient der Prüfgliedmittel
3. Merkmalsverteilungen und deren Interpretation
Bei der Betrachtung von Merkmalsverteilungen ist streng zu
unterscheiden zwischen der ››Gesamt«-Verteilung und der um
die Effekte von Prüfglied und x-Variablen bereinigten ››korri-
gierten« Verteilung (vgl. Abbildung 1). Erst aus dieser Vertei-
lung läßt sich - bei Vorhandensein einer linearen Regression -
die wahre Verteilung der Reste erkennen, während die
Gesamtverteilung noch von den Prüfgliedeffekten und dem
EDV in Medizin und Biologie 3/1985
86 BEYERBACH, Zum EinÀuß schiefer Restverteilungen
^ ßt
yij=u+tj+ßE(xij-X )+eij yij=yij-Tj-ßE(Xij-x_j
L- - Q) x..é_._...\.. 1_àX__ é-._.
1] 1]
%y Gesamtverteilung %y Korrig. Verteilung
Abb. 1. Gesamtverteilung und korrigier-
1
Einwirken der x-Variablen beeinflußt sein kann. Die korri-
gierten Werte y',j - und somit deren ››korrigierte<< Verteilung -
ergeben sich, indem von jedem Wert yij die Schätzwerte für
den Prüfgliedeffekt tl- und den von der x-Variablen hervorge-
rufenen Regressionseffekt [SE (xi, A- x..) subtrahiert werden.
Die Berechnung der Schätzwerte [SE und ij ist in zahlreichen
Lehrbüchern, u. a. bei WINER (1971), beschrieben.
Wie aus Abbildung 1 deutlich wird, kann die Gesamtvertei-
lung eines Merkmals völlig anders sein als die korrigierte
Verteilung. Aus der Gesamtverteilung lassen sich streng
betrachtet also keinerlei Schlußfolgerungen über die Vertei-
lung der Reste innerhalb der Gruppen ziehen. Falls die
Effekte einzelner Merkmale relativ klein sind, stellt die
Gesamtverteilung dennoch ein gutes ,Abbild der korrigierten
Verteilung dar. Bei Erhebungen ist das wegen der vielen
Varianzursachen oft der Fall.
4. Beispiele
In Tabelle 1 sind die Schiefheitsmaße von Merkmalen einer in
Südniedersachsen zum Winterweizenanbau mehrjährig durch-
geführten Erhebung aufgeführt. In der Spalte rechts ist das
mittlere SchieÀıeitsmaß aus den 7 Jahren angegeben. Dieses
wurde mit dem t-Test gegen Null getestet. Das Schiefheitsmaß
S für die Verteilung eines Merkmales x ergibt sich aus nachste-
hender Formel: (vergl. E. WEBER, 1972)
N
s = ,21(X, - ›z)3/(N - S3)
Darin ist:
N = Anzahl der Meßwerte
xi = i-ter Meßwert miti = 1, N
x = arithmetisches Mittel aus allen N Werten
s = Standardabweichung.
Abb. 2. Rechts- und linksschiefe Verteilung.
Prozent von x Prozent von x
S>O:"rechtsschief" 5<0¦"linkSSChief"
i/\>X /\>X
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In Abbildung 2 sind eine rechtsschiefe (S>O) und eine
linksschiefe (S < O) Verteilung dargestellt.
Die einzelnen Schiefen in Tabelle 1 gelten hier nur für die
Gesamtstichprobe; wenn diese jedoch schief ist, muß auch mit
einer asymmetrischen Verteilung in den Untermengen gerech-
net werden. Es zeigt sich, daß bei dieser Erhebung die Sym-
metrievoraussetzung für einige Merkmale verletzt ist.'So ist
zum Beispiel die ganz leicht linksschiefe Verteilung der Acker-
zahl schon durch den Raum Süd-Niedersachsen gegeben, die
leicht linksschiefe Verteilung des pH-Wertes ist als Folge der
Bodenverhältnisse in Süd-Niedersachsen und des Anspruchs
des Winterweizens an den pH-Wert zu sehen. Der maximalen
Bodenbearbeitungstiefe sind durch die Tiefe der Ackerkrume
und die zur Verfügung stehenden Maschinen technische Gren-
zen gesetzt, weshalb auch hier eine leicht linksschiefe Vertei-
lung nicht überrascht. In den rechtsschiefen Verteilungen der
K2O- und P2O5-Düngermengen findet die Sparsamkeit der
Anbauer insofern ihren Ausdruck, als ein Großteil in der
Mineraldüngungsmenge unterhalb des Mittelwertes liegt. Das
Datum der letzten Stickstoffgabe ist extrem linksschief ver-
teilt, weil eine N-Gabe von einem bestimmten Reifestadium
ab kaum noch EinÀuß auf den Ertrag haben kann.
Auch bei anderen, hier nicht aufgeführten Merkmalen erge-
ben sich oft schiefe Verteilungen; ihr SchieÀieitsmaß über-
schreitet allerdings in den seltensten Fällen den Betrag 3,0.
5. Testquotienten
Die bei der im folgenden beschriebenen Simulation untersuch-
ten Testquotienten sind in Tabelle 2 mit Hinweisen auf Erläu-
terungen in den Lehrbüchern von BORTZ (1977), STEEL und
TORRIE (1960) und WINER (1971) aufgeführt. Unter interner
Heterogenität wird im folgenden die Verschiedenheit der
Regressionskoeffizienten innerhalb der Gruppen verstanden.
Externe Heterogenität liegt vor, wenn die Gruppenmittel
einem anderen Regressionskoeffizienten folgen als die Wie-
derholungen innerhalb der Gruppen. Die mit interner und
externer Regressionsheterogenität verbundenen Probleme bei
der Kovarianzanalyse werden von BEYERBACH (1983, 1985)
diskutiert.
6. Ergebnisse der Simulationsstudie
Um den Effekt schiefer Restverteilungen auf den ot-Fehler der
in Tabelle 2 aufgeführten Testquotienten aufzuzeigen, wurde
eine Simulationsstudie durchgeführt. Gruppengröße n und
Gruppenzahl J wurden, um eventuelle Einflüsse dieser Fakto-
ren auf die Quotientenverteilungen mit aufzeigen zu können,
wie folgt variiert:
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1)J=3,n=3 2)J=3,n=12 3)J=6,n=3
4) J = 6, n = 12.
Erzeugt wurden 10 000 Analysen je Konstellation von J und
n unter Gültigkeit der Nullhypothese für alle in Tabelle 2
aufgeführten Tests, also mit ßE = ß-f = ßj = O und 1:, = O für
alle j. Zur Erzeugung der yij entsprechend Modellgleichung 1
wurden die eij zufällig einer Verteilung mit der Schiefe von 3.0
entnommen.
Abbildung 3 (S. 89) vermittelt einen Eindruck von einer -
klassierten - Verteilung mit einer Schiefe von 3.
Weitere Informationen zur Simulationstechnik sind bei
BEYERBACH (1983) aufgeführt.
Geprüft wird, ob die Irrtumswahrscheinlichkeiten zu den
tabellierten Werten noch für die simulierten Testquotienten
gelten, mit anderen Worten, ob sich mehr oder weniger signi-
fikante Quotienten als bei Normalverteilung der Reste erge-
ben. Diese Fragestellung läßt sich schon mit relativ kleinen
Studien beantworten. Es ist nicht Ziel der Simulationen, neue
Testquotienten-Verteilungen für eine Schiefe von 3.0 zu er-
stellen.
Verglichen werden die simulierten Quotienten stets mit den
F-Tabellenwerten für ot = 10%, dt = 5 %, ot = 1 % (und
teilweise auch ot = 0,1 %). Zu erwarten sind deshalb bei
Gültigkeit der Voraussetzungen 90% Quotienten mit ot >
10%, 95 % mit ot > 5 °/0, 99% mit oi > 1 % und 99,9% mit ot
> 0,1 % Irrtumswahrscheinlichkeit. '
Zur Beschreibung der Eigenschaften von Tests dienen fol-
gende Ausdrücke:
Bei einem ››konservativen« Test fällt die Prüfgröße - hier
der F-Testquotient - zu selten in eine vorgegebene ot-Fraktile
der Teststatistik - hier der F-Verteilung. Zur exakten Deutung
muß deshalb die Irrtumswahrscheinlichkeit ot mit angegeben
werden, wozu hier die häufig vereinbarten 5 % dienen sollen.
Ein konservativer Test liefert somit zu viele nicht signifikante
Ergebnisse. Das Gegenstück dazu ist ein ››zu früh anzeigen-
der« Test.
Die bei der Simulation gefundenen Überschreitungshäufig-
keiten sind in Tabelle 3 zusammengestellt. In der Spalte 1 - ot
sind die bei Normalverteilung der Reste zu erwartenden relati-
ven Häufigkeiten in Prozent angegeben, was den Vergleich
Tabelle 1. Schiefen einiger Merkmale einer Erhebung zum Winterweizenanbau in Südniedersachsen.
Merkmal 1973 1974 1975 1976 1977 1978 1979 S
Ackerzahl -0,4
pH-Wert -0,7
P im Boden 1,6
K im Boden 1,1
Mg im Boden 0,8
max. Bearbeitungstiefe -0,5
P-Düngung 2,5
K-Düngung 2,8
-0,4
-1,9
0,9
1,1
1,1
0
1,3
1,2
-0,2
-1,0
1,0
1,2
1,6
-0,4
1,4
1,7
-0,4
-0,5
0,8
0,7
2,3
-0,4
1,4
1,3
-0,3
-0,4
0,7
1,2
2,2
-0,7
1,2
1,9
Drillreihenabstand 0,1 0 0,5 0,2 0,4
Aussaattermin 0,4 -0,1 1,1 2,8 2,4
Saatmenge -0,3 0,6 -0,2 -0,3 -0,1
Saatkornzahl 1 ,0 1,3 0 0 _ 0,4
N-Düngung -0,2 -0,5 -0,4 -0,4 -0,4
% 1. N-Gabe 0,5 1,6 1,2 1,6 1,2
-5,5 -3,1Datum letzte N-Gabe -1,3
N-Zeitigkeitsfaktor -3,8 -1,7 -2,6 -2,9 -2,3
Ahren/m2 1,0 0,5 0,3 0,5 0,6
-2,2 -2,9
-0,2
-0,3
-0,1
0,3
-0,1
-0,8
1,6
1,4
0,7
2,2
OOCJCJ \]Uıı›-››-›
-2,9
-3,4
0,1
-0,1
-0,4
0
0,5
3,1
-0,9
1,9
1,3
0,6
2,8
OCQCJG ›-››-›.l>~.l>.
-2,4
-4,8
0,1
-0,28***
-0,74*
0,70*
0,87*=ı<*
1,57**
-0,52**
1,61*›ı<›ı<
1,65›ı=›i<›ı<
0,35*
1,65›ı=›ı<>i<
3,00 n.s.
3,42 n.s.
- 3,35***
.<=›^^^\O OO * if'-2,90**
-3,o7***
0,44*
Ertrag -0,1 0 ' 0 -0,2 -0,2 0 -0,1 -0,08*
Tabelle 2. Zusammenstellung der simulierten Testquotienten.
Bezeichnung Test für Nullhypothese
F-Wert (Symbolik in Anlehnung an WINER, 1971 )
WINER STEEL
TQRRIE
BoRTz
Fk Üblicher Test für die korrigierten Prüfglied- tl = 1:2 = ...tj
mittel '
FW Vergleich jezweier korrigierter Mittel ti = ty, j =l= j'
Fy Einfaktorielle VA für y tl + ßE (x.1 - x..) = ...tj + ßE (x.J -
FB Mittlere gewichtete Regr. innerhalb ßE = 0
der Gruppen
Fj Regression innerhalb der j-ten Gruppe ßj = 0
F2 Interne Heterogenität [31 = [32 = ...[31
t(b]. _ by) Differenz der Regressionskoeffizienten [3, = ßjf, j =l= j'
zweier Gruppen
FT Regression der Mittel [3-f = 0
x..)
F3 Fehler der Mittel-Regression tj + (ßE - ßT) (x.j - x..) = O für allej
F4 Externe Heterogenität (STEEL u. TORRIE) ßT = ßE
F'4 Externe Heterogenität (WINER) ßT = ßE
S. 770
S. 772
S. 773
S. 774
S. 774
S. 315
S. 313
S. 319
S. 173
S. 318
S. 469
S. 470
S. 468
S. 467
S. 470
S. 470
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mit den Quotientenhäufigkeiten bei schiefer Verteilung der
Werte erleichtert. Die Verteilungen der Testquotienten lassen
erkennen, daß selbst die beträchtlichen Schiefen im allgemei-
nen keine sehr großen Verzerrungen der Quotientenverteilun-
gen erbringen. Die Tests sind im einzelnen wie folgt zu be-
werten:
Die Testquotienten .
Fk: F-Test der KoVA für die korrigierten Prüfgliedmittel,
FW: F-Test für den multiplen Vergleich der korrigierten
Mittel,
F3: F-Test für den Rest der Mittel-Regression,
Fy: F-Test in der Varianzanalyse für y, und
F4: F-Test der externen Heterogenität (STEEL u. TORRIE,
1960)
zeigen sich insgesamt geringfügig konservativer (ot = 10 %, ot
= 5%). (Bei der kleineren Wiederholungszahl liefern die
Tests - ebenfalls nur geringfügig - zu viele ››signifikante<<
Quotienten im Bereich mit ot < 1 %). Die Abweichungen der
simulierten Häufigkeiten von den zu erwartenden sind bei
diesen 5 Tests jedoch so klein, daß sie alle als ungefähr F-
verteilt angesehen werden können.
Der F-Test für die mittlere Einzelregression
FE erweist sich nur für n = 12 als etwas konservativ (ot =
10%) und zeigt ansonsten in allen 4 Fällen zu viele
Signifikanzen mit ot < 1 °/0 an.
Der F-Test für die Regression der Mittelwerte
FT ist nahezu F-verteilt.
Der F-Test für die interne Heterogenität
F2 zeigt in allen 4 Fällen zu viele Verletzungen der Homoge-
nitätsvoraussetzung an, dabei insbesondere im gut signifi-
kanten Bereich. Dies ist jedoch weniger gefährlich, als es
der umgekehrte Fall wäre.
Tabelle 3. Testquotientenhäufigkeiten bei schiefer Verteilung von xi, und der Reste eü.
Konstellation
Testquotient 1 - ot (%)
J = 3 n = 3
Häufigkeit (%)
J = 3 n = 12
Häufigkeit (%)
J = 6 n = 3
Häufigkeit (%)
J = 6 n = 12
Häufigkeit (%)
Fl.
KoVA für y
90
95
99
91,2
95,1
98,8
91,4
96,1
99,4
90,7
95,0
98,8
90,5
95,4
99,0
FW
multipler Vergleich
der Prüfgliedmittel
90
95
99
99,9
90,8
95,4
98,8
99,8
90,4
95,5
99,3
100,0
90,0
94,9
98,9
99,9
89,9
94,8
98,9
99,9
F3
Rest der Regression
der Mittelwerte
90
95
99
91,1
95,8
98,9
90,4
95,4
99,3
91,0
95,5
99,0
90,5
95,3
99,1
FY
VA für y
90
95
99
91,7
95,9
98,8
91,4
96,1
99,5
91,0
95,3
98,7
91,0
95,5
99,0
FE
mittl. gew. Regr.
90
95
99
89,7
94,3
98,6
91,5
95,3
98,5
89,9
94,5
98,3
91,1
95,2
98,4
FT
Regr. der Mittel
90
95
99
90,2
95,0
99,1
89,9
95,1
99,0
89,6
94,4
99,0
89,7
94,7
98,7
F2
interne Heterogen.
90
95
99
86,3
92,0
98,2
89,1
93,6
97,8
84,4
90,1
96,3
87,5
91,8
96,2
F1
gruppenspezifische
Regression
90
95
99
99
89,7
94,6
98,8
99,7
90,8
94,8
98,3
99,6
89,6
94,7
98,8
99,8
90,7
94,7
98,2
99,6
t(b1 -bz)
multipler Vergleich
der Einzelregress.
90
95
99
99,9
88,1
93,4
98,6
99,9
89,7
94,3
98,3
99,6
88,2
93,6
98,5
99,8
89,7
94,3
98,2
99,6
F4
externe Heterogen.
(STEEL u. TORRIE)
90
95
99
90,8
95,4
98,7
90,6
95,8
99,3
90,5
95,0
98,5
90,0
95,0
99,0
F'4
externe Heterogen.
(WINER)
90
95
99
86,9
91,7
97,0
84,0
87,8
92,6
89,8
94,5
98,2
89,3
94,3
98,0
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Abb. 3. Histogramm für eine Verteilung mit -I /I
N (Eine Einheit entspricht 100 Werten)
N<5
'\
einer Schıefheıtszıffer von 3 (NC„„m, =
4000, 32 Klassen).
Abb. 4. Einfluß einer quadratischen Regression innerhalb eines Prüf- A Y _
Xgliedes auf die Verteilung der Abweichungen vom Mittel y.
Der F-Test für die Einzelregression
F, erscheint ungefähr F-verteilt. Für n = 12 treten vermehrt
häufig Quotienten mit ot < 1 °/0 auf.
Der t-Test für die Differenzen der Regressionskoeffizienten
t zeigt in allen Fällen geringfügig zu viele Unterschiede der
Regressionskoeffizienten an, die sich im Bereich ot < 1 °/0
anhäufen.
Der F-Test der externen Heterogenität (WINER, 1971)
Fl zeigt bei J = 3 zu viele, insbesondere gut signifikante
Heterogenitäten an. Für J = 6 ist der Quotient schon
besser F-verteilt, jedoch ergeben sich auch hier für ot <
1 % noch zu viele Quotienten.
WINER hat darauf hingewiesen, daß dieser Quotient nur
approximativ F-verteilt ist. Dies bestätigt sich bei einer Simu-
lation mit gültiger Nullhypothese und symmetrisch, also nicht
schief verteilten Werten bei ansonsten gleichen Bedingungen.
Die Ergebnisse sind in nachstehender Tabelle 4 aufgeführt.
Unter den bei der Simulation berücksichtigten Kombinationen
von Prüfglied- und Wiederholungszahl ist dem von STEEL u.
TORRIE (1960) erwähnten Test auf externe Heterogenität der
Vorzug zu geben.
Wie bei den Erläuterungen zum Modell zur Kovarianzana-
lyse beschrieben, hat die Schiefe der Verteilung von x keinen
EinÀuß auf die Tests bei der KoVA (von y). Dies wurde
mittels einer weiteren Studie überprüft. Bei schief verteilten x-
Variablen und normalverteilten Resten ergaben sich (erwar-
tungsgemäß) keine Hinweise auf nicht F-verteilte Testquo-
tienten.
/\
I
9
V
X%
%y<- - - '-- X
Y
Tabelle 4. Verteilung des Testquotienten für die externe Heterogeni-
tät nach WINER (1971).
n - 3 n - 12
1 - ot (%) Häufigkeit (%) 1 - ot (%) Häufigkeit (%)
J:
J:
90 87,3
95 92,4
99 96,9
90 90,0
95 94,5
99 98,6
90 85,0
95 88,3
99 92,8
90 90,0
95 94,7
99 98,7
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7. Diskussion 2
Die Ursachen für eine schiefe Verteilung von Merkmalen und
somit oft auch von Resten können, wie die Beispiele in
Abschnitt 4 zeigen, recht vielfältig sein: Bei der Winterweizen-
erhebung spielen die Biologie der PÀanze, Klima- und Boden-
verhältnisse, technische Möglichkeiten, ökonomische Überle-
gungen sowie die Kunst des Anbauers eine entscheidende
Rolle.
Eine weitere Ursache für das Entstehen schiefverteilter
Reste ist das Arbeiten mit nur unzureichend zutreffenden
Modellen: Gehorchen die Daten etwa einem Modell zu einer
1-faktoriellen Kovarianzanalyse mit quadratischer Regression
und wird statt dessen nur eine 1-faktorielle Varianzanalyse
durchgeführt, so sind die Reste bei der Varianzanalyse schief
verteilt, obwohl die Meßwerte symmetrisch um die Regres-
sionsparabel verteilt sind, sich bei einer quadratischen Kova-
rianzanalyse also normalverteilte Reste ergeben würden. Die
Verhältnisse sind für ein Prüfglied in etwas idealisierter Form
in Abbildung 4 skizziert. Schief verteilte Reste sollten deshalb
stets Anlaß sein, das der Analyse zugrundeliegende Modell
um ein oder mehrere Parameter bzw. MerkmalseinÀüsse zu
erweitern.
Eine andere und oft genutzte Möglichkeit, die Schiefe zu
beseitigen, besteht in der Transformation der Daten. Diese
dient meist vorrangig der Mittelwertbildung, denn die arith-
metischen Mittel der transformierten Werte sind repräsentati-
ver und weniger von Extremwerten verzerrt als die Mittel der
Originalwerte. .
Bei Regressionsanalysen gibt es Fälle, bei welchen ohne
eine Transformation der Daten keine Schätzwerte für sinnvoll
interpretierbare Parameter errechnet werden können. Dies
trifft für nichtlineare Regressionsmodelle zu, denen Logarith-
mus- oder Exponentialfunktionen unterliegen.
Für die Tests ist eine Normalverteilung der Reste - wie auch
die Simulationsstudie zeigt - jedoch weniger wichtig. Zusam-
menfassend ist zu sagen, daß die bei der KoVA üblicherweise
angewandten Tests gegenüber Verletzungen der Symmetrie-
voraussetzung bis zu doch schon recht extremen Schiefen von
3.0 noch recht robust sind. Gerade die sicherlich am häufig-
sten eingesetzten Testquotienten Fk für die korrigierten Prüf-
gliedmittel, FW für die multiplen Vergleiche dieser und FE für
die mittlere Einzelregression zeigen eine im Hinblick auf die
erhebliche Schiefe von 3.0 noch recht nahe an der F-Vertei-
lung liegende Verteilung.
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Die Effektivität einer Korrektur der Schiefe durch eine
Transformation wird im Erhebungswesen durch die Tatsache
in Frage gestellt, daß hier weitere wichtige Voraussetzungen,
wie beispielsweise Repräsentativität der Stichprobe, Unab-
hängigkeit der Faktoren und Regressionshomogenität, oft
auch nicht gegeben sind. Ferner darf nicht übersehen werden,
daß gerade auch die Schiefe selbst ein informativer und inter-
pretierbarer Parameter der Verteilung eines Merkmals ist.
Als Ursache von Fehlentscheidungen bei der Auswertung
von Erhebungen spielt die Schiefe von Restverteilungen somit
oft nur eine untergeordnete Rolle.
Literatur
BEYERBACH, M. (1983): Einsatzmöglichkeiten kovarianzanalytischer
Verfahren bei der Auswertung von Erhebungen. Dissertation.
Fachbereich Gartenbau. Universität Hannover.
BEYERBACH, M. (1985): Kovarianzanalyse mit heterogenen Regres-
sionen, A: Externe Heterogenität. EDV in Medizin und Biologie,
Bd. 16, Heft 2/1985, S. 49-54.
BEYERBACH, M. (1985): Kovarianzanalyse mit heterogenen Regres-
sionen, B: Interne Heterogenität. EDV in Medizin und Biologie,
Bd. 16, Heft 2/1985, S. 54-62.
BORTZ, J _ (1977): Lehrbuch der Statistik für Sozialwissenschaftler.
Korrig. Nachdruck der 1. AuÀ. Springer-Verlag. Berlin, Heidel-
berg, New York.
STEEL, R. G. D. und J . H. TORRIE (1960): Principles and Procedures
of Statistics. McGraw-Hill Book Company. New York, Toronto,
London.
WEBER, E. (1972): Grundriß der biologischen Statistik, 7. AuÀage.
Gustav Fischer Verlag, Stuttgart.
WINER, B. J . (1971): Statistical Principles in Experimental Design.
Second Edition, McGraw-Hill Kogakusha, Ltd. r
Danksagung
Für die kritische Durchsicht und Diskussion des Manuskriptes danke
ich Herrn Prof. Dr. H. Rundfeldt und Herrn Privatdozent Dr. W. E.
Weber.
Eingegangen am 15 . März 1985.
Anschrift des Verfassers: Dr. Martin Beyerbach, Institut für Statistik und Biometrie der
Tierärztlichen Hochschule Hannover, Bischofsholer Damm 15 , 3000 Hannover 1.
OSTERMANN/DEGENS, Die Qualität des Average-Linkage-Verfahrens 91
EDV in Medizin und Biologie 16 (3), 91-96, ISSN 0300-8282
© Verlag Eugen Ulmer GmbH & Co., Stuttgart; Gustav Fischer Verlag KG, Stuttgart
Die Qualität des Average-Linkage-Verfahrens bei verschiedenen
Fehlerverteilungen
Rüdiger Ostermann und Paul O. Degens
Zusammenfassung
Zur Schätzung von Evolutionsstammbäumen werden heute
genetische Distanzen mit Hilfe von DNA-DNA-Hybridisie-
rungstechniken ermittelt. Das Average-Linkage-Clusterverfah-
ren hat sich als Standardmethode weitgehend durchgesetzt, die
in zahlreichen Programmpaketen verfügbar ist. Bei einem addi-
tiven Fehlermodell liefert das Average-Linkage-Verfahren
einen ML-Schätzer für den Stammbaum (Ultrametrik). Zur
Beurteilung der Qualität dieses Schätzers und insbesondere
seiner Robustheit werden verschiedene Typen von Fehlervertei-
lungen (Normal-, Cauchy-, Laplace-Verteilung) herangezogen.
Neben einigen theoretischen Untersuchungen werden die
Ergebnisse einer Monte-Carlo-Studie dargestellt.
Summary
Genetic distances are often used to estimate evolutionary trees.
We can get such distances e. g. from DNA-DNA-hybridisation-
data. The average-linkage-cluster-method is today a standard-
procedure. lt is available in many software packages. Given an
additive error model the average-linkage-method yields a ML-
estimator for the dendrogram (ultrametric). To analyze this
estimator and its robustness we consider different types of error
distributions (normal-, Cauchy-, Laplace-distribution). Some
theoretical aspects and the results of a Monte-Carlo-study are
presented.
1. Stochastisches Modell
Zur Schätzung von Evolutionsbäumen werden schon lange
Verfahren der hierarchischen Clusteranalyse verwendet, vgl.
SOKAL und SNEATH (1963), JARDINE und S1BsoN (1971). Im
Laufe der letzten zwanzig Jahre wurde es möglich, genetische
Unterschiede zwischen Bakterienstämmen zu bestimmen und
zu quantifizieren. Mit Hilfe von DNA-DNA-Hybridisierungs-
techniken kann man z. B. globale Abstände zwischen Bakte-
rienstämmen bestimmen, die auf Unterschieden in den DNA-
Sequenzen basieren (vgl. z. B. DE LEY et al. [1970]). Zu
diesen Daten liefert dann das Average-Linkage-Clusterverfah-
ren einen Schätzer für den Stammbaum der Bakterien.
DEGENS (1983a) führt das folgende stochastische Modell
hierfür ein:
(›x<) Cl=(lu¬I-C.
Dabei sind du: X >< X -› lRö` eine Ultrametrik, d: X >< X -› IR
ein Abstand und e = (exy | {x,y} c X) zufällige u. i. v. Fehler
des zugrundeliegenden Modells (du, d und e symmetrisch).
DEGENS (1983b, 1985a) zeigt, daß im Falle normalverteilter
Fehler das Average-Linkage-Verfahren (AL-Verfahren)
jeweils ein lokales Maximum der Likelihoodfunktion liefert.
Bei Dichotomie und hinreichend kleinen Fehlern ist dieses
lokale auch globales Maximum der Likelihoodfunktion. Die
Bestimmung des globalen Maximums ist i. a. numerisch recht
aufwendig und z. Zt. für z. B. 20 Objekte praktisch unmög-
lich. Da das AL-Verfahren auch in der Praxis oft angewandt
wird, ist es sinnvoll, es als Schätzverfahren mit klassischen
Schätzkriterien zu untersuchen.
Diese lassen sich in diesem Modell jedoch nur schlecht
heranziehen. Falls der Fehler stochastisch gegen Null konver-
giert, konvergiert - wie sich leicht zeigen läßt - auch die
geschätzte Ultrametrik gegen die wahre Ultrametrik. Diese
Konsistenzaussage ist aber nur von eingeschränkter Bedeu-
tung. Denn zusätzliche Messungen werden Abstände zu weite-
ren Objekten liefern, jedoch kaum die einzelnen Abstände
zwischen Objekten verbessern. Der Fehler der Modellan-
nahme entspricht ja keinem reinen Meßfehler, sondern enthält
Abweichungen der gemessenen genetischen Distanzen von
einer wahren Ultrametrik, die durch Zufälligkeiten des Evolu-
tionsprozesses entstanden sind. Weiterhin kann man zeigen,
daß es keinen erwartungstreuen Schätzer für du gibt, der zu
jedem d eine ultrametrische Schätzung du liefert (d selbst ist
natürlich erwartungstreuer ››Schätzer« für du). Um AL-Schät-
zungen zu beurteilen, kann man nur die Verteilung des Schät-
zers - im folgenden AL-Schätzer genannt - mit der wahren
Ultrametrik vergleichen, oder einfache Statistiken dieser Ver-
teilung zur Beurteilung der Schätzung heranziehen. Auf Über-
legungen zur Robustheit der Verfahren und zum Einsatz der
Residualanalyse zur Überprüfung der Modellannahme kann
hier nur hingewiesen werden.
Wie genau obiges Modell den tatsächlichen Evolutionsver-
lauf modellieren kann, muß natürlich anhand von umfangrei-
chem Datenmaterial geklärt werden.
Es gibt Vorschläge, statt der Ultrametriken »bewertete
Bäume« (››additive trees«) zu verwenden. Sicherlich wird man
auch die Annahme der Unabhängigkeit der Fehler fallen
lassen können. Die gemeinsame Fehlerverteilung - im Falle
der Normalverteilung insbesondere die Kovarianzmatrix -
wird dann jedoch von der wahren, aber unbekannten Ultrame-
trik abhängen. Ebenso kann die Form der Fehlerverteilung
variiert werden. Dennoch werden wir im folgenden das einfa-
che Modell (›ı<) untersuchen, um erste Ergebnisse für eine
hinreichend gute Modellanpassung zu erhalten. Zum Ver-
gleich mit der Normalverteilung, die ja das AL-Verfahren mit
Hilfe des Maximum-Likelihood-Prinzips begründet, ziehen
wir einerseits die Cauchy-Verteilung, andererseits die
Laplace- (Zweiseitige Exponential-)Verteilung heran.
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Abb. 1. Mögliche Hierarchien bei drei Objekten. Im Fall (a) gilt:
h = d„(x,y) und h + A = d„(x,z) = d„(y,z). Fälle (b), (c) entsprechend.
Dieses Modell besitzt folgende Invarianzeigenschaften,
die im weiteren noch benötigt werden:
1. SkaleninVarianz:
Ist du eine AL-Schätzung für gegebenes d, so gilt Entsprechen-
des für (k- du) und (k - d), keIR*.
Man beachte dabei:
A /\
2. TransIat1'ons1'nvarianz:
Ist du eine AL-Schätzung für gegebenes d, so gilt Entsprechen-
des (mit der Definition (du^+ I3) (x,y): = ß+ du (x,y) für x,ye
X >< X, x=I=y, [32-:IR+) für (du + ß) und (d + |3).
Hierbei lassen wir - der Einfachheit halber - die Abstände
d(x,x), d„(x,x) eines Punktes x zu sich selbst unberücksichtigt;
diese Abstände haben den festen Wert Null. Eventuell auftre-
tende negative Distanzen lassen sich durch derartige Transfor-
mationen beseitigen.
3. Permutat1'ons1'nvar1'anz:
Umbenennung der Objekte bleibt ohne EinÀuß. Da wir ste-
tige Fehlerverteilungen voraussetzen, ist die Wahrscheinlich-
keit, daß identische Abstände auftreten, Null. Der Ablauf des
Agglomerationsverfahrens ist fast sicher eindeutig bestimmt.
2. Der Fall mit 3 Objekten
Es sei zunächst davon ausgegangen, daß eine dreielementige
Objektmenge X= {x,y,z} gegeben ist. Dann existieren drei
dichotome Hierarchien (s. Abb. 1).
Ausgehend von dem oben beschriebenen Modell (›t<) und
insbesondere der Annahme u. i. v. Fehler kann man angeben,
mit welcher Wahrscheinlichkeit die mit Hilfe des AL-Verfah-
rens ermittelten Hierarchien H(d„) mit der wahren Hierarchie
HO dieser drei Objekte übereinstimmt. Diese Größe soll ab
nun Wiederentdeckungswahrscheinlichkeit (WEW) genannt
werden.
Es ergibt sich für die WEW mit H0 entsprechend Abb. 1a
für hinreichend großes h (Translationsvarianz) unter Ausnut-
zung der Symmetrie der Fehlerverteilung um Null:
P(H(äu) = H0))= P(d(X›Y) S d(X›Z) ^ d(X›Y) S d(Y›Z))
= P(h+eXy Sh+A+eX2 /\
h+e„y s = h+A+ eyz)
= P(eXy + max {eX2,eyZ} S A)
Mit F bzw. f sei im folgenden die Verteilungsfunktion bzw.
die Dichte der jeweiligen Fehlerverteilung bezeichnet:
a) Normalverteilung:
f(x) = V-:li-3 - exp {-(X-μ)2/(2 ~ o2)} o>0
l\)
X
mn=jÀgm
b) Cauchy-Verteilung: I
f<›<› = <1« 0)* (1+{<›<-ti)/<›}2)*
F(x) = 0.5 + rı:'1 - tan`1((x-μ)/o)
c) Laplace-Verteilung:
f(x) = 0.5-o`1-exp{-|x-μ|/o}
{0.5 - exp{-(μ.-x)/o}
F(X) =
1 - 0.5 - exp{-(x-μ.)/o}
o>0
o>0
Xíμ
Xšμ
Dann gilt für die WEW: .
P(H(â„) = H0) = y F2(X) - f(n - X) dx == 1I1(A) für A 2 0.
Für A 20 - und nur dies interessiert hier - läßt sich das
Verhalten der Verteilungsfunktion \P(A) für die jeweilige
Verteilung leicht in den Tab. 1a-1c verfolgen, o. B. d. A. kann
man aus Gründen der Skaleninvarianz hierzu die Standard-
form (μ.=0, o= 1) der jeweiligen Verteilung heranziehen.
Aus Symmetriegründen gilt dabei \I'(0) = 1/3.
Abb. 2. Das vorgegebene wahre Dendrogramm für 25 = 32 Objekte.
/\
-5
--4
-3
.I¬-2
-1
-o
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Da die ermittelten Ergebnisse der Tab. 1a-1c aufgrund der
unterschiedlichen Form der jeweiligen Fehlerverteilung nicht
direkt miteinander vergleichbar sind, ist es nützlich, die
Umkehrfunktionen \If`1 mit
WA1: [1/3,1] -› [(1,00]
einander gegenüberzustellen. Die Ergebnisse sind in Tab. 2 zu
finden.
Analoge - aber recht aufwendige - Überlegungen und
Berechnungen können auch bei Mengen mit vier Objekten
durchgeführt werden, vgl. hierzu auch OSTERMANN und
DEGENS (1984).
3. Monte-Carlo-Studie
Die Berechnung klassischer Maße für die Abweichung des
AL-Schätzers du vom wahren Wert du, z. B. E||d„-d„||2,
E| |d„ - d„| |1 oder auch von Edu führt schon bei drei Objekten
zu großen numerischen Schwierigkeiten. Auch die Berech-
nung von Übereinstimmungsmaßen für Hierarchien und Parti-
tionen ist schwierig, weiterhin ist deren Auswahl und Interpre-
tation nicht unumstritten.
Aus diesem Grunde beschränken wir uns hier auf die
Berechnung bzw. Schätzung von einfachen und direkt inter-
pretierbaren Größen, nämlich auf Wahrscheinlichkeiten von
völligen Übereinstimmungen von Clustern. Die völlige Über-
einstimmung von Hierarchien ist als Maß zumeist ungeeignet,
da es unter realistischen Modellannahmen fast identisch Null
ist. So existieren z. B. schon bei n = 8 Objekten 135 135 Hier-
archien mit 23 Typen. Bei n = 3 Objekten ist die Übereinstim-
mung des Clusters vom Umfang 2 gleichbedeutend mit der
völligen Übereinstimmung der Hierarchie, vgl. hierzu auch
Bock (1974). '
Die numerischen Schwierigkeiten kann man z. T. durch
eine Monte-Carlo-Studie umgehen. In der Literatur gibt es
verschiedentlich Fallstudien und auch Monte-Carlo-Studien
zur Beurteilung von Clusterverfahren; jedoch ist nicht immer
klar, inwieweit man die Clusterverfahren als Schätzer in die-
sen Modellen auffassen kann, vgl. MILLIGAN (1981a, 1981b).
Im Gegensatz zu den in der Literatur sonst üblichen Monte-
Carlo-Studien dient die vorliegende Untersuchung nicht dazu,
verschiedene Clusterverfahren miteinander zu vergleichen,
sondern sie soll vielmehr Eigenschaften des AL-Verfahrens
aufdecken.
Um nicht durch die Vielzahl von Ergebnissen verwirrt zu
werden, wollen wir uns auf einen einzigen wahren Hierarchie-
typen beziehen mit 32, 16 bzw. 8 Objekten. Diese Hierarchien
sind dichotom, hoch symmetrisch und Cluster mit je 2“ Obj ek-
ten haben das Niveau n, vgl. Abb. 2.
Wir geben unten an, wie häufig die Cluster mit 2, 4 und evtl.
8 und 16 Objekten in den mit Hilfe des AL-Verfahrens
geschätzten Hierarchien vorkommen. Dabei ist es möglich,
die Cluster mit gleicher Objektanzahl zusammenzufassen, da
sie aufgrund der Symmetrien in jeder wahren Hierarchie die
gleiche Wiederentdeckungswahrscheinlichkeit (WEW) besit-
zen. Es soll sowohl der EinÀuß des Skalenparameters als auch
der Typ der Fehlerverteilung auf das AL-Verfahren unter-
sucht werden. -
Bevor wir die Monte-Carlo-Studie und ihre Ergebnisse
beschreiben, seien zwei Grenzfälle aufgeführt:
Im Falle einer dichotomen Ultrametrik d„8U(X) konver-
giert die Wahrscheinlichkeit, die wahre Hierarchie H0 von du
zu schätzen, gegen Eins, falls der Fehler in (*) stochastisch
gegen Null konvergiert. Denn für festes X, mit =I=F(X) = n und
festes
n= = mini |d„(X,Y)-<1u(X,Z) |ß1Rö“= X.y,Z9X; du(X,y) =l= d..(X„2)}
gılt
P(H<ê1..› = H0 2 P<||<1-4.11.. < 2)
(nl
= (P(|e|<%)) 2 -› 1 für eí)-›0.
Unter der Bedingung
II 4-4.. ıı.. <3
liefert für dichotomes d„8U(X) das AL-Verfahren (wie alle
klumpentreuen Verfahren) einen Schätzer du, der dieselbe
dichotome Hierarchie hat wie du, vgl. DEGENS (1985 b). Diese
rein asymptotische Aussage ist eine erste Rechtfertigung für
das AL-Verfahren; wir werden erwarten, daß die untersuchte
Wahrscheinlichkeit mit schrumpfendem Skalenparameter
wächst.
Wenn der Skalenparameter gegen Unendlich konvergiert,
ergibt sich ein anderer Grenzfall. Die Hierarchie H(d„) der
zugrundeliegenden Ultrametrik verliert ihren EinÀuß:
Es ist also unter einer konstanten Ultrametrik dj“, - d,°§(x,y) =
const für X ± y, x,y8X - die Wahrscheinlichkeit zu bestimmen,
eine spezielle Hierarchie mit dem AL-Verfahren zu schätzen.
Tab. 1. WEW für H0 bei 3 Objekten.
a) Normalverteilung
A ( )
0.00
0.25
0.50
0.75
1.00
W A
0.3333
0.4063
0.4826
0.5593
0.6337
b) Laplace-Verteilung
A ( )
0.00
0.25
0.50
0.75
1.00
W A
0.3333
0.3978
0.4639
0.5287
0.5902
c) Cauchy-Verteilung
A
0.00
0.50
1.00
2.00
3.00
\If(A)
0.3333
0.4159
0.4972
0.6293
0.7173
A
1.50
2.00
2.50
3.00
3.50
A
2.00
3.00
4.00
5.00
6.00
A
4.00
5.00
10.00
15.00
20.00
\P(A)0.7658
0.8658
0.9314
0.9688
0.9874
\If(/Ä)0.7842
0.8961
0.9527
0.9792
0.9911
qm)
0.7751
0.8146
0.9035
0.9854
0.9515
A
4.00
4.50
5.00
5.50
10.00
A
7.00
8.00
9.00
10.00
15.00
A
30.00
40.00
50.00
75.00
100.00
wm)
0.9955
0.9986
0.9996
0.9999
0.9999
\P(A)0.9963
0.9985
0.9994
0.9997
0.9999
\If(A)0.9677
0.9758
0.9807
0.9872
0.9904
Tab. 2. Werte der Umkehrfunktion zu IP.
\r1(A) Normal-
verteilung
Laplace- I Cauchy-
Verteilung Verteilung
7.333
"l.35I
"I 401°.i I.
„ı 504.
„i 1.
"I.95I`.› 99'.
1.995
`I.999
(A(A (_)
(A(A
\O-Ä©Q/I
(___(_(
(A(A
6 (¬
(4
0.000
0.059
0.230
0.391
0.559
2.234
2.712
3.625
3.958
4.656
0.000
0.067
0.260
0.449
0.640
3.050
3.937
5.875
6.671
8.500
0.000
0.106
0.406
0.706
1.024
9.656
19.406
96.219
f\,192. . . .
=I<
* liegt in der Größenordnung von 1000
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Abb. 3. Interpolationskurve bei der Normalverteilung
(-_ 8er Baum, ---- 16er Baum, --_ 32er Baum).
Abb. 4. Interpolationskurve bei der Cauchy-Verteilung
(ii 8er Baum, ---- 16er Baum, --- 32er Baum)
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Wie oben im Fall n = 3 angegeben, ergibt sich hier wegen der
totalen Symmetrie für alle drei Hierarchien die Wahrschein-
lichkeit 1/3. Für n 2 4 läßt sich jedoch das Problem nicht mehr
rein kombinatorisch lösen, es hängt vom Verteilungstyp des
Fehlers e ab. Da die Anzahl der Hierarchien schon für kleine n
recht groß ist - z. B. bei n = 8 Objekten 135 135 Hierarchien
mit 23 Typen -, ist für n 2 8 die Wahrscheinlichkeit, eine feste
Hierarchie zu schätzen, praktisch Null.
Die Wahl von gemeinsamen Skalenparametern wie dem
››Interquartilsabstand« ist zwar möglich (Standardabweichung
oder erwartete absolute Abweichung vom Median sind für die
Cauchy-Verteilung jedoch Unendlich oder nicht definiert),
aber völlig willkürlich.
4. Ergebnisse und Beurteilung
Für verschiedene Skalenparameter wurden für jede der drei
Fehlerverteilungen in jeweils 1000 Durchläufen je (I2) u. i.v.
Pseudozufallszahlen (NAG-Library: GOSDDE, GO5DFE
und GO5CAE) erzeugt- d. h. bei 32 Objekten 496 Werte, bei
16 entsprechend 120 bzw. bei 8 dann 28 je Durchlauf - und
gemäß dem hier behandelten Modell zu der vorgegebenen
ultrametrischen Distanz hinzuaddiert. Auf diese mit einem
zufälligen Fehler behaftete Distanzen wurde dann das AL-
Verfahren angewandt. Zur besseren Vergleichbarkeit wurde
für die verschiedenen Skalenparameter jeweils der gleiche
Startwert gewählt, die Fehler für verschiedene Parameter
unterscheiden sich also nur durch einen Skalierungsfaktor. In
den Abb. 3-5 sind die Ergebnisse dieser Studie als geglättete
Interpolations-Kurven dargestellt. Dabei wurden aus Grün-
den der Übersichtlichkeit nur die WEW der jeweils größten
Cluster bei 8, 16 und 32 Objekten dargestellt. Um die Wieder-
entdeckungswahrscheinlichkeiten bei den verschiedenen Feh-
lerverteilungen miteinander vergleichen zu können, besteht
die Möglichkeit, sie über bestimmte Quantile (50 %, 90%,
95 °/6 und 99 %) zu normieren. Die geglätteten Interpolations-
kurven hierzu finden sich in den Abb. 6-9.
In Übereinstimmung mit Überlegungen zu den Grenzfällen
findet sich für einen Skalenparameter nahe Null eine WEW
von fast 100 °/› , wenn dies auch für die Cauchy-Verteilung nur
für sehr kleine Werte zutrifft. Für große Skalenparameter
liegen die WEW entsprechend bei Null. Insgesamt fallen die
WEW monoton mit wachsendem Skalenparameter. Die
Wahrscheinlichkeit der Wiedererkennung von Clustern zeigt
für die verschiedenen Verteilungstypen der Fehler ein prinzi-
piell unterschiedliches Verhalten.
Während bei der Normalverteilung - und auch bei der
Laplace-Verteilung - die WEW der größten Cluster mit wach-
sender Objektanzahl (bei konstantem Skalenparameter, der
eine sinnvolle Schätzung dieser Cluster zuläßt, z. B.
WEW > 50 °/6) steigt, fällt diese WEW bei der Cauchy-Vertei-
lung, jedenfalls für alle untersuchten Skalenparameter. Der
AL-Schätzer verbessert sich also für relativ kleine Skalenpara-
meter (WEW>50 %) bei der Normal- und Laplace-Vertei-
lung, dagegen verschlechtert er sich bei der Cauchy-Vertei-
lung. .
Bei großen Skalenparametern (WEW< 10%) sind selbst
die Schwänze der Normal-Verteilung aber noch so stark, daß
sich bei diesen maximal 32 Objekten noch keine solche Ver-
besserung (Stabilisierung) zeigt. Da bei wachsendem Skalen-
parameter die simulierten Distanzen immer mehr einer Stich-
probe identisch verteilter Zufallsvariablen entsprechen, ist es
nicht verwunderlich, daß bei großen Skalenparametern kleine
Cluster aus kombinatorischen Gründen häufiger wiederent-
OSTERMANN/DEGENS, Die Qualität de As verage-Linkage-Verfahrens
W
E
W80
60
100 'TI
laplace-verteilun
_._.__¿”
___________..--__-ıı-""-
I
I
I
II
I
I
 __A
íıı-S*----"'“"
I
___..--...I
I
4_,.- '-
\
\
\\\-
° -I I
\
"-` -ı ~ A 0
I
I
80 _ I
I
I
40 4 I
I
\
"í
___
I I O 'I I
0 2 4 5 B
g verteilun 8
100 __ __`
w AA) T541
8 I "*\
W80 I
20 _ \
\
g n normiert auf 99%
"`
_
Aå
"
" `
"`
Aå
- F- -I I
10
skalierung
O 2 4 6 B 10
Skalierung
Abb. 5. Interpolationsku ` '
95
rve beı der Laplace-Verteilung
(-_ 8er Ba
Abb. 6. Interpolationskurve des 32er Baumes norm'
um, ---- 16er Baum, --- 32er Baum). (
ıert auf 99 Prozent
-_-- Normal-, ---- Cauchy-, -- L
Abb. 7. I '
- aplace-Vtlg.).
nterpolatıonskurve des 32er Baumes normiert auf 95 Prozent Abb. 8. I
(--- Normal-, ---- Cauch -
_ nterpolationskurve des 32er Ba
y , --_ Laplace-Vtlg.). I'
umes normiert auf 90 Prozent
(-_- Normal-, ---- Cauchy-, --- Laplace-Vtlg.).
verteilun en `
8
W80 _
60 ._
40 ._
20 __
\
\
\
I
I
I
I
I
I
I
I \
I I I
I
M
g nurmiert auf 95% ve
W 100
\\
W I \\
` I \
\
`\
`\
\
\\ I`
W \\ `I
\
\\
e \
\
I \
\
\ \
\
\
V \
\
\
\
\
I \
\
\
\
I \
\
` \
`\Iso __ ~\
\
I
I ~~
j í _
I 40 _. I
I I \
I
20 ._
I -I I
6 B 10 0 2 4 6 8 10
skalierung Skalierung
\
\ \
O 'I I I I” I 7 I 0 'I I
O 2 4
_ \_ q
rteilıngen norm
100
\
\
\
\
` \
iert auf 90%
\
\
\
\
\
\
\
\
\
- *rl
EDV in Medizin und Biologie 3/1985
96 OSTERMANN/DEGENS Die Qualität de A, s verage-Linkage-Verfahrens
Verteilungen nurmiert auf 50%
100 _¬\
--_'-_
.._-
W
If I
W 80 I
60 ._
„_
\.
I
I
Ä
\
,
„ß“
,40 ...
\
\
\
\
\
\
\
20
\\\III \\-- \
\j \
\
\
\
\
\
\
\
\
\ ` \ \ ` \
s _____° ¬ ~ + I ------ --I
0 2 4 6 8 10
skelierung
Wir sehen es deshalb als notwendig an, noch weitere Stu-
dien durchzuführen, um abschätzen zu können wie t› gu
Stammbäume schon aus rein methodischen Gründen über-
haupt bestimmbar sind. Diese Studien sollten u. a. mit größe-
ren Objektanzahlen, aber auch mit anderen ››wahren« Den-
drogrammen durchgeführt werden. Ebenso wäre es noch sehr
interessant, weitere Fehlerverteilungstypen (Rechteck-, sym-
metrisierte Weibull-, contaminierte Normalverteilung) zu
untersuchen, um so Fragen der Robustheit des AL-Verfahrens
besser erörtern zu können.
Des weiteren sollten die Voraussetzungen im Modell (›I<)
abgeschwächt werden - um der Realität näher zu kommen -;
dies trifft insbesondere auf die Annahme u.i.v. Fehler zu.
Aber auch weitere statistische Methoden, wie die Residual-
analyse, sollten zur Untersuchung des AL-Verfahrens heran-
gezogen werden.
Durch die Anwendung des AL-Verfahrens auf verschiedene
größere reale Datensätze genetischer Distanzen und eine
genaue Residualanalyse kann abgeschätzt werden, ob die vor-
geschlagenen Modelle die realen Datensätze genügend appro-
xımıeren, oder ob und z. T. auch wie die Modelle verbessert
werden können.
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deckt werden als große Cluster. Eine grobe Abschätzung
liefert für die WEW der Cluster vom Umfang 2 die triviale
untere Schranke: (2n-3)`1 Denn es gilt bei einer ko t. ns anten
Ultrametrik d/(1, daß die Wahrscheinlichkeit, daß der Abstand
zwischen x und y kleiner ist als der Abstand von x oder y zu
einem anderen Objekt, gleich (2n-3)`1 ist.
Eine Begründung für die häufige praktische Anwendun8
des AL-Verfahrens ist wohl darin zu sehen, daß man sich
durch die durchgeführte Mittelung (die der Name Avera e-8
Linkage beinhaltet) eine gewisse ››Stabilisierung« erhofft
Diese Vermutung können wir aufgrund unserer Ergebnisse bei
der Normal- und auch bei der Laplace-Verteilung nur bestäti-
gen. Allerdings wird diese Mittelung in einem hohen Maße
durch die Existenz von Ausreißern beeinÀußt, denn gerade
diese Elemente entscheiden stark über die Auswahl der
jeweils zu vereinigenden Cluster. Die erhoffte Stabilisierungs-
eigenschaft des AL-Verfahrens kommt dann nicht zum Tra-
gen, wenn solche Werte gehäuft auftreten. Dies scheint sich
auch durch die Ergebnisse dieser Studie bei der Cauch -Y
Verteilung zu bestätigen, deren Schwänze - z. B. im Vergleich
Nzur ormalverteilung - wesentlich stärker sind. Wann welcher
der beiden EinÀußfaktoren (Mitteilung, Ausreißer) über-
wiegt, bleibt offen.
5. Abschließende Bemerkungen
Wie die vorliegende Studie zeigt, ist die Qualität der mit Hilfe
des AL-Verfahrens ermittelten Schätzung für einen Stamm-
baum anhand genetischer Distanzen einem starken EinÀuß
der zugrundeliegenden Fehlerverteilung unterworfen. Es blei-
ben dabei jedoch viele anstehende Fragen unbeantwortet.
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Verteilungsfreie Toleranzbereiche für zirkuläre Daten
Hanns Ackermann
Zusammenfassung
Auf der Basis der »statistisch äquivalenten Blöcke« nach Tukey
wird eine Methode zur Konstruktion von zirkulären Toleranz-
bereichen angegeben und deren Verteilungseigenschaften unter-
sucht.
Summary
Based on Tukey”s ››statistically equivalent blocks« a method to
construct circular tolerance regions is proposed and the proper-
ties of their distribution are discussed.
Einleitung
Die Theorie der nicht-parametrischen Norm- oder Toleranz-
bereiche wird seit der grundlegenden Arbeit von WILKS (1941)
in vielen Lehrbüchern der mathematischen und angewandten
Statistik behandelt. Die entwickelten Verfahren sind bei Vor-
liegen von kreisverteilten Daten nicht ohne weiteres anwend-
bar, so daß eine Modifikation der vorhandenen Ergebnisse
erforderlich ist.
Im biowissenschaftlichen Bereich gibt es viele bekannte
Beispiele von zirkulären Daten: Aus der Biologie sei das
Problem des VogelÀuges oder aus der Psychologie das Orien-
tierungsverhalten von Probanden genannt. Beispiele aus der
Medizin und Epidemiologie sind vektorkardiographische
Daten oder das jahreszeitliche Auftreten von Erkrankungen,
zum Beispiel von Allergien.
Das Konzept der »statistisch äquivalenten Blöcke« von
TUKEY (1947) läßt sich durch eine geeignete Definition einer
Rotations-Invarianten auf zirkuläre Verteilungen übertragen,
und es zeigt sich, daß die Verteilungseigenschaften der Tole-
ranzbereiche bzw. der ››Blöcke<< in analoger Weise beschrie-
ben werden können. Auf der Basis dieser Ergebnisse findet
sich im 2. Abschnitt eine Methode zur praktischen Bestim-
mung zirkulärer Toleranzbereiche, die jedoch auf den Fall von
unimodalen Verteilungen beschränkt ist.
1. Statistisch äquivalente Blöcke auf dem Kreis
Ist cp : 0Scp<2rt eine beliebige Null-Richtung, dann kann
man eine Verteilungsfunktion F definieren (vgl. MARDIA
(1972) Kap. 3):
(11) [F(0[cp)=P(cp<0tScp+0): 0<0S2rI:
` F(0 + 2at|:cp) - F(0|cp) = 1.
Für zwei Winkel ot und [3 mit ot < [3, [3 - ot < 2rt ist
ßu.2› Pt« < 9 S ß) = SdF<9I«.@› = 1=<ßI4›› - F<«I4››.
Damit hängt zwar F(0 | cp) von cp ab, nicht aber (1.2), denn es
gilt
(1-3) F(9 + (CP _ V)I\')
=F(0|cp)+F(cp-v|v): -<><><v<cp<0<9°,
wobei
(1.4) F (cp - v|v) = cv., = const.
Eine andere Wahl der Null-Richtung mit v bedeutet also für F
nur die Addition einer Konstanten c„q, (vgl. MARDIA (1972)
Kap. 3).
Gegeben sei nun eine Stichprobe 01, 02, . . ., 0,: 0 S 0, < 2::
aus einer stetigen zirkulären Verteilung mit der Dichtefunk-
tion f(0). 06): i= 1, 2, ..., n sei die Menge der linearen
Ordnungsstatistiken, womit man die ››Blöcke« S„
51 = (96.), 9(1)l
= (9(i_1), I =2, 3, . . ., Il
und deren ››Überdeckungen« U, = U(S,)
U1=1- F(9„ )-F(91 )
IUi=F(6(i)I(cp) i=2›3›"'›n
definieren kann. Wegen der Beziehung (1.2) sind diese Über-
deckungen bis auf Permutation invariant gegen Rotation (vgl.
dazu auch MARDIA (1972) oder LEHMANN (1959)), so daß
man beliebig (po = 0„ als Null-Richtung wählen kann und im
weiteren nur noch die Werte 0,*,
(1.7) 0,*=(0,-0„)(mod2at): i=1,2,...,n-1
betrachtet. Analog zu (1.5) lassen sich Blöcke S,* definieren,
Si* = (6>*Ei._1), I 1 = 2, . . ., Il _ 1
S5* = (Gin-1), 0]
die sich natürlich bezüglich Rotation und Permutation von den
S, unterscheiden. Bis auf Permutation ergeben sich aber die
gleichen Überdeckungen Ui* = U(S,*) wie in (1.6),
(1.9) {U,*|i = 1, 2, ..., n} =_ {U,|i = 1, 2, ..., n}
die als Funktion der ebenfalls rotationsinvarianten Werte 0,*:
i = 1, 2, . . ., n - 1 angesehen werden können.
Im folgenden betrachte man nun die Integral-Transformation
(1.10) F* = F(0*|cp., = 0„). 9
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Abb. 1. Konstruktion des Medians und eines Toleranzbereiches für
gerade Stichprobenumfänge n.
Abb. 2. Konstruktion des Medians und eines Toleranzbereiches für
ungerade Stichprobenumfänge n.
Abb. 3. Median und zirkulärer Normbereich für die Fluchtrichtung
von Wilderpeln.
F* ist gleichverteilt in einem Intervall der Länge 1 (vgl.
MARDIA (1972) Kap. 7), o. B. d. A. sei dies das Einheitsinter-
vall (0, 1).
Analog zur Situation auf der Geraden ist - der Darstellung
von GUTTMAN (1972), Kap. 2, folgend - die gemeinsame
Dichte g der Zufallsvariablen Ff“ = F(0,* |cp0 = 0„) : i = 1, 2, . . .,
n - 1 mit Gleichung (1.11),
,. _ 1:0<f,*<1;i=1,2,...,n-1
(1-11) 8(f1› ---, fil-1) _ I0, Sonst
und die der F21) durch die Beziehung (1.12) gegeben:
-1~lZ0<f* <...<f*n_ 1(1.12) g(f(.......fz<.-„›={[,?,0„§, I“ I 1><
Mit der Transformation (1.13) (setze F212) = 0):
(1.13) U,*=F2*,)-F§“,_1): i=1,2,...,n-1
und deren Inversen,
i
(1.14) 1=†„=§]U,*; i=1,2,...,n-1
j=1
ergibt sich die Dichte der Überdeckungen U,*: Die Jacobi-
Determinante der Transformation ist 1, so daß auch
n-1
,. _ (n-1)I=0<u,*<1, 2]u,*<1(1.15) h(u;I<, u„_,) _ [0, Sonst ,zl
h ist vollständig symmetrisch in den Argumenten, so daß
offensichtlich für alle n Überdeckungen U(S,*) = Ui* gilt:
1(1.16) E[U,*] = Y: i= 1, 2, n
wobei
n-1
(1.17) U; = 1 - Zur.
i=1
Es können also die S,*, ebenfalls die Si, analog zur Situation
auf der Geraden als ››statistisch äquivalente Blöcke« bezeich-
net werden.
Mit dem bekanntenTheoremvonTUKEY (1947) ergibt sich die
Verteilung der Summe von je k Überdeckungen. Diese ist, in
der Pearsonschen Notation, eine Beta-Verteilung Iß(k, n - k).
2. Bestimmung zirkulärer Toleranzbereiche
MARDIA (1972) definiert die Median-Richtung μ einer zirkulä-
ren Verteilung durch
μ+1t μ+21t ~ 1
(2.1) [f(0)60 = I f(0)60 = 5,
μ μ+Jt
wobei
(2.2) f(n) > f(n + 6).
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Im Falle von unimodalen Verteilungen ist der Median ein-
deutig bestimmt; diese Situation wird auch hier betrachtet. Bei
multimodalen Verteilungen sollte versucht werden, eine Tren-
nung der vermutlichen Mischpopulation vorzunehmen.
Da auf dem Kreis einseitige Toleranzbereiche sicher von der
Betrachtung ausgeschlossen sind, sollte ein zirkulärer Norm-
bereich in einer beliebigen Weise um den Median angeordnet
sein, d. h., der Median liegt ››irgendwie« innerhalb von k
aufeinanderfolgenden Blöcken. Dazu kann man wie auf der
Geraden die beiden Fälle gerader bzw. ungerader Stich-
probenumfänge n unterscheiden:
Im ersten Fall von geraden Stichprobenumfängen möge der
Median im Block S, liegen (setze 0(0) = 0(„)):
(2-3) Ü E Si = (90-1), 9(1)l-
Sei k = k, + k2 + 1 S n und 0 S k,. Dann besteht der
Normbereich S aus dem Intervall in (2.4), das aus k benach-
barten Blöcken S, gebildet wird:
S : (6(((i-1)-k2+n)(modn))› 6((i+k,)(modn))I'
Um zweckmäßigerweise einen Bereich symmetrisch um den
Median zu erhalten, wählt man k ungerade (n ist geradel) und
k, = k2 = (k - 1)/2 (siehe Abb. 1).
Für den zweiten Fall von ungeraden Stichprobenumfängen n
sei der Median ~
[1 = GQ)
und k = k, + k2 S n, 0 S k,. Der Normbereich definiert sich
mit (2.6):
(2-Ö) 5 = (9((i-ı<2+n)(m6dn))› 9((1+1<,)(m6dn))l~
Symmetrie ergibt sich, wenn k gerade ist und k, = k2 = k/2 ist
(siehe Abb. 2).
3. Wahl des Stichprobenumfanges
Wie im linearen Fall, so können auch auf dem Kreis Normbe-
reiche mit ››inneren« und ››äußeren« Grenzen definiert wer-
den. Setzt man n' = n - 1, so können mit Iß(k, n k) = Iß(k,
n' - k + 1) die bekannten Tabellen der Beta-Verteilung bzw.
Tabellen für die Stichprobenumfangsplanung zur Festlegung
von n und k verwendet werden; vgl. ACKERMANN (1985).
››Percentilen-Bereiche«, die ››im Mittel« einen Anteil [3
einer Population überdecken, sind sehr einfach zu behandeln.
Es ist
(3.1) ß =
wobei man die Überlegungen aus Abschnitt 2, wonach zur
Definition von ››symmetrischen« Bereichen n + k stets eine
ungerade natürliche Zahl sein sollte, nicht außer acht lassen
darf.
4. Ein Beispiel
Das folgende Beispiel wurde in modifizierter Form dem Lehr-
buch von MARDIA (1972) entnommen und zeigt die Flucht-
richtung von n = 72 britischen Wilderpeln. Der Median der
Flugrichtungen berechnet sich nach den Formeln (2.1) und
(2.2) mit [ft = 134,5 ° und liegt zwischen 065) und 066) der
linearen Ordnungsstatistiken. Die Extrema bezüglich dieses
MCdI21HS Sind 601) = 272,00 und 6(72) = 358,00.
Der gewünschte Normbereich (mit [3-Erwartung, vgl.
ACKERMANN (1985)) sollte den Anteil [3 = 0,90 = 90 °/6 der
Grundgesamtheit überdecken. Aus Formel (3.1) ergibt sich
ein (ungeradzahliger) Wert von k mit k = n - [3 = 72 - 0,90 =
64,8 S 65, d. h., kl = k2 = (k - 1)/2 = 32. Hieraus ergeben
sich mit Hilfe von (2.6) die Normbereichsgrenzen mit 0(3) =
49,0° und 0(68) = 219,0° (siehe Abb. 3).
Literatur
ACKERMANN, H. (1985): Mehrdimensionale nicht-parametrische
Normbereiche. Springer-Verlag.
GUTTMAN, I. (1970): Statistical Tolerance Regions: Classical and
Bayesian. Griffin”s Stat. Monographs land Courses. No. 26,
London.
LEHMANN, E. L. (1959): Testing Statistical Hypotheses. John Wiley &
Sons. 1
MARDIA, K. V. (1972): Statistics of Directional Data. Academic Press
London.
TUKEY, J _ W. (1947): Nonparametric Estimation II: Statistically Equi-
valent Blocks and Tolerance Limits - the Continuous Case. Ann.
Math. Stat. 18, pp. 529-539.
WILKS, S. S. (1941): Determination of Sample Sizes for Setting
Tolerance Limits. Ann. Math. Stat. 12, 91-96.
Eingegangen am 13. Junı 1985
Anschrift des Verfassers: Dr. Hanns Ackermann, Klinikum der Universität, Abteilung für
Biomathematik, Theodor-Stern-Kai 7, 6000 Frankfurt am Main 70
EDV in Medizin und Biologie 3/1985
100 PRÖSELER, Zur Auswertung einer Serie von Diallelen
EDV in Medizin und Biologie 16 (3), 100-107, ISSN 0300-8282
© Verlag Eugen Ulmer GmbH & Co., Stuttgart; Gustav Fischer Verlag KG, Stuttgart
Zur Auswertung einer Serie von Diallelen mit Hilfe eines Modelles  
mit endlichen Stufengesamtheiten
Martin Pröseler
1. Einleitung
Wertet man ein Diallel als Einzelexperiment aus, so erhält
man Aussagen über den EinÀuß der allgemeinen (GCA)
sowie spezifischen (SCA) Kombinationseignung unter den
aktuellen Bedingungen des Versuches. In der PÀanzenzüch-
tung soll sich jedoch der Aussagebereich auf ein gesamtes
Anbaugebiet sowie das dort herrschende Klima erstrecken.
Deshalb werden ››repräsentative« Orte und Jahre ausgewählt
und die dort durchgeführten Experimente varianzanalytisch
als Serie nach Modell II (zufällig) ausgewertet. In einigen
Fällen interessiert zusätzlich der Einfluß gewisser Anbaube-
dingungen, so daß ein dritter übergeordneter EinÀußfaktor
berücksichtigt werden muß, der mit Orten und Jahren als
kreuzklassifiziert vorausgesetzt wird.
GRIFFING gab 1956 die Formeln der Varianzanalyse für
4 Typen dialleler Kreuzungspläne an. Der Typ IV (ohne Selb-
stungen der Eltern und ohne reziproke Kreuzungen) erfordert
dabei die geringste Zahl an Kombinationen und damit auch
den geringsten Aufwand. Interessieren aus fachlicher Sicht
reziproke Kreuzungen nicht, sollte man diesen Plan wählen,
sofern man nicht aus verschiedenen Gründen auf partielle
Diallele oder gar unsystematische Kreuzungen zurückgreifen
muß, da aus statistischer Sicht mit solch einem Plan eine
höhere Genauigkeit der zu schätzenden Parameter erzielt
wird.
ROJAS u. a. werteten schon 1952 eine Serie derartiger Dial-
lele über Orte und Jahre nach Modell II der Varianzanalyse
aus. Sie geben die Formeln für die Erwartungswerte der
mittleren Abweichungsquadrate (MQ) an. Das Schätzen der
Varianzkomponenten erfolgt nach der Methode I von HEN-
DERSON. Dabei spielen die Erwartungswerte der MQ die
entscheidende Rolle. Durch Gleichsetzen der Erwartungs-
werte mit den Beobachtungswerten der MQ erhält man ein
lineares Gleichungssystem für die Varianzkomponenten. Das
Problem reduziert sich damit auf die Angabe der Koeffizien-
ten des Gleichungssystems und die Berechnungsvorschrift für
die MQ. Bei ROJAS u. a. fehlt die explizite formelmäßige
Darstellung der MQ, so daß für den Praktiker ein rechneri-
sches Nachvollziehen schwierig ist.
KLEIN untersuchte 1974 eine Serie von Diallelen mit rezi-
proken Kreuzungen (GRIFFING, Typ III). In seiner Arbeit
findet man alle zur Auswertung nach Modell II benötigten
Formeln. Die Angabe des F-Tests für die Varianzkomponen-
ten erscheint jedoch nicht ganz korrekt. Es ist riskant (BÄTZ,
1964), gegen eine Komponente zu testen, die zuvor als nicht
signifikant festgestellt worden ist. Dadurch können sogar fal-
sche Signifikanzen entstehen. Besser erscheint ein hierarchi-
scher Aufbau in den F-Tests, in welchem in jedem Quotienten
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die zuvor als nicht signifikant erkannten Komponenten gestri-
chen werden.
Die wesentliche Voraussetzung für die Auswertung nach
Modell II ist eine zufällige Auswahl von Sorten (bzw. Linien),
Orten, Jahren und Behandlungen aus unendlich groß gedach-
ten Populationen (Stufengesamtheiten). Diese Voraussetzun-
gen kann man in den seltensten Fällen als erfüllt betrachten.
Gerade bei z. B. aufeinanderfolgenden Jahren ähnlicher Wit-
terung kann man nicht mehr vom Aussagebereich Klima spre-
chen. Hier würde eine Anwendung von Modell II zu falschen
Aussagen führen. ROJAS u. a. und KLEIN berichten von ähnli-
chen Schwierigkeiten. Besser geeignet scheinen Modelle mit
endlichen Stufengesamtheiten (Populationen) und als Grenz-
fälle gemischte Modelle.
In dieser Arbeit sollen nun die Formeln zur Auswertung
einer Serie von Diallelen nach GRIFFING, Typ IV, mit bis zu
drei übergeordneten Faktoren auf der Grundlage eines
Modells mit endlichen Stufengesamtheiten dargestellt und ihre
Herleitung kurz skizziert werden.
2. Das statistische Modell
Aus endlichen Stufengesamtheiten von A Sorten (Linien,
Kreuzungspartnern), P Orten, Q Jahren und R Behandlungen
werden a bzw. p, q, r Stufen zufällig ohne Zurücklegen
ausgewählt. An jedem Ort werden in jedem Jahr r Diallele
nach GRIFFING, Typ IV, mit a Sorten in n Wiederholungen
angelegt. Jedem Diallel wird eine Behandlung zugeordnet.
Für den Beobachtungswert x„k„„, der Kreuzung der i-ten mit
der j-ten Sorte am k-ten Ort im l-ten Jahr bei der m-ten
Behandlung in der s-ten Wiederholung wird dann das folgende
Modell unterstellt:
Xijkıms = I1« *I* 81 *I* 8)' *I* Si)
*I* Pk *I* 8Pn< *I* 8Pjı< *I* Spijk *I* 91 *I* 8911 1* 89j1*I' 591,1
+ rm + gr„.„ + gr,-m + sr„-m
*I* D918 1* 8139118 *I* 8P9,'1<1 + SP9ijı<1 + Pfkm *I* 8PTi1<m
+7 8PTjkm *I* Spfijkm + 9T1m *I* 8991111 *I* 891`j1m *I* S9Tij1m
*I* Pqfkım *I* 8P9fi1<1m *I* 8D9fj1<1m *I* SP9fij1<1m
*I* eijkıms
i,j=l,...,a(i<j);k=l,...,p;l=l,...,q;
m=1,...,r;s=l,...,n.
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Dabei bedeutet
μ. - Gesamtmittel
g, - allgemeine Kombinationseignung der i-ten Sorte
8„ - spezifische Kombinationseignung der i-ten mit der
j -ten Sorte
pk - Effekt des k-ten Ortes
q, - Effekt des l-ten Jahres
rm - Effekt der m-ten Behandlung
e„k„„S - Zufallsfehler.
Die Varianzkomponenten sind wie folgt definiert:
A - 1 A
(Abkufzend wird für Z Z das symb6i Z
verwendet.) i=i j=i+i i<j
1 A 2 A2 = _;___ .2 2 = _____- 2
O-8 A _ 1 ig gb 0-S _ S1]
P _ A P
_ .. . . . _ l lDie ubrigen Komponenten charakterisieren die Wechsel- Oš=í)_1_ 2 på, Gšp Z 2 gpška
wirkungseffekte der entsprechenden Hauptwirkungen.
Es gelten folgende Nebenbedingungen:
A A
Z g, = 0, 2 8„ = 0 für alle i (setze fonnal 8„ = s„),
i=i j=i
j=I=i
P A P
2 Pi<=Ü, 2 8Pii<= 2 8Pii<=0›
1W' I-1
A P
Z Si>1,~k= Z Si>1,~i.= 0, (Si>1jk= S9,~1i.)uSW.,
j=l k=l
j=I=i
- k=l (A-1)(P-1) 1:1 1:1
2 A P
oš sp,2- usw.,P :A(A-8)(P-1) ,gj kg, Ik
d. h., man erhält die Varianzen als Summe der Quadrate aller
Effekte einer Stufengesamtheit, dividiert durch die Freiheits-
grade, die sich ergeben würden, wenn man alle Stufen für das
Modell auswählt (Modell fix).
Die Kovarianzen zwischen Effekten unterschiedlicher Fak-
toren seien Null, z. B.
COV (81, Pk) = COV (88 8Pii<) = Ü-
Dagegen sind die Kovarianzen zwischen Effekten des glei-
chen Faktors im Modell mit endlichen Stufengesamtheiten von
d. h., die Summe aller Effekte einer Stufengesamtheit über Null verschieden. Ihre Werte werden im vierten Abschnitt
einen beliebigen Index verschwindet.
3. Varianztabelle L
angegeben.
Die Berechnung der SQ und der entsprechenden Freiheitsgrade ist unabhängig vom Typ des Modelles.
2 - 1
Mit SG xi. . . . . und c =3- erhält man folgende Varianztabelle:a(a - l)pqrn a - 2
Variationsursache Freiheitsgrade
1 ı ı _ 1 _ 1 1 í 1 M _ ıi i _ ı ı 1 i 
SQ
gca
sca
Orte
gca*Orte
sca*Orte
Jahre
gca*Jahre
sca*Jahre
Behandlungen
gca*Behandlungen
sca*Behandlungen
Orte*Jahre 3
a-1
a(a - 3)
2
p-l
<4-00»-1)
-i`í*1_,`i)<p-1)
q-1
<4-1›(q-0
-*§2-3401-1)
I'-1
(4-1›<r-1)
if?)-<f-1>
(D-1)(Ci-1)
___1___ .2 _SQ, (,_„pqm X. .... _. 2cSG
18 - --_ 2 -8 -soQS pqrn X11.. ._ . Qg `
=_L_ 2 _SQ.. a(a_„qm 2 Xi.. SG
1sog, - (3-_-ššš X%_k___-2680,-sog-2688
SQ, =# Z ›<-2,1... SQ SQ SQ. SQ SGir› 1 . gp 9 8qm i<j,i<
_ ___2__ 2 _
SQQ a(a-1)prn X 1 SG
'ZP/l~l\4
1sog., - zt-Ã-5; X,2__,_ _-2680,-sog-2688
SGS. = -1- Z 41.1..-SQ., SQ., S0. SQ, SGpm i<j,i
= _______l2 2 _SQ. a(a_„pqn Ä 8...... SG
lSQ.. = 3,-_-2,351; xäm.-2«SQ.-SQ.-2cSG
SQ.. = -l- Z X18.-SQ.. SQ. SQ, SQ, SGPqn 1<j,m
2 28 - --- X -s -8 -sc-Qpq a(a _ 1)1_n kzl . . . . Qq Q1)
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gca*Orte*Jahre (a - 1) (p - 1) (q - 1) SQgpq= _-1-Z 2 Xi2_ k1_ _-2cSQpq-SQgq-2cSQq
a(a - 3)sca*Orte*Jahre -T- (p - 1) (q - 1)
Orte*Behand1ungen (p - 1) (r - 1) -
gca*Orte*Behandlung (a - 1) (p - 1) (r -1)
a(a - 3)sca*Orte*Behand1ungen -?- (p - 1) (r - 1)
(C1-1)(1'-1)Jahre*Behandlungen
gca*Jahre*Behandlungen (a - 1) (q - 1) (r - 1)
a(a - 3)sca*Jahre*Behandlungen 7-_ (q - 1) (r - 1)
Orte*Jahre*Behandlungen (p - 1) (q - 1) (r - 1)
gca*Orte*Jahre*Beh.
(3 ' 2)m 1, 1<, 1
-SQgp-2cSQp-SQg-2cSG
1
SQSpq= _ Z Xizjkl..`SQgpq"SQ1›q"SQSq"SQgqm i<j,ı<,1
-SQq-SQSP-SQgp SQP SQS SQg SG
SQPI = -7% Z X?.r.m.-SQf-SQP-SG
aa- k,In
1SQW = -(3,3,-1; _ § xšm.-2cSQpf-Scgf-2cSQf
1, ,m
-SQgp-2cSQp-SQg-2cSG
l
SQspr = __ Z Xi2jk.m."SQgpr_SQpr_SQsr"SQgr
qn i<j,1<,m
5Qr 5Qsp 5Qgp 5Qp SQS 5Qg SG
= à2__ 2 _ _ __SQqr a(a_1)pn 1§nX,..lm. SQr SQq SG
1
SQgqr= ii Z Xi2..lm._2CSQqr_SQgr
(a _ 2)pn i,1, m
-zcsor-sQgq-zcsoq-sog-2@sG
1
SQsqr= _'_ Z Xizj.lm."`SQgqr_SQqr_SQsr"`SQgr
Pn1<j,1,m
_SQr"`SQsp_SQgp SQp SQS SQg SG
2
SQpqr = ¶¶ kg X.2. klm._SQqr"`SQpr_SQpq
, , m
so, soq so, so
<a-1›<p-1›<q-1›<f-1› SQgpqf= _1-- Z Xšnm.-2cSQpqr-søgqr r
(3 "2)n i,1<,1,m
-zcsoq,-sogpr-zcsop,-sQgpf-zcsopq-sog,
-zcsor-sogq-zesQq-sog,-zcsop-sog-zcso
- 3 1sca*Orte*Jahre*Beh. -2% (p - 1) (q - 1) (r - 1) SQSpqr= H Z X12]-k1m_-SQgpq,-SQPQI-SQSqr
a(a - 1)
i<j,1<,1,m ~
"SQgqfsQqr_SQSpr`“SQg1›r_SQpr_SQSpq`SQgpq
_SQpq"SQSFSQgr_SQr"SQSq_SQgq_SQq_SQsp"SQgp
SQP SQS SQg SG
1Fehler -,_-pqf<n-1) SQRW = Z Xšrrms-5 Z Xšm
a(a - 1)
i<j,k,l,m,s i<j,k,l,m
Gesamt †pqrn-1 SQGeS = Z xšklms-SG
El 21
Dabei bedeutet X__ = 2 Xij und Xi_= Z Xij mit Xi]-=Xji_
i<j j=1
j=ı=i
Die Varianztabelle ist auf der Grundlage der Einzelwerte
notiert. Oft wertet man zunächst jeden Versuch für sich aus
und führt die Serienauswertung mit den Prüfgliedmittelwerten
in-k1m_ durch. Der Fehler ergibt sich dann als Summe der Fehler
der Einzelversuche. Sind deren Wiederholungszahlen unter-
schiedlich, verwendet man in guter Näherung den gepoolten
Fehler. Die Varianztabelle für Modelle mit weniger als drei
übergeordneten Faktoren erhält man einfach durch Streichen
der nicht vorhandenen EinÀußgrößen.
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i<j,k,1,m,s
4. Erwartungswerte der MQ
Die Erwartungswerte der MQ hängen vom gewählten Modell
ab. Jede Quadratsumme ist eine quadratische Form in X. Sie
läßt sich also mit einer passend gewählten Matrix Q in der
Form x'Qx darstellen. In orthogonalen Versuchen gilt unab-
hängig davon, ob ein Modell mit endlichen oder unendlichen
Stufengesamtheiten vorliegt,
E(MQ) = E(X'Qx) = tr(QV). A
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Dabei bedeutet tr(. . .) die Spur einer quadratischen Matrix
(Summe ihrer Hauptdiagonalelemente) und V die Varianz-
Kovarianzmatrix von X. Man bestimmt nun die Elemente von
V im Modell mit endlichen Stufengesamtheiten und erhält
dann die Erwartungswerte der MQ durch Einsetzen in die
bekannten Formeln für die E(MQ) nach Modell II. Ausführ-
lich findet man dieses Prinzip beschrieben bei SEARLE u. a.
1970.
Zunächst soll hier dieses Vorgehen für den Fall einer Serie
mit einem übergeordneten Faktor skizziert werden. Welche
Gestalt die Erwartungswerte für mehrere Faktoren haben,
wird dann leicht ersichtlich.
Man betrachte also das Modell
Yijks = μ+81+gj+S1j+P1<+gP11<+gPj1<+SP1j1<+@1j1<s
E(g1) = E(S1j) = E(P1<) = E(gP11<) = E(SP1j1<) = E(@1j1<s) = 0
mit den in Abschnitt 2 beschriebenen Nebenbedingungen.
Dann gilt für die Erwartungswerte der Effekte
und für deren Varianzen
1 A 1vaf<g1› = mg?) =í 121 g%= <1- -X-> Gi
A
2 A-3- E %--- 2-- ~:~Var(SJ) (SJ) _ SJ A_1 0
2
= (1_Ã'_T) 02
P
var(1>1) = E(1>ä =-11; Z 1›í= (1- %) Oš
1-1„-
|_*
(A - 1) (P - 1)var(gp1k) = E(gp?k) =-1? gpfr AP Gšp
2
1' = Evar(S1›J <) (Sim) A (A _ 1) P išškspß
(A-3)(P-1) ,
(A-1)P °SP'
Weiter folgen aus den Nebenbedingungen für die Kovarianzen
der Effekte die Beziehungen
cov(g„ gif) = - -å oš , i=l= i'
genau ein
(A _ 3) 02
(A ` 1) (A ` 2) S 5 überein,
z. B.
C0V(S1j› S1' y) = í=l'› (1)
alle vier
2 02 Indizes
(A - 1) (A - 2) S A” verschie-
den, (0)
1
C0V(P1<› Pia) = _ ? 0% › k =l= k'
P - 1
C0V(gP11<› gpifk) = _ LK; Ušp › H“ 1'
A - 1
C0v(gp1r,gp1kf) = _ S-l Ošp , k =l= k'
:›3š**2;
C0v(gp1k,gp1fkf) = -_ Ošp ,i=1=i',1<+1<'
- 3
C0V(SP1j1<› SP1j1<') (A 1) P Ušp › k =l= k'
(A - 3) (P - 1)
(A- 1) (A-2)P °šP ° (1)
C0V(SP1j1<› SP1' 1' 1<) = 2 (P _ 1) 2
(A-1)(A-2)P °SP” (0)
A-3
(A MA 2)P 0§p,(1),1<+1<'
C0V(SP1j1<› SP1'j'1<') = 2 ,
(A MA 2)P 0§p,(0),1<+1<'
Berechnet man mit Hilfe dieser Beziehungen die Varianz-
Kovarianzmatrix V von X, so kann man zeigen, daß man die
Erwartungswerte der MQ im Modell mit endlichen Stufenge-
samtheiten aus den E (MQ) von Modell II erhält, indem man
folgende Substitutionen vornimmt:
og 02 og
oš durch oš A_2 lip +(A_§)P
Tabelle 1. Erwartungswerte der MQ im Modell mit endlichen Stufengesamtheiten
E(MQ) ,
Koeffizienten der Varianzkomponenten
MQ 2 2 2 2 2
2
ÜFeh1er
>:>› [\_)l\J {>s>> [\_)l\J
MQS
MQ, <a-2›1›n <1--›pn ca-2›<1-%›n <1--›<1--%›n 1
pn (1-- 1*CPU \_/ 'C5
a(a - 1)MQ, --n2 A {>s›= ›_.\b_*2(a-1)(1-3-)n (1 `_)(1 Ä`_12)n 1
MQg1› {2>ß> [\_)l\J\/D(a - 2)n (1- __- 1
MQsp n 1
MQRest 1
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O2
og durch og _ -%-
2 2 Üšp 039op durch op - 4 i-+ 2
A (A - 1) (A - 2)
2 2 OšpOgp C1L11`Ch Ogp '_ Ü
2 2 1osp durch osp -
Durch einfache Umformungen gelangt man schließlich zu der
Form der Erwartungswerte, wie sie in Tabelle 1 dargestellt ist.
Für A->90, P->99 erhält man als Grenzfall die E(MQ) für
Modell II. Läßt man dagegen P->99 gehen und setzt a=A, so
geht das Modell in ein gemischtes Modell über (A fest,
P zufällig).
3.1Dann steht oš abkürzend für oš =Ü Z gf
' 1=1
und ist damit keine Varianz mehr.
Ausgehend von den E(MQ) in Tabelle 1 kann man nun
ten Faktoren bestimmen. Dazu müssen die von SCHULTZ 1955
bzw. auch die von RASCH 1976 angegebenen Regeln leicht
modifiziert werden.
a-2 a a-1 a-1s ' 11 =1--- 11,=1---, h, 1 1 ,el g A 2° A ( A 1)( A 2)
P Cl Thp=1-T)-, hq=1-'ö-L1nCll'1r=1*-í.
Weiterhin gelten folgende Bezeichnungen:
u bzw. v stehe für Ø1), g, s mit der Vereinbarung Ø < g < s
sowie '
X bzw. y stehe für Ø, p, q, r, pq, pr, qr, pqr.
Dann sei
0 falls yclx, d. h. y enthält Faktor, der nicht in X
enthalten ist (z. B. y = pr, X = pq)
h„,y = 1 falls y = X
Produkt derjenigen h, für die die entsprechenden
Faktoren in X/y enthalten sind (Z. B. X = pqr,
y = r-›hX,y = hp >|< hq)
leicht die Erwartungswerte im Modell mit drei übergeordne- 1) ø bedeute, daß an emepfeehendef sıeııe weder g noeh S stem.
Tabelle 2. Kreuzungsmittelwerte und Fehlerschätzung für jede Bestandesdichte
Erste Bestandesdichte 1
Linie 2
80,34
3 4
56,08 68,20
67,75 81,69
74,26
O\Uı-|>bJl\.)›-1
MQFehler = 88507 FGFehler = 32 n = 4
Zweite Bestandesdichte
Linie 3 2 3 4
O\U`ı-ßUJl\J›-1
63,36 63,64
78,12
61,89
67,26
66,52
MQFe111er = 75,19 FGFe111ef = 34 11 = 4
Dritte Bestandesdichte
Linie 2 3 4
O'\U`ı-I>UJl\Jı›-1
83,64 56,12 71,81
77,21 , 69,86
66,38
MQFehler = 75›64 FGFehler = 34 n = 4
5 Ö Xi_1
60,24 62,48 327,34
70 11 85,90 385,79
79,02 346,53
62,08 331,69
60,31 305,54
349,79
69:42
45,46
5 6 X12
44,03
66,84  
62,77
33,35
57,45
85,05
58,08
65,15
60,53 I
290,37
360,63
329,13
294,17
. 267,52
326,26
5 Ö Xi_ 3
72,20
81,82
69,53
65,78
79,08
93,19
83,58
72,24
89,67
362,85
405,72
352,82
346,07
379,00
. 417,76
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D"I3"3"'-*CUowm
falls v>u
falls v=u
hu/v = falls v=Ø,u=g
falls v=Ø,u=s d.h.v<u,
falls v=g, u=s
ggf?-12- falls u=Ø
N 2
--= 1 falls u=su
a-2 falls u=g,v=i=Ø
2(a-1) falls u=g,v=Ø
Der Koef¿zient von o¿x in E(MQVy) läßt sich dann in der
Form 1
N
K (Ü2uX› MQvy) = T hu/v * pTqr'hx/y * n
darstellen. Dabei sei stets X/Ø = X bzw. pqr/Ø = pqr.
Beispiel: Gesucht ist der Koef¿zient von ošpq im Erwartungs-
wert von MQP. Es folgt u = s, X = pq, v = Ø, y = p und damit
N
Tl- = 1› hu/v = hs› hx/y = hqa also
K<<›2...„MQ,.› <1 11111 í:ë›<1 gm.
Als Grenzfälle erhält man die Erwartungswerte für Mo-
dell II oder für jedes hier mögliche gemischte Modell. Die
Auswertung, insbesondere die Schätzung der Varianzkompo-
nenten erfolgt nach der Methode III von HENDERSON. Die
Varianzkomponenten werden auf ihre Verschiedenheit von
Null mit Hilfe eines approximativen F-Testes geprüft. Man
beginnt mit ošpq, und berücksichtigt bei jedem weiteren Test
die zuvor als nicht signifikant erkannten Komponenten nicht
mehr.
5. Numerische Realisierung
Der beschriebene Algorithmus einschließlich einer automati-
schen Bestimmung des ››richtigen« F-Testes wurde für einen
Kleinrechner programmiert. Erste Erfahrungen wurden an
umfangreichem Datenmaterial aus der Maiszüchtung gesam-
melt. Im folgenden Beispiel*) handelt es sich um stark verein-
fachte Daten, die eine Auswahl eines Ortes in einem Jahr aus
einer umfangreichen Serie dialleler Kreuzungsversuche mit
Maisinzuchtlinien darstellen. Wir wollen folgende Situation
betrachten: Sechs Maisinzuchtlinien wurden diallel nach GRIF-
FING, Typ IV, gekreuzt und in drei verschiedenen Bestandes-
dichten geprüft. Die Ergebnisse der einfaktoriellen Auswer-
tung für das Merkmal Ertrag in dt/ha, einschließlich der
Randsummen X,_m über je einen Elter, zeigt Tabelle 2. Die
unterschiedlichen Freiheitsgrade für die Fehlerschätzungen
wurden durch fehlende Einzelwerte verursacht.
Modell:
Wir verwenden das Modell auf der Grundlage der Prüfglied-
mittelwerte,
Xi]-m = μ + gi + gj + sij + rm + grim + gr]-m + srijm +
1 _ . . _ . . . _H e,jmSmıt1,j-1,...6(1<j)sowıem-1,2, 3.
s=1
Damit ist in allen entsprechenden Formeln der Abschnitte 2
und 3 die Division durch n bereits vorgenommen.
Die drei Bestandesdichten repräsentieren drei verschiedene
Umwelten, über welche wir eine Serienauswertung durchfüh-
ren wollen. Die Umfänge der Stufengesamtheiten Linien und
Bestandesdichten lassen wir zunächst noch offen. Diesbezüg-
lich werden wir unterschiedliche Annahmen machen und
deren EinÀuß auf die Ergebnisse untersuchen.
Varianztabelle:
Unabhängig vom betrachteten Modell ist nach Abschnitt 3
2 2so =-- ?..=-_ 8034 9 72a(a-1)rX 6*5*3 ( ” + +8°6)
= 212077,01
5=-=l%c 4 ,
und damit
1sQ„, = -*- «327,34 + 290,37 + 362,85)2 +. _ .+
4 3 (349,79 + 326,26 + 417,76)2}-2esG=2573,81 .sQ„, = -«80,34 + 63,36 + 83,64)2 +. . .+
3 (60,31 + 60,53 + 89,67)2} - sQg„,- so = 883,0
2so, = -;- «80,34 +. .. 60,31)2 +. _ .+
6 5 (83,64 +. _ .+ 89,67)2} -sG=1312,11sog, = Z {327,342 +. . .+ 417,762} -2esQ, -sog,-2esG = 801,3
sos, = {80,342 +...+ 89,672} - sog, - so, - som- sog, - so = 818,8
Der Fehler der Kreuzungsmittel ergibt sich für jede Bestan-
desdichte zu MQFeh1e,/n. Für die Serie der Kreuzungsmittel-
werte verwenden wir in guter Näherung den gepoolten Fehler
MQgep_F_ = 1/3 44 % (88,07 + 75,19 + 75,64) = 19,91
mit 32 + 34 + 34 = 100 Freiheitsgraden. Insgesamt erhalten
wir folgende Varianztabelle:
Ursache FG SQ MQ = SQ/FG
Gesamt 44
gca 5
sca 9
Umwelt 2
gca*Umwelt 10
sca*Umwelt 18
gepoolter Fehler 100
6389,1
2573,8
883,0
1312,1
801,3
818,8
514,8
98,1
656,1
80,1
45,5
19,91
Varianzanalyse nach Modell II:
Wir nehmen jetzt an, daß die Linien bzw. Bestandesdichten
aus sehr großen Gesamtheiten zufällig ausgewählt wurden,
und setzen A = 09 und ebenso R = 90. Damit erhalten wir
nach Tabelle 1 folgendes Gleichungssystem für die Varianz-
komponenten:
MQg,_, = 12 øšca + 3 62„ + 4 oš, + ei, + 6%
_ 2 2 2
MQsca _ 3 Üsca + Üsr + ÜF
Mo, = 15 63+ 10 eg, + ei, + 6%
MQg, = 4 ošr + og, + 0%
._ 2 2
MQsr _ Osr + ÜF
MQgep.E = 9%
*) Ich danke Herrn G. Zieger für die freundliche Überlassung des Datenmaterials.
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Für die Varianzkomponenten selbst erhält man durch AuÀö-
sen folgende Schätzwerte:
63„ = 31,83; 63„ = 17,54; 63= 34,93; 63, = 8,66;
63, = 25,58
Unter der Annahme, daß xijm normalverteilt ist, verläuft der
F-Test wie folgt:
(Es wird jeweils die Nullhypothese 0% =0 gegen die Alterna-
tive 0% >0 mit einem Risiko erster Art von 01=5°/6 getestet.)
MQsr
MQF
MQg<
MQ6
MQ<
MQ“
MQSCE1
MQ“
MQg„a 12 ošca + 03, + 0%
MQSI O-gl' +
0%, + 0%_, 2,28
0 F F(18,100) = 1,71; <1. 11. 63, > 0
4 0%, + 0%, + 0%
03+ + 9% 1,76F(10,18) = 2,41; <1.11.63,=0
j 15 0%+ oš, + 0%
0%, + 0%
14,42
F(2,18) = 3,55; <1.11. 63> 0
3 Ošca + Ozsf +
2 2
GSI' +
2,16
F(9,18) = 2,46; <1. 11. 63„ = 0
11,32
F(5,18) = 2,77; <1.11.63„>0.
Die Tests für 0% und ošca wurden unter der Voraussetzung
oš, = 0 bzw. 03„ = 0 durchgeführt.
Unter der Annahme von Modell II erkennt man also gca,
Umwelt und sca*Umwelt als signifikante EinÀußgrößen. Ein
EinÀuß von sca bzw. gca›1<Umwelt konnte dagegen nicht ge-
sichert werden.
Varianzanalyse nach einem Modell mit endlichen Stufen-
gesamtheiten : 3
In der Praxis sind nur ca. zehn verschiedene Bestandesdichten
denkbar, so daß die Annahme einer unendlich großen Grund-
gesamtheit als nicht korrekt gelten kann. Nehmen wir weiter
an, daß derzeitig ca. 100 Inzuchtlinien praktisch relevant sind,
so haben wir folgende Modellannahmen zu machen: Aus A =
100 Linien und R = 10 Bestandesdichten wurden a = 6 Linien
bzw. r = 3 Bestandesdichten zufällig ohne Zurücklegen ausge-
wählt.
Tabelle 1 ergibt dann
MQ„, = 12 63„ + 2,878 63„ + 2,8 63, + 0,6714 63, + 63
MQS,a = 3 02„ + 0,7 02, + 0%
MQ, = 3 15 63+ 9,4 63, + 0,9011 63, + 63
\
Mog, = 4 63, + 0,9592 63, + 63
MQsr = Üšr + ÜF
MQgep.F = l OF
Wiederum durch AuÀösen dieses Gleichungssystems erhält
man nun als Schätzwerte für die Varianzkomponenten:
63„ = 32,90; 62„ = 20,10; 63= 35,28; 63, = 8,92;
63, = 25,58 1
Die Ermittlung des gültigen Fehlers für den F-Test erscheint
jetzt etwas ,schwieriger” als beim Modell II, obwohl das glei-
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che Prinzip angewendet wird. Man hat im Nenner die MQ
derart linear zu kombinieren, daß der Erwartungswert des
Nenners dem des Zählers bis auf die zu testende Komponente
entspricht. Die Freiheitsgrade des Nenners werden nach SAT-
TERTHWAITE berechnet. Damit folgt:
M 2r 2
Qsr Os + O:
MQF UF
1=(18,100)=1,71;~<1.h. 63,> 0  
Mog, 4 63, + 0,9592 63, + 63 1 80
0,96MQ„ + 0,04MQF 0,9592 63, + 63 ”
F(10,18) = 2,41; <1. 11. 63, = 0
MQ, 15 63+ 0,9011 63, + 63 15 27
0,9MQ„ + 0,1Mo3 0,9011 63, + 63 °
F(2,19) = 3,52; d. h. 0%> 01
MQsca 3 Ošca + 0:7 Oår + ÜF 2
0,7MQ„ + 0,3MQF 0,7 63, + 63 °
F(9,25) = 2,28; <1. 11. 63„ > 0
MQgea
0,96MQS„a + 0,04MQF
12 63„ + 2,878 63„ + 0,6714 63, + 63 5 42
2,878 63„ + 0,6714 63, + 63 ”
1=(5,9) = 3,48; <1. 11. 63„ > 0
Die Tests für 0% und oêca unter der Voraussetzung
oê, = 0 durchgeführt. Auch im Falle endlicher Stufengesamt-
heiten läßt sich die Unabhängigkeit der MQ als notwendige
Voraussetzung für den F-Test nachweisen.
Unter der Annahme endlicher Gesamtheiten von
100 Linien und 10 Bestandesdichten erkennt man also gca,
sca, Umwelt und sca›1<Umwelt als signifikante EinÀußgrößen.
Nur ein EinÀuß von gca›1<Umwelt konnte nicht nachgewiesen
werden.
Diskussion
Die beiden Modelle unterscheiden sich im wesentlichen in der
Aussagekraft der auf ihrer Grundlage gezogenen Schlußfolge-
rungen, in unserem Beispiel konkret im Ergebnis des F-
Testes. Die Schätzwerte der Varianzen sind in diesem einfa-
chen Beispiel im Prinzip unabhängig vom Modell. Bei umfang-
reicheren Serien wurden jedoch durch Modelländerung
Abweichungen bis zu 30 °/6 in den Schätzungen genetischer
Parameter wie etwa Heritabilität festgestellt.
Die unterschiedlichen Signifikanzaussagen sind einleuch-
tend. Eine durch sca-Effekte beobachtete Variabilität
erscheint in einer Gesamtheit von 100 Linien und nur
10 Bestandesdichten ››eher<< als gesichert als in unendlich gro-
ßen Gesamtheiten. Wenn nun aus praktischen bzw. fachlichen
Gründen überhaupt nur ca. 10 Bestandesdichten möglich
sind, sollte man dies auch im Modell berücksichtigen.
Ein weiterer entscheidender Vorteil des Modells mit endli-
chen Stufengesamtheiten besteht darin, daß als Grenzfall
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jedes denkbare gemischte Modell enthalten ist. Der Versuchs-
ansteller kann daher für jeden EinÀußfaktor zwischen ››fix«
und ››zufällig« beliebig entscheiden.
Das Programm ist in FORTRAN geschrieben und auf
einem Kleinrechner mit 32K-Byte-Hauptspeichergröße und
einem externen Direktzugriffsspeicher lauffähig. Es sind bis zu
dreifach kreuzklassifizierte Umwelten (z. B. Orte, Jahre,
Bestandesdichten) möglich. Die Anzahl der in einem Pro-
-grammlauf verarbeitbaren Umwelten ist nur durch die Größe
des externen Speichers begrenzt. Ausgegeben werden eine
Beschreibung des verwendeten Modells, die Varianztabelle,
der F-Test einschließlich des verwendeten gültigen Fehlers,
Schätzungen der Varianzkomponenten und daraus abgeleitete
genetische Parameter.
Zusammenfassung
Wir betrachten eine Serie von Diallelen nach GRIFFING,
Typ IV, mit bis zu dreifach kreuzklassifizierten Umwelten. Die
Voraussetzung unendlich großer Stufengesamtheiten für die
EinÀußfaktoren ist oft nicht annähernd erfüllt, so daß Mo-
dell II der Varianzanalyse nicht adäquat erscheint. Deshalb
wird in dieser Arbeit für die Auswertung solch einer Serie ein
Modell mit endlichen Stufengesamtheiten zugrunde gelegt. Aus-
führlich werden die Formeln für die Summen der Abweichungs-
quadrate und für die Erwartungswerte der mittleren Abwei-
chungsquadrate beschrieben sowie deren Herleitung kurz skiz-
ziert. An einem Beispiel aus der Praxis wird gezeigt, wie sich
die Änderung des Modells auf die abzuleitenden Schlußfolge-
rungen auswirkt.
Summary
We have a look at a series of diallels after GRIFFING, Type IV,
with 3-way crossed classification environments. The require-
ments of infinite populations are often far from being met, so
that model II of the analysis of variance doesn”t appear ade-
quately.
That's why a model with finite populations is taken as a basis
for the analysis of such a series in this paper. The formulas for
the sumes of squares and for the expectations of mean Squares
are described in detail, just as its derivation is brieÀy outlined.
It is shown on the basis of an example out ofpractice how the
change of the model affects the conclusions to be derived.
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Auswertung von Bonituren: ein empirischer Methodenvergleich
Hanspeter Thöni
Zusammenfassung 1
Die Auswertung von Boniturdaten mit Hilfe des Schwellenwert-
modells von McCullagh wird verglichen mit dem in der Praxis
bisher häufig benutzten Verfahren der Mittelwertbildung und
Varianzanalyse.
Wenn die Versuche so angelegt sind, daß in jeder Versuchs-
einheit eine Stichprobe genügenden Umfangs von Objekten
bonitiert werden kann - z. B. wenn auf jeder Parzelle eines
Feldversuchs eine genügende Anzahl von Pflanzen bonitiert
werden -, dann verhalten sich die arithmetischen Mittelwerte
der Bonituren je Versuchseinheit wie homoskedastische, nor-
malverteilte Zufallsvariable, welche varianzanalytisch ausge-
wertet werden können.
Die Schlußfolgerungen, die aus der Analyse nach dem
Schwellenwertmodell gezogen werden können, stimmen weitge-
hend mit den Ergebnissen der varianzanalytischen Auswertung
überein. Die Prüfgliedmittelwerte weisen eine hohe positive
Korrelation mit den Prüfgliedparametern des Schwellenwert-
modells auf. Prüfglieddifferenzen aus den Mittelwerten haben
in der Regel dasselbe Vorzeichen wie die entsprechenden Diffe-
renzen der Prüfgliedparameter. Ausnahmen kommen nur vor
bei betragsmäßig kleinen Differenzen. Diese sind jedoch fast
ausnahmslos kleiner als ihr doppelter Standardfehler.
Diese Befunde, die auf der Auswertung von 14 Datensätzen
beruhen, welche aus zwei umfangreichen Feldversuchsreihen
stammen, lassen den Schluß zu, daß Boniturdaten varianzana-
lytisch ausgewertet werden dürfen, sofern in jeder Versuchsein-
heit eine genügend große Stichprobe bonitiert wurde. Die
Schlußfolgerungen aus einer derartigen Auswertung decken
sich weitgehend mit denjenigen aus einer Auswertung nach dem
Schwellenwertmodell von McCullagh.
Summary
The analysis of ordinal data according to the threshold model
developed by McCullagh ist compared with a more heuristic
approach, using analysis of variance methods.
If the experimental set up allows for subsampling within the
experimental units, e.g. if within each field plot a sufficiently
large number ofplants can be scored, the arithmetic means of
the scores for each experimental unit behave very well like
homoscedastic, normally distributed variables, to which analy-
sis of variance methods can be applied.
The inferences drawn from the analysis of the threshold
model are almost always the same as those that can be drawn
submitting the per plot mean scores to an analysis of variance.
The treatment means show an extremely high positive correla-
tion with the location parameters for treatments in the threshold
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model. Treatment differences calculated from the means show
the same sign as differences between the corresponding location
parameters, with only a few exeptions when these differences
are small, mostly smaller than twice their standard error.
These findings, based on the analysis of 14 data sets coming
from two large experimental series, lead to the conclusion that
ordinal data from experiments which allow for subsampling,
can be analyzed by analysis of variance and lead to the same
conclusions as an analysis using the threshold model of McCul-
lagh.
1. Einleitung
Die Auswertung von Boniturnoten, wie sie in land- und forst-
wirtschaftlichen Versuchen und ökologischen Untersuchungen
häufig anfallen, ist Gegenstand kontroverser Diskussionen [1].
Boniturnoten sind ››Messungen<< auf ordinalem Skalenniveau,
trotzdem werden sie in der Praxis häufig wie metrische Daten
behandelt, arithmetischen Operationen unterworfen (Mittel-
wertbildung) und varianzanalytisch ausgewertet.
MCCULLAGH [4] hat ein Modell zur Auswertung ordinaler
Daten vorgeschlagen, welches zur Auswertung von Bonitur-
noten herangezogen werden kann. Dabei werden die den
Boniturklassen herkömmlicherweise zugeordneten »Noten-
werte<< nicht verwendet, sondern es gehen in die Auswertung
nur die in den einzelnen Boniturklassen beobachteten Häufig-
keiten ein. Das Verfahren ist von URFER und QUEBE-FEH-
LING [6] ausführlich beschrieben und anhand von Bonitur-
ergebnissen aus einem Sortenprüfungsversuch illustriert
worden.
In der vorliegenden Arbeit wird der Versuch unternommen,
die Auswertung von Boniturdaten nach dem Schwellenwert-
modell von MCCULLAGH zu vergleichen mit der bisher häufig
trotz Bedenken angewandten varianzanalytischen Auswer-
tung, wobei zunächst der Frage nachgegangen wird, ob die
Boniturergebnisse die Modellvoraussetzungen der Varianz-
analyse einhalten. Dann wird untersucht, wieweit die Schluß-
folgerungen, die aus den beiden Ansätzen gezogen werden,
übereinstimmen bzw. zu gegensätzlichen Schlußfolgerungen
führen. Die Untersuchungen stützen sich auf Versuchsergeb-
nisse aus zwei Versuchsreihen, die mir vom Institut für PÀan-
zenbau der Universität Hohenheim und vom Bundessorten-
amt in Hannover zur Verfügung gestellt wurden. Die Her-
kunft der Daten wird in Kap. 2 beschrieben, in Kap. 3 werden
die statistischen Modelle vorgestellt und der Ansatz zur Über-
prüfung der Modellvoraussetzungen für die Varianzanalyse
beschrieben. In Kap. 4 werden die Ergebnisse der beiden
Auswertungen verglichen.
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2. Herkunft der Daten
2.1 Bonitierung der Halmbruchkrankheit bei Win terweizen
In einem am Institut für Pflanzenbau der Universität Hohen-
heim durchgeführten langjährigen Fruchtfolgeversuch wurde
im Jahre 1979 auf den mit Winterweizen bebauten Parzellen
der Befall durch Cercosporella herpotrichoides Fron. (Halm-
bruchkrankheit) anhand einer neunstufigen Skala bonitiert
[2]. Pro Parzelle wurden zwischen 28 und 84 Halme entnom-
men und je nach Stärke der Ausprägung der Krankheit in eine
der Klassen 1 bis 9 eingeordnet.
Der Versuch wurde auf vier Versuchsstationen durchge-
führt. Auf jeder Station entsprach die Versuchsanlage einer
randomisierten vollständigen Blockanlage mit drei Blöcken
und 20 (18) verschiedenen Fruchtfolgevarianten (Prüfglie-
dern). Für die Auswertung standen somit Ergebnisse von 234
Parzellen mit total 13 554 Halmen zur Verfügung.
2.2 Bonitierung der Wurzelhals- und Stengelfäule bei Raps
Aus der Sortenprüfung von Raps des Bundessortenamtes im
Jahr 1982 standen die Ergebnisse von 10 Prüfstellen zur Verfü-
gung. Bonitiert wurde die Wurzelhals- und Stengelfäule, ver-
ursacht durch Phoma Iingam (Tode ex. Fr.) Desm. anhand
einer neunstufigen Boniturskala [3]. Auf jeder Prüfstelle wur-
den die 31 in der Prüfung stehenden Rapssorten in Form einer
randomisierten vollständigen Blockanlage in vier Wiederho-
lungen angebaut. Auf jeder Parzelle wurden zwischen 19 und
54 PÀanzen beurteilt. Die Gesamtzahl der bonitierten PÀan-
zen betrug 37 835, verteilt auf 1178 Parzellen (in einer Prüf-
stelle waren die Daten von zwei Blöcken unvollständig, von
dieser Prüfstelle wurden nur die Daten der zwei vollständigen
Blöcke berücksichtigt).
Die Stichprobenumfänge der Bonitierungen in den beiden
Versuchsreihen, zusammen mit den beobachteten kleinsten
bzw. größten Stichproben, sind in der Tabelle 1 zusammenge-
stellt.
3. Statistische Modelle
Bei der nachfolgenden Untersuchung steht der Methodenver-
gleich im Vordergrund. Verglichen werden eine varianzanaly-
tische Auswertung mit der Auswertung nach dem Schwellen-
wertmodell von MCCULLAGH [4]. Die Auswertungen erfolg-
ten für jeden der 14 Datensätze getrennt. Geprüft werden soll,
ob die aus den Versuchen zu ziehenden Schlußfolgerungen für
die beiden Ansätze übereinstimmen bzw. nicht überein-
stimmen.
3.1 Varianzanalytische Auswertung
Auf Grund des Randomisierungsprozesses bei einer vollstän-
digen Blockanlage müssen die Parzellen als Versuchseinheiten
betrachtet werden. Die Varianz zwischen gleichbehandelten
Parzellen liefert den experimentellen Fehler, der für die Beur-
teilung der Prüfgliedunterschiede maßgeblich ist. Die Einzel-
pflanzenbonituren stellen Stichproben innerhalb der Ver-
suchseinheiten dar (››subsampling<<). Der Stichprobenfehler
vergrößert etwas den Versuchsfehler und geht bei der varianz-
analytischen Auswertung mit in diesen ein. Für die Beurtei-
lung der Prüfgliedunterschiede spielt er keine Rolle. Aus
diesem Grund ist es naheliegend, die varianzanalytische Aus-
wertung auf den Parzellenmittelwerten aufzubauen und zu
überprüfen, ob die so gebildeten Zufallsvariablen die notwen-
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Abb. 1. Rankit-Plot der 124 Residuen aus der Phoma-Bonitur der
Prüfstelle Rauischholzhausen.
digen Voraussetzungen: Homoskedastizität und Normalver-
teilung der Residuen erfüllen.
Bezeichnen wir mit nijk die Anzahl der EinzelpÀanzen, die
auf der ij-ten Parzelle (i-tes Prüfglied, j-te Wiederholung) die
Boniturnote k (k = 1,2,...,K) erhält, soerhalten wir als mitt-
lere Boniturnote der ij-ten Parzelle
K
Z k 11ij1<
Yij =_i" (1)
111j1<
WW' μbÀw-
Tabelle 1. Übersicht über die Stichprobenumfänge der Bonitierungen.
Versuchsstation Anzahl Gesamtzahl Mittel min max
Parzellen der bonitier-
ten PÀanzen
Cercosporella-Bonitur, Fruchtfolgeversuch 1979
Hohenheim 60 3675 61 38 81
Kirrlay 60 3037 51 28 79
Lammwirt 60 3605 60 35 84
Oberer Lindenhof 54 3237 60 42 79
Phoma-Bonitur, Raps-Sortenprüfung 1982
Lübeck 124 3093 25 23 27
Wulfshagen 124 4343 35 28 46
Muxall 124 3858 31 24 42
Schoonorth 124 4097 33 25 49
Wehnen 124 4176 34 26 42
Rauischholzhausen 124 4769 38 29 48
Gießen 124 3826 31 25 34
Hohenheim 62 1857 30 28 31
Bösingen 124 3719 30 28 30
Freising 124 4097 33 19 54
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Für diese mittlere Boniturnote unterstellen wir das übliche
lineare Varianzanalysemodell
Yij=ll+@j+T1+f>1j (2)
μ ist die Konstante, gj (j = 1,...,J) der Effekt der j-ten Wieder-
holung (Block), 1:, der Effekt des i-ten Prüfglieds (Fruchtfolge-
variante, Sorte), eij der zufällige Fehler, mit den üblichen
Restriktionen 20,- = 21:, = 0, und die eij identisch unabhängig
normalverteilt mit Erwartungswert 0 und Varianz 02.
Zunächst interessiert die Frage nach Erfüllung der Modell-
voraussetzungen: Sind die Residuen normalverteilt, mit kon-
stanter, vom Mittelwert unabhängiger Varianz? Zur Überprü-
fung dieser Annahmen wurden die geschätzten Residuen
ê1j= Yij _ J'-j "' Üi- + §'-- (3)
auf Normalverteilung untersucht. Die der Größe nach geord-
neten Residuen müssen, gegen die korrespondierenden Ran-
kit-Werte (››expected normal scores«) aufgetragen, einer
Geraden folgen. Figur 1 zeigt als Beispiel die 124 Residuen aus
den Phoma-Boniturdaten der Prüfstelle Rauischholzhausen
gegen Rankit-Werte aufgetragen. Keiner der 14 untersuchten
Datensätze ergab eine gravierende systematische Abweichung
(Krümmung) vom geradlinigen Verlauf.
Als weiteres Indiz wurde die Prüfgröße des KOLMOGOROW-
SMIRNOW-Tests berechnet. Der Mittelwert der geschätzten
Residuen ist per def. gleich Null, für die Varianz der Residuen
wurde als Schätzer
A 1 ,°2=a§ 9? <4)
verwendet, worin n die Anzahl der Residuen (n = 60 in den
Fruchtfolgeversuchen, n = 124 in den Raps-Sortenprüfungen)
ist. Die Prüfgröße lautet dann
T(D) = (VH- 0.01 +9-\/šš) D (5.1)
mit
D = m§1xD/ (5.2)
WCIIII
-1D9- m;›<(ıí3- - 991.13- 9/0 (5.8
CID/= <1>(u/)
ist die Verteilungsfunktion der standardisierten Normalvertei-
lung und
ll/= ê// Ö
sind die standardisierten Residuen ([5], S. 118 und 359).
Die berechneten Werte der Prüfgröße T(D) wurden sodann
mit den tabellierten Quantilpunkten ([5], Table 54, case 2)
verglichen. Von den untersuchten 14 Datensätzen haben zwei
T(D)-Werte, welche größer sind als der kritische Wert für
0 = 0.05, alle anderen liegen darunter (Tabelle 2).
Um die Unabhängigkeit zwischen Varianz und Mittelwert
zu überprüfen, wurde in jedem der 14 Datensätze die Varianz
der Residuen für jedes Prüfglied getrennt ermittelt. Wegen
der Orthogonalität der Versuchsanlagen gilt in jedem Falle
J I
Zêi'=Z ê1'=Ü (6)1 1j=1 1=1
für jedes .i bzw. j, wobei J die Zahl der Blöcke und I die Zahl
der Prüfglieder darstellt. Für jedes Prüfglied wurde nun die
Varianz der beobachteten Residuen
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Tabelle 2. Prüfgrößen T(D) des KoLMoGoRow-SM1RNow-Tests auf
Normalverteilung der Residuen aus den Fruchtfolgeversuchen und
Rapssortenprüfungen.
Versuchsstation Anzahl
Residuen (n)
Prüfgröße
T(D)
Cercosporella-Bonitur, Fruchtfolgeversuch 1979
Hohenheim 60
Kirrlay 60
Lammwirt 60
Oberer Lindenhof 54
0.64374
0.78413
0.54612
0.45448
Phoma-Bonitur, Rapssortenprüfung 1982
Lübeck 124 0.55972
Wulfshagen 124 1.14465 .
Muxall 124 0.94264
Schoonorth 124 0.49418
Wehnen 124 0.52496
Rauischholzhausen 124 3.51515
Gießen 124 1 3.68654
Hohenheim 62 3.48440
Bösingen 124 "L62905
Freising 124 3.63106
(Q
(_
(_
(_
(Q
Überschreitungswahrscheinlichkeit 0.15 0.10
kritischer Wert 0.775 0.819
0.05
0.895
beobachtete Anzahl 11 1 0 2
erwartete Anzahl 11.9 0.7 0.7 0.7
7
1 J
63 = í Z 63 (7.1). jzl
und der Prüfgliedmittelwert
1 J
I'i~ = 'J' Z Yij (7-2)
j=1
berechnet. Mittelwerte und Varianzen wurden am Median
dichotomisiert und in einer Vierfeldertafel zusammengestellt.
Sind Mittelwert und Varianz unabhängig, so muß in jeden der
vier Quadranten ein Viertel der Beobachtungen entfallen. Zu
jeder der 14 Vierfeldertafeln wurde die zweiseitige Über-
schreitungswahrscheinlichkeit des exakten FISHER-Tests
berechnet. Tabelle 3 enthält die Ergebnisse. Nur in zwei
Tafeln liegen die zweiseitigen Überschreitungswahrscheinlich-
keiten unterhalb von 0.05, in allen anderen darüber.
Diese Ergebnisse deuten darauf hin, daß die aus einer
genügend großen Anzahl von EinzelpÀanzenbonituren be-
rechneten arithmetischen Mittelwerte pro Parzelle Zufalls-
variable darstellen, welche die für die Varianzanalyse notwen-
digerweise vorauszusetzenden Eigenschaften: Unabhängigkeit
zwischen Varianz und Mittelwert und Normalverteilung der
Residuen, erfüllen. Diese Eigenschaften erlauben somit eine
varianzanalytische Auswertung ohne Verletzung der Modell-
Voraussetzungen.
3.2 Das Schwellenwertmodell von McCullagh [4],
Dieser Modellansatz benutzt nur die Häufigkeiten in den
einzelnen Boniturklassen und verzichtet auf die Zuordnung
von numerischen Werten (››Noten«). Die Beziehung zwischen
der in die Boniturklasse k fallenden Anzahl bonitierter Einzel-
pÀanzen auf der ij-ten Parzelle und den Modellparametern
wird hergestellt durch die Modellgleichung
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Abb. 2a. Korrelation zwischen den arithmetischen Prüfgliedmittel-
werten der Bonituren und der Prüfgliedparameter des Schwellenwert-
modells für die Phoma-Bonitur der Prüfstelle Lübeck.
P1'
lOge = ek + 'l' Ti 'l' Cijk
01, ist die Obergrenze (››Schwellenwert«) der k-ten Bonitur-
klasse auf einer gedachten Merkmalsskala, gj und tj sind die
Block- und Prüfgliedeffekte und entsprechen denjenigen im
linearen Varianzanalysemodell (2). pjjk sind die kumulierten
Anteile der EinzelpÀanzen, die in die 1.-k-te Boniturklasse
fallen:
__ _šjn__ /šn /=1,...,1<
pıjk /=1 ij/ /:I ij/
Die Parameter werden nach der Maximum-Likelihood-
Methode geschätzt. Für die Durchführung der Berechnungen
stand mir dasselbe Programmpaket PLUM zur Verfügung, mit
welchem URFER und QUEBE-FEHLING [6] ihre Berechnungen
durchführten.
Unterschiede zwischen den einzelnen Prüfgliedern werden
durch die Differenzen der entsprechenden Prüfgliedeffekte 'cj
geschätzt. Aus den Standardfehlern der Parameterschätzun-
gen und der Korrelationsmatrix können die Standardfehler
der Prüfglied-Differenzen berechnet werden. Standardfehler
und Korrelationen werden im Ausdruck des Programmpake-
tes PLUM automatisch ausgegeben.
Im nächsten Abschnitt werden nun die Ergebnisse der bei-
den Auswertungen gegenübergestellt.
4. Gegenüberstellung der Ergebnisse aus der varianzana-
lytischen Auswertung und der Schwellenwert-Analyse
4.1 Prüfglied-Effekte
Bei der Versuchsauswertung interessieren im allgemeinen
zwei Fragestellungen:
Abb. 2b. Korrelation zwischen den arithmetischen Prüfgliedmittel-
werten der Bonituren und der Prüfgliedparameter des Schwellenwert-
modells für die Cercosporella-Bonitur der Versuchsstation Oberer
Lindenhof.
Tabelle 3. PEARsoN”s Q)-Koeffizient und zweiseitige Überschreitungs-
wahrscheinlichkeiten der aus den am jeweiligen Median dichotomi-
sierten Mittelwerten und Varianzen gebildeten Vierfeldertafeln.
FISHER-Test
zweiseitige
Überschreitungs-
wahrscheinlichkeit
Versuchsstation n PEARSONIS
(I)
Cercosporella-Bonitur, Fruchtfolgeversuch 1979
Hohenheim 20 - 0.023
Kirrlay 20 1 .0
Lammwirt 20 1 .0
Oberer Lindenhof - 18 -3.333 0.347`.Ü$3.Ü
com
Phoma-Bonitur, Rapssortenprüfung 1982
Lübeck 31 - .L421
Wulfshagen 31 3.096
Muxall 31 3.225
Schoonorth 31 - J. 163
Wehnen 31 31.096`)^›`AA) (:›c:)c )(: \`l-i>l\)\]©l\-)\]OOl\JL›J -Ä\O\O-lšl-\
(A)A Ltg) IWIWI (:)\O ON
096
Gießen 31 - 033 1.0
Hohenheim 31 033 1.0
Bösingen 31 3.225 0.289
Freising 31 0.724
Rauischholzhausen 31 0.724
(i) man prüft global, ob überhaupt Prüfglied-Unterschiede
vorliegen.
(ii) es interessiert die Größe der Prüfglied-Unterschiede.
(i) Die erste Frage läßt sich als globale Nullhypothese
H0:1:j=0fürallei=1,...,I
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formulieren. In der Varianzanalyse prüft man diese mittels des
üblichen F-Tests. Im Schwellenwertmodell kann sie dadurch
geprüft werden, daß man die ››deviance« (-2mal der Logarith-
mus des Likelihood-Quotienten, vgl. [6]) für den vollständigen
Modellansatz nach (8) und für den reduzierten Modellansatz,
aus welchem man die Prüfgliedparameter rj weggelassen hat,
berechnet.
deviance (01„ Qj) - deviance (01„ Qj, rj) = x2 (9)
Die Differenz X2 folgt bei Zutreffen der Nullhypothese der
X2-Verteilung mit I-1 Freiheitsgraden. Um festzustellen, ob die
globalen Schlußfolgerungen aus den beiden Ansätzen überein-
Tabelle 4. Prüfgrößen und Überschreitungswahrscheinlichkeiten für
die globale Signifikanzprüfung der Prüfgliedeffekte.
Schwellenwert-
modell
V1 X2 Q
Versuchsstation Varianzanalysemodell
vl vz f Q
Cercosporella-Bonitur, Fruchtfolgeversuch 1979
Høhenheim 19 38 4.130 9.8 ' 10`5 19
Kirrlay 19 38 5.008 1.2 ~ 10`5 19
Lammwirt 19 38 3.435 5.9 - 10`4 19
Ob. Lindenhof 17 34 1.566 1.2~10'1 17
52423
304
Phoma-Bonitur, Rapssortenprüfung 1982
377`
397
Lübeck 3l" 910 8.980 2.3 - 1Ü`16 °
Wulfshagen 31" 91" 3.208 1.1 ~ 10'5 "
MuXall 34" 94" 2.110 3.7 ~ 1l3`3 3 346
SChOOnOIth 31" 9l° 4.182 7.5 - IÜA8 353
Wehnen 31" 9'" 1.447 9.3 - 1Ü`2 3 196(_(_(_ (_(_(_ SB2)2)29Si)(_(_)(_(_(_
›< 10*
Rauischholzhsn. 31" 91" 2.108 3.7 - 10'3 ” 144
Gießen 30 94" 3.103 1.9 - 1Ü`5 0 377 '
Høhenheim 3'" 3l^ 0.547 9.5 ° 1134 2 90
Bösingen 31° 91" 2.239 1.9 ~ 10`3 ” 216
Freising 34 910 1.210 2.4 ~ 1071 0 306
4
(_)(_(_ (_(_(_ 2)18121-B9°(((
Tabelle 5. Rangkorrelation zwischen Prüfglied-Mittelwerten des
Varianzanalysemodells und Prüfglied-Parametern des Schwellenwert-
modells.
Versuchsstation Rang- Anzahl dis- darunter mit
korrelation kordanter Differenz größer als
Prüfglied- einfacher/ doppelter
paare Standardfehler
Cercosporella-Bonitur, Fruchtfolgeversuch 1979
Hohenheim 0.98045
Kirrlay 0.98647
Lammwirt 0.99098
Ob. Lindenhof 0.94634 l-Ä -l>~UıUı\l l\J©©© ©©©©
Phoma-Bonitur, Rapssortenprüfung 1982
Lübeck 3.99073 12 0
Wulfshagen 3.95806 38 1
Muxall 3.96734 31 0
Schoonorth 3.96250 36 0
Wehnen 3.95986 35 0(A(A(A(A ›-\\lO`\U1©
Rauischholzhsn. 3.98145 21 I
Gießen 3.97984 17 I
Hohenheim 3.98065 25 "
Bösingen 1. 98266 19 `
Freising 3.98710 18 "(A(A)(A(A l-Ä\l--Äl-Ä@ K:1::
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stimmen, vergleichen wir die Ergebnisse des F-Tests mit der
Differenz der ››deviance<< nach Dazu wird in jedem der 14
Datensätze die Prüfgröße f und X2 und die zugehörigen Über-
schreitungswahrscheinlichkeiten
Q(FlV1›[V2)=PTiF>flV1,V2l
Q(x2|V1)=Pf{x2>X2|v1}
berechnet.
Die berechneten Werte der beiden Prüfgrößen, ihre Frei-
heitsgrade und die Überschreitungswahrscheinlichkeiten sind
in Tabelle 4 zusammengestellt.
Die Varianzanalyse ergab in vier Datensätzen Q-Werte, die
größer als 01 = 0.05 ausfielen, das Schwellenwertmodell ergab
in sämtlichen Versuchen Überschreitungswahrscheinlichkei-
ten (berechnet über die WILSON-HILFERTY-Approximation
der X2-Verteilung) weit unter 10%.
(ii) Als nächstes war die Frage zu prüfen, wie gut die geschätz-
ten Parameter für die Prüfglied-Effekte in den beiden Modell-
ansätzen übereinstimmen, um damit Antwort auf die Frage zu
geben, ob die Aussagen über Prüfglieder und Prüfglied-Unter-
schiede gleich oder unterschiedlich lauten.
Im Varianzanalyse-Modell lautet der Schätzer für die Prüf-
glied-Parameter unter Berücksichtigung der bei (2) angegebe-
nen Restriktion
fi = 71- _ 7.. (10)
und daraus erhält man für die schätzbare Funktion
131- in = 71°- - 71:- (11)
Im Schwellenwert-Modell werden die Prüfglied-Parameter
(als ››location parameter« bezeichnet) direkt ausgegeben (Ein-
zelheiten siehe bei [6]). -
Sollen die Aussagen über Prüfglied-Unterschiede nach bei-
den Modellansätzen übereinstimmen, so muß für jedes Prüf-
gliedpaar i,i” gelten
yi_ > yi>_ falls 'lii > 'lip
und (12)
yi_ < yi›_ falls 'Ifi < "lip
wobei in (12) mit tj die ››location parameter« gemeint sind.
Wir erwarten, daß die Beziehungen (12) wenigstens für große
Prüfglied-Differenzen zutreffen. Bei nahe beieinanderliegen-
den Prüfgliedern könnte das Gegenteil eintreten.
Wenn die Aussage in (12) für alle Paare i,i' zutrifft, beträgt
die Rangkorrelation zwischen den arithmetischen Mittelwer-
ten yj aus dem Varianzanalyse-Modell und den ››location
parameter« iz, des Schwellenwert-Modells genau 1. Trifft sie
für einige Paare nicht zu, so verringert sie sich mit zunehmen-
der Anzahl diskordanter Paare. In Tabelle 5 sind diese Rang-
korrelationen zusammengestellt. In allen Versuchen liegt die
Rangkorrelation über 0.94.
Trägt man die ››location parameter« iz, des Schwellenwert-
Modells gegen die arithmetischen Prüfglied-Mittelwerte yj_ in
einem rechtwinkligen Koordinatensystem auf, so findet man
eine nahezu lineare Beziehung zwischen den beiden Größen.
Figur 2 zeigt diese Beziehung für die Datensätze aus Lübeck (r
= 0.991) und Oberer Lindenhof (r = 0.946).
Als Beispiel für ein diskordantes Prüfglied-Paar, für welches
die Relation (12) nicht gilt, greifen wir die Prüfglieder i = 7
und i” = 13 aus dem Fruchtfolgeversuch auf dem Oberen
Lindenhof heraus. Die ››location parameter« im Schwellen-
wertmodell belegen die Rangplätze 5 und 8, die Mittelwerte
im Varianzanalysemodell die Rangplätze 8 und 5. Die Diffe-
renz der ››location parameter« beträgt t:7-1:13 = -0.1579 mit
einem Standardfehler von 0.1988. Die Differenz der Prüfglied-
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mittelwerte beträgt §17-y13 = 0.1454 mit einem Standardfehler
von 0.5311. S
In Tabelle 5 ist bei jedem Datensatz angegeben, wie viele
derartige diskordante Prüfgliedpaare auftreten, und wie viele
Differenzen größer als der Standardfehler bzw. der doppelte
Standardfehler der Differenz ausfallen. Man erkennt, daß von
den insgesamt möglichen Prüfgliedpaaren ((%)) = 190 im
Fruchtfolgeversuch (§1) = 465 in der Rapssortenprüfung) nur
eine geringe Zahl solcher diskordanter Paare auftritt (weniger
als 10 %), und daßldavon nur ein verschwindend kleiner Teil
das Doppelte des Standardfehlers überschreitet. Wenn man
davon ausgeht, daß bei denjenigen Differenzen, die kleiner als
das Doppelte des Standardfehlers sind, das zugehörige 0.95-
Konfidenzintervall den Wert Null einschließt, darf man sagen,
daß die Beurteilung der Prüfglied-Unterschiede nach beiden
Modellansätzen mit wenigen Ausnahmen gleich ausfällt.
Zusammenfassend können wir an dieser Stelle sagen, daß
die Schlußfolgerungen, die aus der Varianzanalyse bzw. aus
der Schwellenwert-Modellauswertung gezogen werden, im
wesentlichen übereinstimmen. Bei der Signifikanzprüfung
ergibt der F-Test in 4 der 14 ausgewerteten Datensätzen keine
Signifikanz, während im Schwellenwert-Modell die globale
Nullhypothese in allen Fällen verworfen wird. Wieweit es
zutrifft, daß der Schwellenwert-Modellansatz generell die grö-
ßere Schärfe aufweist, muß noch genauer untersucht werden.
Bei der Beurteilung von Prüfglied-Differenzen findet man
weitgehende Übereinstimmung im Vorzeichen der Differenz.
Stimmt dieses in den beiden Ansätzen nicht überein, so
schließt das 0.95-Konfidenzintervall für diese Differenzen den
Wert Null mit ein.
4.2 Schwellenwerte und mittlerer Befall
Im Schwellenwert-Modell von MCCULLAGH tritt der Schwel-
lenwertparameter Ok an die Stelle des Gesamtmittels μ. des
Varianzanalyse-Modells (vgl. (8) mit (2)). Die Schwellenwerte
gk bilden die Grenzen der Boniturklassen auf einer gedachten
Merkmalsachse. Die Schätzwerte dieser Parameter liegen bei
den verschiedenen Datensätzen an unterschiedlicher Stelle.
Die globale Lage dieser Schwellenwerte zeigt einen Zusam-
menhang mit dem in den jeweiligen Versuchen beobachteten
durchschnittlichen Befall der Pflanzen durch den Krankheits-
erreger. Trägt man den Median der Schwellenwertparameter-
schätzungen „ . .
6 = + 65)
gegen das arithmetische Gesamtmittel y__ der einzelnen Versu-
che auf (Figur 3), so stellt man eine deutliche negative Korre-
lation fest. Je stärker in einer Versuchsstation der durch-
schnittliche Befall war, desto höher ist die aus allen Parzellen-
mittelwerten berechnete mittlere Boniturnote. Parallel dazu
verschieben sich die Schwellenwert-Parameter nach links,
d. h. gegen negative Werte. Bei schwachem Befall erhalten
wir eine niedrige durchschnittliche Bonitur, die Schwellen-
werte verschieben sich nach rechts, d. h. gegen positive Werte.
Der Vergleich der Schwellenwerte aus verschiedenen Ver-
suchen läßt somit einen Vergleich der Befallsstärken zu; die
gleiche Information liefern die arithmetischen Gesamtmittel-
werte aller Boniturnoten.
5. Diskussion und Zusammenfassung
Die Gegenüberstellung der Ergebnisse aus den untersuchten
Datensätzen zeigt, daß die varianzanalytische Auswertung der
Parzellenmittelwerte (arithmetisches Mittel aus den Noten-
werten der bonitierten EinzelpÀanzen dieser Parzellen) und
die Auswertung nach dem Schwellenwert-Modell von MCCUL-
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Abb. 3. Abhängigkeit zwischen dem Median der Schwellenwert-
Parameter und dem Gesamtmittelwert der Bonituren der 14 Daten-
sätze.
LAGH im wesentlichen zu denselben Schlußfolgerungen füh-
ren. Die ››location parameter« im Schwellenwert-Modell
(Prüfglied-Effekte) und die arithmetischen Prüfglied-Mittel-
werte zeigen eine sehr hohe positive Rangkorrelation. Prüf-
gliedern mit hoher durchschnittlicher Bonitur entsprechen
positive Parameterwerte, Prüfgliedern mit niedriger Bonitur
negative Parameterwerte. Prüfglied-Unterschiede werden in
beiden Ansätzen überwiegend übereinstimmend geschätzt.
Nur bei betragsmäßig sehr kleinen Differenzen tritt gelegent-
lich der Fall ein, daß diese Differenz aus den Prüfgliedmittel-
werten nicht dasselbe Vorzeichen aufweist wie die entspre-
chende Differenz der Parameter aus dem Schwellenwert-
Modell. In diesen Fällen ist der Betrag der Differenz in den
meisten Fällen kleiner als das Doppelte des Standardfehlers.
Die Analyse der Residuen im Varianzanalyse-Modell hat
keine Verletzungen der Modellvoraussetzungen zutage geför-
dert. Die aus vielen EinzelpÀanzenbonituren gebildeten Par-
zellenmittelwerte erweisen sich als homoskedastische, normal-
verteilte Zufallsvariable, die varianzanalytisch ausgewertet
werden dürfen. Diese Feststellung muß auf Daten beschränkt
bleiben, die den hier ausgewerteten Versuchen entsprechen.
Von jeder Versuchseinheit (Parzelle) muß eine genügend
große Stichprobe von Einzelpflanzen bonitiert worden sein,
aus denen der Parzellenmittelwert berechnet wird. Als untere
Grenze dürfte vorsichtigerweise ein Stichprobenumfang von
25 angenommen werden. Ausgewogene Verhältnisse (gleiche
Stichprobengröße auf allen Versuchseinheiten) dürften günsti-
ger sein als starke Unterschiede in den Stichprobenumfängen.
Immerhin haben sich die teilweise großen Unterschiede in der
Stichprobengröße in den Fruchtfolgeversuchen in der vorlie-
genden Analyse nicht störend ausgewirkt.
Die beiden Ansätze zur Analyse von Boniturdaten: arith-
metische Mittelwertbildung mit anschließender Varianzana-
lyse und Schwellenwert-Modell können nach den hier vorlie-
genden Erfahrungen als gleichwertig nebeneinandergestellt
werden. Beide Ansätze setzen voraus, daß von jeder Ver-
suchseinheit (Parzelle) eine ausreichend große Zahl von Ein-
zelbonituren vorliegt. Bei zu geringen Anzahlen bonitierter
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EinzelpÀanzen verlieren die Parzellenmittelwerte die für die
Varianzanalyse notwendigen Eigenschaften. Gleichzeitig wird
auch der Einsatz des Schwellenwertmodells verunmöglicht.
Diese letzte Aussage trifft ganz besonders zu für Experimente,
in denen von jeder Versuchseinheit nur eine Boniturnote
vorliegt, z. B. wenn auf jeder Parzelle eines Feldversuches
Eigenschaften wie Verunkrautung, Lager, Schädlingsbefall
etc. durch eine einzige Boniturnote bewertet werden. Zur
Auswertung derartiger Boniturergebnisse sind noch weitere
Untersuchungen notwendig.
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NACHRICHTEN/NEWS
C'86 - Internationale Computer Ausstellung
Köln
Symposium - Computer in der Medizin
Der Computereinsatz gewinnt im Berufsfeld des Arztes immer
mehr an Bedeutung. Dieser Entwicklung trägt der Arbeits-
kreis »Computer in der Medizin« bei der Deutsch-Brasiliani-
schen Gesellschaft für Medizin e. V. seit geraumer Zeit Rech-
nung. Durch Fortbildungsveranstaltungen für Mediziner und
Prüfungen von Programmen und Geräten soll ein Beitrag zum
EDV-Einsatz in der Medizin geleistet werden.
Die vierte Veranstaltung zu dem Thema »Computer in der
Medizin« wird vom 13. bis 15. Juni anläßlich der C'86 -
Internationale Computer-Ausstellung Köln (12. bis 15. Juni
1986) - stattfinden.
Diese Tagung wendet sich an Ärzte und Zahnärzte aus dem
gesamten Bundesgebiet- sie soll helfen, eventuell bestehende
Berührungsängste gegenüber EDV-Systemen abzubauen.
Erfahrungsberichte von Ärzten, die bereits mit EDV-Anlagen
arbeiten, werden folgendes Themenspektrum abrunden:
- Computer-Einsatz
- in der Arztpraxis
- in den medizinischen Wissenschaften
(Labor, Feldstudien etc.)
- Programme für Mediziner (alle Sparten der Medizin)
- Homecomputer in der Medizin ›
- Krankenhaussysteme
~ Einführung für Computerlaien
- Gerätedemonstration
- Mailbox-Systeme für Ärzte
- Labormedizin
Anmeldungen zu diesen Themenbereichen: Deutsch-Brasi-
lianische Gesellschaft für Medizin e. V., Wipperfürther Straße
2, 5000 Köln 91, Tel.: 0221/85 2266.
Schweizerisches Symposium für
medizinische Informatik
Die schweizerische Stiftung TELMED wird zusammen mit
dem Gottlieb-Duttweiler-Institut (GDI) am 13./14. März 1986
in Rüschlikon ein Symposium über medizinische Informatik
organisieren.
Am ersten Tag sollen nach einer Einführung in die Medizin-
Informatik behandelt werden:
Medikamenten-Informationssysteme, Spitalinformatik,
Computer in der Arztpraxis, neue Medien und Probleme des
Daten- und Persönlichkeitsschutzes im Gesundheitswesen.
Der zweite Tag wird als wissenschaftliche Fachtagung
gestaltet, an der Referenten aus der Schweiz und dem Ausland
über aktuelle Themen aus der medizin-informatischen For-
schung und Entwicklung berichten werden.
Weitere Informationen über: Gottlieb-Duttweiler-Institut
(GDI), Langhaldenstr. 21, CH-8803 Rüschlikon, Schweiz.
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32. Kolloquium der Deutschen Region der
Biometrischen Gesellschaft 1986 in Ulm
Das 32. Kolloquium der Deutschen Region der Biometri-
schen Gesellschaft findet vom 18.-21. März 1986 statt.
Neben den Sitzungen der Arbeitsgruppe und freien Vor-
träge sind als Rahmenthemen vorgesehen:
- Psychometrie '
- Genetik und Ökologie
- Biometrie-Ausbildung
Zeit: 18.-21. März 1986.
Weitere Informationen über den örtlichen Tagungsleiter:
Prof. Dr. W. Gaus, Universität Ulm, Klinische Dokumenta-
tion, Postfach 40 66, 7900 Ulm, Telefon (07 31) 1 79-73 55.
Statistische Methoden in der Ökologie
Der Senat der Bundesforschungsanstalten im Geschäftsbe-
reich des Bundesministeriums für Ernährung, Landwirtschaft
und Forsten und die Deutsche Region der Biometrischen
Gesellschaft veranstalten vom 16.-19. Dezember 1985 in Ham-
burg einen Fortbildungskurs über „Statistische Methoden in
der Ökologie“.
Der Kurs richtet sich insbesondere an Naturwissenschaftler,
die auf den verschiedensten Gebieten der Ökologie arbeiten
und statistische Methoden einsetzen möchten oder müssen.
Anmeldungen an: Dr. R. J . Lorenz, Bundesforschungsan-
stalt für Viruskrankheiten der Tiere, Postfach 11 49, 7400
Tübingen.
Expertensysteme in der Statistik
Die Arbeitsgruppe „Informatik in der Statistik“ der Deut-
schen Region der Biometrischen Gesellschaft veranstaltet vom
6.-7. Dezember 1985 in Aachen eine Arbeitstagung über
„Expertensysteme in der Statistik“.
Auf dieser Tagung werden Beiträge über Expertensysteme
im Bereich der statistischen Versuchsplanung und Auswertung
sowie stochastische Ansätze in Expertensystemen vorgestellt
und diskutiert.
Anmeldungen an: Dr. R. Haux, Abtl. Med. Statistik und
Dokumentation der RWTH, Pauwelstraße, 5100 Aachen,
Telefon (02 41) 80-8 98 92. .
Internationale Biometrische Gesellschaft
Joint meeting of British and Nordic  
Regions
Vom 6.-9. April 1986 findet im Churchill College in Cam-
bridge (England) eine interregionale Tagung statt. Die vorläu-
fige Themenliste umfaßt Referate aus den Bereichen Land-
wirtschaft, Biologie, Ökologie und Medizin.
Weitere Informationen über Mr. D. Brown, Biometric Con-
ference, AFRC Statistics Group, Department of Applied Bio-
logy, Pembroke Street, Cambridge CB2 3DX, United
Kingdom.
FOERSTER, F.
Computerprogramme zur Biosignalanalyse
1984, 141 S., DM 69,-
Springer-Verlag, Berlin-Heidelberg-New York
Die vorliegende Programmsammlung versucht, dem Anwender die
Programmierung von Biosignale-Analyse-Paketen zu erleichtern. Alle
hier vorliegenden Programme sind in einer sehr einfachen FOR-
TRAN-Version geschrieben und auf einem Laborrechner IBM 1130
mit 16K Worten (Wortlänge 16 Bit) Kernspeicher, Magnetplatte als
Zwischenspeicher, Digitalband als Massenspeicher für die Signale,
Kartenleser zur Programmsteuerung, Drucker, sowie Plotter und x-y-
Schreiber (Display) zur Signaldarstellung und -überwachung und Dis-
kettenlaufwerk zur Abspeicherung der Kennwerte implementiert.
SCHULZINGER Fox, J . '
SIR/DBMS Primer
1984, DM 30,-
Bezugsadresse: STATUS, Goerzallee 5, 1000 Berlin 45
Für die Bearbeitung von Daten setzt sich immer mehr die Verwen-
dung von Datenbanksystemen durch. SIR ist ein Datenbanksystem,
das vor allem durch seine Schnittstellen zu SAS, BMDP und SPSS und
durch die Verfügbarkeit auf fast allen Rechnersystemen eine zuneh-
mende Verbreitung findet. Die vorliegende Einführung ist in hervor-
ragender Weise geeignet, das System kennenzulernen. Geidel
PROEBSTBR, W. E., REMSHARDT, R. (Hrsg.)
Entwicklungsperspektiven mittlerer Rechnersysteme
Reihe Fachberichte und Referate Bd. 15
1984, 334 S., DM 58,-
R. Oldenbourg Verlag, München-Wien
Der vorliegende Band umfaßt die Referate eines Systemseminars der
IBM-Laboratorien Böblingen. Dabei wurden u. a. Rechnerarchitek-
turen angesprochen, die insbesondere für zukünftige Aufgaben (z. B.
Expertensysteme) erforderlich sind. Einige Themen seien kurz aufge-
listet: DatenÀuß-Architektur und Datenstruktur-Architektur.
Rechenarchitekturen für Datenbankaufgaben. Das Multiprozessorsy-
stem M5PS. Architektur und Anwendung von Arbeitsplatzrechnern.
Eine neue Arithmetik für wissenschaftliches Rechnen. CACHE-
Strukturen. Parallelrechner. Expertensysteme. Das japanische »Fifth
Generation Computer System« Projekt. Ge.
DEICHSEL, G. und TRAMPISCH, H. J .
Clusteranalyse und Diskriminanzanalyse
1985, 135 S., DM 44,-
G. Fischer Verlag, Stuttgart-New York
In der Buchreihe Biometrie liegt nun der Band „Clusteranalyse und
Diskriminanzanalyse“ vor. Entsprechend der Zielsetzung der
Buchreihe ist auch dieser Band keine mathematische Abhandlung.
Ausgehend von konkreten Beispielen werden jeweils verschiedene
Methoden erläutert. Dadurch werden die Ausführungen und die
wenigen Formeln für den Leser leicht nachvollziehbar. Daß es den
beiden Autoren gelungen ist, die klare Gliederung des Stoffes auch in
eine klare Darstellung umzusetzen, verdient besonders hervorgeho-
ben zu werden.
Die jeweils abschließenden Hinweise auf die bekanntesten Pro-
grammpakete erhöht den Wert dieses Buches und wird wohl nicht
unerheblich zu einer guten Verbreitung beitragen. Ge.
RICHTER, O.
Simulation des Verhaltens ökologischer Systeme
1985, 219 S., DM 58,
VCH Verlagsgesellschaft, Weinheim
Seit man weiß, daß ein Eingriff in ein dynamisches System zu sehr
unterschiedlichen, meist komplexen Reaktionen führen kann, gewinnt
die Simulation des Verhaltens insbesondere ökologischer Systeme
eine zunehmende Bedeutung.
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In dem vorliegenden Buch werden an mathematischen Hilfsmitteln
Systeme von Differentialgleichungen und Differenzengleichungen
benutzt, wobei die verschiedenen Möglichkeiten jeweils an ganz kon-
kreten Beispielen dargestelltwerden. Der Leser gewinnt so einen
Uberblick über das mathematische Instrumentarium, aber auch über
die Vielfalt der Anwendungsmöglichkeiten. Insgesamt ein empfeh-
lenswertes Buch. I Ge.
SPIEss, E. W. und RHEINGANS, F. G.
Einführung in das Programmieren von FORTRAN
7. AuÀage
1985, 250 S., DM 28,-
Walter de Gruyter, Berlin - New York _ *
Die NeuauÀage dieser bewährten Einführung ist weitgehend eine
Neubearbeitung und stützt sich auf FORTRAN 77, wobei speziell für
Anfänger mit einem Subset (Teil-FORTRAN) gearbeitet, aber insge-
samt das Gesamt-FORTRAN dargestellt wird.
Die Darstellungsart ist auch in dieser AuÀage überzeugend und
vermittelt am Rande Informationen über den Aufbau von Computern
und u. a. auch über Probleme der Rechengenauigkeit. Da heute auch
für viele PC's FORTRAN-Compiler verfügbar sind, darf man auch
dieser AuÀage wieder eine weite Verbreitung wünschen. Ge.
KRUEGER, F. R.
Physik und Evolution I
Physikalische Ansätze zu einer Einheit der Naturwissenschaften auf
evolutiver Grundlage
1984, 211 S., DM 46,-
Paul Parey Verlag, Hamburg und Berlin .
Dies ist ein weiterer Band in der Buchreihe „Biologie und Erkennt-
nis“. Der Autor macht dabei physikalische Ansätze zu einer Einheit
der Naturwissenschaften auf evolutiver Basis und begründet, inwie-
fern die Physik als Grundlage der Biologie anzusehen ist. Dabei
werden die wesentlichsten physikalischen Prinzipien der Evolution
auch für den Nichtphysiker verständlich dargestellt. Mögliche Berüh-
rungspunkte mit Geisteswissenschaften werden andiskutiert. Evolu-
tion erscheint als kategorischer Imperativ der praktischen Vernunft.
Ge.
UNKELBACH, H. D. und WoLF, T.
Qualitative Dosis-Wirkungs-Analysen
1985, 138 S., DM 44,-
G. Fischer Verlag, Stuttgart - New York
Dieser zweite Band der Reihe „Biometrie“ unterstreicht die Zweck-
möglichkeit der Konzeption dieser Reihe. In einer Einzeldarstellung
läßt sich ein Thema viel klarer und übersichtlicher behandeln, als es in
einem umfassenden Lehrbuch möglich wäre.
Die vorliegende Darstellung der qualitativen Dosis-Wirkungs-Ana-
lyse behandelt zunächst die Analyse für eine Wirksubstanz, dann den
Vergleich von Dosis-Wirkungs-Kurven sowie die Kombination von
Substanzen. Im Anhang werden mathematische Formeln auch als
Hilfsmittel zur Erstellung von Programmen zusammengestellt.
Diese klare, didaktisch gut aufgebaute Darstellung kann allen Inter-
essenten wärmstens empfohlen werden und mag als Muster für diese
Buchreihe gelten. Ge.
VOLLMAR, J . und UNKELBACH, H. D. (Hrsg.)
Biometrie in der chemisch-pharmazeutischen Industrie 2
Biometrische Analyse von Kombinationswirkungen :
1985, 134 S., DM 42,-
G. Fischer Verlag, Stuttgart - New York
Der vorliegende zweite Band der Schriftenreihe „Biometrie in der
chemisch-pharmazeutischen Industrie“ umfaßt die Proceedings eines
Kolloquiums, das im März 1984 in Darmstadt stattfand. In einer
umfassenden Weise werden in den verschiedenen Arbeiten der theo-
retische Hintergrund, mögliche Lösungsansätze, Beispiele aus der
Praxis und ein Literaturüberblick dargestellt.
Zusammen mit einem Beitrag über ein offenes Problem bei der
biometrischen Beurteilung von Kombinationswirkungen liegt damit
eine ausgezeichnete Ubersicht über den aktuellen Stand der biometri-
schen Analyse von Kombinationswirkungen vor. Ge.
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KÜFFNER, H. und WIHENBERG, R.
Datenanalyse für statistische Auswertungen -
Eine Einführung in SPSS, BMDP und SAS
1985, 289 S., DM 36,-
G.'Fischer Verlag, Stuttgart - New York
Als Vorstufe von Expertensystemen verwenden wir zur Zeit Pro-
grammpakete wie SPSS, BMDP, SAS und andere zur statistischen
Datenanalyse. In der vorliegenden Einführung werden nach allgemei-
nen Anmerkungen zur empirischen Datenanalyse und einer Zusam-
menstellung der Voraussetzungen, Möglichkeitenund Grenzen der
ausgewählten statistischen Auswertungsverfahren die drei Programm-
pakete (SPSS, BMDP und SAS) an einem konkreten, überschaubaren
Datensatz (80 Datensätze) für die ausgewählten statistischen Metho-
den dargestellt. Viel Beachtung wird dabei den oft nicht leicht zu
lesenden Computerausdrücken gewidmet, und dabei wird der Zusam-
menhang der ausgedruckten Zahlen mit den entsprechenden statisti-
schen Parametern hergestellt. Hinweise auf das Datenbanksystem SIR
und graphische Darstellungsmöglichkeiten runden die Darstellung ab.
Wenn auch schon spezielle Bedienungsanleitungen für die einzelnen
Programmpakete vorliegen, so kann diese drei Pakete umfassende
Darstellung vor allem für Benutzer größerer Rechenzentren nützlich
sein, bei denen normalerweise nebeneinander mehrere Pakete verfüg-
bar sind. Ge.
