There are two main techniques of NIBS, namely TMS and tDCS. Both TMS and tDCS appear to be attractive tools for the study of multisensory interactions in the human brain, given that they are non-invasive and safe methods to effectively modulate sensory processing in the cortex. The present paper briefly illustrates the Most of current knowledge about the mechanisms of multisensory integration of environmental stimuli by the human brain derives from neuroimaging experiments. However, neuroimaging studies do not always provide conclusive evidence about the causal role of a given area for multisensory interactions, since these techniques can mainly derive correlations between brain activations and behavior. Conversely, techniques of non-invasive brain stimulation (NIBS) represent a unique and powerful approach to inform models of causal relations between specific brain regions and individual cognitive and perceptual functions. Although NIBS has been widely used in cognitive neuroscience, its use in the study of multisensory processing in the human brain appears a quite novel field of research. In this paper, we review and discuss recent studies that have used two techniques of NIBS, namely transcranial magnetic stimulation and transcranial direct current stimulation, for investigating the causal involvement of unisensory and heteromodal cortical areas in multisensory processing, the effects of multisensory cues on cortical excitability in unisensory areas, and the putative functional connections among different cortical areas subserving multisensory interactions. The emerging view is that NIBS is an essential tool available to neuroscientists seeking for causal relationships between a given area or network and multisensory processes. With its already large and fast increasing usage, future work using NIBS in isolation, as well as in conjunction with different neuroimaging techniques, could substantially improve our understanding of multisensory processing in the human brain.
basic technical features of these two techniques (for comprehensive descriptions of NIBS see Pascual-Leone et al., 2000; Priori, 2003; Nitsche et al., 2008; Wassermann et al., 2008; Zaghi et al., 2009; Bolognini and Ro, 2010; Sandrini et al., 2010) .
Transcranial magnetic stimulation relies upon the properties of electromagnetic induction; a rapidly changing magnetic field is generated when a high voltage current is passed through a coil. When this coil is held in close proximity to any electrically conducting medium, such as the brain, this time-varying magnetic field induces electrical current that interferes with normal neuronal activity, hence temporarily altering the function of underlying brain areas (see Wassermann et al., 2008 , for a comprehensive overview of the physiological mechanisms of TMS). In cognitive studies, TMS has been generally applied with the aim of causing a transient and reversible disruption of cortical activity, and the TMS data have traditionally been interpreted in the "virtual lesion" framework (Pascual-Leone et al., 2000; Walsh and Pascual-Leone, 2003) . This terminology was proposed by analogy with neuropsychological and animal lesion studies and, consistent with this interpretation, TMS has been used in order to define the putative causal role of different cortical areas during the execution of given cognitive and perceptual tasks. However, the interpretation of TMS effects and the establishment of causal links between activity in the targeted brain area and a given behavioral effect is much more complex than suggested by the virtual lesion hypothesis . In fact, the functional effects of TMS can be interpreted only in the context of complex interactions
IntroductIon
Although multisensory integration has been widely investigated in animals (Stein and Stanford, 2008) and humans (Calvert, 2001; Driver and Noesselt, 2008; Macaluso and Maravita, 2010) , only recent research work has started to gain deeper knowledge into the causal involvement of different brain regions, thanks to noninvasive brain stimulation (NIBS) techniques.
In the present paper we will first give an overview on the available techniques of NIBS as valid means for modulating brain activity. Then, we will review research that implied the use of transcranial magnetic stimulation (TMS) to clarify basic aspects of multisensory integration. We will show how single-pulse TMS (sTMS) critically reveals multisensory influence on visual cortical excitability. Second, we will discuss instances in which repetitive TMS (rTMS) was used to induce a temporary interference with brain activity, with the aim of exploring the causal role of heteromodal or unisensory regions in multisensory integration. Finally, we will address the importance of transcranial direct current stimulation (tDCS) for improving multisensory processing.
between the characteristics of the stimulation, the anatomical/ functional properties of the neural system, and its state of activation. Different mechanisms of action have been proposed by which TMS might interfere with ongoing brain activity and ultimately with behavior: e.g., the suppression of the relevant signal (Harris et al., 2008) or the addition of random neural noise to the ongoing processing Ruzzoli et al., 2010 ; for other relevant studies that have challenged the virtual lesion view, see Siebner et al., 2009; Ziemann, 2010) . Adopting a psychophysical approach appears essential to dissociate these two mechanisms and, in turn, to link in a specific way the effects of TMS on behavioral performance and its putative mechanisms of action at the neural level . Another confounding factor in interpreting TMS data is that the relative predominance of either behavioral facilitation or suppression is dependent on the initial activation state of cortical neurons (state-dependency). This state-dependency is critical since the neural impact of any external stimulus represents an interaction with the ongoing brain activity at the time of stimulation (Silvanto and Pascual-Leone, 2008; .
The spatial resolution of TMS is highly dependent upon the shape of the stimulating coil, but it can be in the order of a few millimeters (e.g., when using figure-of-eight coil, with circular components of 45 mm), and focal enough to stimulate regions as small as individual fingers representations in the primary motor cortex (Ro et al., 1999) .
The coil can be positioned over the brain either functionally, e.g., for motor cortex, searching for the area where the activation of the contralateral hand muscles is induced (Rossini et al., 1994) , or by choosing known anatomical landmarks, e.g., the primary somatosensory area of the hand is located at about 3 cm posterior to the motor hotspot for the contralateral hand (Bolognini and Maravita, 2007) . With frameless stereotaxic systems, the TMS coil can be navigated more precisely to target specific anatomical sites based on individual subjects' structural (Paus, 1999; Sparing et al., 2010) and functional (Sack et al., 2009) 
The temporal resolution of TMS depends upon the employed stimulation parameters. When sTMS is used, the temporal resolution can be very high and can provide information about brain function in the order of milliseconds, thus allowing the assessment of chronometry of cortical processing (Pascual-Leone et al., 2000; Bolognini and Ro, 2010) . If one does not have a temporal hypothesis about when to deliver a single pulse, a different approach would be to use rTMS, which consists of the application of rhythmic trains of multiple TMS pulses. When using rTMS, stimulation frequency seems to be the key parameter determining the direction of the effects. From a physiological point of view, low-frequency rTMS (≤1 Hz) usually results in decreased cortical excitability, whereas at higher frequencies (>1 Hz) cortical excitability is usually increased Ziemann et al., 2008) . Typically, highfrequency rTMS protocols are applied either as a single short train of pulses or several trains with different inter-train intervals, while low-frequency rTMS is typically given as a prolonged continuous stimulation (Bolognini and Ro, 2010; Sandrini et al., 2010) . Noteworthy, as mentioned earlier, the effects of rTMS (i.e., facilitation versus inhibition) are not uniquely related to pulse frequency, but they also depend on the initial state of the stimulated brain region (Silvanto and Pascual-Leone, 2008 ).
There are two main protocols for delivering rTMS. During the "on-line" approach, subjects perform the task and, at stimulus presentation, or with a specific interval preceding or following it, a train of TMS pulses is given to a particular area of the brain. Another popular approach is to stimulate at the site of interest for some minutes before starting a cognitive task (the so-called "off-line" rTMS protocol). Indeed, a crucial feature of rTMS is that it seems capable of changing the activity in a brain area even beyond the duration of the rTMS application itself (Bolognini and Ro, 2010; Sandrini et al., 2010) .
A more recent, alternative protocol is "theta burst TMS," in which short bursts of 50-Hz rTMS are repeated at a rate in the theta range (5 Hz). Inhibitory or excitatory effects of this type of stimulation can be obtained using both continuous or intermittent delivery of theta bursts, according to the stimulation parameters (Huang et al., 2005) .
Finally, a new emerging paradigm is the use of rhythmic TMS at frequencies mimicking brain rhythms recorded through electroencephalography (EEG) for the study of brain oscillations (Sauseng et al., 2009; Thut and Miniussi, 2009; Miniussi and Thut, 2010; Romei et al., 2010) . There is much correlational evidence showing that activity in specific frequency bands is linked to specific cognitive functions. Hence, rhythmic TMS provides the opportunity to entrain brain oscillations. Then, if behavioral modulation is concurrently observed, one can draw causal links between synchronization in functional networks and specific aspects of a task (Miniussi and Thut, 2010) . In this context, EEG can be used to study how TMS interacts with rhythmic brain activity, and/or how rhythmic brain stimulation can be used to modify brain functions.
Through TMS is possible not only to modulate the neural activity at the site of stimulation, but also reveal the functional connectivity between different cortical areas by means of paired pulse TMS (Koch and Rothwell, 2009) . In this paradigm, two TMS pulses are delivered by two separate coils. A conditioning stimulus is delivered to a brain site, followed by a test stimulus on a different site, on the same or opposite hemisphere. What is measured is the effect of the conditioning stimulus on the response to the test stimulus and, depending on the intensity of the conditioning stimulus and the interstimulus interval, both facilitation and inhibition can be obtained (Ziemann et al., 1996) . The effect of the conditioning pulse can change during the execution of a given task, thus providing clues on the causal role of putative intracortical connections over time for that specific task.
The other main method of NIBS, tDCS, is a form of brain polarization that uses a prolonged low-intensity electric current (1-2 mA), delivered to the scalp through two large electrodes (usually 5 cm × 7 cm; Nitsche et al., 2008) . tDCS has been used in humans since the distant past, but a reappraisal of this technique with claims of behavioral effects and clinical benefit took place at the turn of this century (for an historical overview, see Priori, 2003) . tDCS is now becoming an attractive tool for cognitive neuroscientists, especially in the context of modulating cortical excitability to facilitate skill acquisition, learning, and neural plasticity in the human brain (Wassermann and Grafman, 2005; Nitsche et al., 2008; Bolognini et al., 2009b) .
Transcranial direct current stimulation can up-or downregulate neural activity in the stimulated regions. Increased excitability of the underlying neurons occurs with anodal stimulation, projecting from V2/V3 back to V1 (Kammer et al., 2005a,b) . The features of phosphenes elicited by the stimulation of a given site seem to reflect the perceptual specialization of that area (McKeefry et al., 2009 ) For instance, while phosphenes elicited by TMS of V1 are stationary, those evoked by TMS of visual motion area V5/MT are often moving (Pascual-Leone et al., 2005) .
The TMS output threshold needed to generate phosphenes is believed to provide a direct measure of the excitability of low-level visual cortex (Fernandez et al., 2002; Kammer et al., 2005a) . For this reason, one can directly assess crossmodal effects in visual cortex by testing the changes of TMS intensity needed for inducing phosphenes, following a concurrent stimulation in another sensory modality. Using phosphenes, instead of presenting external visual stimuli, may have the advantage of testing crossmodal effects more directly, since phosphenes are generated by direct cortical stimulation, thus bypassing peripheral and subcortical pathways.
Using this approach, it has been shown that a peripheral somatosensory stimulus can modify visual cortex excitability in such a way that phosphenes perception can be now induced using a lower TMS intensity (Ramos-Estebanez et al., 2007) . The facilitatory effect of touch over phosphene perception holds a high degree of spatial specificity, since the advantage occurs only for touches delivered exactly at the same spatial location where phosphenes are reported, following the stimulation of the contralateral visual cortex (Bolognini and Maravita, 2007; Ramos-Estebanez et al., 2007) . This effect is in line with the crossmodal spatial congruency effects found using fMRI. For instance, Macaluso et al. (2000) demonstrated that a tactile stimulus enhances activity within unimodal visual cortical areas, but only when it is on the same side as the visual target (Macaluso et al., 2000) . Moreover, thanks to the optimal temporal resolution of sTMS, the optimal temporal window for the tactile enhancement of phosphenes was found for somatosensory stimuli preceding the occipital sTMS by 60 ms (Ramos-Estebanez et al., 2007) , in broadly agreement with ERP evidence for crossmodal tactile modulation of visual responses (Eimer, 2001) .
Not only somatosensory, but even auditory inputs can boost visual cortical excitability. Romei et al. (2009) first showed that structured looming sounds, which were of a duration below the psychophysical discrimination threshold, considerably enhance phosphenes perception, as compared to other sound categories (e.g., sounds moving away from the observer or stationary). The onset of the enhancement effect started when TMS followed the auditory stimulus by 80 ms. These findings are of interest since they indicate that cortical excitability in low-level visual areas is rapidly and efficiently boosted by sounds through early, pre-perceptual, and stimulus-selective modulation of neuronal excitability (Romei et al., 2009 ). Subsequently, it was shown that: (1) the auditory enhancement of phosphenes perception requires a strict spatial correspondence between the two stimuli; (2) the effect of auditory signals occurs only for phosphenes generated in the peripheral visual field (>30°), but not in the central visual field; (3) audio-visual facilitation is present only at subthreshold TMS intensity for phosphenes induction, suggesting that crossmodal interactions depend on the relative physiological salience of the visual information (Bolognini et al., 2010c) . Under these conditions, the auditory modulation of phosphenes was maximal when the auditory stimulus preceded the occipital TMS pulse by 40 ms. This timing is in agreement with ERPs recording in humans while decreased excitability is seen after cathodal stimulation. With only 13 min of tDCS stimulation, effects on neural excitability outlast the period of stimulation by up to 90 min (Nitsche and Paulus, 2001 ). tDCS does not stimulate neurons directly, thus increasing their firing, as TMS does. Rather, it most likely targets neuronal signaling by influencing the permeability of ion channels or shifting electrical gradients, therefore modulating the resting membrane threshold (Ardolino et al., 2005) . Chemical neurotransmission, either pre-or post-synaptic, may also play a role in tDCS effects (Liebetanz et al., 2002) . tDCS has some advantages over TMS, such as its safer and easier application, and the possibility of applying a sham stimulation in a truly double-blind fashion. On the other hand, tDCS has low spatial resolution as compared to TMS, especially when using focal figure-of-eight coil. Yet, computer-based modeling studies of tDCS indicate that maximum current density magnitudes are located beneath the electrodes, at the cortical level . Accordingly, despite the very weak current used, DC polarization delivered to specific cortical areas can alter physiological, perceptual, and higher-order cognitive processes in a pretty selective way (Priori, 2003; Wassermann and Grafman, 2005; Nitsche et al., 2008; Bolognini et al., 2009b; Zaghi et al., 2009) .
Overall, TMS and tDCS are rapidly becoming essential tools available to neuroscientists for assessing brain functions. As we will illustrate in this review, TMS can be used to determine whether a brain area is causing some multisensory effects or to measure crossmodal changes in cortical excitability, hence nicely complementing other neuroimaging techniques, such as event-related potential (ERPs) and functional magnetic resonance imaging (fMRI). On the other hand, tDCS appears a valuable tool to modulate cortical excitability to facilitate crossmodal interactions, with potential long-lasting modulatory effects on multisensory perception.
multIsensory Influences on vIsual cortIcal excItabIlIty as revealed by tms: evIdence for crossmodal InteractIons In prImary vIsual areas
Perception has traditionally been viewed as a modular function with the different sensory modalities operating largely as separate and independent processes. In this view, sensory information is believed to remain isolated by modality within primary sensory areas and the merging of sensory experience is the results of processing occurring within higher-order "heteromodal" associative areas of the brain (Calvert, 2001 ). However, recent evidence has forced to reconsider this oversimplification. Results from both anatomical and physiological studies suggest that crossmodal interactions occur not only within regions deemed heteromodal, but also within primary sensory areas, i.e., areas traditionally considered to be located very early along the cortical processing stream and receiving direct input from single sensory modalities (Schroeder and Foxe, 2005; Macaluso, 2006; Driver and Noesselt, 2008 ). This conclusion is strengthened by recent works investigating the crossmodal modulation of visual phosphenes induced by sTMS. The application of sTMS to the occipital visual areas in the human brain can elicit phosphenes, i.e., bright spots of light in specific regions of the visual field (Fernandez et al., 2002; McKeefry et al., 2009) . Phosphenes are generated within coextensive regions of the cortex and could be induced by application of TMS to virtually all early visual areas, including the striate cortex (V1), extrastriate areas (V2/V3), and cortico-cortical tracts combined used of neuroimaging techniques in order to measures the functional effects of the interactions between external stimulusevoked activity and TMS-induced visual cortex activity.
tms dIsruptIon of multIsensory processes
Transcranial magnetic stimulation allows the investigation of causality in the brain-behavior relationship, by temporarily altering the activity of neurons in brain areas that are underneath the magnetic field (Bolognini and Ro, 2010) . In this context, an advantage of TMS over other neuroimaging methods is that TMS can be used to demonstrate that a brain region is causally essential for performing a given task. In this view, sTMS or rTMS have been used to establish whether a putative heteromodal area of the human brain is essential for multisensory processing.
audIo-vIsual InteractIons wIth respect to extrapersonal space representatIon and speech perceptIon
The representation of the space around us is intrinsically multisensory. For instance, the occurrence of sensory signals from multiple sensory modalities, holding close spatial and temporal proximity, are typically integrated in an optimal way since they likely suggest a common source of stimulation (Stein, 1998) . Behavioral studies have demonstrated many audio-visual effects in the extrapersonal space: multisensory cues can often either enhance our ability to detect or localize upcoming events (i.e., multisensory enhancement; Gielen et al., 1983; Hughes et al., 1998; Spence et al., 1998; Stein, 1998; Bolognini et al., 2005) or bias the localization of unisensory events (i.e., ventriloquism; Howard and Templeton, 1966; Hairston et al., 2003; Alais and Burr, 2004 ). As discussed above, these multisensory spatial effects may be subserved by converging information from sensory-specific cortices into multisensory areas, which in turn would affect early unisensory regions via feedback projections (Macaluso, 2006) .
Starting from these considerations, TMS was used to explore the role of the PPC in audio-visual spatial interactions. The PPC is a heteromodal region of sensory convergence that contains both neurons responding to isolated visual and auditory stimuli (Bushara et al., 1999; Bremmer et al., 2001 ) and multisensory neurons (Andersen, 1997) . These latter cells may be the ideal locus for multisensory integration, thus contributing to supramodal cognitive functions, such as spatial orienting and spatial awareness (Andersen, 1997) . By applying an off-line rTMS paradigm (i.e., 20 min of 1-Hz rTMS, delivered before the task), we assessed whether the rTMS interference over the right inferior parietal lobule (IPL) could cause a disruption of modality-specific spatial orienting and/or a disturbance of the typical response speed advantage observed with crossmodal targets, as measured by the redundant target effect (Maravita et al., 2008) . The results showed that low-frequency rTMS over IPL increased reaction times to spatially lateralized modality-specific visual and auditory stimuli, without affecting the response to bimodal audio-visual stimuli. Crucially, a residual advantage for multisensory stimuli, supported by a neural co-activation mechanism, was retained in spite of the parietal interference (Bolognini et al., 2009a) . Control rTMS over V1 impaired only contralateral visual responses, without affecting the response to auditory or audio-visual targets. The modality-specific auditory and visual spatial deficits observed after IPL-rTMS could be due to the selective disruption of neighboring unisensory spatial showing relatively early auditory influences on visual processing (<50 ms from stimulus onset; Giard and Peronnet, 1999; Molholm et al., 2002 ). Yet, under different experimental conditions, a slightly different latency was found, with an initial auditory modulation of phosphenes starting at 60-80 ms after the sound onset (Romei et al., , 2009 . A similar shift in time of audio-visual effects in early visual cortices was also described in a recent ERPs' study by Cappe et al. (2010) , who described multisensory interactions occurring at 60-95 ms after audio-visual stimuli. Multisensory effects were shown to be simultaneously originating within a network including primary auditory cortices, primary visual cortices, and posterior superior temporal regions (Cappe et al., 2010) .
Overall, the available evidence indicates that auditory inputs can enhance visual cortical excitability over a longer time window, depending on the auditory stimulus selectivity, the perceptual gain, the temporal and spatial features of the combined stimuli. Noteworthy, Romei et al. (2007) also found that sTMS over the occipital pole produced opposing behavioral effects during a simple reaction time task to visual and auditory stimuli, with TMS slowing down reaction times to visual stimuli, but facilitating reaction times to auditory stimuli (Romei et al., 2009 ). This evidence indicates the existence of bidirectional influences between the stimulus-evoked auditory and TMS-induced visual cortex activities, suggesting statedependent effects of TMS in the context of multisensory interactions.
Collectively, the above evidence of crossmodal modulation of phosphenes suggests the presence of early multisensory effects, i.e., somatosensory-driven or auditory-driven sensitivity changes in low-level visual areas. This is compatible with the existence of specific pathways linking specialized areas across sensory modalities. These sensory interactions can be revealed under subthreshold conditions and follow the principles of spatial and temporal congruency. The auditory or tactile input might be transmitted to unisensory visual areas through one of two possible pathways (Macaluso, 2006; Driver and Noesselt, 2008) . The first pathway consists of a direct, feedforward projections from primary or associative auditory/somatosensory cortices to early visual areas (Falchier et al., 2002; Rockland and Ojima, 2003; Cappe and Barone, 2005; Schroeder and Foxe, 2005; Cappe et al., 2009) . In this view, early crossmodal interactions could originate at the level of primary or secondary visual regions. Alternatively, an indirect pathway may be implicated in which feedforward auditory inputs reach areas of multisensory convergence (e.g., superior temporal polysensory region or posterior parietal cortex (PPC), respectively for auditory and tactile input) and are then transmitted via feedback connections to earlier unisensory visual areas (Jones and Powell, 1970; Meredith and Stein, 1983; Giard and Peronnet, 1999; Calvert, 2001; Macaluso, 2006; Meienbrock et al., 2007; Driver and Noesselt, 2008) .
Guided by the available evidence from neurophysiologic studies in animals and brain-imaging studies in humans, the studies of crossmodal modulation of phosphenes appear a valuable approach to understand how crossmodal interactions alter visual neuronal excitability in the human low-level sensory cortices. On the other hand, phosphenes can be reported by subjects, but cannot be directly quantified by observers (Boroojerdi et al., 2002) . Therefore the use of adequate psychophysical approaches seems important (e.g., Bolognini and Maravita, 2007; Romei et al., 2009) . Hence, future work on crossmodal phosphenes might benefit from the audio-visual interactions, and STS for audio-visual speech-related processing. Some degree of crossmodal spatial interactions also emerged within primary visual areas, although this would benefit from further investigation (Falchier et al., 2002; Ghazanfar and Schroeder, 2006; Driver and Noesselt, 2008) . Instead, IPL appears to process both visual and auditory spatial signals, but their integration seems to take place outside this cortical region, at least for relatively low-level orienting response. In the next future, the multisensory functions of other subregions of the PPC (e.g., superior parietal lobule, SPL) should be tested.
vIsuotactIle InteractIons wIth respect to body and perIpersonal space representatIon
Our continuous interactions with the external world are subtended by specific brain mechanisms controlling the integration between bodily perceptions and spatially localized visual stimuli. In this respect, near peripersonal, as opposed to far extrapersonal space, is defined as the space near the body where action typically occurs and a close control of bodily stimuli (e.g., a touch) and visual stimuli (e.g., an object contacting our body) must be constantly maintained. Specific neural structures contain bimodal neurons responding to visual stimuli near the body. These bimodal neurons are considered critical to visuotactile integration in the peripersonal space in animals (Rizzolatti et al., 1997; Graziano, 2001 ) and in humans (Maravita et al., 2003; Ladavas and Farnè, 2004) . The critical aspect of this kind of multisensory integration is that it is maintained across bodily movements. The hand, for example, keeps interacting with visual stimuli in its surroundings, even if it continuously moves across different spatial positions, as shown by electrophysiological research (Graziano et al., 1997) and research on neurologically healthy subjects and braindamaged patients (Maravita et al., 2003) . Bolognini and Maravita (2007) showed the causal involvement of the PPC in maintaining the constant mapping of visual and tactile reference frames across hand movements. These authors showed that the enhancement of TMS-induced phosphenes by spatially congruent touches (see previous paragraph for details about this experiment) was abolished if off-line 1-Hz rTMS was applied to the right PPC, in a position putatively targeting the ventral intraparietal cortex (area VIP). This area was shown to be specifically activated during the monitoring of tactile input across hand postures in a previous fMRI study (Lloyd et al., 2003) . In particular, before rTMS, a touch on the index finger increased the rate of reported phosphenes both when the hands were uncrossed (e.g., detection of phosphenes in the left hemifield following right occipital TMS was increased by left-hand touches) and crossed (i.e., left-hemifield phosphenes now increased following right-hand touches), showing a spatial realignment of visual and somatosensory frames of reference following hand crossing. Critically, following rTMS to VIP, the rate of phosphenes in a given hemifield (e.g., the left) was enhanced by tactile stimuli delivered to the hand (the left, in this example) controlled by the same brain hemisphere (the right one), regardless of the hand posture. In other words, no remapping of visual and somatosensory representations occurred following changes of hand posture, but now crossmodal facilitation was mediated by an "intrahemispheric" facilitation mechanism (left/right hand always increasing the report of phosphenes in the homologous left/right hemifield).
representations for each of the two modalities within the IPL. Indeed, neuroimaging evidence shows modality-specific activations within multiple subregions of the PPC (Andersen, 1997; Bushara et al., 1999; Downar et al., 2000; Bremmer et al., 2001 ). On the other hand, the persistence of audio-visual speed advantage after disruption suggests that other structures beyond IPL may have compensated any local interference induced by rTMS (Maravita et al., 2008) , supporting a still efficient integration of audio-visual inputs. Bertini et al. (2010) investigated the neural substrate of audiovisual interactions subserving localization abilities by applying continuous theta burst TMS (cTBS, 40 s of cTBS consisting of bursts of three TMS pulses delivered at 50 Hz, with each train burst repeated every 200 ms) before an auditory localization task with unisensory auditory, and spatially congruent and incongruent audio-visual stimuli. The authors found that the visual enhancement of auditory localization induced by congruent audio-visual stimuli was disrupted by cTBS of the temporo-parietal cortex (TPC), whereas the ventriloquism effect (i.e., the perceptual translocation of the sound toward the visual stimulus during incongruent audio-visual stimulation) was reduced by cTBS of the occipital cortex (OC). Even in this task, cTBS of IPL did not affect audio-visual localization (Bertini et al., 2010) . Such findings are in broad agreement with both neuroimaging (Calvert, 2001; Bonath et al., 2007) and neuropsychological evidence Leo et al., 2008) . Unfortunately, the authors did not control for visual suppression effects during occipital cTBS, thus it remains to be clarified whether the reduction of the ventriloquism effect could be ascribed, partially or totally, to a mere reduction of visual sensitivity.
With respect to multisensory integration of speech-related stimuli, a compelling example of multisensory integration is the McGurk effect, in which an auditory syllable is perceived very differently depending on whether it is accompanied by a visual movie of a speaker pronouncing the same syllable or a different, incongruent syllable (McGurk and MacDonald, 1976) . Anatomical and physiological studies in human and non-human primates have suggested that the superior temporal sulcus (STS) is involved in audio-visual integration for both speech and non-speech stimuli (Calvert, 2001; Beauchamp et al., 2004) . Across three experiments, the causal role of STS in the occurrence of the McGurk effect was tested by Beauchamp et al. (2010) using fMRI-guided sTMS. The chronometry of STS involvement was also assessed by delivering sTMS at different time intervals, i.e., from 298 ms before to 362 ms after the auditory stimulus onset, with steps of 66 ms. The results showed that disruption of the left STS, but not of a control site located dorsally and posteriorly to the STS, significantly reduced the likelihood of the McGurk effect. Such an effect could not be ascribed to a more general impairment of speech perception, as assessed by using control stimuli. Moreover, the McGurk effect was reduced only when sTMS was delivered within a 200-ms time window, spanning 100 ms before to 100 ms after auditory stimulus presentation . This time-effect is in line with previous electrophysiological evidence demonstrating strong responses in STS beginning around 100 ms after stimulus presentation Barraclough et al., 2005; Canolty et al., 2007; Puce et al., 2007) .
Hence, studies of audio-visual interactions, despite the methodological differences among them, highlight a causal role of heteromodal regions around the temporal cortex, namely TPC for spatial be involved in visual (Corbetta et al., 1995) and crossmodal spatial attention and localization (Bushara et al., 1999) , whereas LOC is considered a modality-specific visual area, although LOC might be also implicated in crossmodal object recognition, responding to both familiar and unfamiliar visual and tactile shapes (Amedi et al., 2002; Deshpande et al., 2010) . rTMS to left and right LOC impaired both unisensory (visual, haptic) and crossmodal processing of the Müller-Lyer illusion in a similar fashion. Conversely, rTMS to left and right SPC did not affect the illusion in any modality. These results showed that the visual area LOC plays a crossmodal role in tactile perception of both illusory and non-illusory shapes; although being traditional identified as a visual area, LOC is involved in the processing of purely somatosensory stimuli, as well as visuo-haptic stimuli.
A further experiment tested whether disruption of somatosensory cortices could impair the processing of visual stimuli depicting a touch. This situation is being recently put forward by different researchers, as a possible somatosensory analog of the mirror system for movement. While the motor mirror system show activation of motor areas by the vision of moving bodily segments (Rizzolatti and Craighero, 2004) , its analog in the somatosensory system would show activation of primary (S1) and/or secondary (S2) somatosensory cortices by the vision of a tactile event (Keysers et al., 2010) . This system may contribute to the understanding of sensory events occurring in other people (Gallese, 2007) , in a broader circuit of embodied simulation, whereby visual events may be mapped onto our own body. This mechanism could involve the activation of multisensory brain areas and be altered if the PPC are disrupted by TMS . Bolognini et al. (2011b) showed that on-line 13-Hz rTMS delivered over S1 disrupted the performance in a visual discrimination task requiring to judge whether a moving finger was or not touching a hand. rTMS to S1 selectively reduced performance for contralateral stimuli. The effect was specific for the perception of touch, since the discrimination of a finger moving, without touch, was unaffected by S1 stimulation (Bolognini et al., 2011b) .
The traditional definition of "purely" unisensory areas has been effectively changed by the above described TMS studies, showing that typical unisensory visual areas may exert somatosensory or multisensory functions (Mancini et al., 2010) , whereas early somatosensory areas can process purely visual stimuli depicting touches (Bolognini et al., 2011b) . These results add novel insights to the neuroimaging literature, showing the causal involvement of unisensory cortices in crossmodal perception.
facIlItatIng multIsensory InteractIons by tdcs
Ongoing studies in our laboratory are focusing on the use of tDCS to modulate multisensory processing. For instance, the polarization of the right PPC may enhance spatial orienting across different sensory modalities. Specifically, 15 min of anodal tDCS (2 mA, delivered before the task) of the right PPC can decrease response latency to unimodal visual and auditory stimuli, as well as to bimodal audio-visual stimuli, during a reaction time task; the modulation was specific for stimuli contralateral to the tDCS side, with control stimulation of the OC affecting only contralateral visual processing (Bolognini et al., 2010b) . As discussed above, low-frequency rTMS over the right PPC induced opposite effects, with increased latency of responses to unisensory visual and auditory stimuli (Bolognini et al., 2009a) .
Evidence for the causal involvement of intraparietal cortex in the proprioceptive remapping of touch into external space was recently further confirmed by Azanon et al. (2010) using sTMS.
As outlined in the previous chapter in relation to audio-visual integration, even for visuotactile interactions an important issue is which mechanism subserves the integration of stimuli belonging to different sensory modalities (Macaluso and Maravita, 2010) . A recent study by Chambers et al. (2007) has clarified the causal role of the inferior parietal cortex in the reflexive orienting toward visual or somatosensory events, induced by non-informative visual or tactile cues. On-line rTMS was delivered synchronously with cue onset for 100 ms (pulses at 0, 50, and 100 ms post-cue onset). A disruption of the angular gyrus caused a deficit in the exogenous attention orienting induced by a tactile cue on the detection of both tactile and visual targets, in a task requiring an elevation judgment of visual and tactile events delivered close to the hands. This area showed, therefore, a selective role in biasing attention within and across sensory modalities, following a somatosensory, but not a visual cue. By contrast, rTMS to the supramarginal gyrus reduced reflexive orienting only across, but not within, sensory modalities, showing selective crossmodal effects (Chambers et al., 2007) .
The above cited studies underline the importance of parietal areas for multisensory integration. On one side, the intraparietal sulcus seems critical to maintain a constant update of limb posture, thus updating the relative position of extrapersonal visual and somatosensory bodily stimuli for visuotactile effects, which are so typical of the peripersonal space (Maravita et al., 2003) . Furthermore, attentional orienting toward unisensory and bimodal visual and tactile events are subtended by discrete subregions of the parietal lobe.
uncoverIng crossmodal effects In unIsensory vIsual or somatosensory areas
Another emerging line of investigation aims at uncovering whether a modality-specific cortical region, commonly associated with the processing of unisensory information from a given sense, can be recruited in a crossmodal manner to process purely unisensory stimuli from a different sensory modality. This line of investigation differs from those described above (see paragraph 3), which assessed the occurrence of multisensory interactions among bimodal stimuli, in unisensory and heteromodal cortices. In humans, sensory deprivation has been widely used as a model to explore the role of experience-dependent crossmodal recruitment of modality-specific areas, as revised elsewhere (e.g., Neville and Bavelier, 2002; Merabet and Pascual-Leone, 2010 ). Here, we will take into consideration only recent studies showing crossmodal processing in traditionally viewed modality-specific areas of the healthy, not sensory-deprived, human brain. TMS evidence of the contribution of visual imagery in the crossmodal recruitment of visual cortex in tactile processing are not considered here, but are reviewed elsewhere (e.g., Sathian and Zangaladze, 2002) .
In this context, Mancini et al. (2010) took advantage of the Müller-Lyer illusion (i.e., arrowheads at the ends of a line may affect its estimated length) to address the causal role of the regions activated by the visual illusion in the crossmodal generation of the haptic, and crossmodal visuo-haptic illusory effects (Mancini et al., 2010) . Off-line 1-Hz rTMS was administered to the lateral occipital cortex (LOC), and to the right SPL of both hemispheres. SPL is known to The available data concerning multisensory processes shows that tDCS may facilitate multisensory interactions in a variety of experimental conditions. The observed facilitation of behavior depends on different factors, including the site of the stimulated area, the tDCS parameters (duration, intensity), the type of task, and also the stage of learning, when a training paradigm is used.
conclusIon and future dIrectIons
Current evidence suggests that multisensory processing occurs in higher-order heteromodal areas, as well as the earliest stages of sensory processing, up to primary sensory cortices in the human brain. Exactly how our brain integrates inputs from the different senses remains the subject of intensive investigation. It is becoming increasingly clear that many multisensory phenomena may reflect the causal interplay between interconnected regions of the brain, rather than just the function of an isolated area (Macaluso, 2006; Driver and Noesselt, 2008) . The chance to directly inquire whether a given area or network has a causal or merely subsidiary role in shaping multisensory interactions can be assuaged by techniques of NIBS, which appear essential tools to substantially improve our understanding of multisensory processes, extending the knowledge derived from neuroimaging studies. Except for the study of crossmodal plasticity after deafferentation, the study of multisensory processing in the healthy human brain by using TMS or tDCS has began quite recently. TMS approaches allow to transiently interfere with the activity in a given area, in order to assess the relationship between focal cortical activity and multisensory-related behavior and to trace the timing at which activity in a particular cortical region contributes to multisensory interactions. On the other hand, tDCS consists of a subthreshold stimulation that modulates cortical excitability, consequently modulating the amount of multisensory effects. Another interesting approach for future studies is to probe the functional connectivity of different cortical areas with the use of paired pulse TMS. Double-pulse paradigms could be successfully used to study the time course of intra-and inter-hemispheric cortico-cortical pathways subserving multisensory interactions. Moreover, TMS can be combined with other techniques for measuring brain function, such as EEG, PET, fMRI, in order to explore the functional interplay between heteromodal and modality-specific brain areas. There is a clear theoretical advantage in combining different approaches. Combining two different methods, such as TMS and neuroimaging, has the advantage of overcoming the intrinsic limitations of either techniques used in isolation. In particular, with this approach it is possible to supplement the information provided by correlational analysis of neuroimaging, with a technique that can establish a causal link between brain function and behavior (Sack and Linden, 2003; Miniussi and Thut, 2010) . On the other hand, a great advantage of functional neuroimaging is the ability to acquire measurements of activity in the entire brain, thus providing a broader picture of the cortical responses to TMS; hence, combining TMS with fMRI or PET allows to investigate interregional interactions and their possible functional consequences for perception and cognition (Sack and Linden, 2003; Ruff et al., 2006) . Furthermore, the TMS-EEG integration can offer real-time information on Collectively the two studies, apart from the different NIBS techniques used, converge in showing the causal involvement of the right PPC in supramodal spatial orienting across different sensory modalities. Moreover, a dissociation of the tDCS effects was found with respect to the crossmodal processing of blue audio-visual stimuli, which are likely not detected by the human collicular pathway (Leh et al., 2010) , versus red audio-visual stimuli, which are detected by the superior colliculus and the PPC. The tDCS-induced facilitation was indeed stronger for blue audio-visual stimuli, mostly integrated at a cortical level, whereas responses to red audio-visual stimuli, which likely involve a subcortical level of processing (Maravita et al., 2008) , appeared less susceptible to the DC polarization of the PPC.
Based on these findings, and given the putative facilitatory effects of anodal tDCS on learning (Reis et al., 2008) , we then explored the effect of coupling a multisensory visual field exploration training with anodal tDCS (2 mA for 30 min, delivered during the practice). We found that anodal tDCS delivered to the right, but not left, PPC is effective in facilitating performance during the audio-visual exploration training, inducing a speeding up of responses to audio-visual stimuli in the early phase of practice. Instead, without tDCS, performance improves more gradually and later during training, only at the end of practice. Additionally, the multisensory training combined with anodal tDCS translated in a greater gain in a variety of tasks assessing visuo-spatial attention and search, as compared to the effect induced by the training given in isolation, not coupled with tDCS (Bolognini et al., 2010a) .
Crossmodal illusions are the flip side of sensory coherence, and they illustrate some of the consequences of disrupting the normal relationships among different sensory cues (Stein, 1998) . One of the most powerful example of multisensory perception is the "soundinduced flash illusion" (Shams et al., 2000) . When a single flash is presented along with two or more beeps, observers often report seeing two or more flashes, the so-called "fission" illusion. A corresponding "fusion" illusion has also been described, where a single beep causes the fusion of a double flash stimulus (Andersen et al., 2004) . These multisensory phenomena highlight how sensory-specific perceptual judgments concerning one sense (i.e., vision) can be dramatically affected by their interaction with other senses (i.e., audition). Using this audio-visual illusion, we explored the possibility of modulating multisensory perception by polarizing with tDCS putatively relevant cortical regions, which are likely involved in the generation of the illusion (Watkins et al., 2006 (Watkins et al., , 2007 . We found that up-or downregulating cortical excitability by tDCS can facilitate or reduce audiovisual interactions, depending on the current polarity, the targeted area, and the illusory percept. Specifically, the perceptual "fission" of a single flash, due to multiple beeps, was increased after anodal tDCS of the temporal cortex (i.e., active electrode placed at the level of the superior temporal gyrus), and decreased after anodal tDCS of the OC (i.e., active electrode placed at the level of V1). A reversal of such effects was induced by cathodal tDCS. Conversely, the perceptual "fusion" of multiple flashes due to a single beep was unaffected by tDCS and polarizing the parietal cortex was overall ineffective (Bolognini et al., 2011a) . This study shows that tDCS can modulate audio-visual interactions, by non-invasively shifting cortical excitability in occipital or in temporal cortices, and it elucidates the causal association between neural activity in the occipital and temporal areas, and the conscious visual experience brought about by a multisensory stimulation.
Whichever approach is adopted, the use of NIBS in the study of multisensory interactions requires carefully designed psychophysical tasks and the testing of control sites, in order to ensure the selectivity of the neuronal disruption of a given area on unisensory versus multisensory processing. In the next future, the knowledge derived from NIBS studies can undoubtedly extend our comprehension of the multisensory mechanisms operating in the human brain.
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cortical reactivity and connectivity, and on how functional activity links to behavior through the study of TMS-induced modulations (Miniussi and Thut, 2010) .
We also need to go beyond the standard "virtual lesion" approach, used so far in TMS studies of multisensory processing. Based on the state-dependent effects of TMS, new paradigms were proposed which might discriminate between functionally distinct neuronal representations in the stimulated area.
Finally, although TMS cannot directly target subcortical structures, a recent study has shown that activity in the thalamus can be modulated by stimulation of parietal cortex, hence opening up new horizons for the studies of cortical-subcortical interactions in multisensory processing (Blankenburg et al., 2008) .
