Microstructure noise in security prices biases the results of empirical asset pricing specifications, particularly when security-level explanatory variables are cross-sectionally correlated with the amount of noise. We focus on tests of whether measures of illiquidity, which are likely to be correlated with the noise, are priced in the cross-section of stock returns, and document a significant upward bias in estimated return premia for an array of illiquidity measures in CRSP monthly return data. The upward bias is larger when illiquid securities are included in the sample, but persists even for NYSE/AMEX stocks after decimalization. We introduce a methodological correction to eliminate the biases that simply involves WLS rather than OLS estimation, and find evidence of smaller, but still significant, return premia for illiquidity after implementing the correction.
I. Introduction
A substantial recent literature considers the effects of microstructure-induced noise for empirical applications in Finance. These papers build on the insight of Blume and Stambaugh (1983) and Black (1986) that observed stock prices can be thought of as the sum of unobservable efficient prices and noise attributable to microstructure effects, including bid-ask spreads. Among the recent studies, Bandi and Russell (2006) develop procedures for estimating separately the volatility of the efficient price and of the microstructure noise, Dennis and Mayhew (2006) examine how microstructure noise affects tests of option pricing models, while Aït-Sahalia, Mykland and Zhang (2005) study how microstructure noise affects the optimal return measurement interval for purposes of volatility estimation.
We extend this literature by studying how microstructure noise affects the results of cross-sectional asset pricing tests. Blume and Stambaugh (1983) show that microstructure noise induces (due to Jensen's inequality) upward bias in measured stock returns, with the bias approximately proportional to the variance of the noise. However, the implications of this bias in measured returns for empirical asset pricing applications do not appear to be widely understood.
We focus in particular on potential biases in tests of whether illiquidity earns a return premium.
Theoretical models presented by Amihud and Mendelson (1986) , Acharya and Pedersen (2005) , and Liu (2006) , among others, imply that illiquidity is priced as a security characteristic and/or as a risk factor. The emerging consensus appears to be that illiquidity is indeed associated with a positive return premium. However, we show that standard regression-based tests of whether average returns contain a premium for illiquidity are biased towards finding a premium. 1 In particular, we show that almost half of the empirical estimate of the return premium obtained in cross-sectional Fama-MacBeth regressions of monthly returns on effective bid-ask spreads for a sample of NYSE/AMEX stocks is attributable to bias arising from microstructure noise.
While we focus on estimates of illiquidity premia in stock returns, the issues considered here potentially apply to a broad array of empirical asset pricing tests. The bias in estimated regression measurement errors offsets the original upward return bias attributable to microstructure noise.
To address these issues, we present theory, simulation analysis, and empirical evidence. Theoretical analysis confirms that parameters estimated in virtually any cross-sectional regression that uses observed returns as the dependent variable are biased and inconsistent, when prices contain noise.
Estimated return premia for illiquidity in particular are likely to be upward biased. We also demonstrate that the proposed methodological correction eliminates the biases attributable to noise in prices, in large samples. The simulations verify that plausible quantities of microstructure noise are associated with an economically meaningful bias in estimated return premia for illiquidity. The simulations are also used to evaluate the effect of excluding illiquid securities on the bias and the power of the tests, and to assess the rate at which the bias is eliminated by the proposed correction as the sample size is increased.
Finally, we report the results of a broad empirical investigation of relations between stock returns and liquidity, with and without corrections for microstructure bias, using CRSP monthly return data from 1926 to 2006. Pástor and Stambaugh (2003) note that "liquidity is a broad and elusive concept that generally denotes the ability to trade large quantities quickly, at low cost, and without moving the price." We therefore examine an array of illiquidity measures broadly representative of those widely used in the literature, including six measures of (il)liquidity as stock characteristics, as well as two measures of systematic (il)liquidity risk (attributable to Pástor and Stambaugh (2003) and Hasbrouck (2009), respectively), while controlling for estimated market return beta, and betas on the Fama and French (1993) "HML" and "SMB" factors.
Comparison of return premium estimates with and without corrections for microstructure noise reveals economically large and statistically significant biases in estimated premia on all six (il)liquidity characteristics, and to a lesser extent on the estimated premium for factor loadings on the two systematic (il)liquidity risk measures. For example, the return premium on the effective bid-ask spread that is estimated in cross-sectional monthly return regressions for exchange-listed stocks from 1926 to 2006 is 0.18% with correction for microstructure bias, compared to an estimate of 0.33% without correction. The differential of 0.15% per month is attributable to microstructure noise, and is highly significant (t-statistic = 15.9). Notably, however, estimated coefficients on each of the illiquidity characteristics remains significant after correcting for microstructure noise. The results therefore support the conclusion that illiquidity does indeed earn a return premium, though not as large as estimated without correcting for microstructure noise.
Recent studies, e.g. Bessembinder (2003) , have reported that quoted bid-ask spreads on U.S. equity markets are quite narrow, particularly subsequent to the 2001 shift from fractional to decimal pricing.
This evidence might be viewed as suggestive that measurement errors attributable to microstructure noise are a minor concern. However, our empirical analysis shows a significant upward bias in estimated illiquidity premia even in monthly return data from 2001 to 2006, for both Nasdaq and Exchange-listed stocks. Further, researchers have and will continue to study asset pricing and liquidity in non-U.S. markets, which generally have wider spreads. 4 That the upward bias remains significant even in recent data characterized by relatively narrow spreads reflects that microstructure noise arises not only from quoted spreads, but also from the price impacts of large orders, a lack of perfect competition in liquidity provision, and other sources of friction. This paper is organized as follows. Section II summarizes a number of related papers, with emphasis on studies addressing the relation between average returns and illiquidity. Section III demonstrates that standard cross-sectional regressions of security returns on security attributes or risk measures provide biased and inconsistent parameter estimates when prices contain noise. Section IV considers a set of possible methodological corrections and presents our recommended correction, which mitigates the biases induced by microstructure noise and can be easily implemented in any database. Section V reports the results of a set of simulation exercises that verify significant upward biases in estimates of the return premium for illiquidity given plausible amounts of microstructure noise, and that allow assessment of the effect of excluding securities with wide bid-ask spreads from the empirical analysis and of the rate at which the proposed correction eliminates the bias as sample size increases. Section VI reports the results of our empirical analysis of relations between stock returns, (il)liquidity measures, and estimated betas, with and without corrections for microstructure noise. Section VII discusses possible extensions of the analysis and concludes.
II. The Literature on Liquidity Premia
The relation between average returns and measures of liquidity has been the subject of considerable research interest. Amihud and Mendelson (1986) , Acharya and Pedersen (2005) , and Liu (2006) , among others, present theoretical models implying that illiquidity is priced as a security characteristic and/or a risk factor. In contrast, models presented by Constantinides (1986) , Heaton and Lucas (1996), and Vayanos (1998) imply that the potential effects of illiquidity on prices should not be substantial, because agents will adjust their portfolio trading frequencies to mitigate illiquidity costs. However, Jang, Koo, Liu and Loewenstein (2007) show that Constantinides' conclusion depends crucially on the assumption of a constant investment opportunity set.
Numerous papers have addressed the issue empirically. Amihud and Mendelson (1986) report evidence consistent with their theoretical predictions for NYSE-listed stocks. 5 However, Eleswarapu and Reinganum (1993) find a statistically significant relation between average return and bid-ask spread for NYSE stocks only in January. Chalmers and Kadlec (1998) examine the amortized spread (which incorporates also investors' holding periods), for NYSE and AMEX stocks and find that the relation between average returns and illiquidity is stronger for amortized than for unamortized spreads. Brennan and Subrahmanyam (1996) report that stock returns are cross-sectionally related to trading activity, which proxies for liquidity. Eleswarapu (1997) tests the Amihud and Mendelson (1986) model using Nasdaq stocks, finding stronger support for the model as compared to earlier results for NYSElisted stocks.
In addition to the studies that focus on illiquidity as a potentially-priced stock characteristic, Pástor and Stambaugh (2003) and Acharya and Pedersen (2005) provide evidence that systematic liquidity risk affects average returns. Korajczyk and Sadka (2008) provide an integrated analysis indicating that both systematic liquidity risk and the Amihud (2002) illiquidity measure are priced in the cross-section of stock returns. Fujimoto and Watanabe (2008) use a regime-shifting model to document that liquidity risk varies over time and that the estimated liquidity risk premium is larger at times of high return sensitivities to an aggregate liquidity factor.
The emerging consensus, as summarized for example by Amihud, Mendelson and Pedersen (2005) , appears to be that illiquidity and illiquidity risk do affect average asset returns. However, our analysis shows that existing empirical estimates of the premium for illiquidity are biased in favor of finding a premium.
III. The Bias in Cross-Sectional OLS Estimates
A. The Cross-Sectional Regression Setting
We consider the effects of microstructure noise on coefficient estimates obtained in cross-sectional OLS regressions of observed security returns on a vector of firm characteristics and/or risk measures.
Throughout, we focus on gross one-period returns, the ratio of security price to prior period price.
LetX t = (1, X t ), where 1 denotes an N -dimensional vector of ones and X t = (X 1t , X 2t , . . . , X Nt ) , denotes an N × (K − 1) matrix, where the n-th row is the K − 1 characteristics or risk measures (assumed stationary) for stock n at time t, for stocks, n = 1, 2, . . . N .
Letting true parameters be denoted byβ = (α, β ) , where α is a scalar and β is a K − 1 vector, the time t true gross return of stock n is given by:
where nt is a white noise random error term. 6 If R t = (R 1t , R 2t , . . . , R N t ) and t = ( 1t , 2t , . . . , N t ) , we can write the return equation for stocks 1, ..., N in matrix form as:
B. Microstructure Noise and OLS Coefficient Estimates
Following Blume and Stambaugh (1983) , observed prices differ from true prices due to microstructure noise, including the non-informational component of the bid-ask spread. As a consequence, 6 In the Appendix we relax this assumption to allow for serial correlation in the true return process.
6 returns are measured with error. In particular, the observed (gross) return for stock n at time t is: 7
where δ nt is zero-mean noise in the time t observation of security n's price. We assume that δ nt = σ n δ 0 nt , where δ 0 nt ∼ (0, 1), so that σ 2 n is the variance of δ nt , and that δ 0 nt ⊥ (δ 0 mτ , X mτ , σ 2 n , σ 2 m ) for any n = m or t = τ . We also assume that the parameters σ 2 n are draws from a common distribution across stocks,
i.e., σ 2 n ∼ (σ 2 , Σ) for all n = 1, 2, . . . , N .
Note that we have followed Blume and Stambaugh (1983) in assuming for tractability that the zero-mean noise in each security's prices is independently and identically distributed. The assumption that the noise is uncorrelated across time may not be accurate in actual data. For example, large orders are often split into smaller orders executed sequentially, which may imply positive serial dependence in noise (e.g. due to a sequence of trades at the ask or bid). However, the relevance of any serial dependence in δ nt depends in part on the return measurement interval. Monthly returns, for example, would not be affected by serial dependence in the δ nt that persisted for intervals less than a month.
Of course, daily or shorter horizon returns would more likely be affected.
We also follow Bandi and Russell (2006) in assuming for tractability that the δ nt are uncorrelated across the N securities. This assumption potentially contrasts with the empirical evidence of commonality in illiquidity. However, the available evidence indicates such commonality is not large.
Chordia, Roll, and Subrahmanyam (2000) report adjusted r-squared statistics for cross-sectional regressions of firm-level on marketwide illiquidity measures that are uniformly less than two percent.
Similarly, Hasbrouck and Seppi (2001) report that the first principal component explains less than eight percent of the variation in signed order flow across stocks. These results suggest that relaxing the orthogonality assumptions is likely to have little effect on the results of our analysis, particularly when applied to the monthly return interval commonly used for empirical asset pricing applications.
In what follows, unless noted otherwise, for any random variable the expectation operator E(·) is used to denote the cross-sectional expectation E(·|t). Similarly, we use Cov(·, ·) to denote Cov(·, ·|t).
All derivations are provided in the Appendix.
7 This is expression (4) from from Blume and Stambaugh (1983) , with Ri,t = 1 + ri,t and R o i,t = 1 + r o i,t , and also uses the second-order approximation in Blume and Stambaugh footnote 6. Our expressions for the bias in the OLS estimate are therefore also second-order approximations. Proposition 1. The OLS regression of time t observed gross returns R o t ontoX t produces biased and inconsistent coefficient estimates. In particular, the estimated vector of slope coefficients converges in probability to:
and the intercept estimate converges in probability to:
where
Corollary 1. When the set independent variables includes only 1, the vector of ones, i.e. when computing the sample gross mean return, the result converges to α(σ 2 + 1). The upward bias in the estimate of the cross sectional mean return is ασ 2 .
Corollary 2. If σ 2 n ⊥ X nt , the OLS slope coefficient vector estimate converges to β(1 + σ 2 ), i.e., the bias in the slope coefficients vector is σ 2 β, and the OLS intercept converges to α(σ 2 + 1), i.e., the bias in the intercept is equal to ασ 2 .
B.1. Discussion
Blume and Stambaugh (1983) show that microstructure noise in security prices induces an upward bias in the mean return observed for each security, n, approximately equal to σ 2 n , the variance of the noise in stock n prices. Corollary 1 demonstrates the corresponding result for the cross-sectional mean observed gross return at time t, which is an upward biased estimate of the true cross-sectional mean 8 return. The bias is proportional to σ 2 , the mean across securities of the σ 2 n . 8
Proposition 1 shows that slope coefficients obtained by OLS regression of observed returns on security specific attributes are biased when prices contain random noise, unless (i) the true slope coefficients, β, are a vector of zeros, and (ii) λ = 0, which requires that the regressors are uncorrelated with the amount of microstructure noise, i.e. Cov(σ 2 n , X nt ) = 0. Corollary 2 considers the case when the latter condition is met. Then, the effect of microstructure noise is to magnify the true relation, as the bias in the OLS slope coefficients is the product of the true coefficient vector β, and the cross sectional mean amount of noise, σ 2 .
In addition, correlation across securities between the amount of noise σ 2 n and observations on the regressors X nt induces bias in the estimated slope coefficients. Note that λ can be interpreted simply as the vector of slope coefficients obtained in a cross-sectional regression of σ 2 n on the firm specific variables, X nt . The slope coefficients obtained in the OLS regression of observed returns on security attributes are biased when the elements of λ are non-zero. If the true slope coefficients are zero, the bias is necessarily in the same direction as the signs of the respective elements of the λ vector. The elements of λ are particularly likely to be non-zero for explanatory variables that are measures of (il)liquidity, such as bid-ask spreads, trading activity, etc. However, it is also plausible that the elements of λ could be non-zero for many security-level measures that are not direct measures of illiquidity, including market capitalization, measured return volatility, measures of asymmetric information (such as the "PIN" measure introduced by Easley, Kiefer, O'Hara and Paperman (1996) ), analyst following, etc., each of which is which is likely to vary systematically across securities whose prices contain more versus less noise.
B.2. How large is the bias? A back-of-the-envelope calculation
To obtain a preliminary assessment of the possible magnitude of the bias attributable to noise in prices, assume that true returns are zero-mean random variables, implying β = 0 and α = 1, and that the bias in the slope coefficient vector is exactly λ. Further, assume for simplicity that the bid-ask spread is the only source of noise in prices. Then, the effective bid-ask spread for trade t in stock n is 2 * |δ n,t |. Assume further that δ n,t has a uniform distribution over the interval [−S n , S n ]. This implies that average proportional effective spread for stock n is S n , and that σ 2 n = S 2 n 3 . Finally, assume that the only explanatory variable in the cross-sectional return regression is S n .
Given these assumptions, the bias in the estimated return premium associated with the effective Sn) . Note that for any random variable U with standard deviation σ U and skewness s U ,
In particular, if the variable U is symmetrically distributed, we have
Therefore, if in addition to the prior simplifying assumptions, the cross-sectional distribution of spreads is symmetric, the bias in the OLS regression slope coefficient can be stated as λ = 2 * S 3 , where S = E(S n ) is the cross-sectional mean effective proportional bid-ask spread. Under these assumptions the bias in the estimated slope coefficient on the effective spread is necessarily positive, equal to two-thirds the average proportional effective spread in the sample.
If sample bid-ask spreads are moderate, so is the bias in the estimated return premium for illiquidity, given these simplifying assumptions. For example, if the sample average effective proportional spread is .015, the upward bias is .01. The bias in the estimated return premium for a .01 increase in the spread (e.g. from 1% to 2%) would be just .01*.01 = .01%. Note, though, that even this modest bias could become relevant if the researcher annualizes estimates. The magnitude of the bias is, assuming serial independence of the noise, invariant to the horizon over which returns are measured. If the estimate is obtained in daily data and the researcher annualizes by multiplying by 250, the bias in the estimated effect on annual returns of a 1% increase in spreads becomes 2.5% per year.
Many databases used to assess empirical asset pricing models will include securities with larger average spreads. For example, Chalmers and Kadlec report an average spread of 2.4% for a sample of NYSE/AMEX stocks drawn from the 1980s. Jain (2001) reports bid-ask spreads that average 6.10%
9 To see this, let µi denote the i-th uncentered moment of the random variable U . V ar(U ) = µ2−µ 2 1 . Given skewness of s U , we have µ3 = 3µ1µ2 −2µ
as recently as year 2000 for a sample of forty seven non-U.S. markets. Fortin, Grube, and Joy (1989) report that bid-ask spreads for Nasdaq stocks averaged 9.9% during a sample drawn from the 1980s and 13.0% during a sample drawn from the 1970s. We conclude from these simple calculations that the bias in estimated return premia attributable to noise in security prices is potentially large enough to be economically meaningful. The actual bias will differ from the benchmark developed here due to the simplifying assumptions used. Indeed, the empirical estimate of the upward bias in the estimated return premium on effective spreads for NYSE/AMEX stocks that we report in Section VI is larger than implied by these calculations. This likely reflects that actual prices include noise from sources other than bid-ask spreads. Also, as Equation (4) indicates, positive skewness in the cross-sectional distribution of spreads implies a larger bias in the estimated relation between returns and spreads, ceteris paribus.
IV. Potential Solutions
We next consider a set of possible methodological solutions that researchers might adopt to mitigate the influence of microstructure noise on asset pricing tests. These include the use of quotation midpoint returns, adjusting returns for the estimated upward bias, the use of continuously compounded returns, as well as a return-weighting procedure that we believe will be effective in the broadest set of circumstances.
A. Quotation Midpoint Returns
If the quote midpoint always reflects the efficient value of the security, then a simple empirical solution is to compute returns from quote midpoints instead of from reported closing prices. However, theory suggests that the quote midpoint may not always equal the efficient value. Some models (e.g. Ho and Stoll (1980) ) imply that liquidity providers will move quotation midpoints away from asset value in order to manage inventory. Further, as Fisher, Weaver, and Webb (2009) 
B. Adjust Closing Returns for Microstructure Noise
As noted, Blume and Stambaugh (1983) show that that upward bias in the observed return for stock n is σ 2 n . A simple adjustment would be to deduct an estimate of this quantity from each return observation. As an example, Blume and Stambaugh (1983) show (their expression (7)) that if bidask spreads are the sole source of microstructure noise, securities trade each period, and the bid-ask spread is constant over time for a given stock, then σ 2 n can be estimated as S 2 n 4 . Alternately, given the assumptions of the previous section, including that δ n,t has a uniform distribution, σ 2 n can be estimated as S 2 n 3 . However, neither set of simplifying assumptions is likely to be accurately reflected in actual data.
Alternately, if time series of both trade and quotation data are available then, assuming that the quote midpoint equals the true security value at the time of the last trade, δ n,t can be measured for security n on day t as the difference between the last trade price and the quote midpoint, and σ 2 n can be estimated from a time series of observations for a given security. However, the effectiveness of this approach is limited both by data availability and by the implicit assumption that the quote midpoint is the true asset value. Alternately, advanced econometric methods such as the model presented by Bandi and Russell (2006) is not appropriate to use continuously compounded returns when testing discrete-time asset pricing models, including: (1) wealth depends on the simple return to the investors' portfolios, (2) continuously compounded portfolio returns are not the portfolio-weighted averages of the securities' continuously compounded returns, and most importantly (3) the mean continuously compounded return is less than the mean simple return, with the differential increasing in the return variance. Further, Dorfleitner (2003) has documented that betas estimated from continuously compounded returns can differ dramatically from betas defined in simple returns.
D. Weighting by Lagged Gross Returns
Blume and Stambaugh (1983) describe how the upward bias in average returns for a portfolio of stocks can be substantially eliminated by computing portfolio returns on a "buy-and-hold" basis.
Here, we describe a simple and easily-implemented modification to standard cross-sectional regression techniques that provides consistent estimates of equal-weighted mean returns and of cross-sectional asset pricing parameters.
The "buy-and-hold" methods discussed by Blume and Stambaugh are equivalent to computing portfolio returns as a weighted average of observed returns, where the weights are chosen to induce a negative correlation between weights and observed returns. While Blume and Stambaugh rely directly on observed prior period share prices as weights (see their expression (9)), such a negative correlation can be induced by a number of weighting methods that depend on observed prior period prices, including the selection of weights proportional to observed prior period market capitalization (value-weighting). In each case, the negative correlation is induced by the use of the prior trade price to define both the weight and the current period return: if the prior trade occurred at a price greater than true value, the current period return is decreased on average, while the return weight is increased, and vice versa. This negative correlation offsets the original upward return bias attributable to microstructure noise. In contrast, as Blume and Stambaugh note, equal-weighting of observed security returns does not induce a negative covariance between observed returns and portfolio weights (which are constant), and as a result does not reduce bias.
However, in many applications researchers are indeed interested in measuring mean returns on an equal, rather than price or value-weighted basis. Similarly, in cross-sectional asset pricing specifications researchers typically place equal weight on the return data for each firm, rather than increasing weights for securities with high share prices or larger market capitalizations.
Indeed, Blume and Stambaugh's empirical implementation of their "buy-and-hold" approach is We propose to modify the Blume and Stambaugh (1983) correction by selecting weights based on prior-period observed gross (one-plus) returns. While the label "buy-and-hold" may not readily apply, the use of the prior period observed price to compute both the prior return and the current return induces the requisite negative correlation between weights and observed returns. Our specific recommendation is that the cross-sectional regression of observed security returns on a constant and firm-level variables be estimated by weighted-least-squares (WLS) instead of OLS, with weights defined as prior period gross returns. This method is easy to implement, and allows for correction of each period's returns (except the first observation of the sample), including the first period of each year.
Most importantly, it allows for consistent estimation of equal-weighted mean portfolio returns and of cross-sectional asset pricing parameters, as shown in the next section. 12
D.1. The Effectiveness of Return-Weighting in Cross-Sectional Regressions
We next demonstrate the effectiveness of the proposed return-weighting correction for crosssectional asset pricing tests that estimate the relation between security returns and security-level characteristics and/or risk measures. 13
, where the weighting matrix, W t , is the diagonal matrix with diag(W t ) = R t−1 . Then β WLS is a consistent estimator ofβ and
Corollary 3. When the independent variables includes only 1, the vector of ones, WLS estimation produces a consistent estimate of the (cross-sectional) mean gross return.
Proposition 2 establishes that estimation of the cross-sectional regression by weighted least squares, with prior period gross (one plus) returns used as weights, leads to consistent estimates of the true parameter vector. Blume and Stambaugh (1983) note that bias reduction obtained by the use of buyand-hold methods can be interpreted as a diversification effect, and is complete only when the number of securities, N , becomes large. Consistent with this reasoning, the proof establishes consistency of the weighted least squares estimates as the number of securities becomes large, not unbiasedness in 12 We thank Charles Jones for conversations that led us to consider weighting by prior period gross returns as a correction for microstructure noise in prices. Applied to the computation of mean portfolio returns, our method is equivalent to assessing period t returns to a portfolio that was equal-weighted at time t − 2. Note that Fisher and Weaver (1992) develop, and Fisher, Weaver, and Webb (2009) implement, a method for asymptotically correcting measured returns on equal-weighted stock indices that is algebraically equivalent to weighting by gross returns. However, neither Fisher and Weaver nor Blume and Stambaugh consider methods for consistent estimation of regression slope coefficients in the presence of microstructure noise, as we do.
13 Although the focus here is on cross-sectional regressions, we have also proven that weighting by the lagged gross return produces consistent parameter estimates in stock-by-stock time series regressions. The proof is available from the authors on request.
small samples. 14 Researchers commonly follow Fama and MacBeth (1973) in estimating separate cross-sectional regressions for each period, t, with the final coefficient estimates comprised of time series means of period by period estimates. Proposition 2 establishes the consistency and asymptotic normality of the period t estimate. These characteristics will clearly carry over to the time series mean of period-byperiod estimates. 15
As a special case, Corollary 3 demonstrates that the cross-sectional mean return obtained when weighting by prior period gross returns is a consistent estimate of the true cross-sectional mean return.
The intuition for the effectiveness of the return-weighting procedure is that conveyed by Blume and Stambaugh: the use of prior period observed returns induces negative covariation between observed returns and weights that offsets the original bias.
D.2. Cross-Sectional Regressions Using Portfolio Returns
As noted, our focus is on cross-sectional regressions of security returns on security-level explanatory variables. However, many researchers conduct empirical asset pricing tests by regressing portfolio returns on portfolio-level explanatory variables. 16 If portfolio returns are computed as an equalweighted average of observed component security returns, the bias in the mean portfolio return attributable to microstructure noise in prices is simply the average of the biases in the individual security returns, as Blume and Stambaugh show. The ensuing cross-sectional regression of portfolio returns on portfolio-level explanatory variables is then likely to be afflicted by biases of the same type as documented in Proposition 1 for firm-level regressions.
14 We have followed Bandi and Russell (2006) and many others in assuming that true returns are serially independent. In the appendix, we consider the case where true returns are autocorrelated. This analysis indicates that the regression slope coefficients obtained by WLS estimation remain consistent when true returns are autocorrelated, if returns are independent of the explanatory variables (implying the vector β is zero). The slope coefficients are also consistent if the security specific return autocorrelation parameter is independent of the regressors and the amount of noise. The slope coefficients are inconsistent when neither of these independence conditions are met. However, simulation evidence (not reported) indicates that the remaining bias in the slope coefficients is too small to detect unless both the degree of serial correlation is severe (e.g. autocorrelation coefficients in excess of 0.90) and the elements of the β vector are implausibly large. In contrast, serial correlation in true returns can significantly bias estimates of the WLS regression intercept, i.e. estimates of the cross-sectional mean return. Note that the same limitation applies to the empirical buy-and-hold procedure implemented by Blume and Stambaugh (1983) .
15 Peterson (2009) discusses a number of issues related to estimation of the correct standard error of the time series mean. These issues are not addressed by the correction we introduce.
16 Ang, Liu, and Schwartz (2009) provide an analysis of the relative benefits of individual-security versus portfolio-level analysis in empirical asset pricing applications.
However, if portfolio returns are constructed as a weighted average of component security returns, with weights that rely on the prior period observed price, then the induced negative covariance between weights and returns mitigates the bias in the portfolio return. Examples include weighting by the prior period share price itself, prior period market capitalization, or by prior period gross return. 17 If the bias is eliminated from portfolio returns, OLS estimation of the cross-sectional regression will yield consistent parameter estimates, in the absence of other specification problems.
V. Exploring the Microstructure-Induced Biases: Simulation Evidence
The analysis in Section III shows that microstructure noise induces bias in estimated return premia for illiquidity or other security characteristics, while the analysis in Section IV shows that the bias can be eliminated in large samples if each security return is weighted by the prior period gross return.
While we implement this technique in actual stock return data in Section VI, we first report on the results of a set of simulations. We use the simulation approach, where true parameters are known, to assess the tradeoff between bias reduction and statistical power when relatively illiquid securities are excluded from the analysis. Also, given that our proposed return-weighting demonstrates consistency, but not unbiasedness, we rely on the simulation to assess the rate at which the bias is mitigated as the sample size is increased, given plausible quantities of microstructure noise. The simulations are repeated 250 times, which allows consideration of both the mean and the variability of the estimated return premia.
Since most asset pricing studies are conducted in monthly returns, we focus on parameters selected to roughly correspond to monthly stock return data. 18 We construct simulated true and observed returns for 1500 stocks. Construction of the simulated return data is detailed in the Appendix. In brief, the simulated true returns conform to the CAPM, with a beta premium of 0.8% per month.
With one exception noted below, true returns contain no premium for illiquidity. Observed returns 17 Note that weighting returns during each month of a calendar year by market capitalization as of the end of the prior year will not mitigate the bias in portfolio returns, except during the first period of the year.
18 However, the issues are likely to be more important in daily data. While the absolute bias is independent of the return measurement interval, the bias relative to true mean returns is larger for high frequency observations. CRSP has recently made available daily returns for NYSE stocks dating to December 1925. We anticipate that the issues discussed here will be particularly important in potential asset pricing studies that rely on this data.
are computed from true returns as in Eq.(3), assuming that bid-ask spreads are the sole source of microstructure noise. Bid-ask spread parameters are assigned to simulated securities to ensure that mean spreads by sample decile match those reported by Chalmers and Kadlec (1998) for NYSE and AMEX stocks and by Fortin, Grube, and Joy (1989) for Nasdaq stocks. We simulate two research scenarios. In the first, asset pricing tests are conducted with spreads reflective of NYSE and AMEX securities, while in the second tests are conducted in a sample comprised of 50% of stocks with NYSE/AMEX spreads and 50% with Nasdaq spreads.
We report results obtained with the widely-used Fama and MacBeth (1973) methodology, where return premia are estimated as time series averages of regression coefficients obtained in period-byperiod cross-sectional regressions of returns on beta estimates and security characteristics. To be consistent with actual practice, we use portfolio grouping techniques to estimate betas. Following Fama and French (1992), we assign stocks to 100 portfolios (ten estimated beta by ten measured spread). Return premia on beta and bid-ask spreads are estimated by cross-sectional regressions of individual security returns on estimated portfolio betas and individual security spreads.
A. Results of Simulated Fama-MacBeth Tests
Column (1) of Table I , Panel A reports results obtained when simulated true percentage returns are regressed on percentage bid-ask spreads and betas estimated from true returns, while Columns (2) and (3) report results using simulated observed percentage returns, with spreads calibrated to NYSE/AMEX and NYSE/AMEX/Nasdaq levels, respectively (Column (4) will be discussed in Section V.C). Results in Column (1) indicate that standard methods reveal true parameters on average in the absence of microstructure noise. In particular, the mean estimated beta premium of 0.798% lies within one standard error of the true parameter of 0.80%, and the mean estimated spread premium of -0.0008 is also close to the true parameter of zero, and is statistically insignificant.
Reflecting the theory presented in Section III, the estimated premium for illiquidity obtained when using observed returns in the OLS regressions is significantly upward biased by microstructure noise.
Focusing first on results reported in Column (2) of Table I , Panel A, the estimated spread premium averages about 0.031 per month, with an average t-statistic across simulations of 7.67. The inclusion of less-liquid Nasdaq securities in the simulated sample (Column (3)) increases the upward bias on the spread premium to 0.088 per month, with an average t-statistic of almost twenty six. Since spreads earn no premium in our simulated true returns, the estimated premium is entirely illusory. The bias in the estimate of the spread premium of 0.088 in the simulated NYSE/AMEX/Nasdaq sample is somewhat larger than predicted based on the "back-of-the-envelope calculations" in Section III. This reflects positive skewness in the distribution of effective spread estimates used for the simulation, which as noted, increases the bias.
B. Can the Bias be Avoided by Excluding Illiquid Securities?
A natural question is whether the bias arising from microstructure noise in prices can be avoided by focusing on more liquid samples, for example by restricting the analysis to more recent data, or by omitting stocks with large spreads or low share prices. To shed some light on this issue we conduct simulations where wide-spread securities are eliminated from the analysis. However, to illustrate a potential tradeoff between bias and statistical power, we construct for the simulations reported in this subsection only, a new set of true returns where stocks earn a spread premium equal to γ s (S n − S), where as before S n is the average proportional spread for stock n and S is the mean spread in the simulated sample, and γ s is a spread premium, set equal to γ s = .06. The premium of .06 per month implies that a security with a 10% average spread would earn a true return premium of 0.6% per month or about 7.2% per year.
Column (1) of Table I However, statistical power to detect the true positive relation between returns and spreads also declines rapidly as securities are omitted from the analysis. This reduction in power reflects both the smaller sample size and the reduced cross-sectional variation in spreads. The tradeoff between reduced bias and reduced power is illustrated vividly when focusing on results obtained when 80% of sample stocks are excluded. In this case the average estimated spread premium across the 250 simulations is 0.069, which reflects only a moderate upward bias. At the same time, the average t-statistic for the hypothesis that the spread premium equals zero is only 1.13 across the 250 simulations. In 201 of the 250 individual simulations the t-statistic on the spread is less than 1.96, implying that a researcher would have failed to detect the actual positive spread premium at conventional significance levels.
We therefore conclude that the upward bias in the estimated spread premium can indeed be greatly reduced by excluding illiquid securities, but at a cost in statistical power such that the researcher may not be able to detect a true positive illiquidity premium, if it exists.
C. How Large a Sample is Required to Fully Eliminate the Bias?
To verify that the return weighting approach is indeed effective in finite samples in eliminating bias in the estimated relation between returns and illiquidity obtained, we conduct simulations where the cross-sectional regressions are estimated by WLS rather than OLS, with one plus the prior period observed return used as the weighting variable. Spreads are calibrated to NYSE/AMEX/Nasdaq levels. Results reported on Table I , Panel A, Column (4) verify the effectiveness of the correction.
The mean estimated spread premium using WLS is just 0.0001, as compared to a mean estimate of 0.088 obtained using OLS. Evidently the simulated sample size of N = 1500 securities is sufficiently large for the large-sample proof of the effectiveness of the WLS correction provided in Section IV to apply.
We next assess the effectiveness of the WLS correction in smaller samples. To do so, we assign spread parameters and create 250 sets of simulated returns for 1500 securities as previously described, and then select N of these securities at random for inclusion in asset pricing tests. Panel C of Table   I reports results for several different samples sizes. Column (1) of Panel C reports results for a very small simulated sample, with only N = 60 securities. Even in this small sample the correction is quite effective, as the mean spread premium estimated by WLS is 0.0056, less than one tenth as large as the mean OLS estimate of 0.0779. However, the mean WLS estimate exceeds the true parameter of zero by almost 15 times the standard error of the mean, indicating that upward bias persists in the small sample.
The mean spread premium estimated by WLS declines monotonically as the sample size increases, to 0.0029 with N = 120 securities, 0.0016 with N = 180 securities, 0.0012 with N = 240 securities, etc. While these estimates remain upward biased (lying more than two standard errors from zero), the estimates are quite small relative to the mean OLS estimates, which remain in the vicinity of .08.
When the sample size is increased to N = 600 securities the mean spread premium estimated by WLS is essentially zero in both economic (point estimate of only 0.0002 per month) and statistical (the mean estimate is approximately one standard error from the true parameter of zero) terms.
We conclude from this simulation analysis that the proposed WLS correction can eliminate most of the bias arising from microstructure noise even in samples as small as N = 60 securities, and for practical purposes eliminates all of the bias with sample sizes in the vicinity of N = 600 securities or larger, given realistic quantities of microstructure noise.
VI. Empirical Evidence on the Pricing of Illiquidity
We next report on the results of a series of asset pricing tests implemented in monthly CRSP return data, with and without corrections for microstructure noise. We report on tests of whether CRSP stock returns are cross-sectionally related to six stock-specific measures of (il)liquidity, and to betas estimated on two measures of systematic (il)liquidity risk, while controlling for market return betas, betas on the Fama and French "HML" and "SMB" factors, and firm size. The intent is to assess the extent to which microstructure noise biases OLS coefficient estimates for explanatory variables representative of those commonly used in the literature, and the sensitivity of those estimates to our proposed WLS correction.
A. Data Description and Empirical Methods
We obtain from CRSP monthly returns on common stocks (CRSP share code 10 or 11) for NYSE- • Amivest -the Amivest measure; constructed for each stock/year as the 0.001 multiplied by the square root of the annual mean of the daily ratio of volume to absolute return (variable L2 in the Hasbrouck dataset).
• Effective Spread -effective bid-ask half spread; constructed for each stock/year as the annual mean of daily estimates obtained by the Bayesian "Gibbs Sampler" method (variable c BMA in the Hasbrouck dataset multiplied by 100).
• Logvol -the natural logarithm of the annual trading volume for each stock in thousands of shares.
• Pctzero -percent zero; the proportion of the days in the year with no price change, for each stock. This measure was introduced by Lesmond, Ogden, and Trzcinka (1999) . The model presented in that paper was based on the reasoning that investors are deterred from trading when transactions costs are high, and that effective trading costs can be inferred from the frequency of days without trade.
• Pctnotrade -we also construct a variable measuring the proportion of days in the year with zero trading volume.
Note that Amivest and Logvol can be viewed as measures of liquidity, while the other four variables should be viewed as measures of illiquidity. Amihud (2002) observes that marketwide averages of illiquidity measures demonstrate very substantial variation from year to year. His analysis is based on a standardized illiquidity measure constructed as the illiquidity measure for stock n in year t divided by the market average illiquidity measure for year t. We implement a similar standardization for Illiq, Amivest, and Logvol. Also following Amihud (2002), we exclude stocks from the sample for any year where CRSP data is available for less than 200 days.
In addition to these six measures of (il)liquidity as stock characteristics, we incorporate in the analysis estimated betas on two measures of marketwide (il)liquidity risk. Hasbrouck (2009) uses the Bayesian Gibbs Sampler method to construct a measure of innovations in a latent factor common to effective trading costs for all stocks, which he denotes zu. We also obtain from CRSP the variable ps innov, which is a measure of innovations in marketwide liquidity based on equation (8) Note that ps innov decreases with marketwide illiquidity (the measure is more negative during illiquid periods) while zu increases with illiquidity (the measure is more positive during periods of illiquidity).
Therefore, the theory advanced by Pástor and Stambaugh (2003) and Acharya and Pedersen (2005) implies a positive return premium on betas estimated with respect to ps innov and a negative return premium on betas estimated with respect to zu.
We implement Fama-MacBeth asset pricing tests with these data by monthly regressions of individual stock returns on stock characteristics and estimated betas assigned to each stock based on portfolio membership for the year. Following Hasbrouck (2009), we form 25 portfolios for each year, based on information available at the end of the prior year. Portfolios are formed based on independent quintile rankings on effective spread and individual stock beta estimates obtained from the prior five years' data. Monthly portfolio returns are created as the cross-sectional average of component stock returns in excess of the risk free interest rate. Portfolio betas are estimated by a full-sample time-series regression of portfolio returns on the overall market return (β rm ), the FamaFrench "HML" and "SMB" factors (β hml and β smb ), and either of the two marketwide liquidity factors (β ps or β zu ), and the resulting beta estimates are assigned to each stock contained in that portfolio by year.
Cross-sectional regressions of individual stock excess returns on beta estimates and security characteristics are estimated on a monthly basis, and final return premia estimates are the timeseries means of the monthly estimates. T -statistics incorporate the Shanken (1992) correction for errors-in-variables. As Hasbrouck (2009) notes, the two-stage procedure with Shanken corrections is asymptotically equivalent to single stage GMM estimation. The security characteristics included in any month's regression are measured based on data from the prior year, and thus could be known to market participants. While we report these summary statistics mainly to facilitate interpretation of the economic significance of the estimated regression coefficients reported in subsequent sections, a few observations are noteworthy. First, the Bayesian Gibbs sampler estimates of effective half spreads in the [2001] [2002] [2003] [2004] [2005] [2006] (post-decimalization) sample are indeed lower than in earlier periods, but are still substantial. For Nasdaq stocks, the mean effective half spread exceeds 1.0% post-decimalization, and for NYSE/AMEX stocks the mean effective half spread is 0.60%. Also, Pctnotrade and Pctzero are quite distinct variables. For example, the cross-sectional median of Pctzero for NYSE/AMEX stocks is 18.2, compared to a cross-sectional median of Pctnotrade is only 0.4, indicating that zero return days are far more frequent than zero volume days. Finally, cross-sectional means substantially exceed medians for several illiquidity measures, including Illiq, Effective Spread, Pctnotrade and Pctzero. This indicates right-skewed distributions of illiquidity, suggesting that a relatively few highly-illiquid stocks may be quite influential. As noted in Section III, positive skewness increases the bias in the estimated illiquidity premia, ceteris paribus.
B. Summary Statistics
19 As mentioned, Illiq, Amivest, and Logvol measures have been standardized. are obtained based on OLS regressions, and WLS regressions, with one plus the prior period security return used as the weighting variable. The column labeled "DIF" reports the time series mean of the difference between the monthly OLS and WLS estimates, and quantifies the bias in the return premium estimate attributable to microstructure noise.
C. Empirical Results for NYSE-AMEX Stocks
Notably, this analysis reveals significant bias away from zero in the estimated return premium for illiquidity, for all six measures. The bias is very significant in statistical terms, with absolute t-statistics ranging from 9.40 for Illiq measure to 15.9 for the Effective Spread measure. The bias is also significant in economic terms, as point estimates indicate the bias is about a quarter to a third of the original OLS point estimates. For example, the upward bias in the estimated premium on the Illiq measure is 0.125%, while the standard deviation of the Illiq measure is 1.45. A researcher estimating the change in the expected return for a two standard deviation change in the Illiq measure would overestimate the relation by 2*1.45*0.125 = 0.36% per month, or approximately 4.4% per year.
The results on Table III , Panel A indicate upward bias in the estimated return premium associated with the effective bid-ask spread of 0.144. Had the explanatory variable been full rather than half spreads, the empirical estimate would have been 0.072. The average effective half (full) spread for this sample of NYSE-AMEX stocks is .0088 (.0176). Applying the 'back-of-the-envelope' calculations from Section B.2, the implied bias is two thirds the mean full spread, or .0117. That the actual empirical estimate of the upward bias, 0.072, substantially exceeds the estimate implied by the backof-the-envelope calculations likely reflects that microstructure noise arises from sources in addition to bid-ask spreads, and that the distribution of spreads is right-skewed rather than symmetric.
Notably, the WLS estimates of (il)liquidity premia remain significant for all six measures, indicating higher average returns for stocks with greater illiquidity measures and lower stock returns for stocks with greater liquidity measures. The t-statistics on the bias-adjusted premia estimates range from 2.36 for the Amivest measure to 4.65 for the Pctnotrade measure. The bias-adjusted coefficient estimates remain substantive in economic terms as well. For example, the bias-adjusted return premium estimate on the Illiq measure is 0.230%, implying that the average monthly return differential for a two standard deviation change in the Illiq measure is 2*1.45*0.230 = 0.67% per month, or approximately 8.0% per year.
This analysis therefore supports the conclusions that (1) illiquidity is indeed priced as a stock characteristic, but (2) microstructure noise imparts a significant bias into the estimates of the illiquidity premium that can be corrected by the return weighting method recommended here. In contrast to the significant estimates of illiquidity premia, the estimated premium on β rm is, consistent with recent research, insignificant in each specification.
The six (il)liquidity characteristics considered here are likely to be highly correlated with each other. Table III (2) adds β zu to assess whether systematic illiquidity risk earns a return premium, conditional on illiquidity as a stock characteristic. While the results do indicate a significant upward bias attributable to microstructure noise, the estimated premium for β zu does not differ significantly from zero in either the OLS or the WLS specification.
Specifications (3) to (6) of Table IV report as sensitivity tests results obtained when various combinations of additional variables, including Logcap, β smb and β hml are added to the cross-sectional regressions. The key insight is that the following conclusions are not affected by the inclusion of any combination of these additional variables: (i) estimated premia on the Illiq measure and β zu are upward biased by microstructure noise, (ii) systematic liquidity risk does not earn a return premium, and (iii) the Illiq measure does earn a return premium.
We next turn to a more detailed analysis of estimated return premia for systematic (il)liquidity risk. Panel A of Table V (2003) we obtain results consistent with theirs, as the estimates indicate a significant return premium for systematic liquidity risk.
However, results with regard to systematic liquidity risk are weakened somewhat when the crosssectional regression also includes betas estimated with respect to the Fama-French factors and stocks' market capitalization: the WLS t-statistic on β ps in specification (3) is reduced to 1.87. Note, however, that the WLS t-statistic on β zu (Panel B) in specification (3) remains statistically significant, possibly reflecting improved statistical power due to the longer sample interval over which the zu measure is available.
Specifications (1) and (2) reported on Table V provide results when the Illiq measure is also included in the cross-sectional regressions. The results continue to indicate that Illiq earns a premium as a stock characteristic. However, the results also indicate that Illiq as a stock characteristic subsumes the explanatory power of systematic (il)liquidity risk: estimated return premia on both β ps (Panel A) and β zu (Panel B) become statistically insignificant in both specifications (1) and (2), with absolute t-statistics obtained by WLS that range from 0.63 to 1.48.
Turning to the issue of the bias in estimated return premia attributable to microstructure noise, point estimates reported on Table V paint a mixed picture. Each estimate continues to indicate upward bias in the estimated return premium on Illiq, which can be understood based on the high likelihood of positive cross-sectional correlation between the Illiq measure and the unobservable microstructure noise that is the source of the upward bias in returns. In contrast, it is difficult to anticipate ex ante the likely direction or magnitude of the bias in the estimated premium for systematic risk attributable 27 to microstructure noise: the actual bias will depend on the partial correlation between unobservable microstructure noise and the specific systematic risk measure employed, and this correlation itself depends on the additional explanatory variables included in the regression as well as the set of securities included. Point estimates indicate unstable bias in estimates of return premia for systematic liquidity risk. In particular, the sign of the bias in the return premium estimated in specification (1) is the opposite of the sign of the bias estimated in specification (4), for both β ps (Panel A) and β zu (Panel B).
In short, case-by-case empirical analysis is likely necessary to establish the direction and magnitude of the bias in estimates of the premium on systematic liquidity risk.
C.1. Subsample Estimates for NYSE-AMEX Stocks
We next turn to the question of whether the conclusions obtained in the full sample regarding the existence of bias and the magnitude of bias-adjusted return premia are stable across time. Table   VI Focusing on results obtained when returns are regressed on β rm and the Illiq measure, the illiquidity premium estimated without a correction for microstructure noise is upward biased in all three subperiods, including the post-decimalization sample (t-statistic = 3.25 in Column DIF). The finding that microstructure noise continues to impart a significant bias in the estimate of the return premium for illiquidity despite the narrowing of bid-ask spreads after decimalization suggests strongly that the microstructure-based noise in stock prices is not limited to the effect of trades occurring at posted bid and ask quotes. However, the results are consistent with the reasoning that the bias has 
D. Empirical Results for Nasdaq Stocks
Finally, to assess whether the key findings regarding biases attributable to microstructure noise and the pricing of illiquidity are robust to alternate market structures, we report some results obtained in CRSP monthly return data for Nasdaq-listed stocks. However, as this analysis is limited to the 1983 to 2006 period by a lack of volume data necessary to construct the Illiq measure for earlier years, we report only an abbreviated set of results for Nasdaq stocks. Panel A of Table VII reports results using the full Nasdaq sample. The key results are that, consistent with the NYSE/AMEX evidence, the estimated coefficient on the Illiq measure is significantly upward biased (t-statistic = 3.09, Column DIF for the second regression specification), but the Illiq measure is indeed associated with a positive return premium even after bias adjustment (t-statistic = 4.11, Column WLS for the second regression specification). 20 Panels B and C of Table VII To summarize, the empirical evidence for NYSE/AMEX and Nasdaq stocks provides strong evidence that estimates of the premium for illiquidity as a stock characteristic obtained in monthly returns are upward biased by microstructure-based measurement errors in prices. This bias exists 20 Amihud (2002) and Pástor and Stambaugh (2003) exclude stocks with share prices below five dollars from their studies. When we implement this exclusion in the Nasdaq sample (results not tabulated) the upward bias in the estimated illiquidity premium is indeed reduced, from 0.15% to 0.02%. However, neither the OLS nor the WLS estimate of the premium on the Illiq measure remain significant. That is, consistent with the implications of the simulation analysis reported on Table I , the exclusion of illiquid securities reduces the bias attributable to microstructure noise, but at a cost in statistical power such that the positive bias-adjusted relation between returns and illiquidity is not detected. A similar exclusion in the NYSE/AMEX data also reduces bias and the estimated illiquidity premium, but a positive relation is still detected. across subperiods, including the post-decimalization sample. Microstructure noise also imparts bias to estimates of the premium for systematic liquidity risk, though the direction and magnitude of the bias varies depending on specification. However, after correcting for microstructure bias there remains strong evidence of a positive return premium on the Amihud (2002) illiquidity measure as a stock characteristic.
VII. Conclusion and Further Research
Theory implies that average security returns should be positively related to illiquidity as a security characteristic and/or to measures of systematic illiquidity risk. However, it has been known at least since Blume and Stambaugh (1983) that average observed returns are upward biased, with the magnitude of the bias dependent on the amount of noise in observed prices. This paper has investigated the possibility of upward bias in estimated premia associated with illiquidity. Theory, simulation analysis, and empirical evidence all show that estimated premia for illiquidity obtained by standard cross-sectional methods are indeed significantly upward biased. We also assess via simulations whether a researcher can avoid the biases documented here by excluding securities with wide bid-ask spreads from the analysis. The results indicate that the upward bias in the estimated spread premium can be substantially reduced by excluding wide-spread securities, but at a cost in statistical power such that the researcher may not be able to detect a true illiquidity premium if it exists.
We show that the biases attributable to microstructure noise in prices can be effectively eliminated by a simple methodological correction where return premia are estimated by weighted least squares regressions that rely on individual security returns as the dependent variable, and that use the prior period (one plus) return as the weighting variable. This procedure relies on the same intuition as the Blume and Stambaugh (1983) insight that biases attributable to microstructure noise can be effectively eliminated by the use of "buy-and-hold" returns. In particular, if the prior trade occurred at a price above the efficient price, then the return measured for the current period is decreased on average, while the weight on the current return is increased, and vice versa. This negative covariance between portfolio weights and return measurement errors offsets the original upward return bias attributable to microstructure noise. While the correction relies on the presence of a large sample, simulation evidence indicates substantial bias reduction in a sample with as few as sixty securities, and essentially complete 30 elimination of the bias in samples of six hundred or more securities.
The empirical evidence for monthly returns on NYSE/AMEX and Nasdaq stocks provides strong evidence that estimated premia for illiquidity as a stock characteristic are upward biased by microstructure-based measurement errors in prices. This bias exists across subperiods, including the post-decimalization sample. However, after correcting for the upward bias there remains strong evidence of a positive return premium on any of six measures of (il)liquidity as a stock characteristic.
A number of extensions of this analysis may be warranted. While we focus in particular on potential biases in estimates of return premia related to illiquidity, biases due to microstructure noise in prices arise in essentially any empirical application where observed returns are used as the dependent variable. The biases are particularly likely to be important in empirical asset pricing specification where stock level measures are correlated with the amount of microstructure noise in prices. Stock market capitalization and measures of idiosyncratic stock risk, in particular, may well be correlated with microstructure noise. Second, we assumed in our analysis that true security returns are independent of microstructure noise, and that the microstructure noise is independent across securities and across time. It may be of interest to investigate both the magnitude of the biases and the effectiveness of the proposed return-weighting correction in a broader setting where these assumptions are relaxed. Finally, it may be useful to develop models to predict the direction and the magnitude of the microstructure-based bias in estimates of return premia for systematic illiquidity risk.
X ntβOLS + η nt (see the proof of Proposition 1), with
Lemma 1. Given the above definitions of D nt , η nt , andβ OLS , and if X denotes all observations of firm characteristics and/or risk measures up to time t then the following hold:
Proof of Lemma 1. Substituting the variables according to their definitions in the above formulas and applying the distributional assumptions about the primitive random variables yields the results.
By the law of large numbers, the convergence in probability of β WLS is expressed as follows
Using Lemma 1, the first factor of Equation (1) is
The second factor can be written as follows
Starting with Term D and using Lemma 1, we obtain:
Similarly, Term C (using Lemma 1) can be written as
The following three Lemmas are used for the computation of Term B.
Lemma 2. If a random variable A has mean of zero and is independent of the random variables B and C, then Cov(AB,
We can write Term B as follows
Summing across the terms we obtain
Thus,
The above establishes the consistency of the WLS estimator. The normality from here is a straightforward application of Amemiya (1996, p. 111) , Theorem (4.1.3.) Below we restate the theorem as it applies to our setup.
As before, letβ denote the true parameter.
Let Θ be the (K-dimensional) parameter space. We first define
Theorem 1 (Theorem (4.1.3.), Amemiya.). If (vi)
, and if β WLS is the root of the equation
Proof. β WLS is the only solution of the FOC for the minimization problem
Below we prove that condition (iii) holds. The rest of the conditions are trivially satisfied.
Proof. The above is equivalent to plimβ WLS =β = E(X ntX nt R 0 nt−1 ) −1 E(X nt R 0 nt−1 R 0 nt ), the which is exactly the consistency result of Proposition 2.
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B. The effect of autocorrelation in true security returns
In what follows we study the properties of the weighted least squares estimator β WLS when the individual returns are autocorrelated.
Proposition 3. When the individual returns are autocorrelated β WLS = (X t W tXt ) −1 (X t W t R 0 t ) converges in probability toβ
Proof of Proposition 3. As in the proof of Proposition 2, we write
The first factor does not depend on the autocorrelation in returns, thus
As in the proof of Proposition 2, write the second factor as the sum of four terms (see the Proof of Proposition 2)
Only T erm B, through its dependence on E(η nt η nt−1 |X, n) is affected by the returns autocorrelation. Standard computation reveals that Cov(η nt−1 , η nt |X, n) = (−σ 2 n − σ 4 n )(X nt−1β )(X ntβ ) + c n (1 + σ 2 n ), where c n = Cov( nt , nt−1 |n). From here T erm B can be expressed as:
Thus, compared to the uncorrelated returns case, T erm B changes by E(X nt c n (1 + σ 2 n )).
Lastly, summing up the four terms and multiplying the two factors in the plim expression yields the desired result.
Corollary 4. If E(c n ) = 0 and c n is independent ofX nt and σ 2 n then β WLS is a consistent estimate ofβ.
Corollary 5. If R nt−1 , σ 2 n , c n , andX nt are mutually independent for n = 1, 2, · · · , N then slope vector is consistently estimated. The bias in the intercept converges in probability to c/E(R nt−1 ), where c = E(c n ).
C. The simulated data
We create a series of simulated datasets, each containing return data for 43 years (similar to the widely-studied CRSP daily dataset), for 1500 stocks. Simulated true excess return data conforms to the Capital Asset Pricing Model, with a market risk premium of 0.8% per month, and firm-specific and market standard deviations of 4.5% and 5.5%, respectively. Beta coefficients are assigned to stocks as random draws from a normal distribution with mean one and standard deviation of 0.4, which is in line with the estimates reported by Kolb and Rodriguez (1990) . With one exception noted in the text, the simulated true return data contains no premium for illiquidity.
Observed return series are constructed from the true return series as follows. An average spread parameter, s i , is assigned to each individual stock. For each stock n the actual signed spread on day t, δ n,t , is a random draw from the uniform distribution on the interval [−s n , s n ]. The observed return, r o n,t , is computed based on the simulated true return and the signed spread as in Eq.(3). The time series of observed and true market returns, which are used to estimate betas, are computed as the simple cross-sectional averages of observed and true security returns.
To obtain reasonable assessments of the potential biases attributable to microstructure noise it is particularly important to select bid-ask spread parameters that are representative of actual spreads in the data typically used to test asset pricing models. We rely on estimates of spreads for NYSE and AMEX stocks as reported by Chalmers and Kadlec (1998) and for Nasdaq stocks as reported by Fortin, Grube, and Joy (1989) . In particular, We simulate two research scenarios. The first is that asset pricing tests are conducted using NYSE and AMEX securities, in which case spreads are assigned to individual stocks such that simulated mean spreads by decile match the means by deciles as reported by Chalmers and Kadlec (1989) . The second scenario focuses on tests conducted using fifty percent Exchange-listed (NYSE and AMEX) stocks and fifty percent Nasdaq stocks. In this case spreads are assigned to individual stocks such that spreads for the first five deciles of the simulated sample correspond to those reported by Chalmers and Kadlec, while spreads for the second half of the sample correspond to mean spreads by quintile as reported by Fortin, Grube, and Joy (1989) .
For beta estimation we follow a portfolio grouping method similar to Fama and French (1992) .
In particular, we form 100 portfolios by first assigning stocks to 10 portfolios based on estimated (by OLS in the first 5 years of observed returns) betas, and then separating each beta portfolio into 10 bid-ask spread portfolios, based on the s i parameter. For purposes of beta estimation portfolio returns are computed on a monthly basis as the equal-weighted average of component stock returns.
The estimated portfolio betas are obtained by OLS regressions of portfolio returns on market returns, using the full time series of monthly data. The estimated portfolio beta is then assigned to each stock in the portfolio. Premia for beta risk and spread are estimated as the time series mean of coefficients obtained in cross-sectional monthly regressions of individual security returns on estimated portfolio betas and individual stock spreads. 
