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Abstract
A simply connected inclusion which induces a uniform field on the inclusion for probing
by a uniform loading is only an ellipse or an ellipsoid, as known as the Eshelby conjecture.
We extend the Eshelby conjecture to domains of general shape for the anti-plane elasticity.
In particular, we show that for each N ∈ N, an inclusion induces a uniform field on the
inclusion for a harmonic polynomial loading of degree N if and only if the inclusion is a
domain of negative order N , which is a simply connected bounded domain whose exterior
conformal mapping is a Laurent series of a finite negative degree N .
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1 Introduction and main results
We consider the elastic field perturbation resulting from an inclusion in a homogeneous back-
ground for the anti-plane elasticity. More precisely, we consider the following two-dimensional
conductivity problem:{
∇ · (σχ(Ω) + I2χ(R2 \ Ω))∇u = 0 in R2,
u(x)−H(x) = O(|x|−1) as |x| → ∞, (1.1)
where Ω is a simply connected bounded domain occupied by a homogeneous material with the
conductivity σ, which is possibly anisotropic, and H is an entire harmonic function. The symbol
χ indicates the characteristic function and I2 is the 2-by-2 identity matrix. The solution u should
satisfy the transmission condition
u
∣∣+ = u∣∣− and ν · ∇u∣∣+ = ν · σ∇u∣∣− on ∂Ω. (1.2)
Here, ν is the outward unit normal vector on ∂Ω and the symbols + and − indicate the limit
from the exterior and interior of Ω, respectively. An inclusion with a different material parameter
from that of the background induces the field perturbation in the exterior and interior of the
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inclusion. The resulting perturbation depends on the inclusion’s shape as well as its material
parameter so that certain shapes admit extremal properties. In 1957, Eshelby found that a
uniform loading induces a uniform strain inside an ellipsoid which is embedded in an infinite
elastic medium [9]. Then, he conjectured: ‘Among closed surfaces, the ellipsoid alone has this
convenient property...’ [10]. This Eshelby uniformity conjecture has been proved by Ru and
Schiavone [25] (for the conductivity problem) and Sendeckyj [26] for two dimensions, and by
Kang and Milton [15] and Liu [20] for three dimensions. The aim of this paper is to extend the
Eshelby conjecture to domains of general shape in two dimensions.
Let us state some results on the Eshelby conjecture and related interface problems. The
problem of computing stress distribution for an elastic elliptic inclusion in an isotropic matrix
was treated by Donnnell [5] using elliptic coordinates. Mindlin and Cooper [23] extended this
method to the thermoelastic problem. Hardiman [13] treated the elliptic inclusion problem using
the complex variables method, and he noticed that a uniform loading induces a uniform strain
within an elliptic inclusion. After the Eshelby conjecture was posed, it has been investigated
based on various methods. To prove the Eshelby conjecture in two dimensions, Ru and Schi-
avone [25] and Sendeckyj [26] used the complex analytic function theory. Kang and Milton [15]
provided an alternative proof by using the hodographic transformation. For the three dimen-
sions, non-ellipsoidal simply connected inclusions of various shape were shown not to satisfy the
Eshelby uniformity property. Rodin [24] considered polyhedral inclusions and Markenscoff [22]
inclusions with a planar piece on its boundary. Lubada and Markenscoff [21] showed that a
similar consideration holds for nonconvex inclusions and for inclusions bounded by polynomial
surfaces of degree higher than two, or by segments of two or more different surfaces. To prove the
Eshelby conjecture in three dimensions, Kang and Milton [15] and Liu [20] used the properties
of the Newtonian potential. It has been also shown that multiply connected domains can have
the uniformity property [4, 16, 19, 20].
In the present paper we consider the simply connected inclusions of non-elliptical shape.
It turns out that the Eshelby conjecture can be generalized to domains of general shapes in
which the applied loading is now harmonic polynomials of finite degree; see Theorem 1.1 for the
details. As far as we know, there has been no report on the extension of the Eshelby uniformity
to domains of general shape. Our analysis is based on the series expansions of the boundary
integral operators by using the Faber polynomials, recently derived by Jung and Lim in [14].
Let us introduce some terminology before stating the main results. For notational convenience
we identify x = (x1, x2) in R2 with z = x1 + ix2 in C. The symbols Re and Im indicate the real
and imaginary parts of complex numbers. From the Riemann mapping theorem, there exists
uniquely a conformal mapping, say Φ, from C \ D onto C \ Ω satisfying γ := Φ′(∞) > 0. Here,
D is the unit disk centered at the origin. The mapping Φ admits the series expansion
Φ(w) = γw + µ0 +
µ1
w
+
µ2
w2
+ · · ·
with complex coefficients µk’s. If µN 6= 0 and µN+1 = µN+2 = · · · = 0 for some N ∈ N, we call
Ω a domain of negative order N . For the sake of simplicity we call a disk (as well as an ellipse)
a domain of negative order 1.
Definition 1 (Infinite polynomial associated with Φ). We define a formal infinite polynomial
F(z) =
∞∑
k=2
µk
γk
Fk(z),
2
where Fk(z) is the so-called Faber polynomial associated with Ω. For each k, Fk(z) is a monomial
of degree k that is uniquely defined by µjγ
j for j = 0, 1, · · · , k−1 ; see section 3.1 for its definition
and properties. For Ω a domain of negative order N , F(z) is a polynomial of degree N .
We set
τ1(t) =
µ1
γ + 2t∣∣∣µ1γ ∣∣∣2 − 4t2 , τ2(t) =
−µ1γ + 2t∣∣∣µ1γ ∣∣∣2 − 4t2 , (1.3)
and
τ (t) = (1− 2t)
[
Re {τ1(t)} − Im {τ2(t)}
Im {τ1(t)} Re {τ2(t)}
]
.
The following is the main result of this paper.
Theorem 1.1. Assume that Ω is a simply connected bounded domain in R2 enclosed by a
piecewise C1,α Jordan curve for some α ∈ (0, 1) possibly with a finite number of corner points
which are not inward or outward cusps. We let Ω have the constant conductivity σ, which is
possibly anisotropic. For the solution u to the transmission problem (1.1) the following holds:
(a) For any N ≥ 1, Ω is a domain of negative order N if and only if u has a uniform strain
in Ω for a harmonic polynomial H of degree N .
(b) [Isotropic case] Assume that Ω is a domain of any finite negative order with isotropic
conductivity σ = σI2, 0 < σ 6= 1 <∞. If u has a uniform strain ∇u = (e1, e2) in Ω for a
harmonic polynomial H, then it holds that
H(x) = const.+ c1 Re
{
z + τ1(λ)F(z)
}
+ c2 Im
{
z − τ2(λ)F(z)
}
with [
c1
c2
]
= τ (λ)−1
[
e1
e2
]
, λ =
σ + 1
2(σ − 1) .
Conversely, for such H defined with any real constants e1, e2 not simultaneously zero, the
corresponding solution u has the uniform strain ∇u = (e1, e2) in Ω.
(c) [Anisotropic case] Assume that Ω is a domain of any finite negative order with anisotropic
conductivity σ such that I2 − σ is either positive or negative definite. If u has a uniform
strain ∇u = (e1, e2) in Ω for a harmonic polynomial H, then it holds that
H(x) = const.+ f1x1 + f2x2 + c1 Re
{
z + τ1(−1/2)F(z)
}
+ c2 Im
{
z − τ2(−1/2)F(z)
}
with [
c1
c2
]
= τ (−1/2)−1(I2 − σ)
[
e1
e2
]
,
[
f1
f2
]
= σ
[
e1
e2
]
. (1.4)
Conversely, for such H defined with any real constants e1, e2 not simultaneously zero, the
corresponding solution u has the uniform strain ∇u = (e1, e2) in Ω.
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It is worth to remark that we can regard Theorem 1.1 as an extension of the strong Eshelby
conjecture following the terminology of [15].
Let us discuss the invertibility of the matrices τ (λ) and τ (−1/2). Popularly known as the
Bieberbach conjecture (see [3]), it holds that
|µ1| < γ, (1.5)
which can be proved by using the area theorem (see [12])
∞∑
k=1
k |µk|2 < γ2.
It follows from (1.5) that
det τ (t) = (1− 2t)2
(
−|µ1/γ|2 + 4t2
)−1 6= 0
for all t ∈ (−∞,−1/2] ∪ (1/2,∞). Hence, τ (λ) and τ (−1/2) are invertible. Figures 1.1 – 1.3
illustrate the potential function u for Ω a domain of finite negative order and H a harmonic
polynomial given as in Theorem 1.1 (b) and (c). In all examples, u has a uniform strain inside
Ω and the potential difference in u between the neighboring level curves is 1/2.
We also have the following theorem for the isotropic conductivity case.
Theorem 1.2. We assume the same regularity for Ω as in Theorem 1.1 and σ = σI2, 0 < σ 6=
1 <∞. For the solution u to the transmission problem (1.1) the following holds:
(a) For any N ≥ 1, Ω is a domain of any finite negative order N if and only if the function
(λ+ 12)(u−H)−D∂Ω [(u−H)|∂Ω] with λ = (σ + 1)/(2(σ − 1)) is a harmonic polynomial
of degree N in Ω for a first degree polynomial H.
(b) If Ω is a domain of finite negative order N ≥ 2 and H has a degree smaller than N , then
u cannot be a polynomial of any finite degree.
The rest of the paper is organized as follows. Section 2 is devoted to the boundary integral
formulation for the transmission problem. In section 3 we review the definition and properties
of the Faber polynomials and provide series expansions for the boundary integral operators. In
section 4 we derive relations for the density function associated with u and H. The main results
are proved in section 5. We finish with conclusion in section 6.
2 Boundary integral formulation for the transmission problem
We formulate the transmission problem (1.1) in terms of the boundary integral operators as
follows.
For a Lipschitz domain Ω, the single and double layer potential for a density ϕ ∈ L2(∂Ω) is
defined as
S∂Ω[ϕ](x) =
∫
∂Ω
Γ(x− y)ϕ(y) dσ(y), x ∈ R2,
D∂Ω[ϕ](x) =
∫
∂Ω
∂
∂νy
Γ(x− y)ϕ(y) dσ(y), x ∈ R2 \ ∂Ω,
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Figure 1.1: Level curves of u for the domain Ω (thicker closed curve) of negative order N =
1, 2, 3, 4 with σ = 0.2, where the coefficients µj of Ω for j ≤ N is given by γ = 1, µ1 =
0.1 + 0.1i, µ2 = 0.1 + 0.1i, µ3 = −0.1i, µ4 = 0.05. The harmonic polynomial H is given by
Theorem 1.1 (b) with (c1, c2) = (1, 0). For all four examples, ∇u = (1.5695,−0.1121) inside Ω.
where Γ is the fundamental solution to the Laplacian, i.e., Γ(x) = 12pi ln |x| and νy denotes the
outward unit normal vector on ∂Ω. We also define the so-called Neumann-Poincare´ operator as
K∗∂Ω[ϕ](x) = p.v.
1
2pi
∫
∂Ω
〈x− y, νx〉
|x− y|2 ϕ(y) dσ(y).
Here, p.v. stands for the Cauchy principal value. We identify R2 with C as stated before and
set
S∂Ω[ϕ](z) := S∂Ω[ϕ](x) for x = (x1, x2), z = x1 + ix2.
Likewise, we define D∂Ω[ϕ](z) and K∗∂Ω[ϕ](z). On the interface ∂Ω, the single layer potential
satisfies the jump relations
S∂Ω[ϕ]
∣∣∣+ = S∂Ω[ϕ]∣∣∣−,
∂
∂ν
S∂Ω[ϕ]
∣∣∣± = (±1
2
I +K∗∂Ω
)
[ϕ].
Isotropic case. For the case σ = σI2, 0 < σ 6= 1 <∞, u can be expressed as
u(x) = H(x) + S∂Ω[ϕ](x), x ∈ R2, (2.1)
5
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Figure 1.2: Level curves of u for the domain Ω (thicker closed curve) of negative order N = 4
with σ = 0.2, where γ = 1, µ1 = 0.1i ∗ s, µ2 = −0.05i ∗ s, µ3 = 0, µ4 = 0.15 ∗ s for various
scale factor s. The harmonic polynomial H is given by Theorem 1.1 (b) with (c1, c2) = (0, 1).
As the domain Ω more resembles a disk, the corresponding H has smaller coefficients for the
components of orders ≥ 2.
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Figure 1.3: The domain Ω is given as in Figure 1.2 with s = 1/4. The harmonic polynomial H
is given as in Theorem 1.1 (c) such that f1 + c1 = 0 and f2 + c2 = 1.
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where
ϕ = (λI −K∗∂Ω)−1 [ν · ∇H] with λ =
σ + 1
2(σ − 1) . (2.2)
The boundary integral operator λI − K∗∂Ω is invertible on L20(∂Ω) for |λ| ≥ 1/2 as shown in
[7, 17, 28]. We recommend the reader to see [18, 1, 2] and references therein for more properties
of the NP operator.
Anisotropic case. We now assume σ = A for a positive definite symmetric matrix A such
that I2−A is either positive or negative definite. We set B to be the matrix satisfying B2 = A−1
and define the single layer potential associated with A as
S˜∂Ω[ϕ˜](x) = 1
2pi
∫
∂Ω
ln |B(x− y)| ϕ˜(y) 1√
detA
dσ(y), x ∈ R2,
for ϕ˜ ∈ L2(∂Ω). It is well known that the solution u admits the boundary integral expression
(see [8])
u(x) =
{
S˜∂Ω[ϕ˜](x) in Ω,
H(x) + S∂Ω[ϕ](x) in R2 \ Ω,
(2.3)
where the density functions (ϕ˜, ϕ) ∈ L2(∂Ω)× L20(∂Ω) satisfy the transmission conditionS˜∂Ω[ϕ˜]− S∂Ω[ϕ] = H on ∂Ω,ν ·A∇S˜∂Ω[ϕ˜]∣∣∣− − ν · ∇S∂Ω[ϕ]∣∣∣+ = ν · ∇H on ∂Ω. (2.4)
3 Series expansions of boundary integral operators
We normalize the exterior conformal mapping as Ψ(w) := Φ(γ−1w), |w| ≥ γ. It is straightfor-
ward to see that Ψ conformally maps {w ∈ C : |w| > γ} onto C \ Ω and that it admits the
expansion
Ψ(w) = w + a0 +
a1
w
+
a2
w2
+ · · · (3.1)
with
ak = µkγ
k, k ∈ N ∪ {0}. (3.2)
3.1 The Faber polynomials
The concept of the Faber polynomials was first introduced by G. Faber in [11] and has been
one of the essential elements in geometric function theory; see [6] for further details. The Faber
polynomials {Fm(z)} associated with Ψ are defined by the generating function relation
wΨ′(w)
Ψ(w)− z =
∞∑
m=0
Fm(z)
wm
, z ∈ Ω, |w| > γ.
It implies that for z˜ = Ψ(w) ∈ C \ Ω, z ∈ Ω,
log(z˜ − z) = logw −
∞∑
m=1
1
m
Fm(z)w
−m (modulo 2pii) (3.3)
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with a suitably chosen complex argument.
Each Fm is an m-th order monic polynomial which is uniquely determined by the coefficients
a0, a1, · · · , am−1. For example, the first three polynomials are
F0(z) = 1, F1(z) = z − a0, F2(z) = z2 − 2a0z + (a20 − 2a1).
The Faber polynomials form a basis for analytic functions in Ω as shown in [27].
In terms of the variable w, the Faber polynomial admits the expansion
Fm(Ψ(w)) = w
m +
∞∑
k=1
cm,kw
−k, m = 1, 2, . . . . (3.4)
Here, cm,k’s are called the Grunsky coefficients. It is well known the Grunsky identity
kcm,k = mck,m.
From (3.1) and the fact that F1(z) = z − a0, one can easily derive c1,k = ak. From the Grunsky
identity we have
ck,1 = kc1,k = kak for each k ∈ N. (3.5)
Lemma 3.1. Let Ω be a domain of finite negative order N , i.e.,
Ψ(w) = w + a0 +
a1
w
+
a2
w2
+ · · ·+ aN
wN
with aN 6= 0. (3.6)
Then, for each m ∈ N it hold that
cm,Nm = (aN )
m 6= 0,
cm,k = ck,m = 0 for k ≥ Nm+ 1.
Proof. Since Fm(z) is a monomial of order m (the highest order term is z
m), one can easily
prove the lemma by plugging (3.6) into (3.4). 2
3.2 Orthogonal coordinates associated with the exterior conformal mapping
We set ρ0 = ln γ and define the curvilinear orthogonal coordinates (ρ, θ) ∈ [ρ0,∞)× [0, 2pi) for
z ∈ C \ Ω via the relation
z = Ψ(eρ+iθ).
One can easily see that the scale factors hρ := |∂z∂ρ | and hθ := |∂z∂θ | coincide with each other. We
denote
h = hρ = hθ.
If Ω is a piecewise C1,α domain without inward or outward cusps, then one can show (see [14])
h(ρ0, θ),
1
h(ρ0, θ)
∈ L1([0, 2pi]).
For notational simplicity we set v(ρ, θ) = v(Ψ(eρ+iθ)) for a function v. One can easily see that
the exterior normal derivative of v(ρ, θ) is
∂v
∂ν
∣∣∣+
∂Ω
(z) =
1
h
∂
∂ρ
v(Ψ(eρ+iθ))
∣∣∣
ρ→ρ+0
. (3.7)
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We denote 〈·, ·〉 the inner-product in L2(∂Ω, h), which is the weighted L2 space with the weight
h. In other words, for functions p, q on ∂Ω satisfying
∫
∂Ω |p|2hdσ,
∫
∂Ω |q|2hdσ <∞ we set
〈p, q〉 = 1
2pi
∫
∂Ω
p(z)q(z)h(z)dσ(z)
=
1
2pi
∫ 2pi
0
p(ρ0, θ)q(ρ0, θ)(h(ρ0, θ))
2dθ.
Here, we used the fact that
dσ(z) = h(ρ0, θ)dθ. (3.8)
3.3 Series expansions for the boundary integral operators
We define the density functions as
ψm(z) := ψm(Ψ(e
ρ0+iθ)) =
eimθ
h(ρ0, θ)
, m ∈ Z.
One can easily see that they form an orthonormal basis in L2(∂Ω, h). In particular,
〈ψm, ψn〉 = δm,n for all m,n ∈ Z.
From (3.3), the real logarithm function satisfies
ln |z˜ − z| = ln |w| − 1
2
∞∑
m=1
1
m
[
Fm(z)w
−m + Fm(z)w−m
]
. (3.9)
The following series expansions for the boundary integral operators were derived in [14] by using
(3.4) and the series expansion for the complex logarithm.
Lemma 3.2 ([14]). Assume that Ω is a simply connected bounded domain in R2 enclosed by a
piecewise C1,α Jordan curve, possibly with a finite number of corner points which are not inward
or outward cusps.
(a) We have (for m = 0)
S∂Ω[ψ0](z) =
{
ln γ if z ∈ Ω,
ln |w| if z ∈ C \ Ω. (3.10)
For m = 1, 2, . . . , we have
S∂Ω[ψm](z) =

− 1
2mγm
Fm(z) for z ∈ Ω,
− 1
2mγm
( ∞∑
k=1
cm,ke
−k(ρ+iθ) + γ2mem(−ρ+iθ)
)
for z ∈ C \ Ω,
(3.11)
S∂Ω[ψ−m](z) =

− 1
2mγm
Fm(z) for z ∈ Ω,
− 1
2mγm
( ∞∑
k=1
cm,ke
−k(ρ−iθ) + γ2mem(−ρ−iθ)
)
for z ∈ C \ Ω.
(3.12)
The series converges uniformly for all (ρ, θ) such that ρ ≥ ρ1 > ρ0.
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(b) We have (for m = 0)
K∗∂Ω[ψ0] =
1
2
ψ0. (3.13)
For all m, k ∈ N, it holds that
〈K∗∂Ω[ψm], ψk〉 = 0, (3.14)
〈K∗∂Ω[ψm], ψ−k〉 =
1
2
k
m
cm,k
γm+k
, (3.15)
〈K∗∂Ω[ψ−m], ψ−k〉 = 0,
〈K∗∂Ω[ψ−m], ψk〉 =
1
2
k
m
cm,k
γm+k
.
If ∂Ω is C1,α, then it further holds
K∗∂Ω[ψm] =
1
2
∞∑
k=1
k
m
cm,k
γm+k
ψ−k,
K∗∂Ω[ψ−m] =
1
2
∞∑
k=1
k
m
cm,k
γm+k
ψk,
where the infinite series converges in the Sobolev space H−1/2(∂Ω).
The following lemma is essential for characterizing the domain of finite negative order.
Lemma 3.3. We assume the same regularity for Ω as in Lemma 3.2 and let N be an arbitrary
natural number. Then, Ω is a domain of finite negative order N if and only if
〈K∗∂Ω[ψ1], ψ−k〉 = 0 for all k ≥ N + 1
and
〈K∗∂Ω[ψ1], ψ−N 〉 6= 0 for N 6= 1.
Proof. Thanks to (3.5) and (3.15), we prove the proposition. 2
The following relation is also useful in proving the main theorems:
1
2
(ν1 + iν2) =
(
1
2
I −K∗∂Ω
)
[γψ1]. (3.16)
Indeed, from (3.11) with m = 1 it holds that
S∂Ω[ψ1](z) = − 1
2γ
F1(z) = − 1
2γ
(x1 + ix2 − a0).
By taking the interior normal derivative, we have(
−1
2
I +K∗∂Ω
)
[ψ1] = − 1
2γ
(1, i) · ν = − 1
2γ
(ν1 + iν2).
This implies (3.16).
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4 Density relations
In this section we derive the relations between the density functions associated with u and H
assuming that H is a harmonic polynomial of degree N˜ and u a harmonic polynomial of degree
M˜ inside Ω (M˜ = 1 for the anisotropic case). We assume the same regularity for Ω as in Lemma
3.2.
Since a real harmonic polynomial is the real part of a complex polynomial and the Faber
polynomial Fm(z) is a monomial for each m ≥ 0, we have H(x) = Re
{∑N˜
m=0 αmFm(z)
}
for
some complex coefficients αm’s (αN˜ 6= 0). From (3.11) and (3.12) it holds that
S∂Ω [−mγmψm] (z) = 1
2
Fm(z),
S∂Ω [−mγmψ−m] (z) = 1
2
Fm(z) on Ω.
Hence, we have
H(x) =
1
2
N˜∑
m=0
(
αmFm(z) + αmFm(z)
)
in C
= S∂Ω[−ψ](x) + 1
2
(α0 + α0) on Ω (4.1)
with
ψ =
N˜∑
m=1
(αmmγ
mψm + αmmγ
mψ−m) . (4.2)
It then follows from the jump formula of the single layer potential that
∂H
∂ν
=
(
1
2
I −K∗∂Ω
)
[ψ] on ∂Ω. (4.3)
Similarly, we have
u(x) =
1
2
M˜∑
m=0
(
α˜mFm(z) + α˜m Fm(z)
)
on Ω
= S∂Ω[−ψ˜] + 1
2
(α˜0 + α˜0) on Ω (4.4)
with
ψ˜ =
M˜∑
m=1
(
α˜mmγ
mψm + α˜mmγ
mψ−m
)
(4.5)
and some complex coefficients α˜m’s satisfying α˜M˜ 6= 0. The normal derivative of u satisfies
∂u
∂ν
∣∣∣− = (1
2
I −K∗∂Ω
)
[ψ˜] on ∂Ω.
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Lemma 4.1. Assume that the harmonic polynomial H has the degree N˜ and that u is a harmonic
polynomial of degree M˜ inside Ω (M˜ = 0, 1 for the anisotropic case). We set ψ and ψ˜ as (4.2)
and (4.5). We also set ϕ to be the density function on ∂Ω satisfying (2.1) for the isotropic case
or (2.3) for the anisotropic case. Then, we have
ϕ = ψ − ψ˜. (4.6)
Furthermore, the following holds:
(a) If σ is isotropic, then we have
K∗∂Ω[ψ˜] = λψ˜ − (λ−
1
2
)ψ. (4.7)
(b) If σ is anisotropic and ∇u is constant in Ω, then ψ satisfies
K∗∂Ω
[
(e− f) γψ1 + (e− f)γψ−1
]
= −1
2
(e+ f) γψ1 − 1
2
(e+ f)γψ−1 + ψ (4.8)
with e = e1 + ie2 and f = f1 + if2 such that
∇u = (e1, e2),
σ∇u = (f1, f2) in Ω.
Proof. Since S∂Ω[ϕ](x) = u(x)−H(x) for x ∈ C \ Ω, even when σ is anisotropic, we have
S∂Ω[ϕ] = S∂Ω[−ψ˜]− S∂Ω[−ψ] + const. in Ω.
Indeed, the equality holds for x ∈ ∂Ω from (4.1) and (4.4). Since the both sides are harmonic in
Ω and continuous on Ω, the equality holds in Ω as well. By taking the interior normal derivative
we have (
−1
2
I +K∗∂Ω
)
[ϕ] =
(
−1
2
I +K∗∂Ω
)
[ψ − ψ˜] on ∂Ω.
Since −12I +K∗∂Ω is invertible on L20(∂Ω) and ϕ,ψ − ψ˜ are in L20(∂Ω), one can deduce (4.6).
If σ is isotropic, the relations (2.2) and (4.3) imply that
(λI −K∗∂Ω)[ϕ] =
∂H
∂ν
=
(
1
2
I −K∗∂Ω
)
[ψ].
From (4.6), it is straightforward to obtain (4.7).
Let us now assume σ to be anisotropic and ∇u = (e1, e2) in Ω for some real constants e1, e2.
Then, M˜ = 1 and
u(x1, x2) = const. +
1
2
ez +
1
2
ez
so that
α˜1 = e (4.9)
and
ψ˜ = eγψ1 + eγψ−1. (4.10)
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The definition of f and (3.16) imply
ν · σ∇u∣∣− = ν1f1 + ν2f2
=
1
2
(ν1 + iν2)f +
1
2
(ν1 − iν2)f
=
(
1
2
I −K∗∂Ω
)[
fγψ1 + fγψ−1
]
. (4.11)
On the other hand, we have from (4.3), (4.6) and the transmission condition on ∂Ω that
ν · σ∇u
∣∣∣− = ∂H
∂ν
+
∂
∂ν
S∂Ω[ϕ]
∣∣∣+ = −K∗∂Ω[ψ˜] + ψ − 12 ψ˜.
By use of (4.10) and (4.11) we deduce(
1
2
I −K∗∂Ω
)[
fγψ1 + fγψ−1
]
+
(
1
2
I +K∗∂Ω
)
[eγψ1 + eγψ−1] = ψ, (4.12)
and this implies (4.8). 2
We give an alternative proof for the Eshelby conjecture by using Lemma 3.3 and Lemma 4.1
as follows.
Corollary 4.2 (The Eshelby conjecture). Assume that Ω is a simply connected bounded domain
in R2 enclosed by a piecewise C1,α Jordan curve for some α ∈ (0, 1) possibly with a finite
number of corner points which are not inward or outward cusps. For any σ, either isotropic or
anisotropic, Ω is an ellipse if and only if the solution u to (1.1) has a uniform strain in Ω for
a uniform loading H.
Proof. We only prove that Ω is an ellipse if u has a uniform strain in Ω for a uniform loading
H. From the assumption
M˜ = 0, 1 and N˜ = 1.
It follows from Lemma 4.1 (b) that
K∗∂Ω
[
(e− f) γψ1 + (e− f)γψ−1
]
=− 1
2
(e+ f) γψ1 − 1
2
(e+ f)γψ−1 + α1γψ1 + α1γψ−1. (4.13)
We have
e 6= 0 and, hence, M˜ = 1.
Indeed, if e = 0, then f = 0 from the definition of f . It implies α1 = 0 form (4.13). This
contradicts the assumption that N˜ = 1 (which implies α1 6= 0). Now, from the assumption that
I2 − σ is either positive or negative definite we deduce e 6= f .
Note that the right-hand side of (4.13) belongs to the linear space spanned by {ψ1, ψ−1}. By
taking the inner-product with ψ−k for both sides of (4.13) and applying Lemma 3.2 (b), we
observe that
(e− f) γ 〈K∗∂Ω[ψ1], ψ−k〉 = 0 for all k ≥ 2.
Thanks to Lemma 3.3, Ω is an ellipse. So we prove the corollary. 2
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5 Proof of the main results
5.1 Proof of Theorem 1.1
We prove (a) separately for the isotropic and anisotropic cases, where (b) and (c) are also proved
in the meantime.
Isotropic case. We first prove the ‘if’ direction by assuming that H is a harmonic polynomial
of degree N and u is a first order polynomial in Ω. In other words,
N˜ = N, M˜ = 1.
From (4.7), we have
K∗∂Ω
[
α˜1γψ1 + α˜1γψ−1
]
= λ
(
α˜1γψ1 + α˜1γψ−1
)
− (λ− 1
2
)
N∑
m=1
(αmmγ
mψm + αmmγ
mψ−m) .
By taking the inner-product for both sides with ψ−m and applying Lemma 3.2 (b), we obtain
α˜1γ 〈K∗∂Ω[ψ1], ψ−m〉 =

[
λα˜1 − (λ− 1
2
)α1
]
γ for m = 1,
−(λ− 1
2
)αmmγ
m for m = 2, · · · , N,
0 for m ≥ N + 1.
On the other hand, from (3.2), (3.5) and (3.15) we have
α˜1γ 〈K∗∂Ω[ψ1], ψ−m〉 = α˜1γ
m
2
c1,m
γm+1
= α˜1
m
2
µm, m = 1, 2, · · · .
Hence it holds that
µN 6= 0, µm = 0 for m ≥ N + 1,
and Ω is a domain of negative order N . Moreover, we have the linear algebraic relations
µ1
γ
α˜1 − 2λα˜1 = (1− 2λ)α1,
µm
γm
α˜1 = (1− 2λ)αm, m = 2, · · · , N,
which are equivalent to
α˜1 =
(1− 2λ)∣∣∣µ1γ ∣∣∣2 − 4λ2
[
µ1
γ
α1 + 2λα1
]
=
(1− 2λ)∣∣∣µ1γ ∣∣∣2 − 4λ2
[(
µ1
γ
+ 2λ
)
Re{α1}+ i
(
−µ1
γ
+ 2λ
)
Im{α1}
]
= (1− 2λ)
[
τ1(λ) Re{α1}+ iτ2(λ) Im{α1}
]
(5.1)
14
and
αm =
1
1− 2λ
µm
γm
α˜1
=
[
τ1(λ) Re{α1} − iτ2(λ) Im{α1}
]µm
γm
, m = 2, · · · , N, (5.2)
where τ1(λ) and τ2(λ) are given by (1.3). Setting
α1 = c1 − ic2, (5.3)
we have
H(z) = Re
{
α1F1(z) +
N∑
m=2
αmFm(z)
}
= Re
{
c1F1(z)− ic2F1(z) +
[
τ1(λ)c1 + iτ2(λ)c2
]
F(z)
}
= const. + c1 Re
{
z + τ1(λ)F(z)
}
+ c2 Im
{
z − τ2(λ)F(z)
}
.
Here we used the fact that µm = 0 for m ≥ N + 1 and F1(z) = z − a0.
We now prove the ‘only if’ direction. Let us assume that Ω is a domain of negative order N
and that the corresponding exterior conformal mapping is
Φ(w) = γw + µ0 +
µ1
w
+
µ2
w2
+ · · ·+ µN
wN
.
In other words,
Ψ(w) = w + a0 +
a1
w
+
a2
w2
+ · · ·+ aN
wN
.
Since Ω is a smooth domain for such a case, we have from Lemma 3.2 (b)
K∗∂Ω[ψ1] =
1
2γ
N∑
m=1
µmmψ−m. (5.4)
Choose any nonzero complex number for α1. We then set α˜1, α2, · · · , αN as (5.1) and (5.2)
and define H and ψ as (4.1) and (4.2) with α0 = 0. Then, it holds that
(1− 2λ)
N∑
m=1
αmmγ
mψ−m = α˜1
N∑
m=1
µmmψ−m − 2λα˜1γψ−1.
In other words,
K∗∂Ω[α˜1γψ1] = (
1
2
− λ)
N∑
m=1
αmmγ
mψ−m + λα˜1γψ−1
and, by taking the complex conjugate,
K∗∂Ω[α˜1γψ−1] = (
1
2
− λ)
N∑
m=1
αmmγ
mψm + λα˜1γψ1.
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Therefore we have
K∗∂Ω[α˜1γψ1 + α˜1γψ−1] = (
1
2
− λ)ψ + λα˜1γψ1 + λα˜1γψ−1.
By using the fact that ∂H∂ν = (
1
2I −K∗∂Ω)[ψ] one can easily show
(λI −K∗∂Ω)[ϕ] =
∂H
∂ν
for
ϕ := ψ − α˜1γψ1 − α˜1γψ−1.
The solution to the transmission problem (1.1) is then
u(x) = H(x) + S∂Ω[ϕ]
= S∂Ω[−ψ] + S∂Ω
[
ψ − α˜1γψ1 − α˜1γψ−1
]
=
1
2
(
α˜1F1(z) + α˜1 F1(z)
)
= const. + Re{α˜1}x1 − Im{α˜1}x2 in Ω.
Since α˜1 is defined as (5.1) one can easily see that
∇u =
[
Re{α˜1}
− Im{α˜1}
]
= (1− 2λ)
[
Re {τ1(λ)} − Im {τ2(λ)}
Im {τ1(λ)} Re {τ2(λ)}
][
Re{α1}
− Im{α1}
]
in Ω.
Hence we complete the proof.
Anisotropic case. We first prove the ‘if’ direction by assuming that H is a harmonic
polynomial of degree N and u is a first order polynomial in Ω. In other words,
N˜ = N, M˜ = 1.
As discussed in the proof of Corollary 4.2, we have e 6= f . From (4.8) and Lemma 3.2 (b), it
holds that K∗∂Ω[ψ1] ∈ span(ψ−1, · · · , ψ−N ) and Ω is a domain of negative order N thanks to
Lemma 3.3.
We remind the reader that equation (4.8) can be written as
K∗∂Ω
[
ψ˜aniso
]
= λanisoψ˜aniso −
(
λaniso − 1
2
)
ψaniso
with
λaniso := −1
2
,
ψaniso := ψ − fγψ1 − fγψ−1,
ψ˜aniso := (e− f) γψ1 + (e− f)γψ−1.
In view of the definition of ψ˜aniso and the fact that
ψaniso = (α1 − f) γψ1 + (α1 − f)γψ−1 +
N∑
m=2
(αmmγ
mψm + αmmγ
mψ−m) ,
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we can interpret α1 − f and e− f as α1 and α˜1 in the isotropic case, respectively. By following
the same computation as in the isotropic case, one arrives at the relations (which correspond to
(5.1) and (5.2))
e− f =
(
1− 2λaniso
)[
τ1
(
λaniso
)
Re
{
α1 − f
}
+ iτ2
(
λaniso
)
Im
{
α1 − f
}]
, (5.5)
αm =
[
τ1
(
λaniso
)
Re
{
α1 − f
}− iτ2 (λaniso) Im{α1 − f} ]µm
γm
, m = 2, · · · , N. (5.6)
Letting
α1 − f = c1 − ic2,
one can derive
(I2 − σ)
[
e1
e2
]
=
[
Re{e− f}
Im{e− f}
]
= 2
[
Re {τ1(−1/2)} − Im {τ2(−1/2)}
Im {τ1(−1/2)} Re {τ2(−1/2)}
] [
c1
c2
]
and
H(z)− const. = −S∂Ω[ψ](z) = −S∂Ω
[
fγψ1 + fγψ−1
]− S∂Ω [ψaniso] (z)
= f1x1 + f2x2 + c1 Re
{
z + τ1(−1/2)F(z)
}
+ c2 Im
{
z − τ2(−1/2)F(z)
}
.
We now prove the ‘only if’ direction. Let us assume that Ω is a domain of negative order N .
Similar to the isotropic case, we will construct H with which the corresponding solution u has
a uniform strain in Ω.
Choose any (e1, e2) 6= (0, 0) and set f and c such that (1.4). We then set α1 = f1−if2 +c1−ic2
and α2, · · · , αN to satisfy (5.6) and define H and ψ as (4.1) and (4.2) with constant term zero.
Then, it holds that
K∗∂Ω
[
(e− f) γψ1 + (e− f)γψ−1
]
= −1
2
(e+ f) γψ1 − 1
2
(e+ f)γψ−1 + ψ (5.7)
and
H(x) = S∂Ω[−ψ](x) in Ω. (5.8)
We define
u˜(x) =
{
−S∂Ω [eγψ1 + eγψ−1] (x) for x ∈ Ω,
H(x) + S∂Ω[ϕ](x) for x ∈ C \ Ω
(5.9)
with
ϕ := ψ − (eγψ1 + eγψ−1) .
It is straightforward to see from (3.11) that
u˜(x) = const. + e1x1 + e2x2 for x ∈ Ω,
and one can easily show that u˜ satisfies the boundary transmission condition (1.2) due to (5.7)
and (5.8). Hence, we complete the proof. 2
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5.2 Proof of Theorem 1.2
Proof of (a). Let H be an arbitrary first order polynomial, then it hold that
H(x) = const. + S∂Ω [−γαψ1 − γαψ−1] in Ω
for some constant α 6= 0 and
ν · ∇H =
(
1
2
I −K∗∂Ω
)
[γαψ1 + γαψ−1] . (5.10)
By use of (2.2) we have the relation
S∂Ω[ν · ∇H] = S∂Ω(λI −K∗∂Ω)[ϕ]
= λS∂Ω[ϕ]− S∂ΩK∗∂Ω[ϕ]
= λS∂Ω[ϕ]−K∂ΩS∂Ω[ϕ]
= (λ+
1
2
)S∂Ω[ϕ]−D∂Ω [S∂Ω[ϕ]]
∣∣∣−
= (λ+
1
2
)(u−H)−D∂Ω [(u−H)|∂Ω]
∣∣∣− on ∂Ω.
Since both sides are harmonic in Ω, we have
S∂Ω[ν · ∇H] = (λ+ 1
2
)(u−H)−D∂Ω [(u−H)|∂Ω]
∣∣∣− in Ω. (5.11)
(⇐) If (λ + 12)(u −H) − D∂Ω [(u−H)|∂Ω] is a harmonic polynomial of degree N in Ω, then
so is S∂Ω[ν · ∇H]. From the discussion at the beginning of section 4 we have
ν · ∇H ∈ span (ψ−N , ψ−N+1, · · · , ψN−1, ψN ) . (5.12)
From (5.10) we obtain
K∗∂Ω[ψ1] ∈ span (ψ−N , ψ−N+1, · · · , ψN−1, ψN ) . (5.13)
Hence, Ω is a domain of negative order N from Lemma 3.3.
(⇒) Assume that Ω is a domain of negative order N . Actually, we can show that (λ+ 12)(u−
H) − D∂Ω [(u−H)|∂Ω] is a harmonic polynomial of degree N in Ω for any uniform loading H.
From the assumption on Ω, it is smooth and (5.13) holds. For any uniform loading H, from
(5.10) we have (5.12). From (5.11) we deduce that (λ + 12)(u − H) − D∂Ω [(u−H)|∂Ω] is a
harmonic polynomial of degree N in Ω.
Proof of (b). We will prove by contrapositive. Assume that H is a harmonic polynomial of
degree N˜ for some N˜ < N and u is a harmonic polynomial of degree M˜ for some M˜ ∈ N. We
have (4.7) from the discussion in section 4 with ψ and ψ˜ defined there.
We also assume that Ω is a domain of finite negative order N ≥ 2. Then, it follows from
Lemma 3.1 that
K∗∂Ω[ψ˜] = CψNM˜ + C ′ψ−NM˜ +R with some constants C,C ′ 6= 0
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and R ∈ span{ψk : |k| < NM˜}. On the other hand, from (4.2) and (4.5) we have
ψ, ψ˜ ∈ span{ψk : |k| ≤ max(N˜ , M˜)}
and, thus,
λψ˜ − (λ− 1
2
)ψ ∈ span{ψk : |k| ≤ max(N˜ , M˜)}.
From (4.7), one can deduce
NM˜ ≤ max(N˜ , M˜).
It is not possible to have M˜ ≤ N˜ owing to N˜ < N and M˜ ≥ 1. Hence, we have M˜ > N˜ . Then,
NM˜ ≤ M˜ so that N ≤ 1. This contradicts the assumption N ≥ 2. 2
6 Conclusion
In this paper we investigated the Eshelby uniformity principle for the anti-plane elasticity based
on the series expansion of the boundary integral operators obtained in [14]. We extended the
uniformity principle to domains of general shape with polynomial loadings.
References
[1] H. Ammari, J. Garnier, W. Jing, H. Kang, M. Lim, K. Sølna, and H. Wang. Mathematical
and statistical methods for multistatic imaging, volume 2098. Springer, 2013.
[2] H. Ammari and H. Kang. Reconstruction of small inhomogeneities from boundary measure-
ments. volume 1846. Springer, 2004.
[3] L. Bieberbach. U¨ber die Koeffizienten derjenigen Potenzreihen, welche eine schlichte Ab-
bildung des Einheitskreises vermitteln. Sitzungsberichte Preussische Akademie der Wis-
senschaften 138, 940-955, 1916.
[4] G. P. Cherepanov. Inverse problems of the plane theory of elasticity Prikl. Mat. Meh., 38
(1974), 963-979 (in Russian).
[5] L. H. Donnell. Stress concentrations due to elliptical discontinuities in plates under edge
forces, in Theodore von Karman Anniv. Vol. Calif. Inst. Tech. 293-309. (1941)
[6] Peter L. Duren. Univalent functions, volume 259. Springer-Verlag, 1983.
[7] L. Escauriaza, E. Fabes, and G. Verchota. On a regularity theorem for weak solutions
to transmission problems with internal lipschitz boundaries. Proceedings of the American
Mathematical Society, 115(4):1069–1076, 1992.
[8] L. Escauriaza and J.K. Seo. Regularity properties of solutions to transmission problems.
Trans. Amer. Math. Soc., 338:1 405-430, 1993.
[9] J. D. Eshelby. The determination of the elastic field of an ellipsoidal inclusion and related
problems. Proceedings of the Royal Society of London A, 241, 376-396, 1957.
19
[10] J. D. Eshelby Elastic inclusions and inhomogeneities. In Progress in solid mechanics II (eds.
I. N. Sneddon and R. Hill), 89-140. Amsterdam, The Netherlands: North-Holland Publishing
Company, 1961.
[11] G. Faber. U¨ber polynomische entwicklungen. Mathematische Annalen, 57(3):389-408, 1903.
[12] T. H. Gronwall. Some remarks on conformal representation. Ann. of Math. 16 (1914-1915),
72-76.
[13] N. Jessie Hardiman. Elliptic elastic inclusion in an infinite elastic plate Q. J. Mech. Appl.
Math. 7, 226-230. (1952)
[14] Y. Jung and M. Lim. A new series solution method for the transmission problem. arXiv
preprint arXiv:1803.09458, 2018.
[15] H. Kang and G. W. Milton. Solutions to Po´lya-Szego¨ conjecture and the Weak Eshelby
conjecture. Arch. Rational Mech. Anal. 188, 93-116, 2008.
[16] H. Kang, E. Kim and G. W. Milton. Inclusion pairs satisfying Eshelby’s uniformity property.
SIAM Journal on Applied Mathematics, 69(2), 577-595.
[17] O. D. Kellogg. Foundations of potential theory, volume 31. Berlin verlag Von Julius Springer,
1929.
[18] C. Kenig, Harmonic analysis techniques for second order elliptic boundary value problems,
CBMS series 83, Amer. Math. Soc. Providence, 1994.
[19] J. K. Lee and W. C. Johnson. Elastic strain energy and interactions of thin square plates
which have undergone a simple shear. Scr. Metall. 11, 477-484, 1977.
[20] L. P. Liu. Solutions to the Eshelby conjectures. Proceedings of the Royal Society of London
A, 464, 573-594, 2008.
[21] V. A. Lubada and X. Markenscoff. On the absence of Eshelby property for nonellipsoidal
inclusions. Int. J. Solids Struct. 35, 3405-3411, 1998.
[22] X. Markenscoff. On the shape of the Eshelby inclusions. Journal of Elasticity, 49, 163-166,
1998.
[23] R. D. Mindlin and H. L. Cooper. Thermoelastic stress around a cylindrical inclusion of
elliptic cross section J. Appl. Mech. 17, 265-268. (1950)
[24] G. J. Rodin. Eshelby’s inclusion problem for polygons and polyhedra. Journal of Mechanics
and Physics of Solids 44, 1977-1995, 1996.
[25] C. Q. Ru and P. Schiavone. On the elliptic inclusion in anti-plane shear. Math. Mech.
Solids 1, 327-333, 1996.
[26] G. P. Sendeckyj. Elastic inclusion problems in plane elastostatics. Int. J. Solids Struct. 6,
1535-1543, 1970.
20
[27] V. I. Smirnov and N. A. Lebedev. Functions of a complex variable: Constructive theory.
Cambridge Mass. M.I.T. Press, 1968.
[28] G. Verchota. Layer potentials and regularity for the dirichlet problem for laplace’s equation
in lipschitz domains. Journal of Functional Analysis, 59(3):572–611, 1984.
21
