Acceleration control of highly agile, aerodynamically-controlled missiles is a well-known non-minimum phase control problem. This problem is revisited here for a planar tailcontrolled generic missile, and a globally stable nonlinear autopilot command structure is synthesized to maximize performance. For the first time the non-minimum phase characteristics of the vehicle are addressed by making no modification to the output definition by inducing an inherent time scale separation in the closed-loop dynamics. Unlike, previous time scale control techniques, results presented here are based on theoretical advancements made in control of nonlinear singularly perturbed systems. Conditions under which the induced time scale separation can be employed for a stable autopilot design are also discussed. The state feedback controller proposed is real-time implementable, independent of operating condition and desired output trajectory. Simulation results presented in the paper show that the approach is able to accomplish perfect tracking while keeping all closed-loop signals bounded.
Nomenclature

I. Introduction
The main challenge in designing a controller for an aerodynamically controlled missile is to achieve maximum performance it is capable of, without exciting the unstable internal dynamics. To qualitatively understand this non-minimum phase behaviour consider the control problem of accelerating the missile (Figure 1 ) upward. Typically a tail-controlled missile (i.e control surface aft of the center of gravity, G) is statically stable with C mα < 0, C z δ < 0 and C m δ < 0. This means that a negative unit-step pitch deflection command initially induces a downward force on the missile causing the missile to accelerate downward. This downward force also induces a counter-clockwise pitching-moment about the center of gravity that tries to push the nose-up. But due to the inherent tendency of the missile to oppose any such change in angleof-attack the missile continues to accelerate downward until an overall positive pitching moment about the center of gravity develops. Eventually the trim angle-of-attack and consequently the lift acting on the vehicle increase which together create an upward force about the fuselage; and thus the missile accelerates upward as desired. The above described non-minimum phase behaviour is a characteristic of several important flight control problems such as control of Vertical Take-off and Landing (VTOL) aircraft, and Conventional Take-off and Landing (CTOL) aircraft. This behaviour is modeled in the open-loop input-output transfer function as a zero in the right half s-plane. An autopilot design based on cancellation (more commonly known as feedback linearization) for such class of dynamical systems gives an unstable closed-loop as one of the closed-loop poles migrates into the right half-plane. 1 Researchers in the past have mitigated this undesirable behaviour by slightly modifying the output definition, 2 .
3 These approaches guarantee 'local' tracking specific to the desired operating condition and reference command as a result of the modification. Other methods 4 proposed modify the sign of some of the control derivatives in the differential equation description of the input-output relationship to render the modified output dynamics minimum phase.
The common control technique used for missiles is the gain-scheduled linear controller, 5 , 6 , 7 .
8 However, dynamics of a missile significantly change during flight and the nonlinearities of the system must be explicitly taken into account during design of the controller for improved maneuverability and stealth. The common nonlinear technique is to employ approximate input-output linearization 9, 10 wherein the coupling between the pitching moment and the aerodynamic pitch-deflection surface that causes the non-minimum phase behaviour is ignored during autopilot design. This approximation render the input-output relationship minimum phase but is limited in performance and domain of operation.
This paper revisits the acceleration control problem for a planar aerodynamically-controlled generic missile and the main result is a globally stable nonlinear autopilot design that makes no modification to the output definition and induces a time scale separation in the closed-loop. Unlike previous time scale approaches 11, 12, 13 and stable-inversion 14 results presented here are based on theoretical advancements in control of nonlinear time scale systems;
15 successful applications of which have been demonstrated on non-minimum phase nap-of-the-earth maneuver for CTOL aircraft 16 and hover control of an autonomous helicopter. 17 The state feedback controller designed here is real-time implementable and independent of any particular operating conditions and desired output trajectory. It is causal and does not require any knowledge or preview of the output trajectory beforehand. This is an important contribution as the proposed nonlinear autopilot can be integrated with an on-board guidance module for real-time operation.
The paper is organized as follows. Section II describes the medium-fidelity generic missile model used for simulation that includes realistic actuators and sensors, and Section III formulates the control problem. The main ideas of the paper and derivation of the autopilot are presented in Section IV. The evaluation of the developed approach in simulation is presented in Section V. Finally, conclusions are presented in Section VI.
II. Simulation Model of the Missile
This section describes the governing equations for a generic missile depicted in Figure 1 along with details of the actuator and sensor subsystems.
A. Rigid-Body Equations of Motion
The dynamics of the three degree-of-freedom generic missile under study are modeled by the following four first-order differential equations
written in the body-frame about the center of gravity, G using Newton's laws of motion 19 under the assumption of flat, non-rotating earth and balanced lateral/directional motion with Euler angles φ and ψ, roll-rate p, and yaw rate r stabilized about the origin. The reader is referred to the nomenclature for definition of the various symbols in (1) .
An equivalent representation for the equations given in (1) can be obtained by noting that the translational velocities (u relationships:
V
B. Modeling of the Actuator and Sensor Subsystem
The missile is controlled via its fin attached at the tail of the missile's body denoted here in the paper as δ M . The fin is modeled as a second-order linear system (described by damping and a natural frequency) with deflection δ (limit) , deflection rateδ (limit) and deflection accelerationδ (limit) limits. The fin deflection is assumed to be measurable.
The Inertial Measurement Unit (IMU), located at the missile's c.g., is modeled as a first order element outputting the angular rate q 0B K and the linear accelerations resulting from the aerodynamic forces (5):
C. Parametric and Estimation Uncertainties
In addition to the outputs obtained from the sensors, the non-measurable states (e.g. aerodynamic angles, Mach number, etc.), the parameters and the aerodynamic data (and their derivative with respect to angleof-attack) necessary for control design purposes are estimated. The uncertainties associated with these estimates are assumed to time-independent throughout the flight envelope and Table 1 provides an overview of the considered uncertainties. 
III. Problem Description
The objective of this study is to force the missile to track a desired aerodynamic normal acceleration command denoted as y r asymptotically. The normal acceleration output is defined as
The control problem consists of generating a pitch control deflection δ M that produces the desired normal acceleration while ensuring complete closed-loop stability. Throughout this study the total velocity V G K is assumed to be maintained constant through application of appropriate reaction jets. The autopilot is turned on when the missile is flying at the steady-state horizontal flight condition at h = 5km, α G K = 0deg and δ M = 0deg. Additionally, the dynamics of the pitch-attitude angle is ignored in the autopilot design as it is related to the pitch rate q 0B K through an exact kinematic relation (see (4) ). Consequently the autopilot design for acceleration command tracking function is accomplished through study of the following reduced dynamical model:α
with output defined in (10) . For convenience in design and analysis the following compact equations for (11) and the output (10) will be used throughout the paper:α
where
and
and a i , b i , d i are short-hand definitions for the aerodynamic coefficients defined in the Table 2. This table  also gives the order these coefficients take over the range of angle-of-attack and Mach number. Table 2 . Short-hand definitions for aerodynamic coefficients used in control design
IV. Autopilot Design
This section details the design procedure of a nonlinear autopilot for the output (14) using the reduced model (12), (13) . From the discussion (see Section I) of the non-minimum phase behaviour of a generic missile it is apparent that the pitching motion plays an integral part in ensuring the desired normal acceleration command is followed. This important role of the angular moment is not accounted in autopilot designs based on exact input-output feedback linearization; hence resulting in undesirable closed-loop missile behaviour. A stable missile autopilot design must ensure that the control deflection being commanded generates commensurable pitch rate through change in aerodynamic pitching moment that will essentially produce the desired normal acceleration. This requirement is posed in this paper in the form of a sequential two-part control problem.
Problem 1: First, given the desired normal acceleration command, determine the sufficient pitch rate required to change the angle-of-attack of the missile appropriately.
Problem 2: Second, using the knowledge of the computed pitch rate, determine the control deflection required to generate the appropriate pitching moment.
Note here that an autopilot designed by solving the above problems can also handle time-varying commands. There is no need for gain scheduling or separate design for different command set-points. These computations can be made in real-time and hence for the same vehicle there is no need for any missiondependent tuning of feedback gains. Some readers may recognize that the two-part problem posed above is standard in flight control literature for aerial vehicles. But it is important to point out that success of the past studies relied upon the presence of the inherent time scale separation between the angular moment and the translational states. The main contribution of this paper is formulation of design criteria that guarantee such an autopilot design can be implemented for vehicles that either do not possess a time scale separation or those whose time scale separation changes widely over the flight operation envelope. In this paper these conditions are developed by identifying criteria that ensure the autopilot design formulated by solving Problem 1 and Problem 2 stabilize the overall missile dynamics. Essential ground work on developing these conditions comes from study of non-standard singularly perturbed systems done by the first author. In this paper the aim is to develop and identify the practical implications of these conditions on the performance and the robustness of a missile autopilot. For more details on the general conditions the reader is referred to 15,17. In the following, subsection A details the design procedure of the autopilot and subsection B develops and analyzes the important design criteria.
A. Control Formulation
In this section control law for the pitch control deflection δ M (α G K , q 0B K ) is developed by sequentially addressing Problem 1 and Problem 2. Toward this end, the discussion for solving each of these problems is detailed:
Solution to Problem 1
The objective here is to determine the sufficient pitch rate required to follow a desired acceleration command. Let us denote this sufficient pitch rate command as q 0 since it is different from the dynamic state q 0B K . Thus, mathematically the objective is to find q 0 (t) such that the output defined in (14) satisfies y(t) → y r (t) as time t → ∞. In this step we assume that the pitch deflection command is such that the dynamic pitch rate q 0B K (t) is identically equal to q 0 (t) (this assumption will be satisfied upon solving Problem 2, and the effect of initial error will be analyzed in subsection B). Under this assumption, the output (14) can be rearranged as
From a mathematical standpoint we find that the sufficient pitch rate q 0 can be determined by straightforward algebraic manipulation of (15) . But this computation is not useful for control as it does not accommodate for desired time-domain specifications. Hence, we take an additional derivative of (15) to geṫ
by noting that the q 0 acts as a equilibrium for the dynamic pitch rate in this step. From Table 2 we know that the nonlinearities c i are time-varying due to changes in angle-of-attack (Mach number is assumed to be constant in our study, see first paragraph under section III, and side slip is maintained at zero). This means thatċ 6 
comparatively smaller than c 6 and c 7 due to small contribution from the aerodynamic coefficient b 2 . Using these approximations (16) 
Analyzing the aerodynamic data from reference 19 we find that . We make use of this fact to further reduce (17) tȯ
Upon expanding out the angle-of-attack dynamics using (12) 
Equation (19) gives the explicit input-output relationship between the output y and the input q 0 . Thus, ignoring the small contribution from b 2 and computing q 0 such that
we find that the closed-loop output dynamics satisfieṡ
The termν acts as a virtual control input in (21). This input can be designed using any linear control technique to assign desired time-domain specifications to the output. In this paper, we formulateν as a dynamic controller of the formν
K i are positive gains, and K p and K I act as proportional and integral gains respectively that can be varied to achieve desired output performance. However, the control designer must be wary of the fact that these gains also influence the nonlinear closed-loop stability of the missile and must be selected by ensuring the criterion derived later in subsection B is also met.
Solution to Problem 2
With the desired pitch rate computed using (20) , the objective here is to develop a control law for the pitch deflection δ M (α G K , q 0B K ) to ensure the dynamic state q 0B K stabilizes about q 0 . This can be achieved by noting that the pitch rate dynamics is related to the control deflection δ M via equation (13) . Using feedback linearization then, the control law
will ensure the closed-loop dynamics of the pitch rate becomeṡ
such that it is uniformly asymptotically stable about the q 0 . The constant K q introduced in (23) above is another positive feedback gain selected by the designer to specify desired time-response properties.
The final step in the control design process is to ensure the control law is specified in terms of quantities that can be either estimated or computed in real-time. For this, rearrange the quantity (20) 
B. Closed-Loop Analysis
The purpose of this section is to develop criterion under which the control law designed in (23) will asymptotically stabilize the dynamics of the missile, and ensure the output follows the desired command. As mentioned earlier in the paper, this condition must be met when selecting the feedback gains. This analysis is carried out using the Lyapunov's direct method and is detailed in the following five steps.
The first step involves developing the closed-loop dynamics. For this let us rearrange (12) and (14) by expanding c 2 and c 8 to getα
using the definitions of c 9 and c 10 used in (20) and b 2 . As we will see later this rearrangement will assist us in studying the effect of ignoring b 2 dependent terms during control design on the closed-loop stability. Next substitute the control law (23) into (26) and (13), and replace the output y in (22) with (27) to get the following closed-loop:
The closed-loop system obtained in (28) is time-varying and has a trim corresponding to different output commands y r . Since our aim here is to assess stability corresponding to all possible trims, let us translate the trim of the closed-loop system to the origin. For this we develop the general equilibrium equations that are always satisfied in the following second step. Let us denote (α * , q * , x * ) as the trim point. Setting the time derivative of the states α G K , q
0B
K and x to zero in (28) we get the following three equilibrium equations:
where equations (29) through (31) are written about α * . Notice that trim point for the dynamic pitch rate q * is exactly equal to q 0 computed about α * , as desired. Further since (31) is satisfied only if the individual components are zero we get
that define three equations in three unknowns.
The third step in the analysis is to repose the closed-loop system (28) such that the origin becomes the unique equilibrium. This is done by using the equilibrium conditions (32) through (34) in (28)
In the fourth step select a Lyapunov function candidate V =
to study the closed-loop system (35). Taking derivative of this Lyapunov function candidate we geṫ
Evaluating (36) along (35)
Note that the difference terms in (37) are a function of the design constants and the aerodynamic coefficients. These terms capture the deviations occurring in the dynamics of the missile due to initial condition errors, and approximations made during control design. This means that the feedback gains must be selected in a way that ensures the derivative of the Lyapunov function candidate is negative definite for a range of parametric uncertainties and reference commands. One way of selecting these gains is by performing Monte Carlo simulations over the range of uncertainties. Instead, in this paper we take the approach of deriving sufficient condition for selecting feedback gains that will ensure stability over a block of uncertainties. This is done in this fifth step by verifying whether the individual difference terms are upper-bounded by some inequality:
By the quadratic nature of the term
K 2 v K p (x − x * ) 2 we know that (1/c 9 )K v K p (x − x * ) 2 = (1/c 9 )K v K p |(x − x * )| 2 .
Similarly
3. Next consider the difference terms appearing due toẋ dynamics. Using the definitions of c 6 , and c 7 from (14) see that where we have used the control law (23) and the assumption that the variation with angle-of-attack is negligible.
7. Finally the difference in the pitch rate trim point q * and the input q 0 is a function of the difference angle-of-attack and its trim point from (25). That is
Using properties 4 and 5 given above,
hold using the definition of c 3 and the fact that
Substituting the above computed inequalities into (37) we geṫ
which can be rearranged tȯ
with matrix K defined as
with µ i defined in Table 3 . Then from Lyapunov's method it is clear that the missile will have stable closedloop dynamics if the matrix K is negative-definite. Furthermore, if the matrix K is negative definite, the states (x, α G K , q 0B K ) will asymptotically approach their trim points defined in (32) through (34), which will in turn mean that the output will asymptotically approach the desired reference command y r .
The above analysis indicates that the feedback gains must be chosen to ensure the matrix K is negative-definite for a range of parametric uncertainties. This is a sufficiency condition and can be met by following the two steps. First, to ensure negative definiteness for a range of uncertainties the designer must use the least upper bound values for the aerodynamic coefficients and the flight conditions in Table 3 . Definition of elements of K Parameter Definition
µ i . This will ensure that gains computed in the next step will guarantee stability for a block of parametric values. At the end of the first step the matrix K will become purely a function of the feedback gains, selection of which requires some iteration. In the second step the designer must make an initial guess for K v , K p and K I . This can be done by noticing that the output response transfer function is
at the end of Problem 1. This means that appropriate selection of K v , K p and K I will help in assigning desired time-domain characteristics to the output. On the other hand feedback gain K q assigns speed of response to the pitch rate dynamics and must be chosen to be of higher order than K v , K p and K I . Using these values as the initial guess into matrix K the designer must iterate a few more times to get desired negative definiteness. These iterations may be required for two reasons: one for ensuring the stability of the nonlinear closed-loop system and the other to ensure the closed-loop has desired properties. This is an important feature about the construction of matrix K. Notice that due to choice of the Lyapunov function, the eigenvalues of matrix K directly correspond to the response of the states of the closed-loop system and can be modified as desired. Finally, before leaving this section let us expand further on the choice of the feedback gain K q . Looking back at the closed-loop (35) notice that if K q is chosen to assign a small time constant to the angular rate dynamics, then after some finite time t * which is greater than initial time the dynamics (35) will reduce to:
Use the definition of the output y from (27), and equilibrium relation (34), to further reduce (42)
Notice (44b) is composed of three terms. The first two terms appear due to arbitrary initial conditions, and from design of virtual inputν (22) these terms will die out in time. The third term captures the effect of ignoring b 2 in the control design, and acts as an external disturbance. Due to the integral action of the virtual inputν qualitatively we may say that the effect of this disturbance on the steady state response of the output will be zero. However, notice this conclusion was based on the assumption that the pitch rate dynamics settles down faster than the other states. This means that essentially the choice of feedback gains must be made such that a time-scale separation is induced in the closed-loop system. Furthermore, (44) also suggests that this induced time scale separation does not depend on whether or not the missile has inherently time scale separated dynamics.
V. Case Study
The purpose of this section is to demonstrate the controller performance in simulation for a generic missile model presented in (4), and illustrate how matrix K can be employed in selection of feedback gains. The operating point V G K = 600m/sec and h = 5km is chosen as initial condition for the simulation. The control command consists of step inputs applied to the acceleration channel with an amplitude of 10g. This step input command is passed through a reference model to create a ramp-like reference trajectory for the autopilot to follow. With the chosen maneuver, the overall acceleration commanded to the missile is close to the maximum trimmable acceleration at the considered envelope point.
A. Feedback gain selection
The feedback gains are selected by carrying out the two steps listed in analysis section above:
1. In order to ensure stability for the range of values given in Table 1 the least-upper bounds (or greatest lower bounds for denominators) for the aerodynamic data terms are determined. These are tabulated in Table 4 for the missile model under study.
2. At the end of the first step, matrix K depends purely on the feedback gains. In this second step these gains need to be varied to ensure the matrix attains negative definiteness properties. This will require iterations and one may begin by noting that K v acts as a multiplying factor in (41) and can be fixed to one initially. Furthermore, if there are no uncertainties in the system then integral action can be temporarily turned off and thus, K I = 0. Then only K p and K q need to be varied to ensure the matrix K is stable. But due to integral action of the state x we find that this matrix is only negative semi-definite for the missile. That isV ≤ 0. Then since the Lyapunov function candidate is lower bounded we have that the error states (x − x * ), (α G K − α * ) and (q 0B K − q * ) are bounded. Using this fact and the Barbalat's lemma 20 one can show thatV → 0 as t → ∞, and hence the errors (
This proves that the errors converge to zero and the output tracks the reference command asymptotically. For the simulation results presented next K y = 8, K I = 2 and K q = 10 were selected. With these values the eigenvalues of the matrix K were computed as λ 1 = −0.22, λ 2 = −0.16 and λ 3 = 0. Figure 2 presents the closed-loop results for the generic missile being commanded to acceleration of 10g. Figure 2 indicates that the autopilot demonstrated asymptotic tracking irrespective of the commanded acceleration. The commanded control deflection is consistent with the dynamics of the vehicle described in Section I. Between 5−10seconds negative pitch-deflection commands are generated to induce a positive change in angle-of-attack and accelerate the missile upward as desired. This negative control deflection command is corrected at 10seconds when the commanded acceleration is brought back to 0g. Similar behaviour is seen between 15 − 20 seconds with positive control deflection command inducing a negative angle-of-attack decelerating the missile to −10g. At 20seconds the pitch-deflection command starts to go back to 0deg and around 22.5 seconds the missile stabilizes about origin.
B. Simulation results
The inherent tendency of the missile to resist change is evident each time the acceleration command is altered. Initially between 0 − 2.5 seconds the transient changes in the normal acceleration are corrected through small control deflections. Furthermore at 5seconds, even though a negative deflection is generated, the missile starts to accelerate in the wrong direction until sufficient change in angle-of-attack is created. Similar behaviour is seen at 10, 15,and 20 seconds respectively. Despite this non-minimum phase behaviour the autopilot maintained asymptotic tracking throughout the simulation.
VI. Conclusions
In this paper synthesis of a nonlinear autopilot was presented for a generic aerodynamically controlled missile. The non-minimum phase characteristics of the missile were addressed by inducing a time scale separation in the closed-loop to ensure the rotational dynamics remain stable at all times. The designed autopilot exhibits almost linear time-invariant closed-loop dynamics as a result of which the designed missile control system successfully fulfilled the demanding maneuver. Based on the results presented in the paper, the following three conclusions are drawn. First, the final output tracking rise-time of the step response is 1.5seconds and the settling time is around 4seconds. This close output tracking was a result of computing the desired pitch rate in real-time. Second, the autopilot is independent of the commanded reference and globally applicable. Third, unlike other exact output tracking approaches for non-minimum phase systems, the autopilot is causal and does not require any prior information or preview of the desired reference. 
