Abstract. Fix a finite semigroup S and let a 1 , . . . , a k , b be tuples in a direct power S n . The subpower membership problem (SMP) for S asks whether b can be generated by a 1 , . . . , a k . For combinatorial Rees matrix semigroups we establish a dichotomy result: if the corresponding matrix is of a certain form, then the SMP is in P; otherwise it is NP-complete. For combinatorial Rees matrix semigroups with adjoined identity, we obtain a trichotomy: the SMP is either in P, NP-complete, or PSPACE-complete. This result yields various semigroups with PSPACE-complete SMP including the 6-element Brandt monoid, the full transformation semigroup on 3 or more letters, and semigroups of all n by n matrices over a field for n ≥ 2.
Introduction
In this paper we continue the investigation of the subpower membership problem (SMP) for semigroups started in [1] and [10] . At the Conference on Order, Algebra, and Logics in Nashville, 2007, Ross Willard proposed the SMP as follows [12] : Fix a finite algebraic structure S with finitely many basic operations. Then the subpower membership problem for S is the following decision problem:
SMP(S )
Input: {a 1 , . . . , a k } ⊆ S n , b ∈ S n Problem: Is b in the subalgebra of S n generated by a 1 , . . . , a k ?
The SMP occurs in connection with the constraint satisfaction problem (CSP) [4] . In the algebraic approach to the CSP, each constraint relation is considered to be a subalgebra of a power (subpower) of a certain finite algebra whose operations are the polymorphisms of the constraint language. Checking whether a given tuple belongs to a constraint relation represented by its generators is precisely the SMP for the polymorphism algebra. The input size of SMP(S) is essentially (k + 1)n. We can always decide the problem using a straightforward closure algorithm in time exponential in n. Thus SMP(S) is in EXPTIME for every algebra S. However, the following questions arise:
• How does the algebra S affect the computational complexity of SMP(S)?
• For which algebras S can SMP(S) be solved in time polynomial in k and n?
• When is the problem complete in NP, PSPACE, or EXPTIME? Can it also be complete in a class other than these? Mayr [6] proved that the SMP for Mal'cev algebras is in NP. He also showed that for certain generalizations of groups and quasigroups the SMP is in P. Kozik [5] constructed a finite algebra with EXPTIME-complete SMP.
For semigroups the SMP is in PSPACE. This was shown in [1] by Bulatov, Mayr, and the author of the present paper. We also proved that the SMP of the full transformation semigroup on five letters is PSPACE-complete. It was the first algebra known to have a PSPACE-complete SMP. In the same paper a dichotomy result for commutative semigroups was established: if a commutative semigroup S embeds into a direct product of a Clifford semigroup and a nilpotent semigroup, then SMP(S) is in P; otherwise it is NP-complete.
Another dichotomy for idempotent semigroups was established in [10] : if an idempotent semigroup S satisfies a certain pair of quasiidentities, then SMP(S) is in P; otherwise it is NP-complete.
The first result of the current work is a condition for a semigroup S under which SMP(S) is NP-hard:
Theorem 1.1. Let r, s, t be elements of a finite semigroup S such that s does not generate a group and rs = st = s. Then SMP(S) is NP-hard.
We will prove this result in Section 2 by reducing the Boolean satisfiability problem SAT to SMP(S).
A semigroup is called combinatorial if every subgroup has one element. Combinatorial Rees matrix semigroups are of the form M 0 ({1}, I, Λ, P ) (see [3, Theorem 3.2.3] ). We give the following alternative notation: For nonempty sets I, Λ and a matrix P ∈ {0, 1} Λ×I we let S P := (I × Λ) ∪ {0} and define a multiplication on S P by It is easy to see that S P is indeed a combinatorial semigroup. We say the matrix P ∈ {0, 1} Λ×I has one block if there exist J ⊆ I, ∆ ⊆ Λ such that for i ∈ I, λ ∈ Λ, P (λ, i) = 1 if and only if (λ, i) ∈ ∆ × J.
For P = ( 1 0 0 1 ) we call B 2 := S P the Brandt semigroup, and for P = ( 1 1 1 0 ) we denote S P by A 2 .
In Section 3 we establish the following two results: 
Semigroups with NP-hard SMP
In this section we will prove Theorem 1.1 by reducing the Boolean satisfiability problem SAT to SMP(S). It follows that the SMP for a semigroup S is already NP-hard if S has a D-class that contains both group and non-group H-classes.
We Proof. First assume s is regular, i.e. sus = s for some u ∈ S. Let e and f be the idempotent powers of su and us respectively. Clearly es = sf = s. Let a 1 · · · a k be a product in s, e, f , and i < j such that a i = a j = s. Let ℓ ∈ {i + 1, . . . , j} be maximal such that a i+1 = . . . 
Proof of Theorem 1.1. Let S satisfy the assumptions. We reduce the Boolean satisfiability problem SAT to SMP(S). SAT is NP-complete [2] , and we give the following definition:
Clauses 
For all j ∈ [k] we may assume that x j or ¬x j occurs in some clause C i . We define an SMP(S) instance
Let e, f ∈ S be idempotents with the properties from Lemma 2.2. Let g be the idempotent power of se. Observe that e and g form a two-element semilattice with g < e.
We claim that For the (⇒) direction let z 1 , . . . , z k ∈ {0, 1} such that Φ(z 1 , . . . , z k ) = 1. We show that
such that x j ∈ C i and z j = 1, or ¬x j ∈ C i and z j = 0. In both cases a zj j (k + i) = g, and thus a
. This proves (2) and the (⇒) direction of (1) .
For the (⇐) direction of (1) 
and show that θ satisfies the formula Φ.
jp we see that either z p = 0 and ¬x jp ∈ C i , or z p = 1 and x jp ∈ C i . This means the formula C i is satisfied under the assignment θ. Since i was arbitrary, Φ is also satisfied. The equivalence (1) and the theorem are proved. 
Corollary 2.3. If a J -class of a finite semigroup S contains both group and nongroup H-classes, then SMP(S) is NP-hard.

Proof. Let s ∈ S such that
Combinatorial Rees matrix semigroups
In this section we will establish a P/NP-complete dichotomy for the SMP for combinatorial Rees matrix semigroups by proving Theorem 1.2. After that we apply this result to combinatorial 0-simple semigroups.
Combinatorial Rees matrix semigroups have the following property:
Proof. Straightforward.
The next two results will allow us to show that the SMP for a combinatorial Rees matrix semigroup is in NP. 
Proof. Let S P be a combinatorial Rees matrix semigroup, and let α : X + → S P be a homomorphism from the free semigroup over X to S P . By item (a) we have
This proves the lemma. 
We show that there is a word g such that item (b) holds and in which each variable x i occurs at most
It is not hard to see that
Apparently g is a concatenation of subwords of f , and f and g start with the same letter. We show that (4) f and g also end with the same letter.
If v m+1 is nonempty, then (4) is clear. If v m+1 is empty, then y ℓ = x i , and g ends with a subword v r for some r ∈ [m]. Since v r and f both end with x i , (4) is proved.
We have
Now Lemma 3.2 implies item (b).
Next observe that |R| ≤ k 2 by the definitions of R and E. This means x i occurs at most k 2 + 1 times in g. Since x i was arbitrary, we can reduce the number of occurrences of each variable in f to at most k 2 + 1. Item (a) is proved.
Lemma 3.4. The SMP for a finite combinatorial Rees matrix semigroup is in NP.
Proof. Let S be such a semigroup, and let
3 there is a word g which induces f and whose length is polynomial in k. Now g witnesses the positive answer.
For the following result note that the all-0 matrix has one block.
Lemma 3.5. Let S P be a finite combinatorial Rees matrix semigroup such that P ∈ {0, 1} Λ×I has one block. Then Algorithm 1 decides SMP(S P ) in polynomial time.
Algorithm 1 Decides SMP(S P ) in polynomial time if P has one block.
return true 3: end if 4: 
We may assume that there is an m ∈ {0, . . . , n} such that
Correctness of Algorithm 1. If Algorithm 1 returns true, then clearly b ∈ A . Conversely assume b ∈ A . We show that true is returned. Let
otherwise we obtain the contradiction g 1 · · · g k (i) = 0 for some i ∈ [m]. Let d have a value assigned by line 4. We claim that
The multiplication rule and (5) imply
Now let i ∈ {m + 1, . . . , n}. Since b(i) = 0, there are three cases: Proof of Theorem 1.2. Assume P ∈ {0, 1} Λ×I . If P has one block, then SMP(S P ) is in P by Lemma 3.5. Assume P does not have one block. Then there are i, j ∈ I and λ, µ ∈ Λ such that P (λ, i) = P (µ, j) = 1 and P (µ, i) = 0. Conversely, every finite combinatorial 0-simple semigroup is isomorphic to one constructed in this way.
Proof. See [3] . Lemma 3.7. Let S P be a finite combinatorial 0-simple semigroup. Then the matrix P has one block if and only if S P has no zero divisors, i.e. for s, t ∈ S P , st = 0 implies that s = 0 or t = 0.
Proof. Assume P ∈ {0, 1} Λ×I . If P has one block, then all entries of P are 1. Thus S P has no zero divisors. If P does not have one block, then P (λ, i) = 0 for some Proof. The result is immediate from Theorem 1.2 and Lemma 3.7.
Semigroups with PSPACE-complete SMP
In [1] an upper bound on the complexity of the SMP for semigroups was established: Proof. Let S be a finite semigroup. We show that (7) SMP(S) is in nondeterministic linear space.
To this end, let
Now we pick the first generator a 1 ∈ A nondeterministically and start with c := a 1 . Pick the next generator a ∈ A nondeterministically, compute c := c · a, and repeat until we obtain c = b. Clearly all computations can be done in space linear in |A|n. This proves (7) . By a result of Savitch [8] this implies that SMP(S) is in deterministic quadratic space.
In [1] it was shown that the SMP for the full transformation semigroup on 5 letters is PSPACE-complete by reducing Q3SAT to SMP(T 5 ). We adapt the proof of this result and show that under the following conditions the SMP for a semigroup is PSPACE-complete. • We define our target tuple f by
• The tuple a will be the first generator of f . It encodes the all-zero assignment for the variables x 1 , . . . , x n , y 1 , . . . , y n . Let
The idea is that a is multiplied only on the right by elements of G. 
• For j ∈ [n] let c 
• Let j ∈ [n]. After each assignment was succesfully evaluated, the tuple e j sets position n + j to st in order to match the target tuple if necessary. We define
e j (3n + m + 1) := ts.
The tuples e 1 , . . . , e n will only occur as final generators of f . Now we state what we already mentioned in the definition of d jk . If C jk is of the form ¬z, then (a) and (b) are proved in a similar way.
Claim 4.3. Let h ∈ G such that
Note that if ρ satisfies C jk , then multiplying h by d jk changes the status of the jth clause from "unsatisfied" to "satisfied". Otherwise the target tuple f cannot be reached by further multiplying hd jk with elements of G.
In the remainder of the proof we show the following. i → {0, 1} such that for every assignment ϕ : {x 1 , . . . , x n } → {0, 1} the assignment
We prove by induction on assignments ϕ in lexicographic order that for each ϕ the following tuple g ϕ belongs to G :
For the base case let ϕ(
To adjust the assignment for the existential variables, for j ≤ i ≤ n set
For each j ∈ [m] the clause C j is satisfied by ρ ϕ ′ . Thus there is a k j ∈ [3] such that ρ ϕ ′ satisfies the literal C jkj . From Claim 4.3 (a) follows that
This completes the induction argument.
Finally let ϕ be such that ϕ(x i ) = 1 for all i ∈ [n], and g ϕ as defined above. Denote the positions i ∈ [n] where g ϕ (n + i) = s by i 1 , . . . , i p . Then we have
Thus f ∈ G . The (⇒) direction of Claim 4.4 is proved.
We give another description of the product that yields f . For each assignment ϕ = 0 for x 1 , . . . , x n let j ϕ := max{j ∈ [n] | ϕ(x j ) = 1}. From our argument above we see that f is of the form
where i 1 , . . . , i p ∈ [n] are distinct, each * belongs to {+, −, 0}, and each † to [3] . The product is taken over all assignments ϕ = 0 to x 1 , . . . , x n in lexicographical order. 
(b) We use induction on i. By (a) we have v 1 = a. Thus v 1 (j) ∈ {s, st}. Now assume v i−1 (j) ∈ {s, st}. Since u i (j) ∈ {1, s, st, t, ts}, either v i (j) ∈ {s, st}, or a factor s 2 or t 2 occurs in v i (j). As s 2 , t 2 < J f (j), the first case applies. (c) is immediate from item (b) and the multiplication table (8) .
The next claim states that the product u 1 · · · u k is of a similar form to the one given in (9) . 
. Suppose some generator among u i2+1 , . . . , u k belongs to B. Let i 3 ∈ {i 2 + 1, . . . , k} be minimal such that u i3 ∈ B. By (a), (b), and Claim 4.5 (c) we have
This together with (a) and (b) implies
. . , u k were not distinct, then we had a factor t 2 in v k (n + ℓ) for some ℓ ∈ [n]. Finally observe that for each ℓ ∈ [n] with v i2 (n + ℓ) = s we have e ℓ ∈ {u i2+1 , . . . , u k }; otherwise v k (n + ℓ) = s which is impossible. We proved (d).
For j = 1 and u i = a, items (a) to (d) are proved in a similar manner.
In the following we define assignments to the variables using the first 2n positions of the tuples
These assignments fulfill the following conditions. For ϕ : {x 1 , . . . , x n } → {0, 1} let
From Claim 4.7 we know that for every assignment ϕ to x 1 , . . . , x n the assignment ϕ ∪ θ iϕ satisfies all the clauses of Φ. It only remains to prove that θ iϕ (y i ) only depends on ϕ(x 1 ), . . . , ϕ(x i ). Proof. Let S be as above. Similar to the proof of Corollary 2.3, there is a t ∈ S such that sts = s. Now s, t, and the identity fulfill the hypothesis of Theorem 1.4. Since a j (i) = 1 for j < ℓ i and j > r i , (13) follows.
The length of the product in (13) is |N | and thus at most 2n. Thus this product is a valid witness for b ∈ A , and the lemma is proved.
Proof of Theorem 1.6. Assume P ∈ {0, 1} Λ×I . (a) If P is the all-1 matrix, then S 1 P is a band (idempotent semigroup) with J -classes {0}, I × Λ, and {1}. We show that S 
Conclusion
In Section 3 we established a P/NP-complete dichotomy for combinatorial Rees matrix semigroups. The next goal is to investigate the complexity for the more general case of Rees matrix semigroups. For Rees matrix semigroups without 0 a polynomial time algorithm for the SMP is known [11] . However, the following questions are open: Problem 6.1. Is the SMP for finite Rees matrix semigroups (with 0) in NP? In particular, is there a P/NP-complete dichotomy?
In Section 4 we saw the first example of a semigroup with NP-complete SMP where adjoining an identity results in a PSPACE-complete SMP. This leads to the following question: Problem 6.2. How hard is the SMP for finite Rees matrix semigroups with adjoined identity?
The answer is not even known for the completely regular case. E.g. the complexity for the following 9-element semigroup is open: Problem 6.3. Let 1, c be the elements of the cyclic group Z 2 such that c 2 = 1, and define a Rees matrix semigroup S := M(Z 2 , [2] , [2] , ( 1 1  1 c ) ). How hard is SMP(S 1 )?
