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A scheme is presented to perform an entangling gate between two atomic ensembles or Bose-
Einstein condensates in a optical cavity with a common optical mode. The method involves using
a generalized Stimulated Raman Adiabatic Passage (STIRAP) to adiabatically evolve the ground
state. We show that dark states exist for any atom number within the cavities, and find that
the operation produces an unusual type of evolution where the minimum of the number of atoms
between two level transitions to another state. This produces an unconventional type of entangling
Hamiltonian which creates a phase depending on the minimum operation. We analyze its reliability
under a variety of conditions ranging from the ideal decoherence-free case to that including photon
loss and spontaneous emission. Ways of combating decoherence are analyzed and the amount of
entanglement that is generated is calculated.
PACS numbers: 03.67.Lx,67.85.Hj,03.75.Gg
I. INTRODUCTION
Entanglement is one of the defining features of quan-
tum mechanics and is known to be an essential ingredi-
ent in performing tasks beyond classical physics, such as
quantum algorithms, quantum metrology, and quantum
communication [1]. In the context of quantum metrol-
ogy, multipartite entanglement is used to beat the stan-
dard quantum limit where the limits of precision scale
as ∼ 1/√N , toward the Heisenberg limit which scales
as ∼ 1/N , where N is the number of particles in the
system [2]. The Heisenberg limit can be approached us-
ing entangled states such as NOON states and squeezed
states which reduce the noise fluctuations in the signal.
In this context the entanglement properties in an ensem-
ble of qubits has been studied for some time now with
many experimental realizations of entangled multipartite
states. For a single ensemble or Bose-Einstein condensate
(BEC), entangled states have also been realized where
squeezed states and non-Gaussian states have been ex-
perimentally realized [3–7].
Multi-ensemble entanglement has been relatively less
studied. Experimentally, entanglement between two en-
sembles has been pioneered by Polzik and co-workers in
the form of a two-mode squeezed state [8, 9]. This was
used to realize quantum teleportation between two en-
sembles [10, 11]. Recently, entanglement between two
∗Electronic address: tim.byrnes@nyu.edu
spatial regions of Bose-Einstein condensates was mea-
sured in a single Bose-Einstein condensate [12–14]. To
date however, there is no experimental demonstration of
entanglement between two independent BECs. Theoret-
ically, there have been many proposals for entanglement
generation between ensembles, such as optical cavity me-
diated methods [15, 16], directly interacting the atoms
using state-dependent forces [17], and Rydberg excita-
tions [18]. Many of these proposals generate a Sz1S
z
2 type
interaction, where Sz1,2 is the z-component of the total
spin for two BECs. This is known to produce initially a
correlation between the Sz1 and S
y
2 observables between
the ensembles, and produce a “Devil’s crevasse” entangle-
ment structure [17, 19]. Such multi-ensemble entangle-
ment could be used for the purposes of quantum metrol-
ogy [20] and quantum information processing [21, 22].
In this paper, we introduce a method of entangling
two BECs or ensembles, which gives rise to an uncon-
ventional effective interaction. This is performed using
a geometric phase technique, where a stimulated Raman
adiabatic passage (STIRAP) is applied onto two ensem-
bles mediated by photons. The geometric or Berry phase
[23] is acquired in addition to the dynamic phase in an
adiabatic system that undergoes a closed path and has
been extensively studied for general purposes and adia-
batic quantum computation [24]. The STIRAP method
consists of an adiabatic and robust transfer of particles
between ground states without populating the excited
states [25, 26]. This is advantageous in terms of spon-
taneous emission as this is one of the serious decoher-
ence channels for Bose-Einstein condensates in particu-
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FIG. 1: (a) Energy levels and states involved in adiabatic gate
for entangling two spinor Bose-Einstein condensates (BECs).
The BECs are placed in an optical cavity, in the strong cou-
pling regime allowing for coherent transfer between the cavi-
ties. The cavity couplings are G1, G2 between a cavity pho-
ton and optical transition between the ground states bi ↔ ei.
The classical laser field amplitudes Ωi between levels ai ↔ ei
are marked. (b)(c) Typical STIRAP pulse sequence for the
two ensemble entanglement. (b) Amplitudes for the pulses
on the two ensembles Ω1 and Ω2. The pulse duration τ , dis-
placement parameter δt and the time between the two STI-
RAP sequences ∆T are as marked. (c) The STIRAP pulse
sequence in terms of the parametrization G1,2 = G0 cos θ,
Ω1 = Ω0 sin θ sinφ, and Ω2 = e
−iξΩ0 sin θ cosφ. We take
Ω0/G0 = 0.1 here.
lar, which is enhanced by a factor of N due to superra-
diance.
This paper is organized as follows: In section II we de-
scribe the general procedure to generate entanglement in
our scheme. As the type of entanglement that is gener-
ated has not been analyzed before in the literature, we
describe the nature of the entanglement. In section III we
show the features of the phase gate without decoherence,
using a STIRAP and geometric gate scheme. In section
IV we test the robustness of the scheme by direct numer-
ical simulation. Finally, in section VI we summarize our
findings.
II. OPTICAL CAVITY ENTANGLEMENT
USING STIRAP
A. Experimental configuration
In this section we describe the our scheme for gen-
erating entanglement between two ensembles. We con-
sider that the ensembles are placed in a optical cavity
and coupled with optic fibers in a similar configuration
to that discussed in Ref. [15]. Each of the atoms are
assumed to possess several ground states that can be
used to store quantum information, labeled by ai, bi, ci,
where the labels on the ensemble are i = 1, 2. The
pairs (a1, c1) and (b2, c2) are the states that are used
as the “logical” states, and have relatively long storage
and decoherence times. The remaining levels b1, a2, ei
are used for the purposes of the entangling operation,
and do not necessarily have to have good storage or de-
coherence properties as they are only populated for short
durations of time. For example, for 87Rb the logical
states may be the magnetically trapped hyperfine states
a1 = |F = 1,mF = −1〉 and c1 = |F = 2,mF = 1〉 [34-
36] and the second ground state are b1 = |F = 2,mF = 2〉
for the first ensemble. For the second ensemble, we may
use a2 = |F = 1,mF = −1〉, b2 = |F = 2,mF = 1〉, and
c2 = |F = 2,mF = 0〉. An excited state ei is available
on each ensemble which allows for a Raman transition
between levels ai and bi. The cavity is coupled to the
transition bi ↔ ei, and produces or absorbs a common
cavity photon mode p. Strong coupling of optical photons
to ensembles and BECs have been realized in a variety of
configurations, varying from cavities in magneto optical
traps (MOTs) to atom chip systems [27–31]. The tran-
sition ai ↔ ei is controllable via a polarized laser, and
is assumed to be controllable in terms of the pulses that
can be generated.
The basic idea of our scheme is then to perform a STI-
RAP sequence with the Raman transition between levels
ai and bi, in the presence of the coupled cavity system.
While the configuration has similarities to previous works
such as Ref. [15], we will see that this produces an un-
conventional type of effective interaction Hamiltonian be-
tween the two ensembles with rather different properties.
The Hamiltonian of the above scheme is
H =Hlas +Hcav +H∆ (1)
Hlas =~
∑
i=1,2
Ωi(t)(a
†
iei + e
†
iai) (2)
Hcav =~
∑
i=1,2
Gi(b
†
ieip
† + pe†i bi) (3)
H∆ =~∆e(e†1e1 + e
†
2e2) (4)
where p is a common photonic mode that is shared be-
tween the ensembles. A common photonic mode can be
approximated if the coupling between the cavity photons
and the photon mode in the fiber is sufficiently strong as
shown in Ref. [15]. Alternatively, the two ensembles may
be placed within the same cavity. In this case, the BECs
should be positioned in spatial points where the cavity
field is comparable. The parameter Ω1,2 is the amplitude
of the laser fields inducing a transition between ai ↔ ei,
G1,2 is the atom cavity mode coupling, and ∆e is the
detuning between the excited and the ground states for
both the cavity and the laser pulses.
A typical pulse sequence for the laser fields is shown in
Fig. 1(b). We assume a functional form of the pulses to
3take a form
Ω1(t) = A(t− δt) +A(t−∆T + δt)
Ω2(t) = e
−iωt (A(t) +A(t−∆T )) (5)
where a single pulse of length τ and amplitude Ω0 takes
a form
A(t) ≡
{
Ω0 sin
2(pitτ ) 0 ≤ t ≤ τ
0 otherwise
(6)
and ω is the frequency variation of the Ω2 pulse. As
is typical of STIRAP sequences, a “counter-intuitive”
sequence is used, where first the laser with zero popu-
lation is switched on. The second laser pulse is then
turned on corresponding to where the atoms are pop-
ulated. We point out that unlike a standard STIRAP
pulse, the lasers are applied on different ensembles. Due
to the presence of the cavity, the excitations (defined as
either an atom in ei or a photon) couple to quantum
states that link these two states.
B. Dark states: qubit case
We now show that dark states are present in the Hamil-
tonian as given in (1), which will justify the STIRAP en-
tangling procedure. We first derive explicit expressions
for the dark states for qubits N1 = N2 = 1, which will
help to introduce the more general ensemble case in the
next section. The scheme in this case reduces to that in-
troduced in Ref. [32]. We assume that initially the state
is prepared on the long-lived logical states c1, a1, c2, b2.
For concreteness, let us say the initial state is
|ψ(t = 0)〉 = 1
2
(|c1〉+ |a1〉) (|c2〉+ |b2〉)
=
1
2
(|c1c2〉+ |c1b2〉+ |a1c2〉+ |a1b2〉) (7)
which is an unentangled state. The aim of the proce-
dure will be to generate entanglement between the qubits.
Each of the terms in (7) follow a different time evolution
under the Hamiltonian (1). We now discuss the effect on
each of the terms.
For the term |c1c2〉, the Hamiltonian performs no op-
eration on this state as it is completely decoupled from
both the laser transitions and the cavity coupling. Like-
wise, the state |c1b2〉 undergoes no evolution as in order
to excite the state b2 to e2 a cavity photon is required,
and none are present. Writing the projection operators
Pc1c2 = |c1c2〉〈c1c2| and Pc1b2 = |c1b2〉〈c1b2|, the projec-
tion of the Hamiltonian are
Hc1c2 = Pc1c2HPc1c2 = 0 (8)
Hc1b2 = Pc1b2HPc1b2 = 0 (9)
and hence there is no time evolution of this particular
state.
For the term |a1c2〉, the laser on atom 1 can create an
excitation to state e1, which can in turn transition to b1
with the emission of a cavity photon. On atom 2, there is
no effect as the state of the atom is in the decoupled state
c2. Thus we may write the Hamiltonian in the space of
the states {|a10〉, |e10〉, |b11〉} as
Ha1c2 = Pa1c2HPa1c2 = ~
 0 Ω1 0Ω1 ∆e G1
0 G1 0
 , (10)
where second index labels the photon Fock states
|l〉 = 1√
l!
(
p†
)l |0〉 (11)
and Pa1c2 is defined as
Pa1c2 = |a10〉〈a10|+ |e10〉〈e10|+ |b11〉〈b11|. (12)
This Hamiltonian has an eigenstate with zero energy, i.e.
a dark state, of the form
|D1〉 = 1√N1
(G1|a10〉 − Ω1|b11〉) . (13)
where N1 is a suitable normalization constant. Such a
state which does not involve any excited states can be
used in a STIRAP procedure. Initially when the laser is
off, Ω1 = 0 and the ground state is simply |a10〉. When
the laser is turned on, the state adiabatically follows (13),
until the laser is turned off again, where it returns to
|a10〉.
For the term |a1b2〉, the Hamiltonian in this case may
be written as
Ha1b2 = Pa1b2HPa1b2 = ~

0 Ω1 0 0 0
Ω1 ∆e G1 0 0
0 G1 0 G2 0
0 0 G2 ∆e Ω2
0 0 0 Ω2 0
 ,
(14)
where Pa1b2 is defined as
Pa1b2 = |a1b20〉〈a1b20|+ |e1b20〉〈e1b20|+ |b1b21〉〈b1b21|
+ |b1e20〉〈b1e20|+ |b1a20〉〈b1a20|. (15)
This has a dark state
|D2〉 = 1√N2
(G1Ω2|a1b20〉 − Ω1Ω2|b1b21〉+G2Ω1|b1a20〉)
(16)
where N2 is a suitable normalization constant. At the
beginning of the STIRAP evolution, only Ω2 is turned on
and hence the dark state is |D2〉 = |a1b20〉. The STIRAP
procedure then adiabatically evolves this state such that
finally Ω1 is turned on, and Ω2 = 0, which corresponds
to |D2〉 = |b1a20〉. Thus in this case there is a transition
which swaps the ground states ai → bi and bi → ai.
4Now that we have derived the effect of the first STI-
RAP pair, let us consider the effect of the second STI-
RAP pair. Clearly as this is the same operation but time-
reversed, this will simply evolve the states back to their
original configuration. We may thus summarize the effect
of the STIRAP sequence (dropping the photon number l
which are zero everywhere)
STIRAP 1 STIRAP 2
|c1c2〉 −→ |c1c2〉 −→ |c1c2〉
|c1b2〉 −→ |c1b2〉 −→ |c1b2〉
|a1c2〉 −→ |a1c2〉 −→ eiγ1 |a1c2〉
|a1b2〉 −→ |b1a2〉 −→ eiγ2 |a1b2〉, (17)
where we have added phases γ1,2 to the evolutions of the
|a1c2〉, |a1b2〉 states as there is a Berry phase due to the
adiabatic evolution. These will be derived in Sec. II D.
C. Dark states: ensemble case
We now show an explicit form of the dark states for
the ensemble case. We assume firstly that the number
of atoms in each ensemble is fixed, and no particle loss
occurs throughout the process. This implies that
Ni = c
†
i ci + a
†
iai + b
†
i bi + e
†
iei (18)
where Ni for i = 1, 2 are constants. Observing from Fig.
1(a) that the levels ci are completely decoupled from the
transitions. Hence throughout the STIRAP operation
the numbers on the ci and remaining levels is conserved
as follows:
ni = a
†
iai + b
†
i bi + e
†
iei
Ni − ni = c†i ci. (19)
We may thus consider each sub-particle number space ni
separately. This is the same procedure as the previous
section where we considered the four terms in (7) sepa-
rately.
Let us now establish some notation for the basis states
to describe the quantum state of the system. Define the
Fock states of the system as
|k1,m1, k2,m2, l〉n1n2 =
(a†1)
n1−k1−m1(b†1)
k1(a†2)
k2(b†2)
n2−k2−m2√
(n1 − k1 −m1)!k1!k2!(n2 − k2 −m2)!
× (e
†
1)
m1(e†2)
m2(p†)l(c†1)
N1−n1(c†2)
N2−n2√
m1!m2!l!(N1 − n1)!(N2 − n2)!
|0〉, (20)
where the number of particles in each state are labeled
according to Fig. 2. We label the ni variables as sub-
scripts as they are effectively conserved numbers through-
out the STIRAP evolution and hence the dynamics only
involve the change of the remaining labels. The initial
state of the system before the STIRAP sequence is de-
scribed as some superposition of states where only the
states a1, c1, b2, c2 are occupied, with zero photons in the
cavity, implying ki = mi = l = 0. It then follows that
the initial state wavefunction is written
|ψ(0)〉 =
N1∑
n1=0
N2∑
n2=0
ψn1n2 |0, 0, 0, 0, 0〉n1n2 . (21)
From such an initial state, during the STIRAP operation
the photon number l becomes determined entirely by the
ki parameters. In the first ensemble, one cavity photon
is emitted for each atom that is present in level b1, from
Hcav in (1). Similarly, every atom that leaves level b2
reduces the cavity photon by one. This means that given
a starting state with zero cavity photons, the number is
fixed to
l = k1 − k2 −m2. (22)
We may now construct the dark state in terms of these
basis states. A dark state by definition only involves the
ground states of the atoms, which are the levels ai, bi, ci.
Let us again find the dark state for a particular sub-
particle number sector n1, n2 (i.e. each term in (21)).
Assuming that initially there are no photons, the dark
state should involve the states
|D〉n1n2 =
n1∑
k1=0
k1∑
k2=0
D
(n1n2)
k1k2
|k1, 0, k2, 0, k1 − k2〉n1n2
(23)
where D
(n1n2)
k1k2
are coefficients to be determined. Here we
note that we require k1 ≥ k2 as the photon number can-
not be negative. As a dark state should be an eigenstate
of a Hamiltonian with zero eigenvalue, applying (1) to the
above should result in all terms canceling exactly. This
allows us to obtain the wavefunction analytically. Let us
first apply the Hamiltonian to a Fock state involved in
the dark state (23):
H|k1, 0, k2, 0, k1 − k2〉n1n2 =
G1
√
(k1 − k2)k1|k1 − 1, 1, k2, 0, k1 − k2 − 1〉n1n2
+G2
√
(k1 − k2)(n2 − k2)|k1, 0, k2, 1, k1 − k2 − 1〉n1n2
+Ω1
√
n1 − k1|k1, 1, k2, 0, k1 − k2〉n1n2
+Ω2
√
k2|k1, 0, k2 − 1, 1, k1 − k2〉n1n2 . (24)
Using this we may find the effect of applying H to (23)
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FIG. 2: Effect of STIRAP pulses for Fock states. The labeling convention for Fock states as given in (20) is given. Labels in
brackets refer to the associated bosonic operators, while remaining labels give the number occupying each state in the Fock
basis. (a) The effect of the STIRAP pulses for n1 > n2. This shows the particular case of N1 = 4, N2 = 5, n1 = 3, n2 = 2.
The initial state has k1 = k2 = 0 which transitions to k1 = k2 = min(n1, n2) = 2. (b) The effect of the STIRAP pulses for
n1 < n2. This shows the particular case of N1 = 3, N2 = 5, n1 = 1, n2 = 3. The initial state has k1 = k2 = 0 which transitions
to k1 = k2 = min(n1, n2) = 1. In both cases the excited states m1,2 are unoccupied during the STIRAP sequence. The cavity
photon number l increases during the procedure but is zero at the beginning and the end.
directly, which gives
H|D〉n1n2 =
n1∑
k1=0
k1∑
k2=0
[(
D
(n1n2)
k1+1k2
G1
√
(k1 − k2 + 1)(k1 + 1)
+D
(n1n2)
k1k2
Ω1
√
n1 − k1
)|k1, 1, k2, 0, k1 − k2〉n1n2
+
(
D
(n1n2)
k1k2−1G2
√
(k1 − k2 + 1)(n2 − k2 + 1)
+D
(n1n2)
k1k2
Ω2
√
k2
)|k1, 0, k2 − 1, 1, k1 − k2〉n1n2],
(25)
where we have shifted the indices by one for the terms
proportional to Gi. Setting the coefficients for the states
to zero gives us the conditions required for a dark state:
D
(n1n2)
k1+1k2
D
(n1n2)
k1k2
= − Ω1
√
n1 − k1
G1
√
(k1 − k2 + 1)(k1 + 1)
D
(n1n2)
k1k2+1
D
(n1n2)
k1k2
= −G2
√
(k1 − k2)(n2 − k2)
Ω2
√
k2 + 1
. (26)
Using these relations it is possible to find a closed expres-
sion for the coefficients of the dark states, which is given
by
D
(n1n2)
k1k2
=
(−1)k1+k2√N
(
Ω1
G1
)k1 (G2
Ω2
)k2√ (n1
k1
)(
n2
k2
)
(k1 − k2)! ,
(27)
where N is a suitable normalization constant and only
terms with k1 ≥ k2 and 0 ≤ ki ≤ ni are defined.
Let us now examine the limiting behavior of this dark
state. Initially Ω2 is turned on, and Ω1 = 0. Due to
the Ωk11 term, the only non-zero terms are those with
k1 = 0. Furthermore, since we require k1 ≥ k2, this also
sets k2 = 0. Thus the dark state initially for Ω1/Ω2 → 0
is
|D〉n1n2 = |0, 0, 0, 0, 0〉n1n2 Ω1/Ω2 → 0. (28)
Next consider the reverse limit where Ω2  Ω1. Further-
more, let us work in a regime such that Ω1,Ω2  G1, G2.
First let us examine the case when n1 > n2. In this
case the largest coefficient in (27) is obtained by mak-
ing the
(
G2
Ω2
)k2
term large, which is achieved by making
the k2 coefficient as large as possible which corresponds
to k2 = n2. Since k1 ≥ k2, the valid range of k1 is
n2 ≤ k1 ≤ n1. Due to the
(
Ω1
G1
)k1
term, the largest
coefficient favors small k1, hence in this limit the state
approaches k1 = k2 = n2. For n2 > n1, due to the(
G2
Ω2
)k2
term again the largest coefficient is obtained by
making k2 large. However, since k1 ≥ k2 and k1 can only
be n1 at most, the largest term is k2 = n1. To maximize
the
(
Ω1
G1
)k1
term, again small k1 is needed, so in this
case the state approaches k1 = k2 = n1. In summary, af-
ter the the STIRAP evolution the minimum of the total
6sub-particle number evolves to levels b1 and a2 (see Fig.
2):
|D〉n1n2 =
|min(n1, n2), 0,min(n1, n2), 0, 0〉n1n2 Ω2/Ω1 → 0.
(29)
Here we have not kept track of the phases which evolve
on each state. This will be examined in the next section.
D. Berry phases due to STIRAP evolution
We have shown in the previous sections that the action
of the STIRAP is to move the minimum of the number
of atoms that populates levels a1 and b2 to levels b1 and
a2 respectively. This can be the basis of an entangling
gate based on geometric phases that are produced by the
adiabatic process. In this section we derive the phases
that are produced by this process, and derive an effective
entangling Hamiltonian.
Let us first examine the case of qubits, to understand
the basic mechanism of the phases that are produced.
Consider again the four terms in (7) which evolve sep-
arately throughout the STIRAP pulse. For the states
|c1c2〉 and |c1b2〉, the Hamiltonian (1) has no effect on the
states hence there is no phase that is picked up during
the evolution. For the state |a1c2〉, we have established
that the dark state is
|D1〉 = cos θ|a10〉+ sin θ|b11〉 (30)
where we have parameterized G1 = cos θ and Ω1 = sin θ
and assumed that there is no phase difference between
them. In this case the Berry phase is
γ1 = i
∫ θf
θi
dθ〈D1| ∂
∂θ
|D1〉 = 0 (31)
since the integrand is zero.
Turning now to the remaining term |a1b2〉, we may
write the dark state in this case as
|D2〉 = 2√
sin2 2θ + sin4 θ sin2 2φ
[
cos θ sin θ cosφ|a1b2〉
− sin2 θ sinφ cosφ|b1b2〉+ eiξ cos θ sin θ sinφ|b1a2〉
]
(32)
where we have parameterized
G1,2 = G0 cos θ
Ω1 = Ω0 sin θ sinφ
Ω2 = e
−iξΩ0 sin θ cosφ. (33)
We work in the regime where G0  Ω0, hence with
these parameters during the STIRAP pulse θ  1. Dur-
ing the first STIRAP pulse initially Ω2/Ω1 = 0, which
then changes to Ω1/Ω2 = 0, and finally reverts back to
Ω2/Ω1 = 0, hence φ changes from 0→ pi/2→ 0 (see Fig.
2(d)). The Berry phase for this state is
γ2 =i
∫ θf
θi
dθ〈D2| ∂
∂θ
|D2〉+ i
∫ φf
φi
dφ〈D2| ∂
∂φ
|D2〉
+ i
∫ ξf
ξi
dξ〈D2| ∂
∂ξ
|D2〉 (34)
Evaluating the integrand for the first two terms in (34)
give zero and the third term gives
γ2 = −
∫ ξf
ξi
dξ
sin2 φ sin2 2θ
sin2 2θ + sin4 θ sin2 2φ
. (35)
As θ, φ, ξ are all time dependent, they are all implicitly
dependent on each other. From (5) the phase on Ω2 takes
a form
ξ = ωt (36)
We obtain
γ2 ≈ −ω
∫ tf
ti
dt sin2 φ(t) (37)
where we have used the fact that θ  1. Let us further
assume that the time between the pulses in (5) are much
longer than that of the pulse durations ∆T  τ . In this
case, the dominant part of the integral in (37) is during
the two STIRAP pulses and we may approximate
γ2 ≈ −ω(∆T + τ) (38)
where we have taken the time duration between the STI-
RAP to be the point where φ(t) = pi/4. Eq. (38) has
the simple interpretation that the state picks up a phase
γ2 according to how long level a2 is occupied. This gives
rise to an entangling gate for the qubit case as shown in
(17) as the only phase that is picked up is on the state
a1b2.
For the general ensemble case, we obtain similar re-
sults. Using the same parameterization as (33), substi-
tuting into (27) gives
D
(n1n2)
k1k2
=
(−1)k1+k2√N
√ (
n1
k1
)(
n2
k2
)
(k1 − k2)!
× eiξk2 tank1−k2 θ sink1 φ cos−k2 φ. (39)
In the regime of G0  Ω0, we have θ  1 and we can
say that the largest terms come from k1 = k2
|D〉 ≈ 1√N
min(n1,n2)∑
k=0
eiξk tank φ
√(
n1
k1
)(
n2
k2
)
(40)
where the upper limit on the sum comes from similar
arguments as that at the end of Sec. II C. Evaluating the
7Berry phase (34) using this expression for the dark state
we obtain
γ(n1, n2) = − ωN
∫ tf
ti
dt
min(n1,n2)∑
k=0
k tan2k φ
(
n1
k1
)(
n2
k2
)
(41)
where the normalization in this case is N =∑min(n1,n2)
k=0 tan
2k φ
(
n1
k1
)(
n2
k2
)
. Interpreting the
tan2k φ
(
n1
k1
)(
n2
k2
)
/N as a probability distribution, we
see that this is strongly peaked at k = 0 for φ = 0 and
the maximal value k = min(n1, n2) when φ = pi/2. This
therefore gives the same basic effect as for the qubit
case, where the Berry phase is picked up between the
two STIRAP pulses. We may therefore approximate
γ(n1, n2) = −ωmin(n1, n2)(∆T + τ). (42)
We thus see that a phase is picked up on states depending
upon the minimum of sub-particle sector in which the
state is. For the special case of qubits, n1, n2 = 0, 1
hence we see that the only case that a phase is picked
up is when n1 = n2 = 1. This corresponds to the state
|a1b2〉, and agrees with (31) and (38). We summarize the
general phase transformation of the two STIRAP pulses
according to
|0, 0, 0, 0, 0〉n1,n2 → |min(n1, n2), 0,min(n1, n2), 0, 0〉n1,n2
→ eiγ(n1,n2)|0, 0, 0, 0, 0〉n1,n2 (43)
Taking the whole operation together, one may write an
effective Hamiltonian for the process
Heff/~ = ωmin(n1, n2) (44)
which is evolved for a time ∆T + τ .
III. ENTANGLEMENT PROPERTIES OF THE
MINIUMUM GATE
We now discuss some of the basic properties of the
entangled state that is produced by the effective Hamil-
tonian derived in the previous section. The Hamilto-
nian (44) produced by the adiabatic procedure produces
a phase depending on the minimum of the number of
bosons occupying levels a1 and b2. Let us consider ini-
tially preparing the state in a Sx eigenstate with respect
to the logical states
|ψ(t = 0)〉 = | 1√
2
,
1√
2
〉〉1| 1√
2
,
1√
2
〉〉2 (45)
where the spin coherent states are defined as
|α, β〉〉1 = 1√
N1!
(
αa†1 + βc
†
1
)N1 |0〉 (46)
=
1√
N1!
N1∑
n1=0
√(
N1
n1
)
αn1βN1−n1 |n1〉 (47)
for the first ensemble and
|α, β〉〉2 = 1√
N2!
(
αb†2 + βc
†
2
)N2 |0〉 (48)
=
1√
N2!
N2∑
n2=0
√(
N2
n2
)
αn2βN2−n2 |n2〉 (49)
for the second ensemble. Here we defined the Fock states
|n1〉 = 1√
n1!(N1 − n1)!
(a†1)
n1(c†1)
N1−n1 |0〉
|n2〉 = 1√
n2!(N2 − n2)!
(b†1)
n2(c†2)
N2−n2 |0〉. (50)
According to the discussion of the previous section,
after the two STIRAP pulses, the state evolves to
|ψ(t)〉 = 1√
2N1+N2
( N2∑
n2=0
N1∑
n1=n2
√(
N1
n1
)(
N2
n2
)
ein2t|n1n2〉
(51)
+
N1∑
n1=0
N2∑
n2=n1+1
√(
N1
n1
)(
N2
n1
)
ein1t|n1n2〉
)
,
(52)
where the phase depending on min(n1, n2) was used.
First let us verify that an entangled state is produced
by the gate. For a pure bipartite ensemble system as we
consider here, the von Neumann entropy
E = −ρ1 log2 ρ1 = −
∑
j
λj log2 λj (53)
quantifies the entanglement, where ρ1 is the density ma-
trix with a partial trace taken over ensemble 2
ρ1 = Tr2|ψ(t)〉〈ψ(t)| =
N2∑
n2=0
〈n2| (|ψ(t)〉〈ψ(t)|) |n2〉 (54)
and λj are the eigenvalues of ρ1. In Fig. 3(a) we show
the entanglement generated by the minimum gate. We
see that entanglement is generated between the ensem-
bles, with the maximum value occurring at t = pi, with
a periodicity of t = 2pi. The amount of entanglement
increases with particle number, which is expected as the
dimensionality of the systems increase with particle num-
ber, allowing for a larger capacity of entanglement. For
qubits N1 = N2 = 1, a Bell state is produced at t = pi,
which is a maximally entangled state. For larger ensem-
bles, the gate does not produce a maximally entangled
state (Fig. 3(b)). One example of a maximally entangled
state is
|ψmax〉 = 1√
N + 1
N∑
n=0
|nn〉 (55)
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FIG. 3: Entanglement produced by the minimum gate as a
function of entangling time. Subfigures show (a) the total
amount of entanglement and (b) the normalized entanglement
relative to the maximally entangled state Emax = log2(N+1).
We assume particle numbers as marked and N1 = N2 = N .
which has an entanglement equal to
Emax = log2(N + 1) (56)
where we have assumed that N1 = N2 = N . Other max-
imally entangled states can be produced by local opera-
tions on (55). The minimum gate cannot produce such
maximally entangled states, but still produce significant
amounts of entanglement between the ensembles. The
type of entanglement is a non-local variety, as opposed
to entanglement between particles within the same en-
semble, as has been observed to date in BECs [7, 20].
However, unlike Sz1S
z
2 interactions which produce a com-
plex “devil’s crevasse” structure in the entanglement [19],
this interaction produces a smooth increase and decrease
in the entanglement.
We may also analyze the type of state that is produced
via the Q-functions, which plots a quasi-probability dis-
tribution according to the overlap with spin coherent
states. Due to the two ensembles involved, in general
the Q-function involves four real variables (θ1, φ2, θ2, φ2)
corresponding to the parametrization
α1 = cos
θ1
2
β1 = sin
θ1
2 e
iφ1
α2 = cos
θ2
2
β2 = sin
θ2
2 e
iφ2 (57)
and overlaps are taken with the spin coherent states (46).
For the sake of visualization, we therefore plot the states
where the projection is taken on various Sz2 eigenstates:
Pn2 = |n2〉〈n2|. (58)
We thus define the conditional Q-function as
Qn2(θ1, φ1) = 〈〈α1, β1|Pn2 |ψ(t)〉〈ψ(t)|Pn2 |α1, β1〉〉,
(59)
where the parameterization (57) is implicit. We may also
define the marginal Q-function where the partial trace is
taken over one of the ensembles
Q1(θ1, φ1) = 〈〈α1, β1|ρ1|α1, β1〉〉. (60)
(a) (b)
(c) (d)
(arb. unit).
FIG. 4: Conditional Q-functions as defined in (59). The min-
imum gate is evolved for parameters (a) t = pi/2, n2 = 0;
(b) t = pi/2, n2 = N ; (c) t = pi/2, n2 = N/2; (d) t = pi,
n2 = N/2. Particle numbers N1 = N2 = 20 are used for all
plots.
Figure 4 shows the conditional Q-function for various
choices of n2, the projection parameter. We can interpret
each of the graphs as being the particular type of state
that a given |n2〉 state is entangled with. For a choice
n2 = 0, the state on ensemble 1 is unchanged from the
initial state. It is a Sx1 eigenstate centered around θ1 =
pi/2, φ1 = 0. On the other hand, for n2 = N2, the state
is rotated around the equator of the Bloch sphere by an
angle equal to t, the interaction time. At intermediate
n2, there is a combination of the two effects, where the
Gaussian is “sliced” into two parts, determined by the
n2 chosen. The upper half of the Gaussian rotates by an
angle t, whereas the lower half is left unrotated.
The marginal Q-functions give distributions which
give a probabilistic sum of the conditional Q-functions,
weighted by the probabilities (Fig. 5). The typical Q-
distribution appears located in two locations. The upper
half of the Gaussian rotates on average an angle t, while
the lower half remains on average in the same position.
The distributions have a non-Gaussian form for entan-
gling times that rotate the distributions to a significant
extent, which occur for times t & 1/
√
N . We may thus
say that the minimum gate produces entangled states
with highly non-Gaussian characteristics.
IV. NUMERICAL EVOLUTION OF STIRAP
GATES
In order to demonstrate the theory of the previous
sections, we numerically time evolve the Hamiltonians
for small system sizes. In a real experimental situation
decoherence will be inevitably present. In our scheme
the most important decoherence channels to consider are
spontaneous emission of the atoms from the excited state
ei to the ground states, and photon loss. However, taking
this into account greatly increases the numerical over-
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FIG. 5: Marginal Q-functions as defined in (60). The mini-
mum gate is evolved for parameters (a) t = 0; (b) t = 1/
√
N ;
(c) t = pi/2; (d) t = 3pi/4; (e) t = pi; (f) t = 3pi/2. Particle
numbers N1 = N2 = 20 are used for all plots.
head of the simulation, as it becomes necessary to simu-
late the evolution of a density matrix, instead of a wave-
function. For this reason we simulate both the case with
and without decoherence, first to analyze the adiabadic-
ity of the STIRAP gates, then to see the robustness of
the gates under decoherence.
For the case not involving decoherence, we may simply
evolve the Schrodinger equation as the state is always
pure. The coherent evolution of our state under STIRAP
is described by
dψn
dt
= − i
~
∑
n′
Hnn′ψn′ (61)
where we define
|n〉 = |k1,m1, k2,m2, l〉n1n2
ψn = 〈n|ψ〉
Hnn′ = 〈n|H|n′〉 (62)
To numerically solve (61) we diagonalize the matrix Hnn′
and obtain the state at time t according to
ψn =
∑
n′
e−in′ t/~〈n|n′〉〈n′ |ψ(0)〉 (63)
where |n〉 is the eigenstate with eigenvalue n and the
initial state |ψ(0)〉 is given by (21).
To include the effects of spontaneous emission and pho-
ton loss, we must evolve the master equation with the
corresponding Lindblad terms, written as
dρ
dt
= − i
~
[H, ρ]+
Γs
2
∑
i=1,2
(D[F−a,i]ρ+D[F−b,i]ρ)+
Γγ
2
D[c]ρ,
(64)
where the basis states of the density matrix ρ are taken
to be Fock states (20) and the Hamiltonian H is given
by equation (1). In the master equation, the first term
describes the coherent evolution of the system, and the
second term describes spontaneous emission where we as-
sume that the excited state |ei〉 decays to both |ai〉, |bi〉
with the same rate for simplicity. The last term describes
photon loss through the mirrors at a rate Γγ . The Lind-
blad superoperator is
D[O]ρ ≡ 2OρO† −O†Oρ− ρOO† (65)
for an arbitrary operator O and we have defined
F−a,i ≡ a†iei
F−b,i ≡ b†iei. (66)
To solve (64) we use a numerical differential equation
solver in Mathematica with the initial state
ρ(t = 0) = |ψ(t = 0)〉〈ψ(t = 0)| (67)
where the state is given in (45). We note that it has
recently been found that the dephasing for the ac Stark
shift using a non-Markovian calculation has been found
to be greatly suppressed [33]. Thus although we make
a Markovian assumption here, in practice the amount of
decoherence could be less than what is estimated in our
simulations.
Due to the number of levels involved, the dimension of
the Hilbert space quickly increases with boson numbers
N1,2. To make the problem more tractable, we tried to
use several approximations to reduce the dimensionality.
As our approach is to use an adiabatic transition to evolve
the state along the ground state, we would like to effec-
tively capture the dark states of the system. From (23),
the dark state should only involve Fock states taking the
form |k1, 0, k2, 0, k1−k2〉, which requires k1 ≥ k2 and has
zero population of the excited and photon states. We
may thus take these and their adjacent states to reduce
the computational overhead. For example, the excited
states can be limited to states l,m1,2 ∈ [0,mcut] instead
of the full range, where we take mcut = 1 in our simula-
tions. We check that the truncation procedure has not
resulted in any change in the results by increasing the
cutoff where the states are truncated, and checking the
fidelity between the two results. The truncation proce-
dure is very effective in reducing the Hilbert space size
and enables several orders of magnitude reduction.
V. RESULTS OF NUMERICAL TIME
EVOLUTION
In this section we show our numerical results for our
entangling procedure between the atomic ensembles. We
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FIG. 6: Performance of the STIRAP sequence with no spon-
taneous emission and no cavity loss. (a)(b) Fidelity between
the initial state and final state F = |〈0, 0, 0, 0, 0|ψ(t = tf)〉|2.
Dependence on the (a) number of atoms n = n1 = n2 and
(b) the amplitude of the STIRAP pulses Ω0τ are shown.
(c)(d) Distribution of Fock states |ψn|2 as given in (62) for
n1 = n2 = 10. Solid lines show the various Fock states and
dotted lines show the position of the pulses (amplitude is ar-
bitrary). (c) Non-adiabatic case Ω0τ = 200; (d) adiabatic
case Ω0τ = 10
3. Common parameters used in the plots are
δt/τ = 0.6,∆T/τ = 3, G1τ = G2τ = Ω0τ,∆e = 0.
first verify that it is possible to perform the STIRAP pro-
cess adiabatically by analyzing the fidelity between the
initial and target states without the presence of spon-
taneous emission and cavity loss. We then examine the
problem where both decoherence effects – spontaneous
emission and photon loss – are included.
A. Fidelity of adiabatic evolution
As discussed in Sec. II and Fig. 2, after the first STI-
RAP pair the minimum of the number of atoms between
levels a1 and b2 is transferred to each of the levels b1 and
a2. The second STIRAP pair then reverses the evolution
such that the initial state is again recovered. To verify
that this process is being performed adiabatically, we cal-
culate the fidelity between the numerically evolved state
and the theoretically predicted state, given by
F =
(
Tr
√√
ρ(t = tf)ρ(t = 0)
√
ρ(t = tf)
)2
(68)
where tf is the time after the STIRAP pulses are com-
plete. Since the Hamiltonian is block diagonal in terms
of the total particle numbers in levels ai, bi, ei, we evolve
just a particular subsector with particle number n1, n2.
The initial state is then chosen to be the Fock state
ρ(t = 0) = |0, 0, 0, 0, 0〉n1n2〈0, 0, 0, 0, 0|n1n2 . (69)
Figure 6 shows typical results of the numerical evo-
lution. As we see from the simulations, generally high
fidelities close to 1 are possible in most of the parame-
ter range with suitable parameters. Fig. 6(a) shows the
scaling of the fidelity with respect to the particle number
n = n1 = n2. On first glance, the scaling with n appears
to be rather poor, with the fidelity generally dropping ex-
ponentially as the boson number is increased. It should
however be pointed out that for a larger system it is eas-
ier for the system to lose fidelity due to the larger number
of states that are available. This is a natural consequence
of using a larger system and has been seen to occur in
similar situations [34, 35]. The larger number of states
also allows for potentially more types of states to be en-
tangled, so does not necessarily signal that the scheme
is intractable. As can be seen in Fig. 6(c), in the non-
adiabatic case there are a population of states that do
not get returned to the original states. Such states can
potentially still contribute to entanglement between the
systems.
The poor scaling can be countered by increasing the
amplitude of the STIRAP pulses Ω0, or equivalently in-
crease the pulse duration τ . As seen in Fig. 6(b), this
has the effect of exponentially improving the fidelity. We
find that to achieve a similar fidelity, the increase with
Ω0τ is roughly linear with n, due to both effects being ex-
ponential. While there are always experimental bounds
to what laser amplitude, cavity coupling, and duration
can be achieved, the overall scaling with n appears to be
effectively linear. For fidelities close to 1, the population
curves typically appear as Fig. 6(d), with a single Fock
state before and after each STIRAP pair.
B. Including spontaneous emission and cavity loss
An optimum choice of the laser transition amplitude
Ω0 exists such that both adiabaticity is maintained and
the photonic population is suppressed. According to Fig.
6(b) we see that in the interest of maintaining adiabatic-
ity, generally a larger Ω0 is desirable. While this is ef-
fective in reducing the excited state population e1,2, this
can result in a significant population of the cavity photon
state. This can be seen from the form of (16) for the qubit
case, where the intermediate term |b1b21〉 contains a cav-
ity photon. During the adiabatic transition cavity pho-
ton loss may occur which will contribute to decoherence.
To reduce the contribution of this term, one can choose
Ω0  G1,2 which reduces the weight of the intermediate
terms. Figure 7(a) shows an effective choice of parame-
ters where both adiabaticity and suppression of the cav-
ity photon population is maintained. Here we see that
only the states with zero excited states and zero cavity
photons have significant populations during the adiabatic
evolution. Such a parameter regime is most desirable for
completing the adiabatic evolution with a high fidelity.
Figure 7(b) shows the dependence of the final fidelity
with Ω0 for various boson numbers with spontaneous
emission parameters chosen as G/Γs = G/Γγ ∼ 103. For
small values of Ω0 we see good performance, with near
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unit probabilities of returning to the ground state.
We find that the parameters necessary to obtain high
probability population transfer back to the ground state
is in the vicinity of G/Γs = G/Γγ ∼ 103. Unfortunately
this exceeds typical cavity parameters, which are in the
vicinity of G/Γs = G/Γγ ∼ 10 (see for e.g. Ref. [27]).
Figure 7(c)(d) shows the time dependence of the popula-
tion of the initial state and final fidelities with parameters
G/Γs = G/Γγ = 10. As expected the performance is de-
graded considerably, as would be expected by including
decoherent processes. We observe that an optimum value
of Ω0τ ≈ 250 is present for various boson numbers n, in
accordance with an optimal value that both suppresses
the photonic and excited state populations.
In Fig. 7(e) we show the dependence of the fidelity
with the detuning ∆e. We find that introducing detun-
ing does not effectively improve the fidelity, with poor
performance being attained for large values. We there-
fore focus on the optimal parameters Ω0τ ≈ 200 and
zero detuning unless otherwise stated. In Fig. 7(f), we
show the dependence of the fidelity on the spontaneous
emission rate. As expected, the fidelity decreases with
Γs. We observe that the rate of decrease is larger for
larger boson numbers. This is also expected due to the
bosonic enhancement effects of decoherence with large
boson number. The scaling with n appears to be rather
poor, with a decoherence rate scaling approximately lin-
early. We thus observe that despite using the STIRAP
scheme it is still difficult to suppress it effectively for
larger boson numbers. This appears to be a poor re-
sult given that in realistic BECs one will have typically
n > 100. We shall however see in the following section
that, despite the poor fidelity scaling, surprisingly robust
entanglement still can be present in the system.
C. Entanglement
We now calculate the entanglement generated by the
scheme. In order to generate entanglement, a time depen-
dent phase e−iωt is required in (5) to add an entangling
phase to the STIRAP evolution. We start from the state
(45) and evolve the full density matrix including spon-
taneous emission and cavity loss. The entanglement is
calculated using the logarithmic negativity is defined as
E = log2 ||ρT1 || = log2
∑
i
|λi| (70)
where ρT1 is the partial transposed density matrix with
respect to ensemble 1, the || · || takes the trace norm of
a matrix, and λi are the eigenvalues of ρ
T1 . The loga-
rithmic negativity is a sufficient condition for entangle-
ment, meaning that a non-zero value guarantees entan-
glement is present, whereas a zero value is inconclusive
[36]. Previous studies with similar types of entanglement
have shown that the logarithmic negativity gives quali-
tatively similar results as the von Neumann entropy, and
has the same maximum value of Emax = log2(N +1) [19].
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FIG. 7: Performance of the STIRAP sequence with var-
ious parameters. (a) Population of the adiabatic evolution
for the case n1 = n2 = 2. Labeled states have m1,2 = 0
and l = 0. All other unlabeled states have negligible pop-
ulation. Parameters used are Ω0τ = 200,Γsτ = Γγτ =
0,∆eτ = 0. (b) Fidelity between the initial state and fi-
nal state F = |〈0, 0, 0, 0, 0|ψ(t = tf)〉|2 with Γsτ = Γγτ =
1,∆eτ = 0. (c) Population for the state |0, 0, 0, 0, 0〉 with
n1 = n2 = 2 with Ω0τ = 200,Γsτ = Γγτ = 100,∆eτ = 0.
(d)(e)(f) Fidelity between the initial state and final state
F = |〈0, 0, 0, 0, 0|ψ(t = tf)〉|2. Parameters used are (d)
Γsτ = Γγτ = 100,∆eτ = 0; (e) Γsτ = Γγτ = 1,Ω0τ = 250;
and (f) Γγ = Γs,Ω0τ = 250,∆eτ = 0. The common parame-
ters for all plots are G1τ = G2τ = 10
3, δt/τ = 0.5,∆T/τ = 2.
Due to the large number of levels involved (see Fig. 2)
we were only able to simulate the entanglement directly
for relatively small boson numbers N1,2 ≤ 2. Fig. 8(a)
shows our results for the optimal parameters as discussed
in the previous section. We see that generally the same
behavior as Fig. 3 is obtained, where the negativity has
a periodic structure with a periodicity that is controlled
by ω. In Fig. 8(b) we calculate results for cavity param-
eters corresponding to experimentally achieved values in
the range G/Γs = G/Γγ ∼ 10. We see that this surpris-
ingly has a rather good scaling with larger values of de-
coherence. Even for values that are 100× the limit where
one would obtain good results based on the results of fi-
delity, one obtains significant amounts of entanglement.
We attribute this to the fact that states other than those
intended by the scheme (i.e. a1 and c1; b2 and c2) can
contribute to the entanglement. The decoherence terms
can result in an inadvertent population of these other
states, which are counted in the negativity calculation.
In order to explore larger values of N1,2 we use an
approximate scheme to verify that the correct behavior
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FIG. 8: The logarithmic negativity (70) for the STIRAP sequence including spontaneous emission and cavity photon loss with
(a) Γsτ = Γγτ = 1,∆eτ = 100; (b) N1 = N2 = 1,Γγ = Γs,∆eτ = 100; (c) N = N1 = N2,Γsτ = Γγτ = 0,∆eτ = 0 and ∆T is
optimized such that the maximal entanglement is given. Common parameters used are Ω0τ = 200, δt/τ = 0.5, G1τ = G2τ =
1000, ωτ = 1,mcut = 1.
to the entanglement is indeed generated by the scheme.
Evolving the pure state (61) requires far less resources
than evolving the density matrix directly and larger val-
ues can be calculated. Our procedure is to start from the
state (45) and calculate the Berry phase numerically for
each of the Fock states in the expansion (47) and (49).
This (pure) state is then substituted into (70) to obtain
the negativity. Fig. 8(c) shows our results. It shows
the scaling of the entanglement with respect to the bo-
son number N = N1 = N2. The effective linear scaling
when N is large shows that the entanglement procedure
also works well for large boson systems. The difference
with poor scaling in Fig. 7(d) can be explained by again
the contribution of states that don’t return to the orig-
inal state, but still contribute to the entnaglement. We
see that the same general behavior is obtained as in Fig.
3(a) with a logarithmic increase in negativity.
While an explicit calculation of the entanglement for
large N1,2 is difficult due to the numerical overhead, the
results of Fig. 8(b) for large values of decoherence are
encouraging due to the general expectation that deco-
herence effects are enhanced for larger boson numbers.
Generally due to superradiance, spontaneous emission
is enhanced by a factor of N due to bosonic enhance-
ment. The cavity photon loss on the other hand is not
enhanced because we always work in a regime where the
cavity photon population is small. In this regard, it is
more important to overcome the spontaneous emission,
which the STIRAP is effective at doing. As long as the
cavity photon population is suppressed to levels as that
shown in Fig. 8(a)(b), we expect that the scheme can
produce entanglement even in the case of a large number
of atoms. For the best results the scheme apparently re-
quires rather good cavities with parameters in the range
G/Γs = G/Γγ ∼ 103.
VI. SUMMARY AND CONCLUSIONS
We have proposed a method for entangling two en-
sembles using an adiabatic evolution involving a common
cavity mode to mediate the interaction. The scheme pos-
sesses a dark state for all particle numbers in the cavities,
including the case N1 = N2 = 1, which reduces to a qubit
case. While we have been primarily concerned with creat-
ing entanglement between ensmebles, this can be equally
be applied for standard qubits linked by a common cav-
ity mode. The presence of the dark state allows for an
adiabatic evolution to produce a geometric phase gate for
superposition states between ground states of the atoms.
The geometric phase produced by the adiabatic evolution
has an unusual form, depending on the minimum of the
number of atoms on one of the logical states on each of
the ensembles. One of the main benefits of using the dark
states is that it helps to overcomes spontaneous emis-
sion, one of the main decoherence channels for schemes
using excited states in ensembles. We find that in our nu-
merical simulations on small systems that it is possible
to generate significant amounts of entanglement, even in
the presence of spontaneous emission and cavity photon
loss. The best results are obtained for cavities with very
strong coupling, where G/Γs = G/Γγ ∼ 103, but entan-
glement is still produced in cavities with parameters in
the currently realizable range G/Γs = G/Γγ ∼ 10. The
key to this is to use an optimized laser amplitude which
works in an adiabatic regime, but has Ω0  G1,2, which
suppresses the cavity photon population. One of the dif-
ficulties we encountered was the numerical complexity
of simulating the system for large ensemble populations.
While this prevented us from directly simulating the en-
tanglement, the results of Fig. 8(b) are encouraging, as
significant amounts of entanglement are present even for
imperfect adiabatic transitions. Alternative numerical
methods based on stochastic evolution [37] may be a way
to improve on the numerical results given here.
The form of the effective interaction Hamiltonian
Heff = min(k1, k2) is interesting not only from an en-
tanglement point of view, but also for computational
purposes. The minimum operation is a key operation
in constraint programming used in sophisticated algo-
rithsms such as next algorithm search, next greater el-
ement, or cycle algorithm [38, 39]. These are equiva-
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lent to the Hamiltonian path problem [40], which is a
type of NP-complete problem. The minimum operation
is one of the necessary algorithms to solve such prob-
lems. One possible way that our gate could be used in
this context is to use the logical states of the ensemble
as a quantum register, after which our proposed scheme
could be applied to calculate the minimum with quantum
parallelism. This may be incorporated as a logical prim-
itive for optimization problems, and may be applicable
to problems such as quantum machine learning [41].
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