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Abstract
Getting correctly labelled data is an important preliminary stage for many supervised
machine learning problems, but it can also be really difficult to perform. Sometimes, to
obtain a good model, it could require tens or hundreds of thousands of examples and
examples usually does not come with labels. Active Learning is a methodology that can
radically accelerate the labelling process and reduce costs for many machine learning
projects. This methodology prioritises which data is most confusing and requests just
those labels instead of collecting all the labels for all the data at once.
The aim of this work is to implement an Active Learning methodology that helps to
automate the capture of relevant information from Key Investment Information Docu-
ments (KIID). Those documents aim to help investors to understand the nature and key
risks of investment products in order to make a more informed investment decision.
Until now, data extraction was done through a specific labelling application developed
by the company where this project was performed. This application is able to extract
pieces of text from KIIDs, to assign its surrounding information and to query a certain
human oracle (or expert) the correct label (whether the piece of text is associated or not
to a specific type of information). The database obtained after this process is used in a
supervised machine learning task to obtain a model that allows to recognise the type of
information of a piece of text. The incorporation of the Active Learning methodology
to this application will drastically reduce the query phase i.e. the most expensive part
of the whole process.
The machine learning algorithm used for classification is the well-known Support Vec-
tor Machines. The examples are translated into binary vectors through Uni-grams and
Bi-grams which means generating a vocabulary of one and two words and identifying
whether the text feature contains these N -grams (N = 1 or 2) or not.
Three of the most common Active Learning strategies have been implemented in
order to compare between them and with the passive learning method. Active learn-
ing strategies implemented are: uncertainty sampling, query by committee and density-
weighted methods. All of them compared with the passive learning method, random
sampling. 10-fold cross-validation is used to assess each of the approaches implemented
and three evaluation measures are applied: recall, accuracy and computational time.
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1 Introduction
Automating the key aspects of highly skilled knowledge work is going to become one of
the most disruptive forces since the Industrial Revolution. This task is generally referred
as Cognitive computing, that is, the task of building new hardware and/or software that
mimics the functioning of the human brain and helps to improve human decision-making.
Cognitive computing links Data analysis, that consists of inspecting, extracting, trans-
forming and relating data with the goal of discovering useful information, suggesting
conclusion and supporting decision-making.
Related terms such as Data mining, Big Data, Analytics, Cloud computing, Machine
learning, Pattern recognition and Artificial Intelligence are invading more and more
professional areas that have traditionally required human skills. Higher-skilled job cat-
egories in medicine, legal services, accounting, finance and law enforcement are all in
scope to be replaced, to a large degree, by cognitive technologies.
Most of machine learning algorithms are huge guess-and-check machines. They take
some data, calculate a guess, check their answer, adjust a little bit and try again with
some new data. Over lots of data, the algorithm can become very accurate. A critical
part of this process is having the “right” answers available for the algorithm to check
against, its labels. Labels depend on the problem. If the problem is a spam detection,
for instance, the labels will be “Spam” or “Not Spam”. Whereas if the problem is to
determine the text mood, the labels will be “happy”, “annoyed” or“sad”.
Getting correct labelled data is important, but it can also be really hard to acquire.
Sometimes, to obtain a good model it could require tens or hundreds of thousands of
examples and examples usually does not come with labels. So, “experts” have to review
the data and provide the “right” labels. In most cases anyone could be an “expert”
and can label data, for example for a spam detection problem. Eventually the problem
requires very skilled technicians like in the case of cancer cell detection. Getting enough
expertise to label enough data can be very expensive.
“Getting labelled data is a huge and very often a prohibitive cost for a lot
of machine learning projects.”
Active Learning (AL) is a methodology that can radically accelerate the process and
reduce costs for many machine learning projects. It can sometimes largely reduce the
amount of labelled data required by prioritising the labelling work for the experts. AL
prioritises which data is most confused about and requests just those labels instead of
1
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collecting all the labels for all the data at once. Then the algorithm trains with the new
reduced set of labelled data and repeats asking for some more labels among the most
confusing data.
Using this methodology, experts can focus on labelling the most informative data,
providing the most useful information with the least amount of time. This helps the
algorithm to learn faster and lets the experts skip labelling data that would not be very
helpful to the model. Consequently time and money are saved.
1.1 Motivation
Nowadays there are a lot of very accessible sources of information for investment products:
in print, radio and television, in the Internet, in bank offices and several other places.
Nowadays this information can be found in more or less standarized documents called a
Key Investment Information Document (KIID). Those documents are a few pages (nor-
mally 2) which include the investment product critical information. KIIDs aims to help
investors understand the nature and key risks of the product in order to make a more
informed investment decision.
An investment fund is a supply of capital belonging to numerous investors used to
collectively purchase securities while each investor retains ownership and control of his
own shares. With investment funds individual investors do not make decisions about
how assets of a fund should be invested. They simply choose a fund based on its goals,
the risk, fees and other factors. In other words, an investment fund is a way of invest-
ing money alongside other investors in order to benefit from the inherent advantages of
working as part of a group.
With thousands of funds to choose from, investors and their advisers require factual
information to make more informed choices. Consequently, recent regulation has led
to the introduction of the Key Investor Information Document (KIID) which aims to
provide investors with a transparent and succinct overview of funds in a common format,
before they invest.
The KIID follows a standard format which comprises several sections, such as risks
and past performance. KIIDs provide investors with important information on the fund
to help determine if it aligns with their investment goals, time horizon and risk toler-
ance. They can be found all over the network in web pages from investment companies
or directly requested in investment companies. Although finding a KIID is an easy task,
investors need to analyse those documents in order to hit the target.
To facilitate this task, some comparison tools currently exist in the market. For
instance Fidelity international [1] provides a comparison interface where the user can
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compare several funds by selecting a few variables such as fund provider and on-going
charge. Moneywise[2] is a platform where different funds can be compared based on their
past performance even though past performance is not a reliable indicator to future re-
turns. Vanguard [3] is another tool in which the funds can be compared to whether the
investor previously knew the name of the fund. All these tools manually update its funds
information monthly, weekly or even daily. This is a costly task because of the number
of funds that currently are in the market. Consequently, those tools only provide few
information of KIIDs.
This work focuses on the automation of extracting information from KIIDs. The
current process need to download, read and interpret each investment document and
update the information in the comparison tool as Moneywise does. For that reason,
there exists the necessity of automating the data extraction in investment documents.
In this project different AL techniques are proposed in order to automate the information
extraction process diminishing the enterprise cost.
1.2 Objectives
The aim of this work is to implement a methodology that automates the information
extraction from KIIDs minimising the labelling cost[4]. It is intended to extract auto-
matically important information for investment taking decisions. Information which is
extracted from KIIDs is:
1. Exit charge: Fee charged to investors when they redeem shares from a fund.
2. Fund launch date: Date on which the fund began its operations.
3. Available languages: Languages in which the document, (KIID), is available.
This information is extracted using a machine learning method and employing differ-
ent AL techniques.
In order to accomplish these objectives the following sub-goals were set up:
1. Study the state of the art for AL methods and feature extraction techniques for
automatic document classification.
2. Generate a database formed by text from KIIDs in order to develop an automatic
extraction and classification algorithm that allows to identify information previ-
ously presented. A database is formed by pieces of text extracted from those
investment documents together with its context. In order to obtain such database
the following steps are completed:
a) Obtaining investment documents from fund investment companies.
b) Labelling the required information in the documents.
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3. Preprocessing the text data in order to apply the chosen algorithm.
4. Applying the text classification algorithms over the database.
5. Analysing the results and extract conclusions. AL strategies will be revised in
order to implement the best one in a real time annotation interface.
For example, suppose that an investor asks the company to know which funds launched
after 2016 (fund launch date) contain the highest exit charges (exit charge) and are
available in English and French (available languages). In this manner the company
needs to find all the KIIDs which funds where launched after 2016, have the highest
exit charges and are available in English and French in the Internet, read them, obtain
the ordered information and write up a summary for the costumer. The system that is
developed in this project will allow to automatically request the investment documents
and extract the required information.
1.3 Planning
This project was developed in a 4 month duration. In order to achieve the objectives
presented in the previous section, the following planning was made.
1. Study the state of the art: the first part of this project is the research and learn-
ing of the work. This project aims to meet the needs which the current market
technology is not able to cover yet. Therefore, it was needed to study about text
feature extraction, classification methods for text classification and AL methods.
2. Generate the database: it was necessary to make a text database with piece of text
extracted from KIIDs jointly with its contextual information derived from different
investment information sources.
3. Study the main AL query methods: in the state of the art, various AL strategies
used in previous works were identified. In this task the most promising methods
were studied in depth in order to be implemented.
4. Preprocess the data: in order to use the data extracted from KIIDs, they have to
be preprocessed to obtain the text features and to condition the data to be used
in the classifiers.
5. Compare the algorithms: in this section the algorithms were trained using a cross-
validation technique for assessing how the results generalise over an independent
data set.
6. Analyse and discuss the results.
7. Write up the report: report writing was done during all the project development.
4
2 State of the art
This section is intended to give an introduction about relevant terms, techniques and
standards in the field of AL.
Machine Learning (ML) plays a key role in a wide range of applications, such as data
mining, natural language processing and image recognition. ML is an application of Ar-
tificial Intelligence that provides systems the ability to automatically learn and improve
from experience without being explicitly programmed.
Learning process begins with data observations, such as examples, direct experience,
or instruction. The objective is to look for data patterns in order to make better future
decisions based on the provided examples. The primary aim is to allow computers to
learn automatically without human intervention or assistance and to adjust actions ac-
cordingly.
ML algorithms are often categorized as supervised and unsupervised.
• Supervised ML algorithms can take decisions based on what has been learned in
the past using labelled examples. Starting from the analysis of a known training
data set, the learning algorithm produces an inferred function to make predictions.
The system is able to provide targets for any new input after enough training. The
learning algorithm can also compare its output with the correct ones and find errors
in order to validate the model.
• In contrast, unsupervised ML algorithms are used when the information used is
not labelled. Unsupervised learning studies how systems can discover a hidden
structure from unlabelled data.
2.1 Active Learning
AL, also called query learning, is a branch of ML where the learning algorithm is allowed
to query the training data set. The key hypothesis is that if the learning algorithm is
allowed to choose the data from which it learns, it will perform better with less training.
This is a desirable property for any learning algorithm.
For any supervised learning system to perform well, it must often be trained on hun-
dreds or even thousands of labelled instances. Sometimes these labels come at little or
no cost, such as the “spam” flag marked on unwanted email messages, or the five-star
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film rating on a social networking website. Learning systems use these flags and ratings
to better filter junk email and suggest movies. In these cases such labels are provided
for free, but for many other more sophisticated supervised learning tasks, labelled in-
stances are very difficult, time-consuming, expensive to obtain or even costly e.g. speech
recognition, information extraction and document classification and filtering.
2.1.1 Scenarios
There are several scenarios in which the active learner may pose queries, and there are
also several different query strategies that were used to decide which instances are most
informative. The three main scenarios are:
• Membership Query Synthesis. In this scenario, the learner constructs ex-
amples for labelling for any unlabelled instance in the input space, rather than those
sampled from some underlying natural distribution. Query synthesis is reasonable for
many problems, but labelling such arbitrary instances can be awkward if the oracle is a
human annotator. For example, [5] employed membership query learning with human
oracles to train a neural network to classify handwritten characters. They encountered
that many of the query images generated by the learner contained symbols without nat-
ural semantic meaning.
• Stream-based selective sampling. An alternative to synthesising queries is
selective sampling. It consists in sampling the unlabelled instance from the actual dis-
tribution, and then the learner can decide whether or not to request its label. Each
unlabelled instance is typically selected one at a time from the data source. It is a
suitable scenario if obtaining an unlabelled instance is free or in-expensive. The decision
whether or not to query an instance is normally taken by means of an information rating
measure. Instances of which the measure value is above some threshold are then queried.
Another important approach is to define the region that is still unknown to the overall
model class, i.e. to the set of hypotheses consistent with the current labelled training
set called version space[6].
• Pool-based sampling. This scenario is related to problems where large collec-
tions of unlabelled data can be gathered at once[7]. Here, it is assumed that there is a
small set of labelled data and a large static or non-changing pool of unlabelled data. The
pool-based scenario has been studied for many real-world problem domains in ML, such
as text classification, information extraction, image classification and retrieval, video
classification and retrieval, speech recognition, cancer diagnosis, etc.
The main difference between stream-based and pool-based AL is that the former scans
through the data sequentially and makes query decisions individually, whereas the later
evaluates and ranks the entire collection before selecting the best query. While the pool-
based scenario appears to be much more common among application papers, one can
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imagine settings where the stream-based approach is more appropriate. For example,
when memory or processing power may be limited, as with mobile and embedded devices.
2.2 Query Strategy Frameworks
All AL scenarios involve evaluating the information rating of unlabelled instances, which
can either be generated de novo or sampled from a given distribution. There have been
many proposed ways of formulating such query strategies in the literature.
2.2.1 Uncertainty sampling
Perhaps the simplest and most commonly used query framework is uncertainty sampling.
In this framework, an active learner queries the instances about which it is least certain
how to label. This approach is straightforward for probabilistic learning models. For
instance, when using a probabilistic model for binary classification, uncertainty sampling
simply queries the instance at which posterior probability of being positive is nearest
0.5[7]. For problems with more than two class labels several approaches exists:
• Least confident: Query the instance whose prediction is the least confident or
the class label with the highest posterior probability under the model θ.
x∗LC = argmaxx(1− Pθ(yˆ|x)), where yˆ = argmaxy(Pθ(y|x))
Example: In table 2.1 there is depicted the probability of 8 samples (x1, x2, ..., x8)
belonging to 3 different classes (y1, y2 and y3).
Sample y1 y2 y3
x1 0.1 0.8 0.1
x2 0.3 0.1 0.6
x3 0.1 0.1 0.8
x4 0.1 0.0 0.9
x5 0.1 0.6 0.3
x6 0.3 0.2 0.5
x7 0.8 0.2 0.0
x8 0.6 0.3 0.1
Table 2.1: Example 1 and 2 class probabilities.
Considering the least confident approach the prediction calculated looking for the
sample with the highest posterior probability under the model. In this example it is
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found that the sample with the highest posterior probability is x6.
yˆ1 = argmaxy(Pθ(y|x1)) = y2 = 0.8 1− Pθ(yˆ1|x1) = 0.2
yˆ2 = argmaxy(Pθ(y|x2)) = y3 = 0.6 1− Pθ(yˆ2|x2) = 0.4
yˆ3 = argmaxy(Pθ(y|x3)) = y3 = 0.8 1− Pθ(yˆ3|x3) = 0.2
yˆ4 = argmaxy(Pθ(y|x4)) = y3 = 0.9 1− Pθ(yˆ4|x4) = 0.1
yˆ5 = argmaxy(Pθ(y|x5)) = y2 = 0.6 1− Pθ(yˆ5|x5) = 0.4
yˆ6 = argmaxy(Pθ(y|x6)) = y3 = 0.5 1− Pθ(yˆ6|x6) = 0.5
yˆ7 = argmaxy(Pθ(y|x7)) = y1 = 0.8 1− Pθ(yˆ7|x7) = 0.2
yˆ8 = argmaxy(Pθ(y|x8)) = y1 = 0.6 1− Pθ(yˆ8|x8) = 0.4
x∗LC = x6
The criterion for the least confident approach only considers information about the
most probable label without taken into account information about the remaining label
distribution.
• Margin sampling: In order to consider the information about the remaining label
distribution, some researchers use a different multi-class uncertainty sampling variant
called margin sampling [8].
x∗M = argminx(Pθ(yˆ1|x)− Pθ(yˆ2|x)),
where yˆ1 and yˆ2 are the first and second most probable class labels under the model θ,
respectively.
Example: Considering the margin sampling approach the prediction calculated con-
sidering the first and the second most probable class labels using the class probabilities
from table 2.1. In this example we found that the samples with the lowest probability
difference is x6.
Pθ(yˆ1|x1)− Pθ(yˆ2|x1) = 0.7
Pθ(yˆ1|x2)− Pθ(yˆ2|x2) = 0.3
Pθ(yˆ1|x3)− Pθ(yˆ2|x3) = 0.7
Pθ(yˆ1|x4)− Pθ(yˆ2|x4) = 0.8
Pθ(yˆ1|x5)− Pθ(yˆ2|x5) = 0.3
Pθ(yˆ1|x6)− Pθ(yˆ2|x6) = 0.2
Pθ(yˆ1|x7)− Pθ(yˆ2|x7) = 0.6
Pθ(yˆ1|x8)− Pθ(yˆ2|x8) = 0.3
x∗M = x6
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Margin sampling aims to correct for a shortcoming in least confident strategy, by in-
corporating the posterior of the second most likely label.
• Entropy: Possibly the most popular uncertainty sampling strategy uses entropy[9]
as an uncertainty measure:
x∗H = argmaxx −
∑
i
Pθ(yi|x)logPθ(yi|x),
where yi ranges all possible labels. Entropy is an information-theoretic measure that
represents the amount of information needed to “encode” a distribution.
Example: In table 2.2 there is depicted the probability of 8 samples (x1, x2, ..., x8)
belonging to 3 different classes (y1, y2 and y3).
Sample y1 y2 y3 (1) (2) (3) (4)
x1 0.1 0.8 0.1 -0.10 -0.08 -0.10 0.28
x2 0.3 0.1 0.6 -0.16 -0.10 -0.13 0.39
x3 0.1 0.1 0.8 -0.10 -0.10 -0.08 0.28
x4 0.1 0.0 0.9 -0.10 -0.00 -0.04 0.14
x5 0.1 0.6 0.3 -0.10 -0.13 -0.16 0.39
x6 0.3 0.2 0.5 -0.16 -0.14 -0.15 0.45
x7 0.8 0.2 0.0 -0.08 -0.14 -0.00 0.22
x8 0.6 0.3 0.1 -0.13 -0.16 -0.10 0.39
Table 2.2: Entropy probabilities.
(1) = Pθ(y1|x)logPθ(y1|x)
(2) = Pθ(y2|x)logPθ(y2|x)
(3) = Pθ(y3|x)logPθ(y3|x)
(4) = −∑i Pθ(yi|x)logPθ(yi|x)
For binary classification, entropy-based sampling reduces to the margin and least
confident strategies above. In fact all three approaches are equivalent to querying the
instance with a class posterior closest to 0.5. In this example we found that the samples
with the highest probability is x6.
Figure 2.1 shows the implicit relationship among these uncertainty measures. In all
cases, the most informative instance would lie at the centre of the triangle, because
this represents where the posterior label distribution is most uniform. Similar, the least
informative instances are at the three corners, where one of the classes has a extremely
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Figure 2.1: Uncertainty query behaviour measures in a three-label classification problem.
high probability.
The main differences are found in the rest of the probability space. For example, the
entropy measure does not favour instances where only one of the labels is highly unlikely
as along the outer side edges. The model is therefore fairly certain that it is not the
true label. The least confident and margin measures, on the other hand consider such
instances to be useful if the model cannot distinguish between the remaining two classes.
2.2.2 Query-By-Committee
Another, more theoretically-motivated query selection framework is the query-by-committee
(QBC) algorithm[10]. The QBC approach involves maintaining a committee C =
θ(1), ..., θ(C) of models which are all trained on the current labelled set L however repres-
ent competing hypotheses. The most informative query is considered to be the instance
at which models most disagree. In a simple QBC version just two members are selected,
two random hypothesis which belong to the same version space. A sample is labelled
only if both hypothesis disagree on the predicted label. With this QBC version, several
theoretical results have been achieved[10].
The fundamental premise behind the QBC framework is minimising the version space.
QBC aims to constrain as much as possible the version space by querying in controversial
regions of the input space. Figure 2.2 illustrates the concept of version spaces for (a)
linear functions and (b) axis-parallel box classifiers in different binary classification tasks.
QBC algorithm requirements:
• Construct a committee of models representing different regions of the version space.
• Measure the disagreement among committee members.
There are several level of disagreement measures, one of them is vote entropy [11]:
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Figure 2.2: Version space examples for (a) linear and (b) axis-parallel box classifiers.
x∗V E = argmaxx −
∑
i
V (yi)
C
log
V (yi)
C
,
where yi again ranges over all possible labels, and V (yi) is the number of “votes” that a
label receives from among the committee members’ predictions, and C is the committee
size.
Example: In table 2.3 there is depicted the votes that a label receives from among the
committee members’ predictions of 8 samples (x1, x2, ..., x8). Committee size is C = 5.
Sample V (y1) V (y2) V (y3) (1) (2) (3) (4)
x1 3 1 1 -0.13 -0.14 -0.14 0.41
x2 1 3 1 -0.14 -0.13 -0.14 0.41
x3 0 5 0 -0.00 0.00 -0.00 0.00
x4 2 2 1 -0.16 -0.16 -0.14 0.46
x5 0 5 0 -0.00 -0.00 -0.00 0.00
x6 0 0 5 -0.00 -0.00 -0.00 0.00
x7 1 1 3 -0.14 -0.14 0.13 0.41
x8 3 1 1 -0.16 -0.14 0.16 0.29
Table 2.3: QBC example.
(1) = V (y1)C log
V (y1)
C , (2) =
V (y2)
C log
V (y2)
C , (3) =
V (y3)
C log
V (y3)
C , (4) = −
∑
i
V (yi)
C log
V (yi)
C
In this example it is found that the samples with the highest committee disagreement
is x4.
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2.2.3 Expected Model Change
Another general AL framework uses a decision-theoretic approach and selecting the in-
stance that would impart the greatest change to the current model if we knew its label.
An example query strategy in this framework is the “expected gradient length” (EGL)
approach for discriminative probabilistic model classes. In other words, the learner
should query the instance x which, if labelled and added to L, would result in the new
training gradient of the largest magnitude.
x∗EGL = argmaxx
∑
i
Pθ(yi|x) ‖∇lθ(L ∪ 〈x, yi〉)‖ ,
where ‖·‖ is, in this case, the Euclidean norm and ∇θ(L ∪ 〈x, yi〉) is the gradient of
the objective function l with respect to the model parameters θ taken into account the
training set L and the new pattern 〈x, yi〉.
2.2.4 Expected Error Reduction
Another decision-theoretic approach that aims to measure how much its generalisation
error is likely to be reduced. The idea is to estimate the expected future error of a
model trained using L∪〈x, y〉 on the remaining unlabelled instances in U, and query the
instance with minimal expected future error, the minimal risk. The objective here is to
reduce the expected total number of incorrect predictions. One approach is to minimise
the expected 0/1-loss:
x∗0/1 = argminx
∑
i
Pθ(yi|x)
(
U∑
u=1
1− Pθ+〈x,yi〉(yˆ|x(u))
)
,
where θ+〈x,yi〉 refers to the the new model after it has been re-trained with the training
tuple 〈x, yi〉 added to L. The objective in this approach is to reduce the expected total
number of incorrect predictions.
2.2.5 Density-Weighted Methods
The main idea of the Density-Weighted Methods is that informative instances should
not only be those which are uncertain, but also those which are “representative” of the
underlying distribution. Therefore, queries are instantiated as follows:
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x∗ID = argmaxxφA(x) ·
(
1
U
U∑
u=1
sim(x, x(u))
)β
,
where φA(x) represents the information rating of x according to some “base” query
strategy A, such as an Uncertainty Sampling or QBC approach. The second term
weights the information rating of x by its average similarity to all other instances in
the input distribution, subject to a parameter β that controls the relative importance of
the density term.
Figure 2.3: Illustration of when uncertainty sampling can be a poor strategy for classi-
fication.
Figure 2.3 illustrates the problem for a binary linear classifier using uncertainty
sampling. Shaded polygons represent labelled instances in L, and circles represent un-
labelled instances in U. Since A is on the decision boundary, it would be queried as the
most uncertain. However, querying B is likely to result in more information about the
data distribution as a whole.
Example:
Sample φA(x) (1) (2) (3) (4) (5) (6) (7) (8) (9)
x1 7 6 10 4 8 6 7 3 1 10.780
x2 7 1 4 4 10 5 9 4 1 10.334
x3 7 8 3 2 2 1 8 6 3 9.975
x4 6 4 3 7 8 6 1 5 3 8.798
x5 4 8 1 5 4 1 7 7 10 6.090
x6 8 2 5 7 5 10 3 5 7 12.251
x7 10 3 8 2 4 2 5 5 3 14.142
x8 2 7 2 9 3 3 5 3 1 2.850
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(1) = sim(x, x(1)), (2) = sim(x, x(2)), (3) = sim(x, x(3)), (4) = sim(x, x(4)),
(5) = sim(x, x(5)), (6) = sim(x, x(6)), (7) = sim(x, x(7)), (8) = sim(x, x(8)).
(9) = φA(x)×
(
1
U
∑U
u=1 sim(x, x
(u))
)β
β = 0.25
In this example it is found that the sample that would be most informative is x7.
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3 Background
This chapter is divided into two sections. Section 1 discusses about Support Vector
Machine (SVM) which is the ML methodology employed in this work. Part 2 is devoted
to n-gram features.
3.1 Support Vector Machine (SVM)
Support Vector Machine (SVM) is one of the most well-known and successfully ML
algorithm used in text categorisation and much other fields. In this section, some pre-
liminary definition related to ML concepts and, in particular, to the SVM are given.
Supervised learning is one of the ML tasks aiming to find a discriminant function
which relates input patterns or vectors with the corresponding label. In order to do so
a training data set made of a set of patterns and their associated categories wherein
a discriminant function is obtained. This discriminant function must allow the correct
classification of new unknown data afterwards introduced and generated with the same
training data distribution which is previously known.
Training data is a set of input data and a corresponding category. Supervised ML
algorithms provide a training data set analysis and generate a discriminant function
which is used for classifying new samples. In an ideal scenario the ML algorithm allows
to detect correctly each new unknown data category afterwards introduced.
SVMs were developed by Vapnik and his collaborators in the 90th[12]. It is one of
the best theoretically motivated ML algorithm, based on Statistical Learning theory.
Initially SVMs were designed to solve binary classification problems, only later they
have been extended to solve multiclass and regression problems as well. The present
work focuses on classification tasks, concretely the developed system find out whether a
piece of text from a KIID refers to the percentage of the exit charge of the found, so, it
performs a binary classification task. Following the usual notation, the two categories
are represented by +1 and −1. Positive samples correspond to a piece of text that refers
to the exit charge percentage and negative samples to a piece of text that refers to other
aspects of the fund.
A binary classification problem consists of finding the discriminant function f that
allows to assign any pattern or input vector to one of the two categories represented by:
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f : Rd → {−1, 1} (3.1)
In this work, positive samples such as the exit charge percentage are labelled as 1
and any other word or set of words is labelled as -1. The data set is made of n vectors
x1, x2, ..., xn ∈ Rd with each corresponding label y1, y2, ..., yn ∈ {−1, 1}:
(x1, y1), ..., (xn, yn) (3.1.2)
SVMs are hyperplane based classifiers which divide the space Rd into two different re-
gions, one for each class. Given a linearly separable dataset, according to the Statistical
Learning theory[12], the hyperplane based classifier that minimises the structural risk is
the one which maximises the margin between both classes.
Figure 3.1: Margin maximisation example.
Figure 3.1 illustrates an example of margin maximisation. Left figure shows in red a
hyperplane which separates both classes and in blue another hyperplane which divide
both classes as well but differently. Right figure shows the hyperplane which maximises
the margin between both classes.
Most of methods focus on minimising the model error caused by the training sample,
conversely SVM method lie in minimise the structural risk. The general idea is to select
an equidistant separable hyperplane between all the closest patterns in the training set
to achieve the maximum margin in each side of the hyperplane. In this manner, the
optimum hyperplane is defined by the bordering samples of each class. These samples
give the method’s name, they are called support vectors.
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The optimal separable hyperplane is defined by a vector w ∈ Rd and a scalar term
b. These terms are found solving an optimisation problem where the hyperplane margin
with respect to a training set based on the canonical hyperplanes is maximised. Canon-
ical hyperplanes are those that fulfill the following property:
minxiyi(w
∗T · xi + b∗) = 1 (3.1.3)
The normal vector to the canonical hyperplane w∗ and the independent term b∗ are
found through the following normalisation: w∗T =
w
c
and b∗ =
b
c
, where
c = minxi | w∗T · xi + b∗ |.
The optimisation problem formulation to find the terms w∗ and b∗ that maximising
the margin corresponds to maximize the hyperplane distance to the closest sample, what
is equivalent to:
w∗T · x+ b∗
‖w∗‖ =
1
‖w∗‖ (3.1.4)
because of the canonical hyperplane property shown in equation 3.1.3. In figure 3.2
the maximised margin between both classes is depicted.
In a linearly separable training sets the last SVM formulation is equivalent to maxim-
ising the expression 3.1.4 which is equivalent to:
min
w∈Rd
1
2
‖w‖ (3.1.5)
given that yi(w
T
i · xi + b) ≥ 1
This problem can be solved applying the Lagrange approach where w =
∑n
i=1 αiyixi
in such a way that w is a linear combination of input vectors. The dual optimization
problem is defined via multipliers as follows:
max
αi
LD(α) =
n∑
i=1
αi − 1
2
n∑
i,j=1
αiαjyiyjx
T
i xj (3.1.6)
where αi ≥ 0 ∀i = 1, ..., n
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Figure 3.2: Margin maximization optimisation problem.
Input vector which have an αi 6= 0 are called support vectors{si}. Those vectors are
the only ones used to the linear combination that defines the vector w, and belongs to
the classification margin. Finally, the discriminant function which will be applied to the
new samples x′ is:
f(x′) =
{
1 if
∑n
i=1 αiyix
T
i x
′ + b > 0
−1 if∑ni=1 αiyixTi x′ + b < 0 (3.1.7)
Up to this point it was supposed that the problem was linearly separable. Although
when the problem is not linearly separable is because there is not any separable hyper-
plane or discriminant function, which allows to distinguish between samples placed in
non linear regions. One of the possible solutions to address this problem is to project
the original data into a higher dimension space through a function:
Φ : Rd → Rm (3.1.8)
where m > d
Consequently, if the separable hyperplane is f(x) = wT · x + b, in the case of non
linearly separable problem it becomes f(x) = wT ·Φ(x)+b, obtaining a linear separable
hyperplane in the projected space for all the non linearly separable data.
18
Title: Comparison of Active Learning Methods for Automatic Document Classification
Author: Marc Marce´ Gomis
Figure 3.3: High dimension projection space Φ : R2 → R3.
In order to solve this problem in a computationally efficient manner, it is used the
kernel trick. With this tool, it is not necessary to know the input data vector repres-
entation in the high dimension space. Only the kernel function is required, in such a
way that the result of the scalar product in the high dimension space is known from the
expression of the low dimension space vectors.
k(x1,x2) = ϕ(x1)
T · ϕ(x2) (3.1.9)
Most used kernels are:
RBF : k(x1,x2) = exp(−γ‖x1 − x2‖2) (3.1.10)
Polynomial : k(x1,x2) = (x
T
1 · x2 + h)p (3.1.11)
Linear : k(x1,x2) = x
T
1 · x2 (3.1.12)
Finally, the classification functions are defined as follows:
f(x′) =
{
1 if
∑n
i=1 αiyik(x
′, x) + b > 0
−1 if∑ni=1 αiyik(x′, x) + b < 0 (3.1.13)
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3.2 SVM Probabilistic Output
Most classifiers output a score of how likely an observation is to be in the positive class.
Usually these scores are between 0 and 1 and are called probabilities. However these
probabilities often do not reflect reality, e.g. a probability of 20% may not mean it has a
20% chance of happening. Platt scaling[13] is a method used to transform classification
model outputs into probability distributions over classes. The method was invented by
John Platt in the context of SVM[12], replacing an earlier method by Vapnik.
Platt scaling works by fitting a logistic regression model to a classifier’s scores. For
instance, consider the binary classification problem: we want to determine if input x
belong to one of two classes {−1, 1}. We assume that the classification problem will
be solved by a discriminant function f , by predicting a class label y = sign(f(x)). For
many problems, it is convenient to get a probability P (y = 1|x), i.e. a classification that
gives a degree of certainty about the answer. Some classification models do not provide
such a probability, or give poor probability estimates.
Platt scaling is an algorithm to solve the aforementioned problem. It produces prob-
ability estimates:
P (y = 1|x) = 1
1 + exp(Af(x) +B)
(3.2.1)
i.e., a logistic transformation of the classifier scores f(x). A and B are two scalar
parameters that are learned by the algorithm. They are estimated using a maximum
likelihood method that optimizes on the same training set as that for the original clas-
sifier f . Note that predictions can now be made according to y = 1 if P (y = 1|x) > 12 ;
if B 6= 0, the probability estimates contain a correction compared to the old decision
function y = sign(f(x)).
Platt additionally suggests transforming the labels y to target probabilities:
Positive samples (y = 1): t+ =
N+ + 1
N+ + 2
(3.2.2)
Negative samples (y = −1): t− = 1
N− + 2
(3.2.3)
Here, N+ and N− are the number of positive and negative samples, respectively.
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4 Database description
In this chapter the previous considerations taken into account when working on the
database are presented. The considerations are documents for classification and data
conditioning.
4.1 Data description
Documents used in this project are KIIDs in PDF format obtained from investment
companies. The KIID is a two-page ‘fact-sheet’ style document which includes the crit-
ical information about a fund. The document aims to help investors understand the
nature and key risks of the fund in order to make a more informed investment decision.
For the three classification problems 220 documents were used. Table 4.1 shows the
number of positive and negative samples used for each classification problem.
KIID follows a prescribed format. It comprises several sections, providing investors
with important information on the fund to help determine whether it aligns with their
investment goals, time horizon and risk tolerance:
• Objectives and Investment Policy: The investment goal of the fund is among
the first key details provided within the KIID. This allows the prospective investor
to become acquainted with the fund before they decide to invest, and ensure that
the objectives of the fund match their personal investment needs.
• Risk and Reward Profile: The profile is an overview of the key risks investors
may encounter by investing in a given fund. The Synthetic Risk and Reward
Indicator (SRRI) displays the historic volatility of the performance of the fund
and categorises it accordingly. The values will range from 1 to 7, where 1 means
lower risk and 7 indicates that the level of risk is relatively high. It is important
to understand that SRRI is not static as it will be calculated on an on-going basis
using the most recent data from the fund.
• Charges: KIIDs details only maximum quoted charges. These are shown at a
generic level and are not specific to terms negotiated with the adviser.
• Past Performance: Past performance is presented in the form of a bar chart
showing up to ten years of past performance data. This performance is calculated
at the end of each calendar year. If it is relevant relevant, benchmark data will
also be shown.
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• Practical Information: This section includes relevant information such as con-
tact details and where to find further information.
KIIDs can be found in several forms. If the investor uses an intermediary, he or she
is the responsible of providing the appropriate KIIDs. Otherwise the investment is done
without any intermediary. KIIDs are provided by the invested company or can be found
in websites. The aim of the KIID is providing further clarification to the facts and help-
ing the investor to find out more about whether a fund could meet his investment goals.
The database used in this work is made of pieces of text from KIIDs. Each piece of
text is labelled according to its category and contains its surrounding information in the
document. The obtained database allows to develop a ML algorithm capable to solve
specific problems in KIIDs such as identifying exit charge, fund launch date or available
document languages. An exit charge is a fee charged to investors when they redeem
shares from a fund. Fund launch date informs about the date on which the fund began
its operations. And available document languages specify in which languages KIIDs can
be requested.
In order to solve these problems, identifying exit charge, fund launch date or available
document languages; several KIID will be labelled based on different features such as:
• Content: Content of the sample.
• Left context: Sentence at the left side of the sample.
• Right context: Sentence at the right side of the sample.
• Bottom context: Sentence at the bottom side of the sample.
• Section title: Title of the section the sample belongs to.
For instance, in order to identify exit charge percentage that are pieces of text which
contains exit charge values. Pieces of text that contains exit charge percentage have
been labelled as positive samples and pieces of text of the same document which does
not contain any exit charge information and have no relation with exit charge sentences
have been labelled as negative samples. Both are added to the database with its sur-
rounding information.
4.2 Data extraction
There are several reasons why extracting data from PDF can be challenging, starting
from technical issues till practical workflow drawbacks. Documents are easily readable
for humans, while computers are not capable to understand. For instance, the computer
needs to apply an Optical Character Recognition (OCR) technique for scanned image
text. Once it is applied, it is possible to manually work with parts of the text. Obviously,
this method is tedious. It needs to open each PDF, locate and select the interesting text
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and copy it to another software. It takes too much time.
In this work, data extraction is performed through a specific labelling application
developed by the company where I am currently doing this project. This application is
located in a server and is used through a web browser. The procedure followed to build
the database made of pieces of text from KIIDs as follows:
1. Uploading the KIIDs in PDF format to the application.
2. Selecting the classification problem, i.e. exit charge detection.
3. Selecting a KIID.
4. Labelling the positive samples of this KIID, i.e. squaring the positive samples. In
figure 4.1 it is shown as a fund launch date labelling.
5. Splitting the rest of the KIID into pieces of text which represent the negative
samples of the database.
6. Proceeding with the next KIID.
Once these steps are completed, the database can be downloaded from the application.
The database is structured in the following manner. It contains as many rows as positive
and negative samples have been labelled. Each column of the database corresponds to
each feature of the sample, label and document Id. Document Id corresponds to the
name of the document which each sample belongs.
Figure 4.1 illustrates an example of fund launch date annotation. The fund launch
date is shown in a blue rectangle. Figure 4.2 shows in blue an exit charge annotation
in the KIID document and figure 4.13 illustrates an example of available document lan-
guages annotation. In this figure several annotations in colour rectangles are found.
These are positive samples for exit charge fund launch date and available document lan-
guages identification problems.
Fund launch date Exit charge Available document language
KIIDs 220 220 220
+ Samples 203 212 248
− Samples 29186 18477 28812
Table 4.1: Database length.
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In this project three different problems were studied: identifying exit charge, fund
launch date and available document languages. In table 4.1 the length of each database
is noted and the number of KIIDs, positive samples and negative samples in the data-
base. In some classification problems the number of positive samples is less than the
number of KIIDs, this is because sometimes the required information does not appear
in the document. For instance, the fund launch date information is missing in the doc-
ument because the fund is not launched yet.
In tables 4.2 and 4.3 an example of positive and negative fund launch date samples
extracted from KIIDs using the labelling tool is depicted.
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Figure 4.1: Illustration of fund launch date annotation.
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Content 14 November 2012
Paragraph The fund was launched on 14 November 2012
Input Left context The fund was launched on
Feature Right context ∅
Bottom context ∅
Section title Past performance
Output feature Class label 1
Document Id LU0295110042
Table 4.2: Fund launch date positive pattern.
Content 19 February 2016
Paragraph This fund is authorised (...) February 2016.
Input Left context ∅
Feature Right context ∅
Bottom context ∅
Section title ∅
Output feature Class label 0
Document Id LU0295110042
Table 4.3: Fund launch date negative pattern.
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Figure 4.2: Illustration of exit charge annotation.
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Content 0.30%
Paragraph 0.30%
Input Left context Exit charge
Feature Right context The one-off (...) financial advisor.
Bottom context Additional conversion charges 1.00%
Section title Charges
Output feature Class label 1
Document Id FR0056487458
Table 4.4: Exit charge positive pattern
Content 0.65%
Paragraph 0.65%
Input Left context Ongoing charges
Feature Right context The fund’s (...) investment schemes.
Bottom context Charges taken (...) specific conditions
Section title Charges
Output feature Class label 0
Document Id FR0056487458
Table 4.5: Exit charge negative pattern
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Figure 4.3: Illustration of available languages annotation.
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Sometimes KIIDs contain several positive annotations. In figure 4.13 12 different
annotations corresponding to: Bulgarian, English, French, and others are found. The
following tables show the classification database content for a positive sample and a
negative sample in available document languages.
Content French
Paragraph Further information: (...), French, (...) and Spanish.
Input Left context ∅
Feature Right context Switches: (...) for more details.
Bottom context Tax legislation: (...) tax position.
Section title Practical Information
Output feature Class label 1
Document Id LU2254476125
Table 4.6: Available languages positive pattern (French).
Content Schroder
Paragraph Liability: Schroder (...) fund’s prospectus.
Input Left context ∅
Feature Right context Remuneration Policy: (...) upon request.
Bottom context ∅
Section title Practical Information
Output feature Class label 0
Document Id LU2254476125
Table 4.7: Available languages negative pattern.
4.3 Data conditioning
SVM is a supervised ML algorithm which can be used for both classification or regres-
sion challenges. However, in this work it is used in a classification problem. SVM needs
numerical data in order to be trained. It cannot work with text data so it is needed to
find a way to convert textual information into numerical or transform the data in order
that the SVM becomes capable to work with it. There are several ways to transform
text information into numerical. Bag-of-words model approach[14], N -gram[15] or even
binary features[16] where 1 or 0 represent the presence or absence of a word in the text.
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In this work, the data transformation is done through the aforementioned methods
where data used are pieces of text and its surrounding information extracted from KIIDs.
In order to train the ML algorithm data needs to be conditioned and finally converted
into a numerical feature vectors. In this section it is presented how the data was condi-
tioned in order to train the ML algorithms.
1. Generating the vocabulary: creating a dictionary of terms present in positive
samples. To do so:
• Converting the text to lower case: Fund or fund, it does not matter, so all
the text can be brought to lower case.
• Removing Stop words: words like a or the should not be so significant. These
words are known as Stop Words, and are removed while conditioning the data.
• Lemmatizing words: invest and invested would suggest a similar meaning, so
lemmatization is done to bring the word in root form. The Stanford CoreNLP
Natural Language Processing Toolkit [17] is used in this project to do the
lemmatization.
Table 4.8: Vocabulary example.
Table 4.8 shows an example of a condensed vocabulary used in this project. As
shown in this table, vocabulary contains either one word (Uni-gram) or groups of
two words (Bi-grams). Words are added to the vocabulary if they appear at least
20 times in the positive samples of the database.
Each classification problem, identifying exit charge, fund launch date or available
document languages has his own vocabulary. In table 4.9 the length of each vocab-
ulary’s problem is shown.
2. Creating the feature vectors: Each sample of the database is converted into a vec-
tor space. Each term of the vector represents the presence or the absence of the
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Table 4.9: Vocabulary lengths.
vocabulary words in the sample which is going to be classified. 1 if the vocabu-
lary appears in the sample or 0 if not. A term-frequency can be used to represent
each term as well. Term-frequency is a measure of how many times the terms
present in the indexed vocabulary appear in the data set samples. In this case,
fund launch date, exit charge and available document language detection are very
simple problems by considering the presence or absence of vocabulary terms. Each
feature vector length is defined according to its vocabulary length. Last column
of table 4.9 shows the length of the feature vector for each classification problem.
For instance, the feature vector length of the fund launch date is 6938.
For example, let’s take the piece of text below to define our document space:
• Positive samples:
– p1: The fund launch date
– p2: The fund was launched in
• Test set:
– d3: The fund was launched in December 1997.
– d4: The share class launch date was
First the vocabulary is created from the positive samples. Text is converted to lower
case, stop words are removed and the vocabulary is brought to its root. Vocabulary
becomes fund, launch and date. Second the test document set is converted into vector
space where each term of the vector represents the presence or absence of the vocabulary
in the sample. The first term of the vector represents the word fund of the vocabulary,
the second represents launch and so on.
In this work 5 different features are used: Content, left context, right context, bottom
context and section title. Each feature has its own vocabulary extracted from positive
samples which contains Uni-grams and Bi-grams. For instance, the feature vectors used
to train the ML algorithm for each problem have been structured as follows:
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fund launch date Output Class
d3 1 1 0 1
d4 0 1 1 0
Table 4.10: Feature vectors example.
• Fund launch date detection:
Piece of text: 14 November 2012
Table 4.11: Fund launch date feature vector example.
• Exit charge detection:
Piece of text: 0.30%
Table 4.12: Exit charge feature vector example.
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• Available document language detection:
Piece of text: French
Table 4.13: Available document language feature vector example.
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5 Experiments
This chapter describes the implementation of the active learning strategies studied.
Three different active learning query strategies were chosen:
• Uncertainty sampling
• Query by Committee
• Density-Weighted method
These active learning strategies are compared with the passive learning methodology.
5.1 Environment
The following software, respectively operating systems and libraries, were used for the
implementation:
• Ubuntu 16.04 LTS
• Java “1.8.0.161”
• IntellyJ IDEA 2017.3.4
• Statistical Machine Intelligence and Learning Engine (SMILE)
• The Stanford CoreNLP Natural Language Processing Toolkit
• Annotation tool
5.2 Learning process
As explained in section 3.1, SVM needs a training phase. For training a 10-Fold Cross-
Validation (CV) was used. 10-Fold CV is a cross-validation technique used to evaluate
the results and guarantee that the validation and training data are independent. In or-
der to apply the 10-Fold CV, the database have been split in 10 groups, shown in table
4.1. In this work 220 KIIDs were used . In order to accomplish the training phase. 22
KIIDs were used for training another 22 KIID(s) have been used for validation and the
rest of the 176 documents were used as an unlabelled pool of samples.
Figure 5.1 shows in grey the samples used for training, in yellow those used as valid-
ation and in green the rest of data used as the unlabelled pool of data. Each cell of the
matrix represents a group of 22 KIID(s). For each new training set generated through
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Figure 5.1: 10-Fold CV process.
10-Fold CV a model with which the validation set is evaluated is obtained.
The following sections describes both methodologies: AL and PL. It can be seen that
the initial model calculation is the same for both methodologies, the difference lies in
the selection of new training samples for the model update.
5.3 Passive learning
In this section, the passive learning methodology used for annotation and classification
is described. Theoretically, the PL workflow follows the next steps:
• Calculating the initial model:
1. Human annotates n samples using the labelling application.
2. Splitting the data into train, validation and unlabelled pool of data.
3. Obtaining the initial model.
4. Validating the initial model.
• Updating the model:
1. Classifying the unlabelled pool of data.
2. Selecting randomly k samples. Adding them to the training set and removing
them from the unlabelled pool of data.
3. Training the model using the new updated training set.
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4. Validating the updated model.
This methodology does not follow any selection criterion for selecting the new training
samples. Selecting the new training samples randomly mainly causes the performance
of the system increases slow. Figure 5.2 shows a scheme of passive learning methodo-
logy. In this figure there is not any automatised task that helps the user to reduce and
facilitate the labelling task.
Figure 5.2: Passive learning methodology.
In order to implement the PL methodology the following order of action were under-
taken. From the database 22 KIIDs were taken to train an initial model. Another 22
documents, which the real class is known, were used to validate the model and calculate
its performance. From the unlabelled pool of data, 100 samples are randomly selected.
Using the document Id from those 100 samples, all the samples which belongs to that
document Id are added to the training set and removed from the unlabelled pool of data.
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With the new training set, the new model is calculated and validated with the validation
set, the same used when validating the initial model.
For instance, imagine that we select 100 samples which belongs to 6 different KIID(s).
We select all the samples from the unlabelled pool of data that belongs to that 6 KIID(s)
and add them to the training set. Next, we remove those samples from the unlabelled
pool of data and train again the model. This way of proceed pretends to imitate the real
application workflow where an oracle will annotate those 6 KIID(s) in order to improve
the initial model.
5.4 Active learning
In this section the AL approach, the method of selecting new training data, is described.
This study focuses on a pool-based sampling scenario. Initially, there is a small set of
labelled data and a large static or non-changing pool of unlabelled data. Figure 5.3
shows the active learning proposal used in this project. As stated earlier, the objective
of this work is to find a methodology which diminishes the number of samples to be
annotated maintaining the performance of the system. In order to do so, three different
active learning query strategies are studied:
• Uncertainty sampling.
• Query by Committee.
• Density-weighted method.
Annotation step, shown in figure 5.3, works as a passive learning work-flow. The ob-
jective was to obtain an initial model that is improved later with different active learning
approaches, labelling only the required samples queried by the system.
The next stage, Model Obtaining & Updating Step, is where the initial model is calcu-
lated and through the active learning methodology the model is performed repetitively
until a Confidence Interval (CI) is achieved. AL performs over the model adding the
queried samples to the training set. AL flow is developed in the following manner:
• Calculate the initial model:
1. A person annotates n samples using the labelling application.
2. Splitting the data into train, validation and unlabelled pool of data.
3. Obtaining the initial model.
4. Validating the initial model.
• Update the model:
1. Classifying the unlabelled pool of data.
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2. Querying k samples to be labelled according to the previously presented AL
selection criterion. Adding them to the training set and removing them from
the unlabelled pool of data.
3. Validating the model using the new updated training set.
4. Validating the updated model.
Figure 5.3: Active learning methodology.
The AL methodology was implemented following the PL steps presented in last sec-
tion. First the 22 KIIDs were selected and train an initial model. The initial model was
then validated using another 22 documents and its performance was calculated. From
the unlabelled pool of data, using each of the AL selection criterion presented, k = 100
samples were selected. Using the document Id from those 100 samples, all the samples
which belongs to that document Id were added to the training set and all the samples
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of the documents were removed from the unlabelled pool of data.
5.5 Query strategies
The main difference between active and passive learning is the ability to query instances
based upon past queries and their labels. As stated before, all active learning scenarios
require to know the informativeness of the unlabelled instances. In this section, the
three approaches for querying instances implemented are explained.
5.5.1 Uncertainty Sampling
It is the simplest and most commonly used query. In this framework, AL queries the
instances that are least certain on its classification. This approach is straightforward for
probabilistic learning models. Furthermore, it can be extrapolated in order to be used
through SVM.
Algorithm 1: Uncertainty sampling function
Data: training set, pool set, model, number of samples
Result: (new training set, new pool set, updated model)
1 while pool set is NOT empty do
2 Classifying the pool set (φA(x));
3 Sorting in ascending order according to probability classification;
4 Selecting document ID of k most uncertain samples;
5 Adding all the samples belonging to these document Id to the training set;
6 Removing all the samples belonging to these document Id from the pool;
7 Updating the model;
8 end
Algorithm 1 shows the procedure of the uncertainty sampling function. AL workflow
updates the model selecting the most informative samples of the unlabelled pool of data.
Uncertainty sampling selects the most informative samples using the probability classi-
fication obtained trough SVM. The probability classification results a value between 0.5
and 1. A classification output closer to 1 represents a very accurate classification. On
the other hand, a classification output closer to 0.5 means a very inaccurate classification.
Once all the pool is classified, the samples are sorted in ascending order based on the
probability classification. The first 100 samples are selected. Using the document Id. of
these 100 samples all the samples which correspond these document Id are added to the
training set and removed from the unlabelled pool of data. These procedure is repeated
until there are no more samples in the pool of unlabelled data.
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5.5.2 Query by Committee
This strategy works by using a committee of models querying those unlabelled examples
about which the committee disagrees the most about the label.
Algorithm 2: Query by committee function
Data: training set, pool set, model 1, model 2, number of samples
Result: (new training set, new pool set, updated model)
1 while not at end of the pool set do
2 Classifying the pool set with m models;
3 Normalising the classification (φA(x)) between 0 and 1;
4 Calculating the difference between the two model classifications;
5 Sorting the difference in descending order;
6 Adding all the samples belonging to these document Id to the training set;
7 Removing all the samples belonging to these document Id from the pool;
8 Updating the model;
9 end
Algorithm 2 shows the procedure of the query by committee sampling function. In
this work it has been used m = 2 different SVM models with different parameter con-
figuration. This query strategy prioritise the samples in which the two different SVM
show more disagreement.
In Query by Committee application, the unlabelled pool of data is classified using the
initial model by the two SVMs. In order to select those samples which more disagree in
the classification, the output of the SVM of each samples are normalised between 0 and 1.
zi =
xi −min(x)
max(x)−min(x) (5.5.1)
The difference of the normalised classification of each SVM output give us the dis-
agreement between classifiers. The higher the result is the bigger the disagreement. This
result is sorted in descending order and the first 100 samples are selected. From these
100 samples the document Id. is chosen and all the samples corresponding to these doc-
ument Id. are added to the training set and removed from the unlabelled pool of data.
This procedure is repeated until the unlabelled pool of data becomes empty.
5.5.3 Density-Weighted method
The main idea of the Density-Weighted method is that informative instances should not
only be those which are most uncertain, but also those which are “representative” of the
underlying distribution. So, this query strategy takes into account how similar are the
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Figure 5.4: Document annotation for document feature vector creation.
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samples.
In order to take into account the similarity of the samples, a feature vector which
represents the similarity between documents has been created. This feature vector is
created using the labelling tool used for labelling positive and negative samples. La-
belling tool is capable to recognise each section of the document identifying its section
title and content. Figure 5.4 shows the annotation task when labelling the documents
for document feature vector creation.
The procedure followed in order to obtain the document feature vector is the next:
1. Uploading the KIID(s) in PDF format to the application.
2. Selecting the document classification task.
3. Selecting a KIID.
4. Labelling each section title of the document and next its content. Then proceed
with the next section title and section content in the same manner, i.e. squaring
first (1) the section title and next (1.1) the section content. In figure 5.4 it is shown
an annotated KIID where the red rectangles correspond to the section title and
the blue ones to the section content.
5. Proceeding with the next KIID.
As demonstrated before converting the text samples into numerical feature vectors, in
order to calculate a similarity measure, the documents are converted into feature vectors.
To proceed in the following manner.
1. Generating two different vocabularies:
• Creating a dictionary of terms present in all documents. A list of all the terms
present in all documents.
• Creating a vocabulary of terms present in each document. A list of terms
present only in each document.
These two different dictionaries of vocabulary will allow us to identify which words
or groups of two words present in the feature vector appear in each document. If
the word or group of two words appear in the document, those terms of the vector
will appear as 1, otherwise it will appear as 0. The vocabulary of all document
contains 10435 words and groups of two words. The feature vector length used to
calculate the similarity between documents is 10435.
2. Calculating the Euclidean distance between each document feature vector.
dist(a,b) = dist(b,a) =
√
(a1 − b1)2 + (a2 − b2)2 + ...+ (an − bn)2 (5.5.2)
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3. Computing the distance matrix. Distance matrix is a symmetric matrix where
each element corresponds to the Euclidean distance between two documents. For
instance, cell (1, 2) contains the euclidean distance between documents 1 and 2.

dist(1,1) dist(1,2) dist(1,3) dist(1,j)
dist(2,1) dist(2,2) dist(2,3) dist(2,j)
dist(3,1) dist(3,2) dist(3,3) dist(3,j)
dist(j,1) dist(j,2) dist(j,3) dist(j,j)
 (5.5.3)
Algorithm 3: Density-weighted method function
Data: training set, pool set, model, number of samples, distance matrix
Result: (new training set, new pool set)
1 while not at end of the pool set do
2 Classifying the pool set (φA(x));
3 Calculating the Informativeness of each sample
4 Inf =φA(x) ·
(
1
U
∑U
u=1 sim(x, x
(u))
)β
;
5 Sorting in ascending order according to Informativeness;
6 Selecting document ID of n most informative samples;
7 Adding all the samples belonging to these document Id to the training set;
8 Removing all the samples belonging to these document Id from the pool;
9 Updating the model;
10 end
Distance matrix is a symmetric matrix where the diagonal cells contain 0 because the
difference between the same feature vector is 0. In order to operate with the SVM output
and the similarity parameter, they need to be normalised between 0 and 1 accordingly.
So, SVM output is normalised between 0 and 1 shown in equation 5.5.1. Distance is a
measure of dissimilarity being the opposite needed in this strategy. We normalise the
distance value and subtract from 1, in this way a similarity measure that can operate
jointly with the SVM output is obtained. β parameter shown in algorithm 3 represents
the weight that receives the similarity measure over the SVM output. In this work β is
set up to 0.25
Algorithm 3 shows the procedure of the Density-Weighted method query strategy
used in this work. In order to implement this strategy, a similarity measure between
all samples needs to be calculated. In this work the Euclidean distance is used as a
similarity measure.
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5.6 Evaluation measures
In order to measure the previously presented active learning query strategies and to be
able to compare with the passive learning methodology, the following evaluation rules
have been used. First, we need to present the concepts of True Positive (TP), True
Negative (TN), False Positive (FP) and False Negative (FN).
• TP are all those sentences correctly classified as 1
• TN are all those sentences correctly classified as -1
• FP are all those sentences incorrectly classified as 1
• FN are all those sentences incorrectly classified as -1
Evaluation rules used in this project in order to evaluate the query strategies presented
in this work are:
Precision =
TP
TP + FP
(5.6.1)
Recall or Sensitivity =
TP
TP + FN
(5.6.2)
Specificity =
TN
TN + FP
(5.6.3)
Accuracy =
TP + TN
TP + FP + TN + FN
(5.6.4)
Binary classifiers are usually evaluated with performance measures such as sensitivity
and specificity. Alternative measures such as Precision/Recall are used less frequent. In
this work results are presented through recall and accuracy because the methodology has
been applied to a strong imbalanced data set in which the number of negatives outweighs
the number of positives significantly. Recall plots provide the viewer with an accurate
prediction of future classification performance due to the fact that they evaluate the
fraction of true positives among positive predictions[18].
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6 Results
In this section the results of the comparison between AL strategies and versus PL meth-
odology are presented.
6.1 Recall vs Iterations
In this section the results of the recall achieved during the learning process are presented.
These results are obtained using a 10-fold Cross-Validation.
Available document language:
Figure 6.1 shows the recall achieved by each of the different AL and the PL methods in
available document language detection. The PL method needed 18 iterations to achieve
the maximum recall, 84.58%, obtained with this database. The AL methods achieved
the maximum recall in just 12 iterations. At the 12th iteration, PL reaches only the
72.67% of recall. AL strategies needed 5 iterations to achieve the 80% of recall. In this
problem there is not any significant difference between the AL strategies.
Figure 6.1: Recall of Available document language detection.
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Exit charge:
Figure 6.2 shows the results of the recall obtained during the learning process in exit
charge detection. As shown in this figure the difference between AL and PL is signi-
ficant. All AL strategies only needed 3 iterations to achieve the maximum recall, 92%,
and PL needed the enormous quantity of 20 iterations to achieve this recall. In the 3rd
iteration, PL reached a recall of 87.87%.
Figure 6.2: Exit charge detection recall.
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Fund launch date:
The last proposed problem studied in this work is fund launch date detection. Figure
6.3 shows the recall achieved by AL and PL. As shown in this figure, AL needed 25
iterations to achieve 89.61% of recall and PL 30. However the major difference can be
appreciated in the first 10 iterations were the AL strategies raised the recall more rapid
than the PL strategy.
Figure 6.3: Fund launch date detection recall.
49
Title: Comparison of Active Learning Methods for Automatic Document Classification
Author: Marc Marce´ Gomis
6.2 Accuracy vs Iterations
In this section the accuracy results achieved during the learning process in the three
classification problems proposed are presented.
Available document language:
Figure 6.4 shows the accuracy achieved by each of the different AL strategies and the
PL methodology in available document language detection. As shown in this figure, PL
method needs 18 iterations to achieve the maximum accuracy obtained with this data-
base, 99.8%. Whereas AL strategies were able to achieve the maximum recall in just 12
iterations.
Figure 6.4: Available document language detection accuracy.
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Exit charge:
Figure 6.5 shows the accuracy obtained during the learning process in exit charge de-
tection. As shown in this figure the difference between AL and PL is quite significant.
All AL learning strategies need just 3 iterations to achieve the highest accuracy, 99.92%
in this problem, however PL needs 20 iterations to achieve the same recall.
Figure 6.5: Exit charge detection accuracy.
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Fund launch date:
Accuracy obtained in the last proposed studied problem of fund launch date detection
is shown in figure 6.6. As shown in this figure, AL needs 25 iterations to achieve the
89.61% of recall. Although, the difference can be appreciated in the first 10 iterations
were the AL strategies raise the recall more rapidly than the PL strategy.
Figure 6.6: Fund launch date detection accuracy.
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6.3 Time vs Iterations
In this section the results of the time consumption during the learning process by AL
and PL methodologies are presented.
Available document language:
Figure 6.7 shows the time consumed by each methodology in fund launch date detec-
tion. In blue, there is depicted the number of seconds that the PL methodology needs for
the training. As it has been shown in previous two sections, AL methodologies achieve
the maximum recall in iteration 12. In this figure, it is shown that in the 12th iteration
uncertainty sampling and density-weighted needed almost the same time to compute 12
iterations. On the other hand, query by committee needed much more time to compute
these 12 iterations. This is because query by committee needed to compute 2 different
SVM models to query those samples in which the classification disagree more. PL needs
less time to compute each iteration because the samples are selected random without
computing the probability of classification of any sample.
Figure 6.7: Available document language time.
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Exit charge:
Figure 6.8 shows the time consumption for exit charge detection. Figure 6.9 shows
a zoom of figure 6.8 at the first 5 iterations. In this figure, it can be seen as well that
query by committee needed more time together with density-weighted method, although
the big difference in time consumption can be appreciated in the last iterations in figure
6.8.
Figure 6.8: Exit charge time.
Figure 6.9: Exit charge time zoom.
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Fund launch date:
Fund launch date is the last proposed studied problem. Fund launch date detection is
shown in figure 6.10. This figure shows again that query by committee needs the double
of time than the other two AL strategies and the PL methodology to compute the 25th
iteration where the maximum recall and accuracy where achieved.
Figure 6.10: Fund launch date time.
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6.4 Discussion
Results obtained in this work demonstrates that AL strategies allows to obtain a bet-
ter system than PL methodology. This has been proven through three different text
classification problems, available document languages, exit charge and fund launch date
detection. The three different classification problems have demonstrated that AL meth-
odology improves the performance of the system faster. In other words, the enterprise
costs are substantially reduced by implementing any of the AL strategies proposed in
this work.
AL strategies have given similar results in recall and accuracy. Any of the strategies
are capable to offer better results than the PL methodology. Meanwhike, time con-
sumption results have helped to discard one of the AL strategies. Time consumption
shows that query by committee needed more time to compute each learning iteration, to
a maximum of twice the time in one classification problem.
Finally, it was concluded that AL methodology helped us to improve the performance
of the system by diminishing the time and resources needed. Furthermore, one of the AL
strategies was discarded because of the time consumption requires: query by committee
is discarded. The AL strategies that improved the system in less iterations and needed
less time to compute each iteration were uncertainty sampling and density weighted.
Even although, these last two selected strategies are both capable to achieve similar
results. Density weighted needed a previous step in order to be implemented, the simil-
arity measure had to be computed. This previous step makes that the best AL strategy
implemented in this work is uncertainty sampling method.
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7 Conclusion and future work
This chapter briefly summarises the thesis, discusses its findings and contributions and
outlines directions for future research.
Active Learning is a methodology that can radically accelerate the learning process
of many Machine Learning projects and greatly reduce human effort and economic cost.
Active Learning prioritises which data is the most confusion about and requests just
those labels instead of collecting all labels of the pool of data.
Active Learning methodology has been implemented in a real application that consists
of automatically capturing relevant information from Key Investment Information Docu-
ments (KIID). Those documents aim to help investors to understand the nature and key
risks of the product in order to make a more informed investment decision. The inform-
ation that has been considered are: exit charge, fund launch date and available languages.
The first phase for obtaining a tool that automatically extracts this information from
KIIDs is the learning phase. In this phase a training set of labelled examples must be
obtained. These labelled examples are composed of pieces of text from KIIDs. These
pieces of text have been obtained semi-automatically with the aid of a specific tool de-
veloped by the company where I do my internship. This tool associates to each piece of
text 5 different variables or features: content, left context, right context, bottom context
and section title. The label of this piece of text, that is, whether this piece of text is
related or not to the desired information (for instance Exit charge) is obtained manu-
ally. In fact, the positive examples were labelled by hand and the negative examples are
obtained automatically with the help of the labelled tool.
The machine learning algorithm used for classification was the well-known Support
Vector Machines. The examples were translated into binary vectors through Uni-grams
and Bi-grams generating a vocabulary of one and two words and identifying whether
the text feature contains or not these N -grams (N = 1 or 2).
Four approaches has been considered to select examples to be labelled: uncertainty
sampling, query by committee, density weighted and random sampling. The first three
of them are Active Learning methods and the last one is a Passive Learning method
implemented as reference. 10-fold cross-validation was used to assess each of the ap-
proaches implemented and three evaluation measures were applied: recall, accuracy and
computational time.
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Taking into account both, recall and accuracy, it was concluded that all the Active
Learning strategies performed similarly and improved the random sampling. Analysing
the time consumption allowed us to discard the query by committee approach. Taking
into account that the density-weighted method needed a previous step in order to be im-
plemented (the similarity measure), the simpler uncertainty sampling method was the
approach that was selected for labelling.
Next step will be to add to the semi-automatic labelled tool developed by the company
this Active Learning characteristic. Once a large set of KIIDs is supplied, this tool will
start extracting a few pieces or text from them and will present to be labelled. From
this small set of labelled examples, the tool will inspect the rest of KIIDs in order to
select other pieces of text to be labelled using the uncertainty sampling method. This
process will be carried out sequentially until a certain stop criterion is satisfied. In this
way, to obtain an equally efficient model, a smaller number of examples will be needed.
We can extend this problem to other kinds of information besides the three proposed
in this work. In addition, similar tool could be applied in other similar problems of
extracting information from documents.
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