Appendix II: Methods of Dealing with Missing Data
Case deletion Simple deletion of the missing data may be problematic if a large portion of the observations is missing. There are two types of deletion method: list-wise deletion (LD) and pairwise deletion (PD), or available case analysis -these are the traditional methods of dealing with missing data. Under MCAR, the remaining observations give unbiased estimates, but under MAR and MNAR the resulting estimates are usually erroneous (Osborne, 2013, p. 117) . Under either case, deletion of the missing data leads to reduction of the power of the analysis, which potentially deteriorates the quality of the results. Power is the probability of rejecting the null hypothesis when the alternative hypothesis is false, thus committing Type II error. Software is available for computing power, or G*Power. Osborne (2013) estimates a sample of size 20 gives a power of 0.5, which means that with such a sample size there is 50% chance of committing Type II errors. Thus, the simple deletion method is reasonable when only a small portion of the data are missing and the missing data are MAR (Osborne, 2013, p. 118) .
Single Imputation  Mean substitution Imputing unconditional means, or mean substitution -replacing each missing value with the sample mean, resolves the power issue, may give an accurate prediction of the missing values but distorts the sample's correlations and variances. In a large sample with 95% confidence interval for the population mean is ̅ ± 1.96 √ , where ̅ is the sample mean, is the sample standard error and is the sample size. Mean substitution biases the sample variance downwards ( 2 < 2 ); i.e., the sample variance becomes lower than the true population variance; and overestimates the sample size. The confidence interval is a range of values around the sample mean that is likely to contain the true population mean. Thus, the coverage probability is:
Under MCAR the coverage probability after mean substitution, when the response rate, = √ = 0.75 with 25% missing values, the coverage probability is reduced to (1.96 ≤ ≤ 1.96 ), where = √ ̅− ~(0,1). Therefore ( ≤ 1.96 * 0.75) + ( ≤ 1.96 * 0.75) = 0.4292 * 2 = 85.8% Thus, the error rate is nearly three times as high as in the complete data case. In addition to reducing variances, mean substitution also reduces the covariance and inter-correlation between variables. Thus, in case of MCAR mean substitution is a less preferable method than simple deletion (given reasonably small portion of missing values).  Imputing from an unconditional distribution To offset the drawbacks of the mean substitution, other single imputation methodologies have been used that preserve the shape of the distribution. One procedure is known as hot deck imputation, which is the process of filling the missing data with the actual data drawn from the observed values randomly. Although this method does not distort the variance it still distorts the correlations (Schafer & Graham, 2002) .
 Imputing conditional means Conditional mean substitution, also known as a cold deck imputation is performed by running a regression model for predicting from a set of independent variables. The regression is first run on the set of the observed values of , then using the covariate values for the missing observations, one obtains the predicted values ̂ for the missing values of , and this way ̂ estimates the conditional mean of given independent variables. Such a method produces more accurate predictions but distorts the covariances and correlations as it overestimates the strength of relationship between and .
Multiple imputation method
The multiple imputation (MI) method (Rubin, 1987) addresses the problems posed by the conditional mean imputation. With multiple imputation, is replaced with a number of random draws from the predictive distribution (Schafer & Schenker, 1997) . MI is a Monte Carlo technique, where each missing values is replaced by the th element of a list of > 1 simulated values, where = 1, … … . Such procedure produces data sets, each of which is analyzed by the same complete-data method. (Schafer & Graham, 2002) . A crucial feature of MI is that the missing values for each participant are predicted from his or her own observed characteristics.
Appendix III: Test for Randomness of Missing Values
To perform a test for randomness of missing values, we create a dummy variable . Let = 1, be the incidents of missing values in mar_to_birth variable, and = 0, when the data are observed. We use the logistic regression to predict the randomness of missingness based on the variables age_at_mar and cur_age as a set of independent variable. The dependent variable is a dichotomous variable:
Since the dependent variable is a dichotomous dummy variable, we cannot use a regular linear model for testing the randomness of missing values and instead employ a logit model.
We view as realizations of random variable that takes the values between 1 and 0 with probabilities and 1-, respectively. Thus ~ ( ), which can be written in compact form as:
Let 1 and 2 be the probabilities of missing and not missing the survey question:
Then,
Here, (•) is the cdf of the random variable. The vector of parameters shows the effect of changes in on probability. We are interested in finding the marginal effects at the means (MEMS) of the different categories of women with regard to their relationship to the head of household on the probability of leaving the survey question blank.
Ideally, we would like the probabilities of leaving the question blank to be a linear function of the covariate , i.e., ( , ) = ′ . But since 0 < < 1, while the linear predictor can take any real value, the predicted value may not be in the plausible range. To fix this problem we need to transform to data and we can do it in two steps: 1) We find the odds of missing the survey question:
The odds can take any positive value, thus have no upper bound restrictions.
2) We then take the of odds ratio to remove the lower bound restriction, this will give the ( )
Solving for will give us:
Finally, in order to estimate the marginal effects of being in a different category of relationship to the head of household on the probability of nonresponse to the survey question on domestic violence, the marginal effect in the logit model can be calculated by differentiating with respect to the covariates:
Since in our model is a multinomial categorical variable while derivatives are taken with respect to small changes it is not appropriate to employ the above equation in finding the marginal effect. The appropriate marginal effect for a binary independent variable would be (Greene, 2012, p. 730 ) : = ( = 1| , ̅ = 1) − ( = 1|̅, = 0), there ̅ is the means of other covariates included. The marginal effects at means for qbee variable show the predicted probabilities of leaving the survey question without response for two hypothetical, average individuals with average an age of 32 years, married at age 20, living in a family with 6.5 members and so on, compared to the reference category. In this case the reference category is the respondents who indicated themselves to be head of household. The marginal effect calculation did not show any statistically significant results (pvalue greater than 5%). Therefore, we can conclude we are not dealing with the case of MNAR. In this case, the missing data are ignorable. The logit regression and marginal effects estimation on variable cur_age_child showed similar results. Since the number of the missing values is reasonably small, we may simply delete the missing values. Variable  C1  C2  C3  C4  C5  C6  C7  C8  C9  C10 C11 
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Appendix VI: Frontier Regression Analysis
Due to the sensitivity of the subject and the cultural context, we anticipate that incidence of DV and its severity is underreported. In particular, while few people would deliberately over-report domestic violence incidents, there may be many reasons to fail to report actual incidents, in which case the error term will not be symmetric with mean zero. To investigate the issue further, we employ a stochastic frontier model. The stochastic frontier analysis (SFA) model was first introduced in application to the production process in identifying firm inefficiencies (Aigner, Lovell and Schmidt 1977) .
In the frontier regression model: y = βX+ε, the error term, , consists of two components: ε = ν + υ , where error term is an i.i.d measurement or random error with mean zero, while is distributed independently of , a non-negative term encompassing the nonrandom error. In such a model, the output function must lie on or below its frontier; i.e., the maximum possible output, in the case of the production function. In such a context, deviation from the frontier is determined by technical and economic inefficiencies that are in the firm's control, unlike the systemic disturbances.
Observation and measurement error constitute another source of firm inefficiency, where may assume either direction.
Application of frontier model beyond the analysis of production processes is limited. The most relevant paper here is an application of the model to correct for undercounting in estimating global infant mortality rate (Anthopolos and Becker 2010). As the frontier regression model estimates an optimal behavior, while ordinary regression estimates average behavior, we suspect that due to underreporting, OLS estimates are biased downward; i.e., estimate is on average lower than the true parameter (see table below). The disturbance term, , is assumed to be half-normally distributed.
The result of the likelihood-ratio test shows that the inefficiency component in the SFA model due to underreporting is null. This means that stochastic frontier model reduces to an OLS model. In terms of individual components, the difference in OLS and SFA coefficients for sibling_vio across all three output variables is noteworthy. In SFA model, coefficients for sibling_vio are 105%, 34% and 60% higher when predicting incidents of severe physical, physical and emotional violence, respectively. In addition to sensitivity of the subject of domestic abuse, admitting having been abused by a blood relative in the past appears to be extra challenging. Appendix VII: Propensity Score Matching **************************************************** Algorithm to estimate the propensity score **************************************************** Estimation of the propensity score ******************************************************
Stoc. Frontier normal/half-normal model
Step 1: Identification of the optimal number of blocks Use option detail if you want more detailed output ******************************************************
The final number of blocks is 9
This number of blocks ensures that the mean propensity score is not different for treated and controls in each blocks **********************************************************
Step 2: Test of balancing property of the propensity score Use option detail if you want more detailed output **********************************************************
Variable sex_hhr is not balanced in block 2
Variable cur_age_child is not balanced in block 7
Variable sex_hhr is not balanced in block 7
Variable age_at_mar is not balanced in block 8
The balancing property is not satisfied Note: the common support option has been selected ******************************************* End of the algorithm to estimate the pscore ******************************************* **************************************************** Algorithm to estimate the propensity score **************************************************** Estimation of the propensity score ******************************************************
The final number of blocks is 5
Step 2: Test of balancing property of the propensity score Use option detail if you want more detailed output ********************************************************** Note: the common support option has been selected ******************************************* End of the algorithm to estimate the pscore ******************************************* **************************************************** Algorithm to estimate the propensity score **************************************************** ******************************************************
The final number of blocks is 5
This number of blocks ensures that the mean propensity score is not different for treated and controls in each blocks ********************************************************** Step 2: Test of balancing property of the propensity score Use option detail if you want more detailed output ********************************************************** Note: the common support option has been selected ******************************************* End of the algorithm to estimate the pscore ******************************************* **************************************************** Algorithm to estimate the propensity score **************************************************** Estimation of the propensity score ****************************************************** Step 1: Identification of the optimal number of blocks Use option detail if you want more detailed output ******************************************************
Step 2: Test of balancing property of the propensity score Use option detail if you want more detailed output ********************************************************** Note: the common support option has been selected ******************************************* End of the algorithm to estimate the pscore ******************************************* 
