Value-at-risk (VaR) is one of the most common risk measures used in
INTRODUCTION
In the early 1990s, a number of spectacular company failures were attributed to the inappropriate use of derivatives and a lack of sufficient internal controls. Some examples are Orange County (1994, losses of US$1.8 billion), Metallgesellschaft (1994, US$1.3 billion), Barings (1995, US$1.3 billion) and Daiwa (1995, US$1.1 billion). In the decade before these events the entire financial system collapsed, not only in developing countries such as Argentina, Brazil and Mexico, but also in developed countries such as the US, Japan, etc. The savings and loan crisis of the US in the 1980s and the Japanese banking crisis in the 1990s are examples of this. The need for improved risk management, especially for financial organizations, became clear in that time.
In response to these events, a new method of measuring risk has been developed, which focuses on the losses that companies can make with reasonable probability. This is known as value-at-risk (VaR). Till Guldimann used the terminology VaR for the first time when he was heading the global research team at JP Morgan in the 1980s. The term found its way into the G-30 report published in July 1993. Value-at-risk was widely available by 1994 through JP Morgan's RiskMetrics,
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complemented by CreditMetrics in 1997, CorporateMetrics and PensionMetrics in 1999. Originally VaR was intended to measure the risks in derivatives markets. However, it is being extensively applied by financial institutions to measure all kinds of financial risk.
The significant increase in the number of traded assets in the portfolios of most financial institutions was the main cause for concern of loss to regulators. Banks are now required to hold a certain amount of capital as a cushion against adverse market movements. According to the capital adequacy directive which incorporates a report by the Basel Committee on Banking Supervision (BCBS) (1996) the risk capital of a bank must be sufficient to cover losses on the bank's trading portfolio over a 10-day holding period on 99% of occasions. Value-at-risk methods have been recommended for determining the market risk capital requirements, through the 1996 market risk amendments to the Basel accord.
In the context of statistics, VaR is nothing but a quantile of the profit-loss distribution, which can be derived for any specific level of significance (α) and time horizon. Financial managers estimate the quantile of the left lower-sided tail, as a representation of worst losses for a given α. Providing an accurate estimate of VaR is crucial. If the underlying risk is not properly estimated, this may lead to a suboptimal capital allocation with consequences on the profitability or the financial stability of the institutions and if risk is overestimated, then it may further lead to unnecessary extra capital requirements.
The definition of VaR risk measurement, including its estimation properties and drawbacks, has been discussed in various research papers and books by several authors. We list a few of them here: McNeil (1997), Embrechts et al (1997) , Ju and Pearson (1999) , McNeil and Frey (2000) , Alexander (2001) , Yamai and Yoshiba (2001) , Jorion (2002) , Krause (2002) , Acerbi (2002) , Acerbi and Tasche (2001) , Fernandez (2003) , Giorgio (2004) , Harmantzis et al (2006) and Jadhav et al (2008) .
In this paper, we briefly review the definition, properties and various existing parametric and non-parametric estimation procedures of VaR. We also suggest nine new non-parametric estimators of VaR. Furthermore, we compare the performance of these estimators with the existing estimators for the real data sets on returns.
The paper is organized in the following way. Section 2 describes the definition, advantages and some properties of VaR. Various existing estimators of VaR are mentioned in Section 3. Section 4 provides nine new methods of estimating VaR. Section 5 includes a backtesting procedure, with detailed information on hypothesis testing and computation procedure. In Section 6, we present the estimate of the VaR along with the in-sample and out-of-sample testing corresponding to various stocks and market indexes returns. We have summarized the results in Section 7. In Section 8, the conclusions and findings of the data analysis are provided. The paper ends with some concluding remarks in Section 9. Very recently, financial crises in the world economy have raised doubts regarding the VaR technique and its estimation procedures. In the last section we have commented on the credibility of VaR estimation procedures.
VALUE-AT-RISK
Value-at-risk is defined as the maximum potential loss in the value of a portfolio of financial instruments with a given probability over a certain horizon. In other words, the VaR estimate is nothing but the maximum loss that a financial institution can suffer with 100(1 − α)% confidence level in the next T days. It is a number that indicates how much a financial institution can lose with a certain probability over a given time horizon.
Value-at-risk is easily and intuitively understood by non-specialists. It can therefore be well communicated within a company as well as between the company and regulator, investors or other stakeholders. The VaR concept can be extended to other types of risk, notably credit risk and operational risk. It summarizes the total risk of a financial portfolio into a single number and it can be used to compare the market risk of all types of activities in the firm. The major advantage of VaR is its estimation by different methods according to the present situation.
Definition
Let X denote the return random variable on a probability space ( , F, P) with distribution function F X (x). Then for each α ∈ (0, 1), the VaR with 100(1 − α)% confidence level is defined as:
where q α (X) is the largest α-quantile:
This definition can also be expressed in terms of q 1−α (−X), the smallest (1 − α)-quantile. Consider:
The choice of q α , the largest α-quantile instead of q α , the smallest α-quantile is somewhat arbitrary, and it yields different values only when the distribution F X is flat at α, so that J α = [q α , q α ] is a non-trivial interval.
Value-at-risk can be considered as the amount of extra capital a firm needs to keep in order to reduce the probability of bankruptcy to α, or the extra capital that needs to be added (as a risk-free investment) to a given position to make an investing agency's financial exposure acceptable to an external regulator.
Properties
Value-at-risk has the following properties:
Proofs of these properties are straightforward and hence omitted.
EXISTING METHODS FOR THE ESTIMATION OF VALUE-AT-RISK

Parametric methods
There are three parametric methods for estimating VaR. These methods assume some particular distribution for the return data.
1) Gaussian approach
When the returns follow a Gaussian distribution with mean zero and unknown variance σ 2 , an estimator of VaR at (1 − α) confidence level is given by:
where z α is such that P (Z ≥ z α ) = α with Z ∼ N(0, 1) and:
2) Extreme value theory approach
The generalized Pareto distribution is considered to be a natural choice for modeling the excess losses above a sufficiently high threshold u. The distribution function of generalized Pareto distribution is:
where β(u) > 0, and y ≥ 0 when ξ ≥ 0, and 0 ≤ y ≤ −β(u)/ξ when ξ < 0.
Estimates of the parameters ξ and β(u) can be obtained from G ξ,β(u) (y) by the method of maximum likelihood. Given X i , i = 1, 2, . . . , n, the estimate of VaR is given by:
where N u is the number of observations above the threshold level u. We refer to McNeil (1997) for more details.
3) Stable Paretian approach Towards the estimation of VaR using stable Paretian approach, first estimate the parameters of stable distribution using a maximum likelihood method (see Mittnik et al (1999) ) or by the method of quantiles (see Fama and Roll (1971) ). After estimating parameters, Monte Carlo simulations are used to generate observations from the assumed stable distribution. The VaR is then usually estimated by using the historical approach, discussed in the next section. A detailed discussion of the stable distribution in the context of VaR may be found in Rachev and Mittnik (2000) .
Non-parametric methods
Financial risk management is primarily concerned with the characteristics of the left tail of the return distribution. However, data is generally sparse in the tail region and hence proposing a proper model, which is adequate for the tail area, is not trivial. This is where the non-parametric methods can play a significant role. An advantage of the non-parametric methods are their robustness to the model assumption. Therefore, they avoid the bias caused by the use of a misspecified return distribution. Mainly, there are two non-parametric methods for the estimation of VaR reported in the literature.
1) Historical (empirical) simulation
Using standard results of empirical distribution, the αth quantile F −1 (α) of a return random variable X with distribution function F can be nonparametrically estimated by considering: X n(n) are the order statistics corresponding to the observations X 1 , X 2 , . . . , X n from F . 2) Kernel-based approach Given a random sample X 1 , X 2 , . . . , X n from a continuous distribution with unknown probability density function f , the kernel estimator of f is given by:f
where h is the smoothing bandwidth parameter and K(·) is a kernel. Accordingly, a kernel estimator of F (x) is:
du. An estimator of the VaR can be obtained by solving the following equation:
for a given value of α. We refer to Gourieroux et al (2000) and Chen and Tang (2005) for more details.
NEW NON-PARAMETRIC ESTIMATORS OF VALUE-AT-RISK
There are different types of non-parametric quantile estimators suggested by Kappenman (1987) , Kaigh and Lachenbruch (1982) and Harrell and Davis (1982) . Dielman et al (1994) have compared various existing quantile estimation procedures. Here we are exploring the possibility of using these techniques in finance literature for the estimation of VaR. To this end, first we define the nine nonparametric estimators for estimating the VaR. Let X 1 , X 2 , . . . , X n be a random sample from a return distribution F (·), with X (1) ≤ · · · ≤ X (n) as the corresponding order statistics. For given α, define j = [nα] and g = nα − j . The notation [. . .] denotes the greatest integer function. We construct the following estimators of VaR which are based on the linear functions of order statistics in a sample of size n. The estimators 1 to 7 discussed below are obtained by interpolating between the order statistics X (j) and X (j+1) . A motivation for such an interpolation is the following. In general, the naive estimator X (j+1) used to estimate the αth quantile of F (·) is neither mean nor median unbiased. This has led to the construction of estimators which interpolate between order statistics. We refer to Keating and Tripathi (1985) for a good discussion on such quantile estimators.
Weighted average at X ([nα]) :
VaR (α) (X) = (1 − g)X (j) + gX (j+1)
Observation numbered closest to [nα]:
VaR (α) (X) = X (j) if g < 0.5 X (j+1) if g ≥ 0.5
Empirical cumulative distribution function (CDF):
where k = [(n + 1)α] and h = (n + 1)α − k.
Empirical CDF with averaging:
7. Weighted average at X ([nα+0.5]) :
where 0.5 ≤ nα ≤ (n − 0.5) and i = [nα + 0.5].
Harrell-Davis estimator
The expected value of kth-order statistics is given by:
, a well-known asymptotic result of order statistics, Harrell and Davis (1982) suggested using E(X (n+1)α ) as an estimator of F −1 (α). This can be achieved by replacing k with [(n + 1)α] and F with F n in expression (1), which leads to the following estimator of VaR:
The estimator can be expressed as:
where:
with Y as a random variable having incomplete beta distribution with parameters (n + 1)α and (n + 1)(1 − α). That is:
where I x (a, b) denotes the incomplete beta function. This estimator can be proved to be asymptotically normally distributed. For a detailed discussion, we refer to Harrell and Davis (1982) .
Kaigh-Lachenbruch estimator
An alternative to the conventional sample quantile, Kaigh and Lachenbruch (1982) have proposed a non-parametric estimator of a population quantile. They have considered a linear combination of order statistics with coefficients as probabilities. The estimator can be viewed as a generalized sample quantile obtained from a subsample. The procedure may be explained as follows. Suppose that X 1 , X 2 , . . . , X n is a random sample from an unknown return distribution F and let X 1:n ≤ · · · ≤ X n:n be the corresponding order statistics. For a fixed integer k satisfying 1 ≤ k ≤ n, consider a simple random sample (without replacement) from the complete sample and denote the corresponding ordered observations in the subsample by X 1:k;n ≤ · · · ≤ X k:k;n . Using the combinatorial theory, it is possible to show that for any integer r such that 1 ≤ r ≤ k:
where r ≤ j ≤ r + n − k. Kaigh and Lachenbruch (1982) suggested a quantile estimator by considering the linear combination of order statistics with weights as these negative hypergeometric probabilities. Thus, we may suggest the following as an estimator of VaR:
Here the subsample size is k = [n/2]. As the above estimator is a linear combination of order statistics, it is possible to establish the consistency and asymptotic normalityVaR α (X) easily.
COMPARISON OF ESTIMATORS
There are two types of comparison procedure, in-sample (to examine the estimated method's goodness-of-fit ability) and out-of-sample (to evaluate the forecasting quality of the estimated model). Several researchers, namely Kupiec (1995) , McNeil and Frey (2000) , Harmantzis et al (2006) and Tang and Shieh (2006) have used these methods extensively. Here, we compare various existing estimators of VaR based on in-sample and out-of-sample procedures.
In-sample comparison method
Kupiec (1995) discuss a method for testing the correctness of VaR using the concept of a likelihood ratio. The procedure is to judge the performance of VaR models by assessing the difference between the prespecified VaR level and the failure rate: the proportion of the number of times the actual observation exceeded the forecasted VaR to the total number of observations. If the failure rate is very close to the prespecified VaR level, we may conclude that the VaR model is specified very well. In other words, the VaR estimate is not underestimated and also not overestimated.
Most empirical studies in the field of VaR evaluate only the performance of VaR models by comparing the value of the failure rate. For the purpose of testing VaR models, we adopt the Kupiec likelihood ratio test.
Let f denotes the failure rate and the prespecified VaR level be α. When there are n observations, the Kupiec likelihood ratio (LR) statistic is given by:
which is distributed as χ 2 with one degree of freedom. This statistic is used to test the null hypothesis that the failure rate is equal to the prespecified VaR level α. Thus, testing the accuracy of the model is equivalent to testing the hypothesis
The test procedure rejects the null hypothesis if LR < χ 2 1 or if the p-value = P (LR > χ 2 1 ) is less than α.
Out-of-sample comparison method
In-sample VaR computation and backtesting allow us to examine only the past performance of the VaR models. The real contribution of VaR computation is its forecasting ability, which provides investors or financial institutions with the information about the largest loss they may incur. There are several factors that could affect the predicted value of VaR. An appropriate time horizon is the first among them. It has been argued that a shorter time horizon is preferred for frequently traded instruments and a longer time horizon is preferred for illiquid assets. The data set used here consists of frequently traded assets and therefore a time horizon of one day is used. The rolling window length (the observation period) used to estimate the model parameters is also an important factor. We have used a rolling window, which is three-quarters of the whole data, and tested the estimate of VaR based on all nine new quantile estimation procedures for the last quarter of the data. A VaR violation occurs when the actual loss is greater than the estimated VaR figure for that day. Therefore, by definition the VaR violation is positive. We determine whether a violation occurs on that day by comparing the forecasted VaR value with the realized return at the end of that day. This has been done for each observation in the last quarter of the data, for all 14 methods. When forecasting VaR at a certain quantile level α, it is expected that α% of the time the realized loss will be greater than the estimated VaR, if the model performs well. Therefore, in theory, the violation ratio of an effective model should be α. Similarly to in-sample VaR analysis, these out-of-sample VaRs are compared with observed close prices and results have been used for the evaluation using Kupiec's LR test.
RESULT ANALYSIS
We have used stock price return data from four Indian Bombay Stock Exchange (BSE) companies and two market indexes from the Indian and New York stock markets. The data was downloaded from http://www.nseindia.com and http://www.finance.yahoo.com. Table 1 describes the name of the company, duration and size of the data along with its mean and standard deviation. It should be noted that the variability in the return of two BSE companies, namely WIPRO and INFOSYS, is very high. These are the leading software companies in India and the data covers the golden booming period of the software industry in India. The reason behind the choice of these four companies is their high and low variability.
In Table 2 , we describe the data corresponding to four market indexes. It may be noted from Table 2 that the market indexes cover the period corresponding to the current financial crises. Here also the variability in the indexes is relatively high.
From Figure 1 , we see that the return distribution from TATAMOTORS is mild leptokurtic, whereas that of ICICI, WIPRO and INFOSYS are severely leptokurtic. It may be noted that WIPRO and INFOSYS are widely distributed with a very low frequency on the tail-sided region and hence contribute large variability. Although the frequency polygon of returns from TATAMOTORS shows more variability, it is spurious, since the range of the data on the horizontal axis is too small as compared with INFOSYS and WIPRO. Here none of the return series' suggest a fat-tail distribution. Also there is much less evidence of having high probabilities for the tail regions. This rules out the possibility of stable distribution as a candidate. However, all four data sets show extremities, although with small frequencies, hence the extreme value distribution can be a good model for the return series used in the analysis.
From Figure 2 , we can see that the return distributions of the NASDAQ BANK, NYSE US 100 and S&P CNX NIFTY are severely leptokurtic, whereas that of CNX IT is mild leptokurtic. All of the return data shows variability, however the returns from NASDAQ BANK show relatively less variability as compared with rest of the indexes. We have estimated VaR using all 14 (parametric and non-parametric) estimation procedures at a 99% confidence level, and the results are provided in Tables 3  and 4 . The in-sample and out-of-sample testing results with failure rates, Kupiec LR estimates and the corresponding p-values are given in Tables 5 to 8. Here, if the estimator is working well, we expect that the failure rate will be close to the alpha values. In terms of p-value, we reject the null hypothesis if the p-value is less than alpha. We expect the p-value to be more than alpha when the performance of the estimation procedure is better.
From Tables 3 and 4 , collectively we may observe that if we arrange the estimates in increasing order, then the order of the sequence will be Gaussian, extreme value theory, all non-parametric and then stable distribution last. From Tables 5 and 6, the failure rates for the above sequence in exactly the reverse order, ie, the failure rates are in the decreasing order: Gaussian, extreme value theory, all non-parametric and finally stable distribution. The failure rates for all nonparametric methods are quite close to alpha level, whereas it is higher than alpha for Gaussian and close to zero in the case of stable distribution. Moreover, observing p-values, we can conclude that only the p-values of all non-parametric and extreme value theory methods are good enough to support the null hypothesis, whereas the p-values of Gaussian and stable distribution are too small which leads to the rejection of the null hypothesis. The kernel method provided little overestimated values in the case of low variability but it drastically underestimates in the case of very high variability (see the results of INFOSYS). Thus, collectively we may conclude from the above in-sample results that all of the non-parametric methods are working very satisfactorily. For the Gaussian method, the failure rate is quite a bit higher than alpha, indicating underestimation, whereas for the stable distribution method the failure rate is close to zero, indicating overestimation of the VaR. The extreme value distribution performs better by providing a reasonable middle value estimate without incorporating the problem of underestimation as well as overestimation.
The out-of-sample testing results (Tables 7 and 8) indicate that the performance of all of the methods are equally poor except extreme value theory and the observation closest to [nα] . Here, most of the failure rates are zero or close to zero, which indicates overestimation of the VaR. In case of the small variability in the data (eg, TATAMOTORS and ICICI), non-parametric methods perform better, whereas performance by stable and kernel procedures are too poor. From Table 8 , we see that, although p-values are slightly more than alpha, the failure rates are exactly equal to zero, indicating a poor performance due to overestimation. Out-ofsample testing results confirm the good performance by extreme value theory and the observation closest to [nα] method in most cases.
RESULT SUMMARY
We may summarize the number of rejections of the null hypothesis in the in-sample and out-of-sample testing as follows. The figures reported in Table 9 are the number of rejections tested in a total of eight data sets for each method.
If the method is good, then the number of rejections of the null hypothesis is expected to be the minimum. From Table 9 , we note that, except for the Gaussian, stable Paretian and kernel-based methods, the number of rejections for all existing and newly suggested non-parametric methods is zero. In parametric methods extreme value theory and in non-parametric methods observation closest to [nα] show the lowest number of rejections on the whole. From Table 9 , we may conclude that all non-parametric estimators of VaR show better performance in the in-sample testing. However, from out-of-sample testing, only extreme value theory and observation closest to [nα] have the minimum number of rejections. Thus, these methods show better performance as compared with the rest of the estimation procedures.
CONCLUSIONS OF THE DATA ANALYSIS
It is easy to see that the VaR estimates using all of the methods are quite close to each other. Moreover, a vigilant look at these estimates (Tables 3 and 4 ) may help us to frame two different groups of estimation procedures. If the data has low variability, namely TATAMOTORS, ICICI and all market indexes, then all of the non-parametric estimation procedures give closer estimates than the parametric methods. In the above case, the in-sample failure rates are very close to alpha (Tables 3 and 4) and p-values are quite strong, so we could not reject the null hypothesis. However, p-values for parametric methods are also strong enough, but the VaR is always overestimated in all eight data sets. If the data has high variability, such as that of INFOSYS and WIPRO, then the VaR is overestimated, see Table 3 . On the other hand, for the out-of-sample testing, there is no such pattern observed.
The most important out-of-sample testing procedure supports the extreme value theory and observation closest to [nα] procedures. Observing the number of rejections of the null hypothesis in the in-sample and out-of-sample testing (Table 9) , we see that the Gaussian, kernel and stable Paretian methods have the maximum number of rejections. The VaR estimation here is heavily dependent on the standard deviation of the data. Therefore, as the variability increases the overestimation problem is bound to occur. This has been reflected in both of the testing procedures. The stable Paretian distribution method has a complicated structure of estimation. Estimation of the stable parameters, generation of stable random variables and the use of the historical simulation method might have led to inefficient performance. Similarly, the kernel method which assumes a Gaussian kernel for the estimation of the density function, might have given inappropriate results. In fact, all of the non-parametric procedures seem to be performing well except the kernel method. The kernel method provided little overestimated values in the case of low variability but it drastically underestimates in the case of very high variability.
The extreme value theory and observation closest to [nα] seem to perform well compared with all other methods, especially in the out-of-sample testing. For extreme value theory, most of the p-values support the null hypothesis. Since the data contains the extremities, the performance of extreme value theory is according to the expectation.
It should be noted that all of the new non-parametric quantile estimation procedures used for the estimation of VaR performed well in the in-sample testing. In fact, there are no rejections in the in-sample testing corresponding to these procedures. Since most of the newly suggested non-parametric methods are working better than the rest of the methods, the results and findings by Parrish (1990) and Dielman et al (1994) may be extended further for stock return data. The Harrell-Davis estimator performed well for estimating the VaR of symmetric shorttail distributions. Consistent with Dielman, the Harrell-Davis estimator performed well for long-tailed distributions such as the stock return data sets analyzed in this paper. Under the assumption of a normal distribution, consistent with the results of Parrish (1990) , the weighted average at X ([nα+0.5]) method works better than the Gaussian method of estimating VaR. However, our investigations have confirmed that the observation closest to the [nα] method works better than it when there is large variability in the return data. In the case of small variability, the estimation of VaR by the Gaussian method works better than the non-parametric methods.
REMARK 1 For the Indian companies, we have used data pertaining to the last 10 years. In this decade, from when the Indian stock market was at a developing stage, there was less variability and the cases of worst losses and best profits were fewer in number. This itself gives an idea of how the stable distribution may not fit well to the return data of the Indian companies. However, since the return data from TATAMOTORS corresponds to a more volatile period, it shows a reasonably good fit for stable distribution compared with the other Indian companies. If the current market volatility (volatility in the year [2007] [2008] continues for the next couple of years then the number of worst losses and best profits will be greater. This will definitely yield a good fit of the stable distribution. Therefore, it is not surprising if the same analysis may result in support of the stable distribution in the future.
CONCLUDING REMARKS
A comparison of all of the VaR estimation techniques confirms that the extreme value theory and observation closest to [nα] method perform better than the rest of the methods. In order to confirm this, we have performed the same analysis for a few more data sets related to the returns of some the foreign companies such as JP Morgan, Accenture, Vodafone and Nokia. Here also we found a similar phenomenon. The results of the analysis are not reported here due to space scarcity. Thus, we strongly suggest using the observation closest to the [nα] method over extreme value theory for estimating VaR because this method is easy to use as compared with extreme value theory and, in cases of non-extremities in the stock return data, the extreme value theory method may falsify the VaR estimation.
