We study different extended formulations for the set X = {x ∈ Z n | Ax = Ax 0 } in order to tackle the feasibility problem for the set X + = X ∩Z n + . Here the goal is not to find an improved polyhedral relaxation of conv(X + ), but rather to reformulate in such a way that the new variables introduced provide good branching directions, and in certain circumstances permit one to deduce rapidly that the instance is infeasible. For the case that A has one row a we analyze the reformulations in more detail. In particular, we determine the integer width of the extended formulations in the direction of the last coordinate, and derive a lower bound on the Frobenius number of a. We also suggest how a decomposition of the vector a can be obtained that will provide a useful extended formulation. Our theoretical results are accompanied by a small computational study.
Introduction
Recently, several hard integer programming feasibility problems have been successfully tackled using a lattice reformulation proposed by Aardal et al. [2, 3] . These problems include various equality knapsacks of Cornuéjols et al. [7] , Aardal and Lenstra [4] , market split instances of Cornuéjols and Dawande [6, 1] , and financial planning instances of Louveaux and Wolsey [14] .
The approach proposed earlier is to replace the feasibility problem for the set X = {x ∈ Z n + | Ax = Ax 0 } by a feasibility problem over an extended formulation for the set, namely the set {(x, µ) ∈ Z n + ×Z n−m | x = x 0 +Qµ} where Q is a reduced basis of the lattice {y ∈ Z n | Ay = 0}. It turns out that both a special purpose branch-andbound code and commercial mixed integer programming solvers are then much more successful at solving the test instances with the extended formulation than with the original formulation. In related work Aardal and Lenstra [4] have considered knapsack sets {x ∈ Z n + | ax = b} where a = M 1 p 1 + M 2 p 2 , M 1 , M 2 ∈ Z >0 , p 1 , p 2 ∈ Z n , where the vectors p 1 and p 2 are short compared to the length of a. For such instances they have used the reduced basis approach to detect a good direction for branching and to demonstrate infeasibility for large values of b, and they theoretically derive a strong lower bound on the Frobenius number of a in the special case when M 2 = 1 and p 1 ∈ Z n >0 . Here we pursue this lattice viewpoint. In Section 2 we show that the formulations presented above are just two extremes of a family of extended formulations of the original set X taking the form {(x, µ) ∈ Z n × Z s | P x = P x 0 + T µ} with s additional variables and m + s constraints with 0 ≤ s ≤ n − m, where each row of A can be expressed as an integer multiple of the rows of P . Note that whereas in polyhedral combinatorics extended formulations are typically used to provide better polyhedral approximations of conv(X), here the extended formulations do not change the underlying polyhedron. However by isolating good branching directions, the formulations are made more effective for treatment by branch-and-bound.
In Section 3, we consider the special case of knapsack sets when m = 1 and a = M 1 p 1 + M 2 p 2 . For the reformulation with two equations and one additional variable (s = 1), we calculate the integer width of the underlying polyhedron in the direction of the auxiliary variable µ. This in turn leads us to a lower bound on the Frobenius number, simplifying and generalizing the earlier proof from [4] cited above.
In Section 4.1 we make precise how hidden structure in A can be detected by reduced basis calculations, and also how this leads to interesting reformulations. In Section 4.2 we demonstrate computationally examples of hidden structure, we test how effective the reformulations are in solving feasibility problems, and we examine the quality of the lower bounds on the Frobenius number.
Preliminaries
In the following we will frequently refer to lattices and reduced lattice bases. We will define and describe these briefly here. For a more detailed exposition, see for instance Cassels [5] , Kannan [8] , Lenstra [11, 12] , and Lovász [13] .
Let b 1 , . . . , b l be linearly independent vectors in R n . The set
is called a lattice. The set of vectors {b 1 , . . . , b l } is called a lattice basis. The lattice generated by the basis B is denoted by L(B). If B is clear from the context we write just L. Suppose A is an integer m × n matrix of full row rank. Then N (A) = {x ∈ R n | Ax = 0}, i.e., N (A) is the null-space of A. We use the notation L(N (A)) to denote the lattice that is generated by a basis of all integer vectors in N (A).
The rank of a given lattice L, rk L, is equal to the dimension of the Euclidean vector space generated by a basis of L.
Let B = (b 1 , . . . , b l ) be a basis for a given lattice L, and let b 1 * , . . . , b n * be the associated Gram-Schmidt vectors, which are derived recursively as follows.
The basis B = (b 1 , . . . , b l ) of the lattice L is reduced in the sense of Lenstra-Lenstra-Lovász [10] if the following holds:
Such a basis can be found in polynomial time using the so-called LLL algorithm [10] . We will also need to find a basis Q of L(N (A)) and a vector x 0 satisfying Ax 0 = b, if such a vector exists. They can be found by reducing the basis of the lattice defined by the columns of the (n + m + 1) × (n + 1)-matrix
where N 1 and N 2 are appropriately chosen positive integers, see [3] . The first n−m+1 columns of the reduced basis B ′ will be
If there does not exists vector x 0 satisfying Ax 0 = b, then element b ′ n+1,n−m+1 of B ′ will be equal to ±kN 1 for some integer k > 1, indicating that there exists a vector x satisfying Ax = kb.
The Hermite Normal Form of a matrix A ∈ Z m×n of full row rank, HNF(A), is obtained by multiplying A by an n × n unimodular matrix U to obtain the form (D, 0), where D ∈ Z m×m is a nonsingular, nonnegative lower triangular matrix with the unique row maximum along the diagonal. The Hermite Normal Form can be calculated in polynomial time using for instance the LLL algorithm, see [15] , or that of Kannan and Bachem [9] . Note that when D = I, the matrix D −1 A is integral and HNF(D −1 A) = (I, 0).
We will need to use one property concerning projections of equality sets over the reals.
Lemma 1 Let C and D be rational matrices of dimension m × n and m × p respectively, and let b be a rational m-vector. If
Proof:
Multiplying by ∆ T , it is immediate that {x ∈ R n | there exists y ∈
This implies the existence of a vector u such that uD = 0 and u(b − Cx * ) = 0. Howeever as ∆ is a basis of N (D T ), there exists v such that
2 The set of nonnegative (positive) integers in R n is denoted by Z n + (Z n >0 ). Similar notation is used for the nonnegative real numbers.
Formulations for equality constrained integer programs
Our goal in this section is to derive reformulations of the integer programming equality set X = {x ∈ Z n | Ax = b} and the associated affine set
where A ∈ Z m×n and b ∈ Z n . Later these will be used in testing feasibility or optimizing over the set X + = X ∩ Z n + . Throughout the paper we will assume that X = ∅. This can be tested by calculating HNF(A). Note that for any point x 0 ∈ X, we can then write X = {x ∈ Z n | Ax = Ax 0 }.
We will be dealing with the kernel lattice L(N (A)) = {y ∈ Z n | Ay = 0}. We assume that rank(A) = m, so rk (L(N (A))) = n − m.
The following is immediate as x ∈ X if and only if x − x 0 ∈ L(N (A)).
Observation 2 Let Q ∈ Z n×(n−m) be a lattice basis of L(N (A)). Then
Now we derive a larger family of reformulations of the set X. Specifically suppose that two matrices P ∈ Z (m+s)×n and M ∈ Z m×(m+s) are given satisfying A = M P . Two natural questions are:
1. Under what conditions does there exist an extended formulation for X of the form
2. How should one choose the matrices P , M , T so as to obtain "interesting" extended formulations?
We will use the following notation:
Here, proj x U P ,T = {x ∈ Z n | there exists µ ∈ Z s with (x, µ) ∈ U P ,T }. In this notation X = X A,0 and Observation 2 states that X = X I,Q when Q is a lattice basis of N (L(A)).
In Propositions 3 and 4 below we address the first question, and derive conditions ensuring that X = X P ,T . Proposition 3 Suppose that A, P and M are given with P ∈ Z (m+s)×n , M ∈ Z m×(m+s) and A = M P . Then
Proof: If x ∈ X P ,T , then there exists µ such that (x, µ) ∈ U P ,T . Left multiplying by M , we see that
2 Note that a slightly stronger statement can be made. Proof: Necessarily if X = X P ,T , then the columns of T lie in L(N (M )). If they do not form a lattice basis, there exists t * ∈ L(N (M )) that is not in the sublattice L(T ). Also, as HNF(P ) = (I, 0), there exists x * such that P x * = t * . Now the point y * = x 0 + x * lies in X as Ay * − Ax 0 = Ax * = M P x * = M t * = 0, but P (y * − x 0 ) = P x * = t * = T µ for any µ ∈ Z s , and thus X = X P ,T .
2
Here we address the second question specifying one way to choose appropriate matrices P and T . The more restrictive conditions imposed will be used in Sections 3 and 4.1 to make "good" choices using reduced bases.
Consider a sublattice L ′ of L(N (A)) of rank 0 ≤ r ≤ n − m with lattice basis R ∈ Z n×r , and Q = (R, S) an extension to a basis of L(N (A)). Let P T ∈ Z n×n−r be a lattice basis of L(N (R T )) = {y ∈ Z n | R T y = 0}, and s = n − m − r.
With P constructed in this way, we have that:
, and as A T ∈ L(N (Q T )) and P T ∈ L(N (R T )), the claim follows.
ii) T = P S.
Theorem 5 For any lattice basis R of a sublattice of L(N (A))
Proof: We show that X I,Q ⊆ X P ,P S ⊆ X. If x ∈ X I,Q , then there exists µ such that (x, µ) ∈ U I,Q , and then multiplying through by P , we see that (x, µ) ∈ U P ,P S as P R = 0 and thus x ∈ X P ,P S . If x ∈ X P ,P S , then left multiplying by M gives Ax = Ax 0 = b as M P S = AS = 0, and thus x ∈ X A,0 . As X I,Q = X A,0 , equality holds for all P . Y I,Q = Y P ,P S follows immediately from Lemma 1 as P T is a basis for L(N (R T )), and Y I,Q = Y A,0 follows from Lemma 1 as A T is a basis of L(N (Q)). 2
Example 1 Consider a set X = {x ∈ Z 5 |Ax = Ax 0 } of the form
 is a basis of L(N (M )), it follows from Proposition 3 that
is an extended formulation for X. An alternative is to calculate a basis Q of L(N (A)), namely
Taking R to consist of the first two columns, and S to be the last column, we have that P T from above is a basis of L(N (R T )) and P S = We suppose that a j > 0 for all 1 ≤ j ≤ n, that gcd(a 1 , . . . , a n ) = 1 and that M 1 , M 2 > 0. Since gcd(a 1 , . . . , a n ) = 1, it follows that gcd(M 1 , M 2 ) = 1, which implies the existence of integers q ∈ Z 2 with M 1 q 1 + M 2 q 2 = 1. In addition we add the condition that HNF(P ) = (I, 0). Note that if HNF(P ) = (D, 0) with D = I, then it suffices to multiply the equation system by D −1 and work with P ′ = D −1 P . From Proposition 3, we know that X P ,T = X, where U P ,T is of the form
Note also that we can take
In the rest of this section we add a nonnegativity constraint on x. Thus we consider
We derive two results. The first concerns the width of the polyhedron V P ,P S + in the direction µ. The second uses the width to derive a lower bound on the Frobenius number, simplifying and generalizing the result of Aardal and Lenstra [4] that is valid under the assumptions that p 1 ∈ Z >0 and M 2 = 1.
The integer width
The integer width of a rational polytope P in the integer direction d, w I (P, d) , is defined as
and is equal to the number of parallel lattice hyperplanes in direction d that are intersecting P .
Our goal is to calculate the integer width of
To do this, let
be the scaled down version of this polyhedron with b = 1.
Below we derive the valuesz = max{µ | (x, µ) ∈V P ,P S
Once we have the valuesz and z it will be straightforward to compute the width w I (V P ,P S + , e n+1 ) as ⌊bz⌋ − ⌈bz⌉ + 1.
Lemma 6 Consider formulationV P ,P S + (2), and let k = arg max{i|p 1 i /a i } and j = arg min{i|p 1 i /a i }. Then,
Proof: We consider the linear program
Let γ be the dual variables corresponding to constraints (3)-(4). The corresponding dual problem is:
γ ∈ R 2
From constraint (7) we obtain
Substituting for γ 1 in constraint (6) yields
Rewriting gives γ 2 (p 2
We now obtain
Finally, we substitute for γ in the dual objective function (5) using expressions (8) and (9) which yields the optimal dual objective valuē
The calculation of z is almost identical. 2
Immediately we obtain the integer width.
Theorem 7
where the indices j and k are defined as in Lemma 6.
Notice that the choice of a valid q does not influence the width w(V P ,P S + , e n+1 ). Suppose q ′ ∈ Z 2 satisfies M 1 q ′ 1 +M 2 q ′ 2 = 1. The set of all valid (q 1 , q 2 ) T can be written as
where λ ∈ Z. Thus a different choice of q 1 just means that the whole interval [z,z] is shifted by an integer amount λ.
Observe also that given the choice of R, any lattice basis P of L(N (R T )) yields the same width. The multipliers M 1 , M 2 as well as the values q 1 , q 2 do however change with different choices of P . This is instance cuww1 from Cornuéjols et al. [7] . With P = −1 0 2 −1 1 2 1 1 6 6 .
and (M 1 , M 2 ) = (12225, 12224), we have that a = M P , HNF(P ) = (I, 0). Now we apply Theorem 7 with right-hand side b = 89, 643, 481, which is the Frobenius number of a. We have j = 1, k = 3, q 1 = 1, q 2 = −1. We obtain In particular, when m = 1, s = 1, and d is the unit vector corresponding to the last column of S, then w I (V P ,P S + , e n+1 ) = w I (V I,Q + , (e n+1 , 0)).
A lower bound on the Frobenius number
The Frobenius number of a, F (a), is the largest integer value of b such that ax = b does not have a nonnegative integer solution. Wlog we choose q such that |q 1 | ≤ M 2 /2. So, if |q ′ 1 | > M 2 /2, we can determine new valid values of q 1 , q 2 such that |q ′ 1 | ≤ M 2 /2 by identifying an appropriate value of λ. In this section we still assume that HNF(P ) = (I, 0). Theorem 9 Let a = M 1 p 1 + M 2 p 2 with a, M 1 , M 2 , p 1 , p 2 satisfying the assumptions given in the beginning of Section 3. Moreover, let z,z and the indices j and k be as defined in Lemma 6.
Proof:
We have already determined the width ofV P ,P S + in the direction of µ corresponding to b = 1 in the proof of Lemma 6. Specifically we have shown that µ lies in the interval [I j , I k ], where
whose width is
Any integer right-hand side value b = t for which the corresponding interval [tI j , tI k ] does not contain an integer is a lower bound on the Frobenius number F (a). Below we will show that
is such a lower bound in the case that −M 2 /2 ≤ q 1 < 0. A sketch of the proof for the case 0 < q 1 ≤ M 2 /2 is given in Appendix 1.
If q 1 ≤ 0, Assumptions 1a and 2a imply that 0 < I j < I k < 1. Moreover, since 
so we can conclude that s − 1 I j = 1−I k D − 1 I j yields a lower bound on the Frobenius number F (a). Rewriting 1−I k D − 1 I j results in the expression
2 We notice the similarity with the expression for the lower bound on the Frobenius number derived by Aardal and Lenstra [4] for the case that M 2 = 1 and p 1 ∈ Z n >0 . If we set M 2 = 1 and q = 0 in Expression (10) we obtain
The only difference in the two expressions is in the numerator of the first term, where we have p 1 k a j instead of 2p 1 j a k in [4] . This is a result of a different choice of the number s in the proof. In [4] s was chosen as s = (1 − 2I j )/D under a constraint on the relationship between I j and I k .
Computation

Using reduced bases to find structure
Aardal and Lenstra [4] considered knapsack instances in which the input vector a can be decomposed as a = M 1 p 1 + M 2 p 2 , and used the reformulation earlier suggested in [3] , cf. formulation X I,Q :
where x 0 and Q is as described in Section 2. They observed that if a is long, p 1 and p 2 are short compared to a, and if the basis Q is reduced, then the first n − 2 basis vectors of Q are short, and the last, (n − 1)st basis vector is long. This can be explained as follows. First we observe that the orthogonal complement of the plane spanned by the vectors p 1 and p 2 is equal to N (P ) ⊂ N (a). If p 1 and p 2 are short, the lattice L(N (P )) contains short vectors yielding a relatively small lattice determinant. The rank of L(N (P )), which is a sublattice of L (N (a) ), is just one less than the rank of L(N (a)). Moreover, the determinant of the lattice L(N (a)) is equal to the length of the vector a. So, the large value of d(L(N (a))) mainly has to be contributed by the basis vector that is in L(N (a)) but not in L(N (P )). Since basis reduction orders the basis vectors in nondecreasing order of length, up to a multiplier, this basis vector is the last one in a reduced basis.
In general, we can derive a suitable decomposition of A, in case no such decomposition is known a priori, by using the following algorithm. Here we show how its hidden structure can be uncovered. A reduced basis of L(N (a)) is equal to
Here we observe that the last column of the reduced basis Q is much longer than the other columns. Taking r = 3 and s = 1, R will consist of the first three columns of Q, and S will consist of the last column of Q. A reduced basis P T for the lattice L(N (R T )) is
The vector (M 1 , M 2 ) = (12225, 12224) solves M P = a. We can now write a = 12225p 1 + 12224p 2 , with p 1 being the first row of P , and p 2 being the second row of P . Note that the matrix P obtained is not unique. In Example 2 a closely related but different basis of L(N (R T )) is considered. 2
Feasibility testing and quality of the Frobenius bound
We tested the quality of the extended formulations for different choices of s on some instances of integer equality knapsacks and the Cornuéjols-Dawande market split problem. For all instances of both problem types we compute a reduced basis Q and a vector x 0 as described in Section 1.1, and derive matrices P and M as described in Section 4.1.
The integer knapsack instances were taken from Aardal and Lenstra [4] . Instances prob1-4 are such that the vector a decomposes with short p 1 , p 2 , whereas for the instances prob11-14 the a-coefficients, randomly generated from U [10000, 150000], are of the same size on average as in prob1-4. Instances prob11-14 have no apparent structure, and the columns of a reduced basis Q of L(N (A)) are of approximately the same length. We use the Frobenius number of the vector a as right-hand side coefficient for all knapsack instances. Instances prob1-4 have 8 variables and prob10-14 have 10 variables. For details of the instances, see [4] .
The market split instances [6] are multiple row equality knapsack problems in {0, 1}-variables with m rows and n = 10(m − 1) variables. The elements of a i for each row i are generated randomly from U [0, 99], and the right-hand side coefficients are calculated as b i = ⌊( n j=1 a i j )/2⌋. We generated two sets of market split instances with 4 constraints and 30 variables, and 5 constraints and 40 variables respectively.
In Tables 1-3 we report on the number of nodes used by the integer programming solver Xpress Version 16.01.01 [16] to solve the various reformulations. Column "orig" refers to the original formulation in x-variables. Column "AHL" refers to the Aardal-Hurkens-Lenstra lattice reformulation in which the x-variables have been removed from the formulation, i.e., the formulation {µ ∈ Z n−1 | Qµ ≥ −x 0 } in the knapsack case and the formulation {µ ∈ Z n−m | −x 0 ≤ Qµ ≤ 1 − x 0 } in the market split case. For formulations U P ,P S + we report on results for different values of s. Notice that the formulations AHL and U P ,P S + for s = n − m are mathematically equivalent, but the U P ,P S + -formulations contain the x-variables with the identity matrix as coefficients. For the market split instances, which have no clear structure of the Q-matrix, we notice similar results to those obtained for the knapsack instances prob11-14.
The algorithm of Section 4.1 prescribes s = n − m for these types of instances. The computational results suggest that smaller values of s already yield significant computational improvement.
In Table 4 we report on the value of the Frobenius number as well as the value produced by the lower bound given in Theorem 9. For instances prob1-4 the lower bound is of the same order of magnitude as the Frobenius number, whereas for instances prob11-14 the bound is off by an order of magnitude. The bound might be improved by a different choice of the value s in the proof of the theorem. 
