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Abstract—Space-time adaptive processing (STAP) algorithms
with coprime arrays can provide good clutter suppression po-
tential with low cost in airborne radar systems as compared
with their uniform linear arrays counterparts. However, the
performance of these algorithms is limited by the training
samples support in practical applications. To address this issue, a
robust two-stage reduced-dimension (RD) sparsity-aware STAP
algorithm is proposed in this work. In the first stage, an RD
virtual snapshot is constructed using all spatial channels but
only m adjacent Doppler channels around the target Doppler
frequency to reduce the slow-time dimension of the signal.
In the second stage, an RD sparse measurement modeling is
formulated based on the constructed RD virtual snapshot, where
the sparsity of clutter and the prior knowledge of the clutter
ridge are exploited to formulate an RD overcomplete dictionary.
Moreover, an orthogonal matching pursuit (OMP)-like method
is proposed to recover the clutter subspace. In order to set
the stopping parameter of the OMP-like method, a robust
clutter rank estimation approach is developed. Compared with
recently developed sparsity-aware STAP algorithms, the size of
the proposed sparse representation dictionary is much smaller,
resulting in low complexity. Simulation results show that the
proposed algorithm is robust to prior knowledge errors and
can provide good clutter suppression performance in low sample
support.
Index Terms—Robust space-time adaptive processing, coprime
arrays, prior knowledge, reduced-dimension, sparsity-aware.
I. INTRODUCTION
Space-time adaptive processing (STAP) has received sub-
stantial attention since its inception due to its potential in
offering improved performance for clutter suppression and
target detection [1]. It is known that the full-dimension (FD)
STAP algorithm requires at least two times the degrees of
freedom (DoFs) of independent and identically distributed
(IID) samples to achieve a signal-to-interference-plus-noise
ratio (SINR) loss within 3dB compared to the optimum
performance, which is usually impractical for heterogenous
environments, especially with large arrays. Furthermore, high
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computational complexity and storage space are needed to
compute the FD STAP filter [2]. Therefore, STAP algorithms
with attractive performance at low sample support and low
computational complexity are of great importance in practical
applications.
To deal with such issues, numerous STAP algorithms have
been proposed in the last decades [3], [4], [5], [6], [7],
[8], [93], [94], [95]. Reduced-dimension (RD) STAP algo-
rithms, such as the factored algorithm (FA) or extended
FA (EFA) [1], multiple Doppler channels joint processing
scheme (mDT) [3], joint-domain localized algorithm (JDL)
[4], and space-time multiple beam (STMB) algorithm [5], are
proposed by employing a low dimension for reducing the
computational complexity and sample support requirements.
These algorithms have limited steady-state performance due to
reduced system DoFs. In this context, reduced-rank algorithms
[9], [86], [11], [12], [13], [89], [15], [16], [17], [18], [19],
[20], [21], [22], [23], [38], [26], [25], [28], [27], [29], [31],
[85], [34], [35], [36], [41], [42], [39], [40], [32], [33], [66],
[45], [43], [44], [49], [47], [48], [49], [50], [51], [52], [53],
[54], [56], [58], [59], [63], [64], [65], [66], [68], [69], [70],
[71], [72], [73], [74], [75], [76], [77], [78], [79], [80], [81],
[83], [92], [91], [84], [85], [86], [87], [88], [89], [90], such
as the principle components (PC) [6], cross-spectral metric
(CSM) [7], multistage Wiener filter (MSWF) [8], and the joint
interpolation, decimation and filtering (JIDF) [32], [33] can
provide high steady-state performance by using two times the
clutter rank of IID samples. Direct-data domain (D3) STAP
algorithms are developed to bypass sample support problems
by only using the received data of the cell under test (CUT)
[93]. However, the advantage of these algorithms comes at
the expense of reduced system DoFs. Recently, knowledge-
aided STAP algorithms have shown improved performance
with a small number of training samples by exploiting the
prior knowledge of environments or radar systems [94], [95].
However, these algorithms suffer from performance degrada-
tion in presence of prior knowledge errors.
Owing to the successful application of compressive sensing
in the parameter estimation, recent attention has been focusing
on sparsity-aware STAP (termed SA-STAP) techniques by
exploiting the sparsity of the clutter [97], [98], [96], [99],
[100], [102], [103], [108], [107], [106], [104], [109], [105],
[101]. In the SA-STAP algorithms, the clutter components are
first represented by an overcomplete dictionary multiplying a
sparse vector (i.e., the clutter spectrum) in the angle-Doppler
plane, and can be efficiently estimated via sparse recovery
techniques. The SA-STAP algorithms show advantages of fast
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convergence speed and high resolution of parameter estima-
tion. However, they are costly due to spectrum grid search,
especially when the dimension of the sparse vector is high.
To overcome this problem, several low complexity SA-STAP
algorithms have been proposed [107], [108], [104], [105],
[106]. In presence of imperfections, several studies have also
been devoted to robust beamforming and robust SA-STAP
algorithms [110], [111], [109], [107], [108].
It is worth noting that the STAP algorithms aforementioned
generally assume that both the space and slow-time samples
are gathered by Nyquist sampling. However, because of var-
ious considerations such as weight, power, configuration and
electronic counterpart, Nyquist sampling is hardly employed
[112], [113], [114]. Hence, sparse sampling has been brought
to airborne radar applications, where the effective DoFs are
reduced and only limited performance can be achieved. More
recently, motivated by attractive advantages including large
aperture, low mutual coupling, and increased DoFs in the
virtual domain provided by the coprime sampling [114], [115],
[116], [117], [118], several STAP algorithms have been devel-
oped for clutter suppression using coprime sampling config-
urations [119], [120]. Two STAP algorithms based on virtual
construction and the spatial-temporal smoothing technique for
coprime arrays (CPAs) have been proposed in [119], where a
much reduced number of array elements and pulses is used
while the performance is close to that of a standard array with
Nyquist sampling. However, the advantage comes at the cost
of an increase in the number of training samples. In addition,
the developed algorithms in [119] do not make full use of the
total DoFs offered by the derived virtual snapshot. In order to
overcome these problems, we proposed an FD SA-STAP (FD-
SA-STAP) algorithm for clutter suppression using all DoFs
of the virtual snapshot [120], which can achieve much better
clutter suppression performance in very low sample support
than the counterpart in [119]. However, the high computational
complexity of the FD-SA-STAP algorithm is still a challenge
for real-time applications.
In this paper, a robust two-stage RD SA-STAP consid-
ering inaccurate prior knowledge (RTSKA-RD-SA-STAP) is
presented. In the proposed RTSKA-RD-SA-STAP algorithm,
preprocessing by the discrete Fourier transform (DFT) with
regard to the slow-time for each sensor is adopted. An RD
clutter covariance matrix is estimated by using all spatial
channels but only m adjacent Doppler channels around the
target Doppler frequency, which is similar to the mDT. Since
the obtained RD covariance matrix is no longer a Toeplitz
matrix, the conventional virtual transformation operation de-
veloped in [119], [120] can not be directly applicable. To
this end, the diagonal block matrices of the resultant RD
covariance matrix, which have Toeplitz structure, instead of
the whole RD covariance matrix [120], are used to derive
an RD virtual snapshot and the relationship between the
RD virtual snapshot and the FD virtual snapshot is derived.
Then, the sparse measurement model of the constructed RD
virtual snapshot is formulated. Here, another RD overcomplete
dictionary is proposed by using the prior knowledge of the
clutter ridge, and an orthogonal matching pursuit (OMP)-
like method is developed to recover the clutter subspace.
To set the stopping parameter of the OMP-like method, a
robust clutter rank estimation approach is developed for the
CPA by considering errors in prior knowledge. Hence, an
eigenanalysis-based method can be applied to design the STAP
filter. Additionally, the convergence, the implementations and
computational complexity of RTSKA-RD-SA-STAP are also
analyzed. Simulations are provided to demonstrate the theoret-
ical derivations and advantages of the proposed RTSKA-RD-
SA-STAP algorithm. The main contributions of this paper are
summarized as follows:
1) We propose a robust two-stage RD SA-STAP algorithm
denoted as RTSKA-RD-SA-STAP for improving the perfor-
mance of clutter suppression in airborne radars with CPAs
under limited training sample support.
2) We develop a robust clutter rank estimation approach
based on inaccurate prior knowledge which enables the setting
of parameters in the RTSKA-RD-SA-STAP algorithm. It is
also shown that the proposed clutter rank estimation approach
is applicable to both side-looking and non-side-looking air-
borne radars.
3) We analyze the convergence of the virtual construction,
where the relationship between the FD virtual construction and
RD virtual construction is established, and discuss the feasi-
bility of the proposed RTSKA-RD-SA-STAP from practical
implementation and computational complexity perspectives.
The rest of this paper is organized as follows. The signal
model and problem formulation are introduced in Section II.
The proposed RTSKA-RD-SA-STAP algorithm is detailed in
Section III. The convergence analysis, the implementations and
computational complexity of RTSKA-RD-SA-STAP are dis-
cussed in V. In Section VI, numerical examples are conducted
to demonstrate the performance of RTSKA-RD-SA-STAP, and
finally, conclusion is given in Section VII.
II. SIGNAL MODEL AND PROBLEM FORMULATION
A. Signal Model
Consider an airborne radar system employing an N -sensor
array and an M -pulse train in a coherent processing interval
(CPI). The height and velocity of the airborne platform are hp
and vp, respectively. The sensors of the array are employed
as a CPA, as shown in Fig. 1. Here, N1 and N2 are coprime
pair integers (N1 < N2), d0 is the half wavelength, and N =
2N1 +N2 − 1. The radar transmits the pulse train at a fixed
pulse repetition interval (PRI) Tr. Considering a target located
at a given range bin, the received return is usually modeled as
x = αtv(̟t, ϑt) + xu, (1)
where αt is the unknown complex amplitude of the target,
v(̟t, ϑt) is a space-time steering vector corresponding to the
normalized Doppler frequency ̟t and spatial frequency ϑt of
the target, and xu is the interference component. For given
frequencies ̟ and ϑ, the space-time steering vector is given
by v(̟,ϑ) = b(̟)⊗ a(ϑ), where
b(̟) = [1, ej2π̟, · · · , ej2π(M−1)̟]T , (2)
and
a(ϑ) = [1, ej2πd2ϑ, · · · , ej2πdNϑ]T , (3)
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Fig. 1. The configuration of CPA.
are the temporal steering vector and spatial steering vector,
respectively, di, i = 2, · · · , N denotes the position of the ith
sensor with respect to the first array sensor, (·)T denotes the
transpose operator, and ⊗ represents the Kronecker product.
The interference component xu is assumed to consist of clutter
and noise and is usually modeled as
xu = xc + n =
Nc∑
i=1
αc,iv(̟c,i, ϑc,i) + n = Vαc + n, (4)
where xc is the clutter component, n is the thermal noise
of the radar receiver, Nc is the number of IID clutter
patches in a given range bin, αc,i is the complex amplitude
of ith clutter patch, αc = [αc,1, · · · , αc,Nc ]
T , and V =
[v(̟c,1, ϑc,1), · · · ,v(̟c,Nc , ϑc,Nc)].
The STAP filter weight vector that maximizes the output
SINR is given by [1]
w =
R−1v(̟t, ϑt)
vH(̟t, ϑt)R−1v(̟t, ϑt)
, (5)
where (·)−1 denotes the matrix inversion operator and R is
the interference covariance, computed by
R = E{xux
H
u } = Vdiag(p)V
H + σ2nI. (6)
Here, p = E{αc ◦ αHc } = [|α|
2
c,1, · · · , |α|
2
c,Nc
]T with ◦
being the Schur-Hadamard product operator and | · | being the
absolute operator, E{·} denotes the mathematical expectation,
diag(·) denotes a diagonal matrix composed of the bracketed
elements, (·)H denotes the Hermitian transpose, σ2n is the
power of thermal noise, and I denotes an identity matrix with
appropriate dimension. In practice, the covariance matrix R is
estimated from a set of training samples xi, i = 1, · · · , L by
Rˆ =
1
L
L∑
i=1
xix
H
i , (7)
where L is the total number of training samples.
B. FD-SA-STAP [120]
Taking advantage of the properties of increased DoFs and
large aperture offered by the CPA as well as the fast con-
vergence of the sparse recovery algorithms, an FD-SA-STAP
algorithm was recently proposed to suppress the clutter in
airborne radar with CPAs [120]. Its corresponding procedure
is shown in Fig. 2.
As seen in Fig. 2, the filter output in the virtual domain is
given by
yv = w
H
v xv, (8)
1 M
1
N
1
L
Pulse
A
rr
ay
Range cell under test
Covariance Matrix 
Estimation
Virtual Snapshot 
Formation
Virtual Covariance 
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Output
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...
Fig. 2. The procedure of the FD-SA-STAP algorithm.
where xv is the virtual signal at the CUT and wv is the filter
weight vector in the virtual domain derived by three main
steps: 1) constructing the virtual snapshot z by applying a
transformation including vectorization, removing redundancy,
and rearrangement on the covariance matrix estimate; 2) form-
ing the sparse measurement model z¯ and estimating the virtual
covariance matrix Rˆv based on the sparse measurement model
via sparse recovery techniques; 3) computing the STAP filter
weight vector wv by the virtual covariance matrix estimate.
Here, the resultant virtual snapshot z, its sparse measurement
model z¯, and the STAP filter weight vector wv are expressed
as
z = Vvp+ σ
2
ne0, (9)
z¯ = Φp¯+ σ2ne0, (10)
wv =
Rˆ−1v vv(̟t, ϑt)
vHv (̟t, ϑt)Rˆ
−1
v vv(̟t, ϑt)
, (11)
where Vv denotes the virtual steering matrix of the clutter, Φ
is the NvMv × NdNs space-time steering dictionary matrix
with Nv being the number of virtual sensors, Mv being the
number of virtual pulses, and Nd and Ns being respectively
the number of Doppler bins and angle bins in angle-Doppler
plane, p¯ is the sparse vector of the clutter, e0 is a column
vector of all zeros except for a one at the central position, and
vv(̟t, ϑt) denotes the virtual space-time steering vector of
the target which can be obtained by
vv(̟t, ϑt) = H(v
∗(̟t, ϑt)⊗ v(̟t, ϑt)). (12)
Here, H is the virtual transformation matrix and (·)∗ denotes
the complex conjugation operator. Assumed the clutter spec-
trum estimate ˆ¯p, the virtual covariance matrix Rˆv is given
by
Rˆv = Φdiag(ˆ¯p)Φ
H + σˆ2nI. (13)
The virtual signal xv , corresponding to the received signal at
the CUT in (1), can be obtained as
xv = H(x
∗ ⊗ x) = zt + z, (14)
where
zt = |αt|
2vv(̟t, ϑt). (15)
Then, the corresponding output SINR is defined by
SINR =
|αt|2|wHv vv(̟t, ϑt)|
2
wHv Rvwv
. (16)
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For more details of the FD-SA-STAP algorithm, interested
readers are referred to [120].
The determination of Rˆv requires high computational com-
plexity since both the dimension of the problem and the
number of atoms in the dictionary matrix Φ are large. More-
over, the derived STAP filter weight vector involves a high
complexity operation, i.e., the inversion of the covariance
matrix Rˆv, whose complexity is O(NvMv)3. To this end, we
propose a low complexity RTSKA-RD-SA-STAP algorithm in
the sequel.
III. PROPOSED RTSKA-RD-SA-STAP ALGORITHM
In this section, we detail the proposed RTSKA-RD-SA-
STAP algorithm in three parts: the first RD stage constructs
the RD virtual snapshot; the second RD stage performs an
RD sparse measurement modeling considering inaccurate prior
knowledge; and the clutter subspace estimation and STAP filter
design.
A. The First RD Stage: RD Virtual Snapshot Construction
First, we apply the DFT with regard to the slow-time for
each sensor to reduce the dimension of the radar received
signal. Using the RD transformation matrix U, we express
the RD signal as
xr = U
Hx = αtU
Hv(̟t, ϑt) +U
Hxu. (17)
For clarity, the term UHxu in (17) can be rewritten as
xr,u = U
Hxu = U
Hxc +U
Hn. (18)
It is assumed in this paper that the RD transformation is only
applied to the signal in the Doppler domain. Hence, the matrix
U is given by
U = Ut ⊗ I, (19)
where Ut denotes the M × m DFT matrix in the Doppler
domain with m being the number of Doppler bins selected,
given by
Ut = [u(̟1),u(̟2), · · · ,u(̟m)]. (20)
Here, u(̟i), i = 1, 2, · · · ,m is an M × 1 vector from the
DFT matrix at the frequency ̟i, i = 1, 2, · · · ,m, given by
u(̟i) = [1, e
j2π̟i , · · · , ej2π(M−1)̟i ]T , (21)
and ̟i = ̟t + (i − 1 −
m−1
2 )
1
M . From (18), the covariance
matrix of the RD signal takes the form
Rr =
[
E{s(̟1)s
H (̟1)} E{s(̟1)s
H (̟2)} · · · E{s(̟1)s
H (̟m)}
E{s(̟2)s
H (̟1)} E{s(̟2)s
H (̟2)} · · · E{s(̟2)s
H (̟m)}
· · · · · · · · · · · ·
E{s(̟m)s
H (̟1)} E{s(̟m)s
H (̟2)} · · · E{s(̟m)s
H (̟m)}
]
,
(22)
where s(̟i), i = 1, · · · ,m are the DFT coefficients associated
with the received signal xu at the Doppler frequency ̟i.
Note that the covariance matrix Rr does not have a Toeplitz
structure, and hence, the existing virtual snapshot construction
process is not directly applicable to the covariance matrix Rr.
Fortunately, the block Toeplitz structure is maintained for the
covariance matrix Rr. In other words, for a single Doppler
frequency ̟, the term E{s(̟)sH(̟)} is a Toeplitz matrix
which contains the whole spatial information of interference
component xu at the Doppler bin ̟. More exactly, according
to (22), the diagonal block matrices ofRr is stacked as follows
Π =


E{s(̟1)sH(̟1)}
E{s(̟2)sH(̟2)}
· · ·
E{s(̟m)sH(̟m)}

 , (23)
Because each block matrix in (23) is a Toeplitz matrix, the tra-
ditional virtual snapshot construction can be straightforwardly
applied. The ith virtual subsnapshot associated with the ith
Doppler bin can be expressed as
zr,i = Pvec(E{s(̟i)s
H(̟i)}), (24)
where vec(·) represents the vectorized form of a matrix,
P is the Nv × N2 virtual transformation matrix, and its
detailed information is shown in Appendix A. After the virtual
transformation for all diagonal block matrices of Rr, the
virtual snapshot can be finally written as
zr =


zr,1
zr,2
· · ·
zr,m

 =


Pvec(E{s(̟1)sH(̟1)})
Pvec(E{s(̟2)s
H(̟2)})
· · ·
Pvec(E{s(̟m)sH(̟m)})

 . (25)
We note that vec(E{s(̟i)sH(̟i)}) can be represented as
vec(E{s(̟i)s
H(̟i)}) = vec(u
H(̟i)Ru(̟i)). (26)
Using the property of the Kronecker product vec(aAbT ) =
(b⊗ a)vec(A), we rewrite (26) as
vec(E{s(̟i)s
H(̟i)}) = (u
T (̟i)⊗ u
H(̟i))r, (27)
where r = vec(R). By applying this relation to all virtual
snapshots in zr of (25), we have
zr =


P(uT (̟1)⊗ uH(̟1))r
P(uT (̟2)⊗ uH(̟2))r
· · ·
P(uT (̟m)⊗ uH(̟m))r

 . (28)
As shown in[117], [118], and [119], the vector r in (28) can
be expressed in terms of z in (9) as
z = Fr, (29)
where F is an NvMv ×N2M2 matrix which establishes the
relationship between the vectorized form r of the covariance
matrix R and the FD virtual snapshot vector z (see Appendix
B for definition of F). Since the matrix F has a pseudo-inverse,
one can substitute (29) into (28) and get
zr = Gz. (30)
where
G =


P(uT (̟1)⊗ u
H(̟1))
P(uT (̟2)⊗ uH(̟2))
· · ·
P(uT (̟m)⊗ u
H(̟m))

F†, (31)
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and (·)† denotes the pseudo inversion operator. This means
that the virtual snapshot zr for the RD signal can be directly
determined from the virtual snapshot z for the FD signal.
It should be noted that if m is set equal to the number
of pulses M , the resultant method is a particular case of the
one where the FD virtual transformation is performed on the
Doppler-element domain data. The performance of the FD
virtual transformed STAP derived from the Doppler-element
domain data is similar to that of FD-SA-STAP. In order to
reduce the training sample support and the computational
complexity, m with a value being much smaller than M is
more appropriate according to the partial adaptive processing
perspectives shown in [1] and [4]. More precisely, to ensure
an efficient computational complexity and achievable perfor-
mance in limited training sample support, it is shown that
three or four Doppler bins are selected and a performance
trade-off can be achieved from the post-Doppler processing
STAP works in [1] and [4]. Thus, following the same ideas,
we set m to 3. Moreover, in the simulations, we shall see that
the proposed RTSKA-RD-SA-STAP algorithm with more than
three Doppler bins (i.e. m > 3) has very little performance
improvement. Therefore, the proposed RTSKA-RD-SA-STAP
algorithm with m = 3 may be a more attractive trade-off and
be applicable for practical radar applications.
According to (10), the sparse model of zr in (28) can be
expressed as
z¯r = Φrp¯+ σ
2
nGe0, (32)
where Φr =GΦ stands for the mNv ×NdNs RD dictionary
matrix.
Note that although the length of atoms in the RD dictionary
matrix Φr is reduced from NvMv to mNv, the cost is
relatively high since the number of atoms in the dictionary
matrix Φr is NdNs. In order to deal with this problem, by
exploiting the fact that the clutter is located around the clutter
ridge, a second RD stage is derived to formulate an RD sparse
measurement model by using prior knowledge of the clutter
ridge, even in presence of prior knowledge errors.
B. The Second RD Stage: RD Sparse Measurement Modeling
Considering Inaccurate Prior Knowledge
Now, let us proceed to the second RD stage by formulating
the RD sparse measurement model for the clutter. For a given
range bin, it is known that the location of a clutter patch in
airborne radars is described by the spatial frequency ϑ and
Doppler frequency ̟, given by
ϑ =
d0
λ
cosϕ sin θ, (33)
̟ =
2vp
λ
cosϕ sin(θ + ψ). (34)
where ϕ, θ, and ψ are the elevation angle, azimuth angle, and
crab angle, respectively. For notation simplicity, the subscript
’c’ is removed. Note that these frequencies in (33) and (34)
assume an exactly known radar system parameters, such
as elevation angle ϕ, azimuth angle θ, and crab angle ψ
(ψ = 0 for side-looking arrays). However, this assumption
could be violated due to imperfect measurements and array
errors in practice. The authors in [108] discussed the impact
of practical imperfections on these radar system parameters,
reported that the practical imperfections show little effects
on elevation angles ϕ while much more effects on platform
velocity vp and crab angle ψ, and modeled the actual Doppler
frequency measured by uniform linear array (ULA) to have
an uncertainty ∆̟ which is bounded as |∆̟| ≤ ∆̟m,
where ∆̟ is the uncertainty of the actual Doppler frequency.
Inspired by the Doppler frequency uncertainty in ULA radars,
we exploit this uncertainty in a similar manner for the CPA
radars, and denote the actual Doppler frequency by
̟actual = ̟ +∆̟, (35)
where ̟ is the assumed Doppler frequency. Assuming the
error’s range values of the platform velocity ∆vpm and of the
crab angle ∆ψm, the ∆̟ satisfies the following bound [108]:
|∆̟| ≤
2
λ
| cosϕ|
×
√
[
v′p
2
(∆ψm)2 + v′p − 1]
2 +∆v2pm − (v
′
p − 1)
2
= ∆̟m,
(36)
where v′p is the measured platform velocity which may contain
measured errors. As a result,∆̟m gives the bounds of the un-
certainties caused by imperfect knowledge of radar parameters.
It should be noted that the right hand side of (36) represents
deterministic error bounds of Doppler frequencies that are
related to ϕ, v′p, ∆ψm, and∆vpm, which can be obtained from
the inertial navigation unit (INU), Global Positioning Satellite
(GPS) data, and previous known experience [94], [108]. This
implies that the actual Doppler frequency of a clutter should
lie within a region around the true Doppler frequency, i.e.
̟actual ∈ [̟ −∆̟m, ̟ +∆̟m]. (37)
We propose to approximately estimate the actual Doppler
frequency of a clutter patch by partitioning the period [̟ −
∆̟m, ̟ + ∆̟m] into a group of Me grid points {̟′i}
Me
i=1
uniformly. That is, the actual Doppler frequency should lie in
the set
Ω = {̟min, ̟min +∆d, · · · , ̟min + (Me − 1)∆d}, (38)
where ̟min = ̟ −∆̟m and ∆d =
2∆̟m
Me−1
.
According to the above discussions, for a given range bin,
we divide the range of the azimuth angle uniformly into
N ′c grid points {θi}
N ′c
i=1. Then, the ith corresponding spatial
frequency can be expressed as (33) with θ replaced by θi
and the ith Doppler frequency related to (34) is replaced by
the set Ωi, which is obtained via (38) with ̟ replaced by
̟i =
2vp
λ cosϕ sin(θi+ψ). Stacking the Doppler frequencies
corresponding to all azimuth angles, one gets
Ω¯ = {Ω1,Ω2, · · · ,ΩN ′c} = { ¯̟ 1, ¯̟ 2, · · · , ¯̟Md}, (39)
where Ωi, i = 1, · · · , N ′c denotes the ith possible Doppler
frequency set associated with the ith azimuth angle, and
¯̟ i, i = 1, · · · ,Md represents the ith Doppler frequency in
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the formed set Ω¯ with Md = MeN
′
c being the number of the
resultant discretized Doppler frequency bins.
For notational simplicity, assuming { ¯̟ i}
Md
i=1 is the resultant
discretized Doppler frequency bins. Consequently, we can con-
struct an mNv×Md two-stage RD dictionary Ψ according to
these discretised spatial frequencies and Doppler frequencies.
Different from the method suggested in [101] based on exact
prior knowledge of radar parameters, the proposed method
for the dictionary construction considers the imperfections of
knowledge of radar system parameters. The detailed procedure
of constructing dictionary Ψ is summarized in Fig. 3.
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Fig. 3. The procedure of the overcomplete dictionary construction.
Finally, according to (32), the two-stage RD sparse mea-
surement model can be reformulated as
z˜r = Ψp˜+ σ
2
nGe0. (40)
In practice, since the virtual snapshot is derived from the
covariance matrix estimate Rˆ, the z˜r in (40) is thus expressed
as
ˆ˜zr = Ψp˜+ σ
2
nGe0 + ǫ, (41)
where ǫ stands for the estimation error of the virtual snapshot.
Note that mismatches may exist between the real clutter and
the dictionary matrix Φ in (10) or Ψ (41) as the clutter is con-
tinuously distributed. Such errors or mismatches are referred
to as the off-grid problem by many references such as [97]
and [127]. Compared with the off-grid problem in sparsity-
based direction-of-arrival estimation (DOA) approaches, the
SA-STAP algorithm is less sensitive to the off-grid problem.
More exactly, in sparsity-based DOA estimation approaches,
the problem of DOA estimation is formulated as a sparse
recovery problem where the support of the sparse signal to be
recovered is just the DOAs of interest. This implies that the
sparsity-based DOA estimation approaches sample the range
of angles of interest onto fixed sampling grids, which serve as
the set of all candidates of DOA estimates, and assume that
all true unknown DOAs are exactly on the selected grid [127].
However, for the proposed RTSKA-RD-SA-STAP algorithm,
the main goal is to suppress the clutter and not to estimate
the positions of the clutter. More precisely, for the proposed
RTSKA-RD-SA-STAP algorithm, the clutter subspace rather
than the exact positions of the clutter component is the primary
focus. Since the atoms in the overcomplete dictionary have
some relevance [128], a suitable set of the space-time steering
vectors from the dictionary can be selected to accurately
estimate the clutter subspace [97]. Therefore, we are able to
reconstruct the clutter subspace by selecting some atoms from
the overcomplete dictionary.
We should also note that the overcomplete dictionary formu-
lation is critical to the performance of SA-STAP. Intuitively,
the larger the number of dictionary atoms, the better the
performance of the recovered solutions but the higher the
computational complexity required by sparse reconstruction.
However, the performance improvement is very small while
the computational complexity dramatically increases when the
number of dictionary atoms is larger than some value [97],
[128]. In the simulations, we will detail this problem.
C. The Clutter Subspace Estimation and STAP Filter Design
According to the sparsity of the clutter, the spectrum of the
clutter can be estimated by solving the following minimization
problem
min
p˜
‖p˜‖1 s.t. ‖ˆ˜zr −Ψp˜− σ
2
nGe0‖2 ≤ ζ1, (42)
where ‖ · ‖i(i = 1, 2) is the li norm and ζ1 characterizes
virtual snapshot estimation error. Additionally, it is assumed
there is no target signal in the training samples. If the target
signal occurs in the training samples, the existing training data
selection methods can be applied to select the training samples
before employing the proposed algorithm [129].
The problem in (42) can be solved by a number of
well-known sparse recovery algorithms, such as OMP [121],
the least absolute shrinkage and selection operator (LASSO)
method [122], focal underdetermined system solver (FO-
CUSS) [123] and sparse Bayesian learning (SBL) [124]. For
the purpose of reducing the computational complexity, an
OMP-like method is developed to solve this optimization
problem. Moreover, in order to further reduce the complexity,
an eigenanalysis-based method is adopted to calculate the
STAP filter weight vector by employing the clutter subspace
estimate rather than the clutter covariance matrix estimate.
First, the clutter subspace can be estimated by the proposed
OMP-like method, which is summarized in Table I. Then the
estimated clutter subspace can be represented by
vˆrv,k =
[Ψ]:,ik −
∑k−1
j=1 vˆ
H
rv,j [Ψ]:,ik vˆrv,j
‖[Ψ]:,ik −
∑k−1
j=1 vˆ
H
rv,j [Ψ]:,ik vˆrv,j‖2
, (43)
where ik is the index set at the kth iteration, vˆrv,j , j =
1, · · · , k − 1 denotes the selected steering vectors after k − 1
iterations, and [Ψ]:,k denotes the kth column of Ψ. If given an
appropriate number of iterations K , we can obtain the clutter
subspace via the set of steering vectors Vˆrv,K . Finally, the
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STAP filter weight vector based on the eigenanalysis-based
method can be determined by
wrv = (I− VˆrvVˆ
H
rv)vrv(̟t, ϑt), (44)
where vrv(̟t, ϑt) = Gvv(̟t, ϑt) is the RD virtual space-
time steering vector of the target, and Vˆrv = Vˆrv,K is the
clutter subspace estimate. Finally, the whole procedure of the
proposed RTSKA-RD-SA-STAP algorithm is summarized in
Table II.
TABLE I
PROPOSED METHOD FOR CLUTTER SUBSPACE ESTIMATION
1 Initialization:
γ0 = zr , K = Ncx,2, λ0 = ∅, Vˆrv,0 = ∅, Ψ0 = Ψ.
2 Find:
i1 = argmax|ΨHγ0|, vˆrv,1 =
[Ψ]:,i1
‖[Ψ]:,i1‖2
.
3 Update:
λ1 = {i1}, Ψ1 = Ψ0 − [Ψ]:,i1 ,
γ1 = γ0 − vˆHrv,1γ0vˆrv,1, Vˆrv,1 = Vˆrv,0
⋃
vˆrv,1.
4 For k = 2 : K
ik = argmax|Ψ
Hγk−1|,
vˆrv,k =
[Ψ]:,ik
−
∑k−1
j=1
vˆ
H
rv,j [Ψ]:,ik
vˆrv,j
‖[Ψ]:,ik
−
∑k−1
j=1 vˆ
H
rv,j
[Ψ]:,ik
vˆrv,j‖2
,
λk = λk−1
⋃
ik , Ψk = Ψk−1 − [Ψ]:,ik ,
γk = γk−1 − vˆ
H
rv,k
γk−1vˆrv,k, Vˆrv,k = Vˆrv,k−1
⋃
vˆrv,k.
5 End for
6 Return Vˆrv = Vˆrv,K .
It should be noted that the number of steering vectors in
the set Vˆrv corresponding to the clutter rank has vital effects
on the performance of RTSKA-RD-SA-STAP. To address this
problem, we will propose a robust approach in the next
section to estimate the clutter rank considering inaccurate prior
knowledge.
TABLE II
PROCEDURE OF THE PROPOSED RTSKA-RD-SA-STAP ALGORITHM
Initialization:
X = [x1, · · · ,xL], ∆vpm, ∆ψm, v
′
p, ψ
′, Me, m.
Estimate clutter rank using (51):
Ncx,2 =
∑Q
q=1
∑K
k=1B
(q)
s L
(q,k)
x,max + 1.
Derive the RD virtual snapshot vector zr:
1 Compute P, F, and G using (31),
2 Rˆ = XXH/L,
3 zr = Gvec(Rˆ).
Construct the dictionary Ψ as shown in Fig. 3.
Estimate the clutter subspace Vˆrv using Table I.
Compute the weight vector using (44).
Note that RTSKA-RD-SA-STAP is similar to the InAME-
KA [108] but has a key difference. More exactly, in the first
stage, prior knowledge is applied to the virtual transformed
data in RTSKA-RD-SA-STAP while it is applied to the data
received by the ULA in [108]. Hence, RTSKA-RD-SA-STAP
has the potential of improved parameter resolution since virtual
transformed data has increased DoFs compared with the ULA
case in [108]. Furthermore, it should be noted that the formed
overcomplete dictionary in this paper is different from that
in [108]. In particular, the space-time steering vector set in
[108] is of size MN×Md and consists of space-time steering
vectors corresponding to the ULA. While the overcomplete
dictionary Ψ in RTSKA-RD-SA-STAP is of size mNv ×Md
comprised of space-time steering vectors associated with the
RD virtual transformed data. Hence, the size and entries of
matrix Ψ are absolutely different from that of [108].
IV. ROBUST CLUTTER RANK ESTIMATION CONSIDERING
INACCURATE PRIOR KNOWLEDGE
The clutter rank is required for estimating the clutter sub-
space or deriving the eigenalysis-based filter [6]. The well
known bandwidth aperture product (termed BT) theorem gives
the clutter rank under the continuous aperture and bandwidth
scenarios. Specifically, the clutter rank is BT + 1, where B
is the signal bandwidth and T is the aperture of the sampling
array. It has been proved that the earlier Brennan’s rule is
a special case of the BT theorem [125]. The continuous
aperture means that the signal sampling is discretized with
Nyquist sampling interval. The extended BT (EBT) theorem
is developed for the sparse aperture and the clutter rank is∑K
k=1 BTk +1 with Tk being the continuous aperture for the
kth sub-aperture which is derived by dividing the whole sparse
aperture into K sub-apertures [119], [125]. Both the above
mentioned BT theorems are derived under the side-looking
array radars and require accurate prior knowledge such as
platform velocity, and crab angle etc. Here, we propose a rule
for clutter rank estimation under some practical error factors.
The rule is derived from the asymptotic expansion of the EBT
theorem.
In ideal cases, assuming the spatial and Doppler frequency
ϑ(q) and ̟(q) for the direction angle θ(q), the component in
space-time steering vector induced by the nth sensor and the
mth pulse is given by
v(q)n,m = e
j2π[ϑ(q)d(n−1)+̟
(q)t(m−1)], (45)
where d(n−1) denotes the nth sensor positions with respect
to the first sensor, and t(m−1) is the time instant of the mth
pulse. Assuming the ratio β(q) = ̟
(q)
ϑ(q)
(ϑ(q) 6= 0), (45) can be
simplified as
v(q)n,m = e
j2πf(q)s [d(n−1)+β
(q)t(m−1)]. (46)
Here, f
(q)
s = ϑ(q) denotes the spatial frequency associated
with an equivalent sampling array with array sensors located at
d(n−1)+β
(q)t(m−1), n = 1, · · · , N,m = 1, · · · ,M . Then, for
continuous signals, the ith row and the jth column component
of the clutter covariance matrix is given by
rc(p
(q)
i − p
(q)
j ) =
∫
G
Pc(f
(q)
s )e
j2πf(q)s (p
(q)
i
−p
(q)
j
)df (q)s , (47)
where Pc(f
(q)
s ) is the power spectrum of the received signal,
G is the range of spatial frequencies f
(q)
s , and p
(q)
i and p
(q)
j are
the ith and jth sensor position of the equivalent array. For a
ULA and a fixed PRI, the sensor positions are p(q) = (n−1)+
β(q)(m − 1), n = 1, · · · , N , m = 1, · · · ,M . By performing
eigenvalue decomposition on the clutter covariance matrix, the
eigenvalue and eigenvector have the following relationship
λiui(px) =
∫ Lx
0
rc(px − qx)ui(qx)dqx , (48)
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where λi and ui(px) are the ith eigenvalue and the cor-
responding eigenvector, px and qx denote the positions of
the equivalent array, and Lx stands for the aperture of the
equivalent array. It is known that rc(px) = P sinc(Bspx) when
the power of the signal is uniformly distributed with the power
spectrum density being P and the bandwidth being Bs. Here
sinc(x) = sin(πx)/(πx). Thus, the clutter rank of (48) is
Ncx = BsLx + 1 [125].
In practical applications, due to the presence of imperfec-
tions, the ideal platform velocity vp and crab angle ψ are
unavailable and the actual Doppler frequency corresponding
to a certain direction angle is uncertain. We thus propose to
estimate the Doppler frequency as a set of Doppler frequency
points. Particularly, for a spatial frequency ϑ(q) corresponding
to the given direction angle θ(q), a set of ratios {β
(q)
i }
Me
i=1
and the corresponding equivalent arrays can be directly deter-
mined. To take such uncertainty into account, an equivalent
array with the largest aperture is chosen to determine the
clutter rank for a single given direction angle. Hence, the
clutter rank for the direction angle θ(q) can be estimated as
N (q)cx = B
(q)
s max({L
(q)
x,i}
Me
i=1) + 1, (49)
where B
(q)
s denotes the signal bandwidth of qth spatial fre-
quency signal, L
(q)
x,i is the aperture of the ith equivalent array
with array positions p
(q)
i = d(n−1)+β
(q)
i t(m−1), n = 1, · · · , N
and m = 1, · · · ,M , and max(·) returns the maximum value
of the argument.
Letting Q be the number of sampled direction angles at the
given range bin, one can get the corresponding clutter rank as
Ncx,1 =
Q∑
q=1
B(q)s max({L
(q)
x,i}
Me
i=1) + 1. (50)
It should be noted that for practical implementations, B
(q)
s can
be approximately equal to the difference between the (q−1)th
and qth spatial frequency, and L
(q)
x,i = (N − 1)+ β
(q)
i (M − 1)
when the ULA and fixed pulses interval structure satisfy the
Nyquist sampling condition. On the other hand, we notice that
the above derivation is based on the fact that β(q) is nonzero,
whereas this constant may be disturbed when f
(q)
s = 0 for
direction angle θ = 0◦. In this case, the equivalent array
cannot be achieved. To proceed, we approximate the signal by
dropping the spatial frequency and the corresponding Doppler
frequency points for direction angle θ = 0◦. Alternatively, one
may also sample the direction angle onto even samples such
that f
(q)
s is nonzero.
Moreover, when the equivalent array is a sparse array,
by dividing the sparse array into multiple continuous sub-
arrays to satisfy the Nyquist sampling condition, the extended
expression for clutter rank estimation is given by
Ncx,2 =
Q∑
q=1
K∑
k=1
B(q)s L
(q,k)
x,max + 1, (51)
where K is the total number of sub-arrays, and L
(q,k)
x,max
is the aperture of the kth sub-array of the qth equivalent
sparse array with the maximum aperture, i.e., L
(q,k)
x,max =
{max({L
(q)
x,i}
Me
i=1)}
k. Finally, the proposed robust clutter rank
estimation approach is summarized in Table III.
TABLE III
PROPOSED CLUTTER RANK ESTIMATION APPROACH
Step 1: Determine the spatial frequency bandwidth {B
(q)
s }
Q
q=1
using {f
(q)
s }
Q
q=1.
Step 2: Compute the equivalent array positions p(q) as
p(q) = d(n−1) + β
(q)t(m−1) ,
n = 1, · · · , N , m = 1, · · · ,M for each f
(q)
s .
Step 3: Compute the equivalent aperture set {L
(q)
x,i}
Me
i=1 for each p
(q).
Step 4: Divide the equivalent aperture into K parts as L
(k)
x ,
k = 1, · · · ,K according to the Nyquist sampling interval.
Step 5: Estimate the clutter rank using (51) as
Ncx,2 =
∑Q
q=1
∑K
k=1B
(q)
s L
(q,k)
x,max + 1.
Interestingly, it can be noticed that if the bandwidth is
continuous and the equivalent array aperture is also continuous
or satisfies the Nyquist sampling condition, then we have
Ncx = BsLx+1, which is the standard BT theorem. Further-
more, if the bandwidth is continuous while the equivalent array
aperture has holes, then we have Ncx =
∑K
k=1 BsL
(k)
x + 1,
which is just the EBT theory. Therefore, (51) is a generalized
form of (50), and the proposed approach reduces to that in
our previous work [119]. This implies that the proposed rule
for clutter rank estimation generalizes the traditional ones to
more practical scenarios and is applicable to cases including
uniform, nonuniform sampling and inaccurate aircraft velocity
and crab errors.
V. ANALYSIS OF RTSKA-RD-SA-STAP
In this section, we first analyze the convergence of the
constructed virtual snapshot by deriving a closed form expres-
sion of its estimation error distribution. Then, implementations
of the proposed RTSKA-RD-SA-STAP algorithm is discussed
followed by the computational complexity analysis.
A. Convergence Analysis of Virtual Construction
Since the covariance matrix R is usually replaced by its
estimated counterpart Rˆ in practice, i.e., the constructed virtual
snapshot is obtained from the covariance matrix estimate Rˆ
in (7). Hence, the practical resultant virtual snapshot may
be deviated from the actual virtual snapshot. In order to
observe the changes of the constructed virtual snapshot along
the increase of the number of training samples, we derive
the estimation error distribution of the constructed virtual
snapshot.
Note that the virtual snapshot zr in (28) can be equivalently
rewritten as
zr =


P(uT (̟1)⊗ uH(̟1))r
P(uT (̟2)⊗ uH(̟2))r
· · ·
P(uT (̟m)⊗ u
H(̟m))r

 = Dr, (52)
where
D =


P(uT (̟1)⊗ u
H(̟1))
P(uT (̟2)⊗ uH(̟2))
· · ·
P(uT (̟m)⊗ u
H(̟m))

 . (53)
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As mentioned earlier, in practice the ideal covariance matrix
R is unavailable and is estimated with a finite number of
training samples as in (7). Hence, zr and r in (52) should
be replaced by zˆr and rˆ, which are respectively the virtual
snapshot estimate and the vectorized form of the covariance
matrix estimate Rˆ, i.e., rˆ = vec(Rˆ) and
zˆr = Drˆ. (54)
In order to analyze the estimation error of the virtual snapshot
in (54), first, note that the estimation error rˆ − r obeys an
asymptotic zero-mean normal distribution [126], i.e.,
rˆ− r ∼ AsN (0,
1
L
(RT ⊗R)), (55)
where AsN (µ,Σ) represents the asymptotic normal distribu-
tion with mean µ and covariance matrix Σ.
According to (54) and (55), we know that the estimation
error of the virtual snapshot estimate zˆr obeys an asymptotic
standard normal distribution, i.e.,
zˆr − zr ∼ AsN (0,C), (56)
where C is given by
C =
1
L
D(RT ⊗R)DH . (57)
According to (56) and using z˜r = Ψp˜+ σ
2
nGe0, we have
C−
1
2 (ˆ˜zr −Ψp˜− σ
2
nGe0) ∼ AsN (0, I), (58)
where we have [C−
1
2 (ˆ˜zr − Ψp˜ − σ2nGe0)]i ∼ AsN (0, 1),
for i = 1, · · · , (mNv)
2, and [·]i denotes the ith entry of a
vector. Moreover, by using the fact that the distribution of a
sum of the squares of N independent standard normal random
variables obeys the Chi-square distribution with N DoFs, we
have
‖C−
1
2 (ˆ˜zr −Ψp˜− σ
2
nGe0)‖
2
2 =
(MrNv)
2∑
i=1
|[C−
1
2 (ˆ˜zr −Ψp˜− σ
2
nGe0)]i|
2
∼ Asχ2(m2N2v ),
(59)
where Asχ2(m2N2v ) stands for the asymptotic Chi-square
distribution with m2N2v DoFs. The Chi-squared distribution
converges to a normal distribution with approximate mean of
m2N2v when the number of training samples is close to infinity.
It is worth noting that the above derivation is based on the
assumption that the matrices C and R are exactly known.
However, R can only be estimated from a set of finite
training samples and hence, the covariance matrix C should
be estimated based on Rˆ as
Cˆ ,
1
L
D(RˆT ⊗ Rˆ)DH . (60)
Hence, the covariance matrix C in (56), (58), and (59) is
replaced by its estimate Cˆ in (60) in real systems.
It can be seen that the variance of the virtual snapshot
estimate in (59) depends on the number of training samples L,
covariance matrix R (or clutter-to-noise ratio (CNR)), and the
DoFs of the virtual signal m2N2v . More exactly, the estimation
variance increases exponentially with the increase of CNR,
decreases linearly with the increase of number of training
samples L, and is close to a nonzero value when the number
of training samples L goes to infinity. A similar issue is also
reported in problems of DOA estimation or spatial beamform-
ing for virtual signals, such as [130] and [131]. Therefore,
compared with the conventional STAP approaches, the STAP
algorithm based on the virtual array/samples requires a greater
number of training samples. This could be viewed as a method
that uses training samples from the range cell to compensate
for the loss in spatial samples. Additionally, it should be noted
that the convergence analysis of the virtual construction is
related to the convergence of the proposed algorithm. The
convergence of the proposed algorithm not only depends on
the estimation errors of the virtual snapshot but also on the
selected sparse recovery algorithm. This remains an open
issue, which will be dealt with in our future work. In this work,
we rely on numerical simulations to evaluate the convergence
performance of the proposed algorithm. As can be seen from
the simulation results, a small number of training samples
is needed in RTSKA-RD-SA-STAP to achieve satisfactory
performance. This is because the proposed RTSKA-RD-SA-
STAP algorithm has exploited the prior knowledge and the
sparsity of the clutter.
B. Implementation Discussions
As suggested in [94], [95] and [108], the platform velocity
and crab angle may fluctuate over a range due to practical
imperfections such as those from the environments and aircraft
controls and thus be time-variant quantities. This implies that
the covariances for each range bin can be different from each
other during a CPI. In the knowledge-aided STAP algorithm
[94], it is required to form range-varying covariances for
instantaneously tracking the variations in clutter environments,
resulting in a high computational burden. However, in the
proposed RTSKA-RD-SA-STAP algorithm, it is noted that the
formulation in (36) is derived based on the setting of range
values of platform velocity and crab angle errors as well as
its measured values of platform velocity and crab angle. As
illustrated subsequently in simulation results, RTSKA-RD-SA-
STAP is robust to measured errors and shows good perfor-
mance for certain error range values, where the clutter sub-
space is only estimated once for all range bins adjacent to the
CUT. Therefore, RTSKA-RD-SA-STAP is easily implemented
and has low complexity as compared to the knowledge-aided
STAP algorithm in [94]. Similar to [108], RTSKA-RD-SA-
STAP can also be applied to multiple consecutive CPIs,
provided that there is a judicious setting of prior knowledge.
For instance, there are l CPIs as shown in Fig. 4, where
v′p,j , j = 1, · · · , l denotes the measured platform velocity
which lies within a certain range, and ψ′j , j = 1, ·, l denotes
the measured crab angle which also lies within a certain
range. Given the true platform velocity vp,1 and crab angle
ψ1 in the first CPI, if v
′
p,j ∈ [vp,1 − ∆vpm, vp,1 + ∆vpm]
and ψ′j ∈ [ψ1 − ∆ψm, ψ1 + ∆ψm] for j = 1, · · · , l, where
∆vpm and ∆ψm are prior knowledge of error range values
of platform velocity and crab angle, respectively, we only
compute the dictionary once during the l CPIs. Meanwhile,
if v′p,j or ψ
′
j (1 ≤ j ≤ l) does not lie in that set, we modify
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the prior knowledge and update the dictionary. In fact, it is
found experimentally that prior knowledge errors ∆vpm or
∆ψm can be chosen from a relatively wide range such that
v′p,j or ψ
′
j (1 ≤ j ≤ l) lie in those sets, without significantly
affecting the performance. This implies that the dictionary in
RTSKA-RD-SA-STAP is still constructed only once with a
certain range of prior knowledge, which is suitable for real
systems.
CPI 1
Ă
CPI 2 CPI
Lie in the
 set ?
No
Yes
Compute
Modify the 
prior 
knowledge
Update
Fig. 4. The implementation of RTSKA-RD-SA-STAP in case of
multiple consecutive CPIs.
C. Complexity Analysis
The computational complexity of the proposed RTSKA-
RD-SA-STAP algorithm mainly depends on the complexity
of computing Rˆ in (7) and estimating the clutter subspace
by the OMP-like method. Thus, the overall complexity is
O(L(NM)2 + (kxmNvN ′cMe)), where kx is the clutter
rank estimation value. For comparisons, the complexity of
the mDT[3], JDL [4], PC [6], InAME-KA [108], Virtual-
Smoothed-PC (termed VS-PC) [119], and FD-SA-STAP al-
gorithm [120] are also presented in Table IV, where NL and
ML are the number of localized angle and Doppler channels,
k is the number of iterations in the InAME-KA algorithm,
and Nvs and Mvs are the number of sensors and pulses after
virtual smoothing process, respectively. Compared with the
FD-SA-STAP algorithm, the proposed RTSKA-RD-SA-STAP
algorithm incorporates a two-stage RD process, which results
in a dimensionality reduced optimization problem and does
not require the covariance matrix inversion. Therefore, it can
achieve a great complexity reduction. However, it requires
more computational operations than the mDT, JDL, PC, and
InAME-KA, since it operates on the virtual signal. Fortunately,
RTSKA-RD-SA-STAP can provide much better performance
than these algorithms as shown in the following section.
VI. NUMERICAL SIMULATIONS
In this section, various simulation results are provided to
validate the theoretical derivation and to demonstrate the
performance of RTSKA-RD-SA-STAP. Radar parameters are
assumed that hp = 125m/s, vp = 4000m, Tr = 1/4000s, and
d0 = 0.0625m. The clutter in a given range bin is divided
into Nc = 361 patches and each patch is assumed to be
IID and be distributed as the zero mean complex Gaussian
process with variance equal to 1010/(361CNR) for a given CNR
in decibel scale. The noise at the receiver is drawn from a zero
mean complex Gaussian process with variance σ2n = 1. In our
examples, unless otherwise stated, all results are calculated by
averaging the results over 500 Monte Carlo experiments.
TABLE IV
COMPUTATIONAL COMPLEXITY COMPARISONS
Algorithms
Computational complexity for computing
covariance matrix filter weight
mDT [3] O(mLN2M) O[(mN)3]
JDL [4] O(LNLMLNM) O[(NLML)
3]
PC [6] O[L(NM)2] O[(NM)3]
InAME-KA [108] O(kNMN ′cMe) O(k(NM)
2)
VS-PC [119] O(L(NM)2) O[(NvsMvs)3]
FD-SA-STAP [120] O[(NdNs)
3] O[(NvMv)3]
RTSKA-RD-SA-STAP O(L(NM)2) O(kxmNvN ′cMe)
A. Clutter Rank Estimation
In this subsection, we assess the accuracy of the proposed
clutter rank estimation approach (marked with solid line) in
various scenarios. More precisely, the CNR is 40dB, four cases
(i.e., β = 0.6, 1 with ψ = 0◦, and β = 0.6, 1 with ψ = 90◦) are
considered for two types of radar sampling configurations (i.e.,
ULA and CPA). For the ULA radar, the number of sensors is
N = 10 and the number of pulses in one CPI is M = 10,
while for the CPA radar, the number of sensors is still 10 with
coprime factors N1 = 3 and N2 = 5, the number of pulses
is the same as that in the ULA radar. As a comparison, the
clutter rank estimates of the BT theorem for the ULA radar
(marked with o) and the method of [119] for the CPA radar
(marked with ×) are shown for performance evaluation.
Fig. 5 shows the resultant clutter rank estimates using
different approaches. The proposed clutter rank estimation
approach is used for both side-looking and non-side-looking
radar cases with 0◦ ≤ ψ ≤ 90◦ while both the BT theorem
and the method of [35] are only exploited for side-looking
case with ψ = 0◦. It can be seen that the results of the
proposed approach for side-looking case with ψ = 0◦ are
the same as that of the BT theorem for the ULA radar and
as that of method of [35] for the CPA radar with ψ = 0◦ in
ideal cases (i.e. without prior knowledge errors). Again, for a
number of simulations of various prior knowledge errors (not
shown), it is found that neither the BT theorem nor the method
[119] can provide accurate clutter rank estimates for side-
looking cases with ψ = 0◦ when some error occurs (assumed
that ∆vpm = 5m/s, ∆v
′
pm = 0.5∆vpm, ∆ψm = 4
◦, and
∆ψ′m = 0.5∆ψm). As expected, the proposed approach offers
satisfactory performance for side-looking case with ψ = 0◦
since the prior knowledge of errors of platform velocity and
crab angle is considered in the proposed approach. Further-
more, for the non-side-looking case (i.e. 0◦ ≤ ψ ≤ 90◦), the
BT theorem and the method of [35] are not applicable since the
crab angle is nonzero. However, as can be seen from Fig. 5, the
proposed approach is still applicable and provides satisfactory
clutter rank estimates. Note that we only plot the representative
cases with ψ = 90◦ due to space limitation as the number
of simulations of various values of ψ share similar results.
These results indicate that the proposed approach can not
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only provide good results for both side-looking and non-side
looking radars but also with prior knowledge in the presence of
errors, and hence it is a more effective approach as compared
to the method of [119].
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Fig. 5. Clutter rank estimation results of the proposed approach
(marked with solid line), the BT theorem (marked with o), and the
method in [119] (marked with ×).
B. Virtual Snapshot Estimation Error Distribution of (60)
In this example, we verify (60) using Monte Carlo exper-
iments. Fig. 6 shows the variances of the estimated errors
of virtual snapshots versus the number of samples at three
selected system DoFs, i.e., (a) a small number of system
DoFs with N1 = 2, N2 = 3, and M = 8, (b) a median
number of system DoFs with N1 = 2, N2 = 3, and M = 20,
(c) a relatively large number of system DoFs with N1 = 3,
N2 = 5, and M = 20. Five different CNR values, i.e.,
CNR = 10dB, CNR = 20dB, CNR = 30dB, CNR = 40dB,
and CNR = 50dB for each DoFs are considered. The solid
curves indicate the theoretical values of the variances of the
estimation errors given by 1J
∑J
i=1 trace(Cˆi) ,where Cˆi is cal-
culated by (60) at ith Monte Carlo experiment, and the dashed
curves show the results of Monte Carlo experiments given
by 1J
∑J
i=1 ‖zˆr,i − zr‖
2
2, where zˆr,i is the virtual snapshot
estimate at ith Monte Carlo experiment and J = 1000 is the
total number of Monte Carlo experiments. Overall, it can be
seen that, the theoretical values coincide with the results of
Monte Carlo experiments. Moreover, it can be noted that the
variance of the virtual snapshot estimation error significantly
increases with the increase of the CNR values and DoFs,
while it gradually decreases with the increase of the number
of samples, and cannot reach zero even with a large number
of samples or very small CNRs. This implies that the variance
of the virtual snapshot estimation error is proportional to the
CNR and DoFs, and inversely proportional to the number
of samples, which can also be inferred from the theoretical
derivation of (56) and (60).
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Fig. 6. Estimation errors of the virtual snapshots. (a) A small number
of DoFs with N1 = 2, N2 = 3, and M = 8. (b) A median number
of DoFs with N1 = 2, N2 = 3, and M = 20. (c) A relatively large
number of DoFs with N1 = 3, N2 = 5, and M = 20.
C. Performance of RTSKA-RD-SA-STAP
It is known that the accuracy of the prior knowledge would
affect the performance of the knowledge-aided algorithms. In
this subsection, numerical examples are provided to test the
robustness against prior knowledge and consider the parameter
setting issue of the RTSKA-RD-SA-STAP algorithm. It is
assumed that the CPA has N = 6 sensors with coprime
pair N1 = 2 and N2 = 3. The number of pulses in one
CPI is M = 18, and CNR = 40dB, and the number of
training samples in each experiment is 5. It is assumed that the
measured values of platform velocity and crab angle v′p and ψ
′
are uniformly distributed as within v′p ∈ [vp−∆vpm, vp+∆pm]
and ψ′ ∈ [ψ −∆ψpm, ψ +∆ψm], respectively, except for the
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fourth example. The Me is set to 15 except for the second
example. The range of azimuth angle is divided into 5Nv
except for the third example. For comparison, the optimum
performance of RTSKA-RD-SA-STAP with known covariance
matrix (termed Proposed OPT) is shown.
First, we evaluate the performance of the proposed RTSKA-
RD-SA-STAP algorithm under different range values of errors
in the crab angle and platform velocity. Specifically, we plot
four different cases of prior knowledge errors: case 1,∆vpm =
1m/s and ∆ψm = 1
◦; case 2, ∆vpm = 1m/s and ∆ψm = 5
◦;
case 3, ∆vpm = 3m/s and ∆ψm = 0.5
◦; and case 4, ∆vpm =
4m/s and ∆ψm = 0.5
◦. The resultant output SINRs versus
the target normalized Doppler frequency are shown in Fig. 7.
Obviously, as seen from the results, RTSKA-RD-SA-STAP is
robust to the prior knowledge errors since the prior knowledge
errors are considered in the design of RTSKA-RD-SA-STAP.
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Fig. 7. SINR comparisons for different prior knowledge errors with
N1 = 2, N2 = 3, M = 18, and CNR = 40dB.
Next, the effect of value of Me on the performance of
the proposed RTSKA-RD-SA-STAP algorithm is evaluated to
provide a guideline for the setting of Me. Here, ∆vpm = 2
and ∆ψm = 1
◦, and four different values of Me, i.e, Me =
5, 8, 12, 15, are considered as shown in Fig 8. Obviously, it
can be concluded that RTSKA-RD-SA-STAP is nonsensitive
to the value ofMe. Therefore, we setMe to 15 in the following
experiments for clarity.
Third, the impact of the number of dictionary atoms (i.e.
Md) on the performance of RTSKA-RD-SA-STAP is evalu-
ated. Four cases of number of dictionary atoms, i.e., Md =
2NvMe, Md = 3NvMe, Md = 4NvMe, Md = 5NvMe, are
considered, and ∆vpm = 2 and ∆ψm = 1
◦. As seen from
Fig. 9, we observe that 1) the performance of RTSKA-RD-
SA-STAP improves less when the number of dictionary atoms
Md exceeds 4NvMe, i.e. Md ≥ 4NvMe, 2) RTSKA-RD-SA-
STAP fails to work for small number of the dictionary atoms,
i.e. Md = 2NvMe. Because there are serious mismatches
between the overcomplete dictionary and the real clutter.
These results are in accordance with the conclusions reported
in [94] and [97]. Therefore, the clutter subspace can be
approximately accurately estimated by RTSKA-RD-SA-STAP
when Md ≥ 4NvMe, and we set Md = 5NvMe.
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Fig. 8. SINR comparisons for different values of parameterMe when
∆vpm = 2m/s and ∆ψm = 1
◦.
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Fig. 9. The impact of the number of dictionary atoms Md on the
performance of the proposed RTSKA-RD-SA-STAP algorithm with
known covariance matrix.
To further investigate the impact of the estimation accuracies
of the range values of the platform velocity and the crab
angle on the performance of RTSKA-RD-SA-STAP, in Fig.
10(a), we show the output SINR of RTSKA-RD-SA-STAP
versus the ratio of the standard variance and the mean of
platform velocity error’s range ∆vpm. Here, different from
the above settings, both estimated error’s range values of
the platform velocity and the crab angle are modeled as
Gaussian distribution with the mean of ∆vpm and ∆ψm and
variance of σvp and σψ , respectively. The target normalized
Doppler frequency is 0.1667. Obviously, it is observed that the
performance degrades with the increase of the ratio σvp/∆vpm,
which is coincident with that reported by knowledged-aided
algorithms [94]. Moreover, RTSKA-RD-SA-STAP keeps con-
stant output SINR when the ratio σvp/∆vpm ≤ 0.6, which
is not a difficult task in practice. This implies that RTSKA-
RD-SA-STAP is relatively robust to the estimation errors of
the platform velocity. Moreover, in Fig. 10(b), we plot the
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output SINR versus the the ratio of the standard variance
and the mean of crab angle error’s range ∆ψm. From these
results, it can be seen that the output SINR degrades gradually
along with the increase of the ratio σψ/∆ψm. On the other
hand, when σvp/∆vpm = 1, RTSKA-RD-SA-STAP shows
only 1.5dB SINR degradation. This suggests that RTSKA-RD-
SA-STAP also offers robustness against the estimation errors
of the crab angle. Therefore, RTSKA-RD-SA-STAP using the
error’s range values is more robust than the knowledge-aided
algorithms directly using prior knowledge of the platform
velocity and crab angle.
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Fig. 10. SINR versus estimation accuracies of the platform velocity
and crab angle.
Finally, the parameter setting issue on the number of
Doppler channels selected is evaluated. Following the above
settings, four cases of m values, i.e. m = 1, 3, 5, 7, are
considered, and ∆vpm = 2 and ∆ψm = 1
◦. Fig. 11 shows
the output SINRs versus the Doppler frequencies for different
Doppler channels with known covariance matrix, where the
virtual optimum performance corresponding to FD-SA-STAP
with known covariance matrix (termed CPA V OPT) is also
shown for comparison. It shows that the number of Doppler
channels selected has significantly effect on the performance
of RTSKA-RD-SA-STAP. It can be found that when m = 1,
RTSKA-RD-SA-STAP exhibits bad performance. However,
when m ≥ 3, i.e., m = 3, 5, 7, RTSKA-RD-SA-STAP
can achieve better performance with about 2dB SINR loss
within the optimal virtual counterpart and the performance
for the m = 5 and m = 7 cases only slightly outperform
that for the m = 3 case. On the other hand, although the
performance increases with the increase of the value of m, the
computational complexity and sample support requirements
also considerably increase with the increase of the value of
m. Therefore, m = 3 is a trade-off choice and is used in the
following simulation examples.
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Fig. 11. Proposed RTSKA-RD-SA-STAP algorithm performance for
different number of RD channels m with known covariance.
D. Comparison with Existing Algorithms
We now compare RTSKA-RD-SA-STAP with existing al-
gorithms including the FD-SA-STAP [120], VS-PC [119],
InAME-KA [108], PC [6], JDL [4], mDT[3]. At first, the-
oretical performance of mentioned above algorithms are com-
pared when the covariance matrix R is known. The VS-PC
algorithm with known covariance matrix (termed VS OPT)
is shown. Moreover, the optimum performance corresponding
to InAME-KA, PC, JDL, and mDT with known covariance
matrix (termed Direct OPT) is also shown. The results are
shown in Fig. 12. Here N1 = 2, N2 = 3, M = 18, CNR =
40dB, ∆vpm = 2 and ∆ψm = 1
◦. It can be noticed that
the proposed RTSKA-RD-SA-STAP algorithm exhibits the
close performance to the virtual optimum performance (CPA
V OPT), but significantly outperforms the other algorithms.
Next, we vary the number of training samples from 2 to
200, keep the target normalized Doppler frequency to 0.1667
and evaluate the convergence of RTSKA-RD-SA-STAP. Fig.
13 shows the SINR versus the number of training samples. It is
seen that the FD-SA-STAP algorithm offers poor performance
when the number of training samples is very small. However,
the proposed RTSKA-RD-SA-STAP algorithm can perform
well even when there is only one training samples and obtains
the fastest convergence among all tested algorithms. Hence,
the proposed RTSKA-RD-SA-STAP algorithm exhibits both
good SINR performance and relatively low computational
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Fig. 12. Theoretical performance comparisons and m=3, N1=2,
N2=3, M=18, and CNR = 40dB.
complexity for limited sample support. This is because the
proposed RTSKA-RD-SA-STAP algorithm exploited the prior
knowledge and the sparsity of the clutter.
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Fig. 13. SINR versus the number of training samples. N1=2, N2=3,
M=18, and CNR = 40dB.
Moreover, we further compare the performance of the
RTSKA-RD-SA-STAP algorithm with other algorithms of
interest in terms of SINR performance versus different target
Doppler frequencies, as shown in Fig. 14. The number of
training samples is set to 100, and the other parameters are
the same as those in the last example. Again, the FD-SA-
STAP algorithm can not work well since the virtual FD virtual
snapshot at high CNR has large estimation errors. However,
RTSKA-RD-SA-STAP is much more robust to the CNR by
exploiting the prior knowledge of the clutter.
VII. CONCLUSION
This paper has proposed a robust two-stage RD SA-STAP
algorithm for airborne radar with CPAs considering inaccurate
prior knowledge. The idea of RD preprocessing and inaccurate
prior knowledge are introduced to tackle the performance
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Fig. 14. SINR for different target normalized Doppler frequencies.
N1=2, N2=3, M=18, L = 100, and CNR = 40dB.
degradation when the number of training samples is limited.
Using the Toeplitz structure of the RD covariance matrix,
an RD virtual snapshot was constructed and the relationship
between the FD and the resultant RD virtual snapshot was
established. An RD sparse signal model was also developed
with the consideration of low complexity using the inaccurate
prior knowledge of platform velocity and crab angle. The
clutter subspace can be readily estimated by using an OMP-
like method, where a robust method for estimating the clutter
rank using these inaccurate knowledge was presented to guide
parameter setting. Moreover, the convergence, practical im-
plementations, and computational complexity of the proposed
RTSKA-RD-SA-STAP algorithm were analyzed. Simulation
results show a good estimate of clutter rank even for non-side
looking array cases. It is also shown that RTSKA-RD-SA-
STAP can offer robustness to a certain range of estimation
errors of platform velocity and crab angle. Compared with the
existing algorithms tested for the ULA with the same number
of sensors as the CPA, RTSKA-RD-SA-STAP exhibits much
better performance of clutter suppression. Compared with
FD-SA-STAP algorithm, RTSKA-RD-SA-STAP can achieve
even better performance in the case of a very small number
of training samples with much lower complexity. In future
research, we will consider the target-like interference, analyze
the theoretical convergence, and assess the performance of
RTSKA-RD-SA-STAP with real-world data.
APPENDIX A
DEFINITION OF THE MATRIX P
Similar to the coarray selection matrix definition reported
in [118], the transformation matrix P creates the relationship
between covariance vector and the virtual snapshot, which
contains some holes rather than continuous samples. So P
is an Nv × N2 matrix whose kth row and lth column entry
satisfies
Pk,l =
{
1
ω(nk)
if di − dj = nkd0,
0 otherwise.
(61)
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where k = 1, 2, · · · , Nv, l = i+(j−1)N with i = 1, 2, · · · , N
and j = 1, 2, · · · , N , ω(nk) denotes the number of all possible
pairs (di, dj) such that di − dj = nkd0, and nkd0 stands for
the kth sensor position in the virtual array. A similar definition
can be found in [119] and [118].
APPENDIX B
DEFINITION OF THE MATRIX F
Using a similar idea as in [119], the matrix F can be
expressed as
F = (T⊗P)J, (62)
where T and P are the transformation matrices for the slow
time domain and space domain, respectively satisfying [119]
bv(̟i,c) = T[b
∗(̟i,c)⊗ b(̟i,c)], (63)
and
av(ϑi,c) = P[a
∗(ϑi,c)⊗ a(ϑi,c)]. (64)
Here, P is given by (61). Similar to the definition of P in (61),
we first assume that the virtual pulse train at times mkTr, k =
1, · · · ,Mv, then one gets
Tk,l =
{
1
ω(mk)
if ti − tj = mkTr,
0 otherwise.
(65)
where l = i + (j − 1)M with i = 1, 2, · · · ,M and j =
1, 2, · · · ,M , and ω(mk) denotes the number of all possible
pairs (ti, tj) such that ti − tj = mkTr.
Moreover, J is an N2M2 ×N2M2 matrix and satisfies
[b∗(̟i,c)⊗ b(̟i,c)]⊗ [a
∗(ϑi,c)⊗ a(ϑi,c)]
= J[b∗(̟i,c)⊗ a
∗(ϑi,c)]⊗ [b(̟i,c)⊗ a(ϑi,c)].
(66)
And J is an invertible matrix with the ith row being all zeros
except for a single 1 at the jth position, where j is given by
j = (k4− 1)N2M + (k2− 1)NM + (k3− 1)N + k1.
(67)
with
k4 =
i− 1
N2M
+ 1,
k3 =
mod(i− 1, N2M)
N2
+ 1,
k2 =
mod(mod(i− 1, N2M), N2)
N
+ 1,
k1 = mod(i− 1, N) + 1.
(68)
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