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1Poglavlje 1
Uvod
U danasˇnjem racˇunalno prozˇetom svijetu racˇunalni resursi predstavljaju ne samo instrument znanosti,
inzˇenjerstva i obrazovanja, vec´ su i pokazatelj ekonomskog potencijala pojedinih institucija, pa cˇak i
drzˇava. Razvojem tehnologija u svezi s porastom potreba cˇovjecˇanstva svjetska glad za obradbenom
snagom racˇunala neprestano raste.
Iz tog razloga dolazi do razvoja racˇunarstva visokih performansi (eng. high performance computing,
HPC), grane racˇunarstva koja omoguc´uje upotrebu podrobnijih modela, a i podrobniji uvid u problema-
tiku koja proizlazi iz mnogih prirodnih znanosti, poput fizike, matematike, kemije, biologije, geologije,
meteorologije i dr. Na taj se nacˇin uklanjaju barijere uvjetovane racˇunalnom snagom i pruzˇa se pom-
nija analiza prirodnih pojava, a samim time omoguc´uje se i njihovo kvalitetnije objasˇnjavanje. Prema
nekim izvorima, primjerice [5], analizom razvijenosti racˇunalnih sjediˇsta visokih performansi pojedine
drzˇave, prema tzv. Branscombovoj piramidi [6] ili u novije vrijeme kiberinfrastrukturi, mozˇe se ocrtati
njezin ekonomski status te na taj nacˇin procijeniti njezina vazˇnost u svijetu. Pojavom novih sklopovskih
tehnologija racˇunarstva visokih performansi poput mnogojezgrenih procesora (eng. manycore), graficˇkih
cˇipova opc´e namjene (eng. graphic processing unit, GPU), MPSoC arhitektura (eng. multi-processing
system-on-chip) te novih oblika ujedinjavanja racˇunalnih resursa, s jedne strane poput oblaka racˇunala,
interneta stvari (eng. internet of things, IoT) i s druge strane vec´ postojec´ih grozdova racˇunala (eng.
grid computing systems) te nakupina racˇunala, (eng. computing clusters) stvaraju se potencijalno snazˇne
platforme za obradu podataka, ukoliko se pravilno upotrijebi njihov potencijal. Glavno svojstvo novih
tehnologija je visoka razina raznorodnosti i paralelizma, sˇto znacˇi da je naglasak na razvoj tehnologije
pojedinih obradbenih jedinica (eng. processing units), poput procesora, procesorskih jezgri, procesora
toka i sl., sada usmjeren na povec´anje njihovog broja i njihove bolje povezanosti (kompaktnosti). Takva
struktura sklopovlja namec´e novi nacˇin obrade (paralelan) zahtijeva nove pristupe u izradi programske
podrsˇke (programa). Ali, rezultat je i dalje da strahovit razvoj sklopovskih rjesˇenja nije istom brzinom
poprac´en razvojem tih programa. U danasˇnje vrijeme velik se trud ulazˇe u razvoj programa kako bi oni
iskoristili pun potencijal racˇunalnih platformi paralelne i raspodijeljene naravi. Posljedica toga je dizajn
programa slicˇan dizajnu sklopovlja za njegovo izvrsˇavanje (paralelni programi). Tako nastaju brojne
programske paradigme koje s jedne strane pokusˇavaju nac´i sˇto bolji nacˇin kako program podijeliti na
2manje cjeline, a s druge kako te cjeline rasporediti na obradbene jedinice sklopovlja s ciljem povec´anja
ucˇinkovitosti njihovog medudjelovanja.
S jedne strane posljedica navedenoga pojava je brojnih oblika prikaza programa poput raznih mo-
dela i matematicˇkih formalizama, a s druge postupaka njihovog rasporedivanja na sklopovlje. Prikaz
programa u obliku grafova, koji predstavljaju konstitutivne jedinice programa (zadatci, poslovi, procesi,
niti itd.) i njihove meduovisnosti (tijek izvodenja ili njihova medusobna komunikacija), najcˇesˇc´i je oblik
koji koriste postupci rasporedivanja. Pretezˇno, to je usmjereni aciklicˇki graf (eng. directed acyclic graph,
DAG), zatim graf interakcije zadataka (eng. task interaction graph, TIG), ali i mnogi drugi. Medutim,
navedeni modeli u obliku grafa ne omoguc´uju istovremeni opis sinkrone komunikacije i vremenskog toka
medu jedinicama programa, kakvog se mozˇe nac´i u programima koji koriste paradigmu izmjene po-
ruka (eng. message-passing programs). Uz to, postojec´i modeli podrazumijevaju poznavanje vremena
izvrsˇavanja svih jedinica programa na svakoj od obradbenih jedinica sklopovlja, sˇto u slucˇaju velikog
broja jedinica programa i sklopovlja nije lako ispitati.
U grani racˇunarstva visokih performansi pri rasporedivanju programa zadanih u obliku grafova
na sklopovlje, prvenstveno se trud usmjerava na povec´anje performansi, sˇto je najcˇesˇc´e sinonim za
skrac´ivanje ukupnog vremena izvrsˇavanja programa. Vazˇnost performansi potvrduje i etabliranost
TOP500 rang liste svjetskih superracˇunala prema njihovoj obradbenoj moc´i, [7] kao mjerodavne. Osim
naglaska na performanse, goruc´i problem je i velika potrosˇnja energije sustava HPC-a. Zbog toga se sve
cˇesˇc´e smanjenje energije postavlja kao drugi cilj odmah poslije performansi, uzrokujuc´i sve vec´u popular-
nost GREEN500 liste energetski najucˇinkovitijih svjetskih superracˇunala iz [8]. Uz performanse i ener-
getsku ucˇinkovitost namec´u se i drugi ciljevi u obliku pokazatelja kvalitete, primjerice ujednacˇavanje op-
terec´enja racˇunalnog sustava, (eng. load balancing) pri izvodenju programa, povec´anje skalabilnosti pro-
grama, smanjenje memorijskih zahtjeva i povec´anje ukupne podatkovne propusnosti, smanjenje trosˇkova,
sprjecˇavanje ispada itd.
Potreba za ucˇinkovitom rasˇcˇlambom programa na manje cjeline za njihov paralelan i raspodijeljen
rad na sklopovlju, uz ispunjavanje rastuc´eg broja ciljeva, uzrokuje razvoj metoda optimizacije programa,
u prvom redu postupaka njihovog rasporedivanja. Postupci rasporedivanja programa na sklopovlje obu-
hvac´aju odabir odgovarajuc´ih obradbenih jedinica sklopovlja za izvrsˇavanje pojedinih jedinica programa,
(vec´inom zadataka ili poslova) na njima, kako bi se postigla odredena razina vec´ spomenutih parametara
kvalitete, (ukupno vrijeme izvrsˇavanja, utrosˇak energije, podatkovna propusnost i sl.).
Postoji nekoliko tipova postupaka rasporedivanja. U prvom redu to su razni heuristicˇki i metahe-
uristicˇki, (vec´inom iterativni) postupci vrlo uskog spektra primjene, zatim su to postupci rasporedivanja
pomoc´u rangiranih listi jedinica programa (eng. list scheduling) te razni hibridni postupci. Mana pos-
tojec´ih postupaka rasporedivanja je njihova vrlo specificˇna primjena, cˇime se ostavlja malo moguc´nosti za
njihovu ponovnu upotrebu u drugim situacijama (prema [9]) te za medusobnu usporedbu istih. Takoder,
NP-slozˇenost problema rasporedivanja, prema [10–13], onemoguc´uje optimalno rjesˇavanje slozˇenijih sus-
tava (s velikim brojem jedinica programa i/ili obradbenih jedinica sklopovlja), nedostatna je i podrsˇka
postupaka rasporedivanja za viˇse kriterija, njihova slozˇenost cˇesto je prepreka razumnom trajanju raspo-
redivanja itd. Takoder, u vec´ini postojec´ih postupaka izostaje i puna podrsˇka za raznorodnost sklopovlja
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prema rijecˇima autora iz [10, 14–16], kao i mnogih drugih, posebice raznorodnosti komunikacijskih veza
medu obradbenim jedinicama.
Da bismo ublazˇili i ukinuli neke od navedenih nedostataka, u ovom radu predstavljamo nasˇe izvorne
znanstvene doprinose izvedene pomoc´u (i) sustavnog prikaza postupka rasporedivanja i dodjeljivanja u
obliku programskog okvira LOSECO, koji obuhvac´a ulazne modele glavnih entiteta rasporedivanja, a to
su programi, sklopovlje i kriteriji rasporedivanja, s prikazom programa u novom obliku — mijesˇanoga
aciklicˇkoga grafa koji opisuje sinkronu komunikaciju i vremenski tijek medu jedinicama programa, (ii)
unaprijedeni postupak rasporedivanja particioniranjem programa u obliku mijesˇanoga grafa i rasporedi-
vanjem dobivenih particija prilagodljivom viˇsekriterijskom optimizacijom RaPPaMaG, (iii) postupak ra-
sporedivanja na temelju rangiranih listi jedinica programa RaNDKiP, (raznorodni dinamicˇki kriticˇni put)
koji, uz skrac´ivanje rasporeda, sadrzˇi i mehanizam labavljenja vremenskih isjecˇaka, cˇime se omoguc´uje
smanjenje utrosˇka energije na racˇunalnim sustavima koji podrzˇavaju dinamicˇko skaliranje frekvencije i
napona, (eng. dynamic voltage and frequency scaling, DVFS) te (iv) postupke i rezultate vrednovanja
unaprijedenih postupaka rasporedivanja.
Navedenim doprinosima omoguc´ujemo modularnost sustava za rasporedivanje paralelnih programa
na sklopovlje, detaljnije modele prikaza programa za njihovo rasporedivanje, podrsˇku za viˇse kriterija pri
rasporedivanju, podrsˇku za raznorodnu strukturu komunikacijskih veza sklopovlja i povec´anje kvalitete
dobivenih rjesˇenja rasporedivanjem.
1.1 Motivacija
Moguc´nosti racˇunalnog sklopovlja velikim su dijelom josˇ neistrazˇene. Od kuc´nih racˇunala pa sve do
superracˇunalnih sjediˇsta nalaze se racˇunalne tehnologije cˇiji potencijal se ne upotrebljava u potpunosti.
Da bi problem bio izrazˇeniji, obradbene jedinice, (procesorske jezgre, stream procesori, rekonfigurabilne
obradbene jedinice programabilnih logicˇkih cˇipova i sl.), danasˇnjih obradbenih elemenata (procesora,
graficˇkih cˇipova itd.), postaju raznorodne (razlicˇitih obradbenih, komunikacijskih i drugih sposobnosti).
Primjerice, ugradnja graficˇkog cˇipa u procesore opc´e namjene (Intel ”i” s erija, AMD APU) te razvoj po-
sebnih procesora poput Godson i Cell cˇine nove vrste racˇunalnih platformi na kojima je tesˇko predvidjeti
performanse i za koje se programi trebaju temeljito prilagoditi.
Drugi veliki problem povec´ana je potrosˇnja elektricˇne energije racˇunalnih sustava visokih performansi.
Jedna od cˇinjenica koja to pokazuje je i podatak da su 2010. godine podatkovna i obradbena racˇunalna
sjediˇsta bila odgovorna za cˇak 1,3% svjetske potrosˇnje elektricˇne energije, dok se 2020. godine predvida
cˇak 8%1. Zato se postavlja jedno od glavnih pitanja u podrucˇju racˇunarstva — ”Kako povec´ati ili
zadrzˇati postojec´e performanse programa na suvremenom sklopovlju i u isto vrijeme smanjiti njihov
energetski trag i opc´enit utjecaj na okoliˇs?”. S obzirom na velicˇinu, upravo su sustavi HPC-a ti koji imaju
najvec´i utjecaj. Jedna od recˇenica koja opisuje novonastalu situaciju i skoriju buduc´nost racˇunarstva
visokih performansi je i izjava Stevea Scotta, glavnog tehnicˇkog direktora jedinice NVidia Tesla i bivsˇeg
viˇseg potpredsjednika tvrtke Cray: ”The race to exaflop computing will be a race to energy efficiency.”.
1http://www.analyticspress.com/datacenters.html
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Dakle, utrka za performansama superracˇunala pretvara se u utrku za sˇto bolju energetsku ucˇinkovitost
takvih sustava, jer bolja energetska ucˇinkovitost, osim smanjenja utjecaja na okoliˇs, smanjuje i trosˇkove.
Takoder, opc´enita primjenjivost danasˇnjih racˇunalnih sustava visokih performansi treba biti vec´a prema
rijecˇima Michaela L. Normana, privremenog direktora SDSC-a (eng. San Diego Supercomputing Center)
— ”Usability is the most important HPC metric!” i ”Stop idolizing peak petaflops!”. Iz navedenih izjava
nazire se i problem umjetnog povec´anja performansi i njihov prikaz specijaliziranim testovima koji ne
pokazuju stvarnu sliku danasˇnjih programa. Zbog toga smatramo i smatra se opc´enito, da je u velikim
racˇunalnim sustavima opravdano utrosˇiti mnogo vremena na optimizaciju programa za izvodenje na
takvim sustavima, kao sˇto kazˇu autori u [16] — ”Information gathering, although time consuming, is
negligible comparing to the time saved in mapping of the intensive workloads”. Dakle, treba slijediti
trend ucˇinkovitoga racˇunarstva i u tom smjeru razvijati programske paradigme, pa tako i postupke
rasporedivanja paralelnih programa na sklopovlje.
1.2 Ciljevi istrazˇivanja
Glavni izazov nasˇeg istrazˇivanja jest ucˇinkovito koriˇstenje paralelnog i raspodijeljenog sklopovlja od
strane programske podrsˇke. Mehanizam kojim to zˇelimo postic´i, kao i glavno pitanje koje si postavljamo,
jest kako ucˇinkovito rasporediti jedinice programa paralelnom i raspodijeljenom sklopovlju i to:
• u sˇto krac´em vremenu,
• uz ispunjavanje viˇse kriterija optimizacije s prioritetima (prvenstveno performansi i utrosˇka elek-
tricˇne energije),
• uz odgovarajuc´e vrednovanje raznorodnosti racˇunalne platforme (njezinih komunikacijskih kanala
i racˇunalnih sposobnosti njezinih obradbenih jedinica),
• za razlicˇite domene racˇunarstva (racˇunarstvo visokih performansi, ugradeni racˇunalni sustavi i dr.),
• uz moguc´nost provjere dobivenog rjesˇenja?
Dakle, potrebno je izraditi postupke dodjeljivanja i rasporedivanja jedinica programa paralelnom i raspo-
dijeljenom sklopovlju koji pruzˇaju bolja rjesˇenja u odnosu na postojec´e postupke, koji skrac´uju vrijeme
za postizanje tih rjesˇenja i koji podrazumijevaju raznorodnu prirodu glavnih entiteta rasporedivanja —
programa i racˇunalne platforme (sklopovlja), posebice komunikacijskih veza medu obradbenim jedini-
cama sklopovlja.
Da bi postupak rasporedivanja programa na paralelne i raspodijeljene racˇunalne platforme bio susta-
van, modularan i primjenjiv u razlicˇitim domenama racˇunarstva, potrebno je osmisliti i opisati njegove
kljucˇne dijelove. Navedeni problem ima nekoliko izazova: (i) na koji nacˇin predstaviti glavne entitete
rasporedivanja (programi, sklopovlje i kriterije optimizacije), (ii) koju razinu apstraktnosti koristiti kako
bi sustav pokrivao viˇse razlicˇitih domena racˇunarstva (na primjer, racˇunarstvo visokih performansi,
ugradeni racˇunalni sustavi i dr.), (iii) kako dizajnirati postupke rasporedivanja koji se mogu jednostavno
izmjenjivati i (iv) kako omoguc´iti povratni ucˇinak dobivenih rezultata u svrhu poboljˇsanja postupka
rasporedivanja. Navedeni problemi formiraju prvi cilj nasˇeg istrazˇivanja:
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Cilj istrazˇivanja 1: Izraditi univerzalni programski okvir sustava za rasporedivanje programa paralel-
nom i raspodijeljenom sklopovlju.
Vec´ spomenuti problem jest i predstavljanje glavnih entiteta potrebnih postupku rasporedivanja, pro-
grama, sklopovlja i kriterija optimizacije s prioritetima u kvantificiranom, racˇunalno cˇitkom obliku,
formirajuc´i nasˇ drugi cilj istrazˇivanja:
Cilj istrazˇivanja 2: Definirati model izvodenja paralelnih programa koji omoguc´uje podrsˇku za vre-
mensku i prostornu ovisnost njegovih izvrsˇnih jedinica, njihovu sinkronizaciju te model sklopovlja
kao ulaznih entiteta za postupak dodjeljivanja.
Nakon konstruiranja programskog okvira sustava za dodjeljivanje i definicije ulaznih modela, potrebno je
izraditi postupke rasporedivanja koji koriste navedene modele, postizˇu rjesˇenja blizˇe optimalnima i koji
zahtijevaju manje vremena i racˇunalnih resursa. Navedeno formiramo kao trec´i cilj nasˇeg istrazˇivanja:
Cilj istrazˇivanja 3: Dizajnirati postupke dodjeljivanja i rasporedivanja na osnovu predlozˇenih modela,
prvenstveno u svrhu poboljˇsanja performansi i smanjenja utrosˇene energije pri izvodenju programa
rasporedenog na sklopovlje.
S obzirom na to da modeli sadrzˇe samo najvazˇnije informacije o glavnim entitetima rasporedivanja,
dobiveni rezultati mozˇda nec´e predstavljati planirani ishod. Nesavrsˇenosti modela poput zagusˇenja
mrezˇe, medudjelovanje operacijskog sustava i utjecaj zanemarenih velicˇina zajedno mogu imati znacˇajan
utjecaj na konacˇne performanse ukazujuc´i na potrebu za vrednovanjem rezultata rasporedivanja. Za
rjesˇavanje tog problema definiramo i posljednji cilj nasˇeg istrazˇivanja:
Cilj istrazˇivanja 4: Izraditi simulacijski okvir za vrednovanje postupaka rasporedivanja programa na
paralelno i raspodijeljeno sklopovlje koji se temelje na prethodnim modelima.
1.3 Izvorni znanstveni doprinosi
Glavni doprinosi ove doktorske disertacije su postupci za rasporedivanje izvrsˇnih jedinica programa na
paralelno i raspodijeljeno sklopovlje. Kada se preslikaju na zadane ciljeve istrazˇivanja, definiraju se kao:
D.1. Okvir za optimalno dodjeljivanje i vrednovanje paralelnih programa temeljenih na pa-
radigmi izmjene poruka za raznorodne raspodijeljene racˇunalne sustave visokih per-
formansi. (Cilj 1)
U sklopu ove doktorske disertacije izradili smo programski okvir LOSECO modularnog sustava za
rasporedivanje izvrsˇnih jedinica programa temeljenih na paradigmi izmjene poruka na raznorodne
raspodijeljene racˇunalne sustave s pripadajuc´im ulaznim modelima.
D.2. Model paralelnih programa u obliku mijesˇanoga grafa i pripadajuc´i algoritam raspo-
redivanja temeljen na particioniranju grafa. (Cilj 2 i 3)
Definirali smo modele glavnih entiteta rasporedivanja: novi model programa u obliku mijesˇanoga
grafa, model racˇunalnog sklopovlja u obliku potpuno povezanoga neusmjerenoga grafa i model
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rasporedivanja viˇsekriterijskom optimizacijom. Ujedno smo definirali i unaprijedeni postupak ra-
sporedivanja programa na sklopovlje particioniranjem mijesˇanoga grafa — RaPPaMaG.
D.3. Unaprijedeni algoritam rasporedivanja programskih modela temeljenih na usmjere-
nim grafovima s ciljem usˇtede energije. (Cilj 3 i 4)
Osmislili smo i implementirali unaprijedeni postupak rasporedivanja programa na raznorodno
raspodijeljeno racˇunalno sklopovlje zasnovanog na rangiranju jedinica programa, koji dodatno
omoguc´uje usˇtedu energije labavljenjem nekriticˇnih vremenskih isjecˇaka dobivenog rasporeda —
RaNDKiP.
1.4 Pregled po poglavljima
Ovaj rad podijeljen je na nekoliko tematskih cjelina u obliku poglavlja, koja pruzˇaju opis problematike
podrucˇja istrazˇivanja koje prozˇima ovaj rad, postojec´eg stanja u povezanoj literaturi, prikaza izvornih
znanstvenih doprinosa i vrednovanja istih. Radi laksˇeg snalazˇenja, u ovom pododjeljku dan je najosnov-
niji pregled za svako poglavlje.
U sljedec´em, poglavlju 2, opisani su najvazˇniji koncepti potrebni za razumijevanje problema op-
timalnog rasporedivanja programa na sklopovlje, tj. prostora u toj problematici na koje se odgovori
pruzˇaju rezultatima istrazˇivanja provedenog ovim radom, kao i postojec´eg stanja u vezanoj literaturi.
U prvom redu opisana je domena racˇunarstva visokih performansi s pripadajuc´im sklopovskim i pro-
gramskim paradigmama te nacˇini modeliranja programa i sklopovlja u njoj. Prije svega, naglasˇeni su
programi zasnovani na izmjeni poruka, i sa sklopovske strane, racˇunalni sustavi s raspodijeljenom me-
morijom, gdje je navedeni problem i najizrazˇeniji. Od modela, istaknuti su oni u obliku grafova, koji se
u najvec´em broju koriste u praksi. Isto poglavlje pruzˇa pregled najcˇesˇc´e koriˇstenih pokazatelja kvalitete
gdje je, uz naglasak na performanse, energija istaknuta kao drugi najvazˇniji pokazatelj kvalitete u domeni
racˇunarstva visokih performansi. Takoder, navedenim poglavljem dan je presjek postojec´ih postupaka
rasporedivanja, njihovo razvrstavanje na glavne skupine te detaljan opis onih na kojima se zasnivaju
postupci predstavljeni ovim radom, ali i onih s kojima se ti postupci usporeduju — HEFT i LDCP.
U poglavlju 3 predstavljen je programski okvir LOSECO kao prvi izvorni znanstveni doprinos. Na-
vedenim okvirom omoguc´uje se izgradnja postupaka rasporedivanja modularne strukture, primjenjivih u
viˇse domena racˇunarstva, koji sadrzˇe moguc´nost rasporedivanja prema viˇse korisnicˇki naglasˇenih poka-
zatelja kvalitete. Programski okvir LOSECO zasniva se na tri glavna ulazna modela: modelu programa,
modelu sklopovlja i modelu rasporedivanja, svaki od kojih je opisan zasebno. Za model programa pred-
stavljen je novi model u obliku mijesˇanoga aciklicˇkoga grafa, koji omoguc´uje prikaz ne samo vremenskog
slijeda medu jedinicama programa, vec´ i njihovu sinkronu komunikaciju. Model sklopovlja predstav-
ljen u obliku potpuno povezanoga neusmjerenoga grafa, kao strukture koja omoguc´uje opis svih vazˇnih
parametara sklopovlja i komunikacijske mrezˇe medu obradbenim jedinicama. Naposljetku, dan je opis
viˇsekriterijskog modela rasporedivanja s moguc´nosˇc´u pridavanja tezˇina pojedinim kriterijima. On ujedno
cˇini i trec´i ulazni model programskog okvira LOSECO.
Poglavlje 4 predstavlja unaprijedene postupke rasporedivanja RaPPaMaG i RaNDKiPpodrobnim
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opisom njihovog rada i pripadajuc´e primjere. U prvom redu to je postupak iz dva koraka RaPPaMaG
koji slijedi strukturu programskog okvira LOSECO i omoguc´uje podjelu programa na nezavisne faze
izvrsˇavanja. Na taj nacˇin postupak RaPPaMaG smanjuje prostor moguc´ih rjesˇenja, (moguc´ih raspo-
reda) omoguc´ujuc´i dobivanje optimalnih po pojedinim fazama. RaPPaMaG je odgovor na primjenu
raznih postupaka vodenog lokalnog pretrazˇivanja u praksi, cˇije performanse se drasticˇno smanjuju po-
rastom broja jedinica programa i sklopovlja. Navedeni postupak mozˇe se primijeniti na predstavljeni
model programa u obliku mijesˇanoga aciklicˇkoga grafa, ali i na postojec´e modele programa u obliku
neusmjerenoga aciklicˇkoga grafa. Drugi korak postupka RaPPaMaG koristi viˇsekriterijsku analizu za
dobivanje optimalnog rasporeda prema viˇse pokazatelja kvalitete, za svaku pojedinu fazu izvrsˇavanja. U
slucˇaju predstavljenim ovim radom to su performanse i utrosˇak energije. S druge strane, predstavljen je
postupak RaNDKiP zasnovan na rangiranju jedinica programa koji, osim primjene u visoko raznorod-
nim platformama, omoguc´uje i smanjenje utrosˇka energije postupkom LVI. Postupak RaNDKiP koristi
raznorodno rangiranje i azˇuriranje nakon svakog koraka rasporedivanja omoguc´ujuc´i krac´i i ucˇinkovitiji
raspored kod rasporedivanja programa na platforme s raznorodnom komunikacijskom mrezˇom. Dodatni
korak navedenog postupka je i postupak LVI, koji se zasniva na labavljenju vremenskih isjecˇaka dobive-
nog rasporeda, s ciljem smanjenja utrosˇka energije programa u izvodenju smanjenjem radne frekvencije
sklopovlja.
Iscrpna eksperimentalna analiza navedenih unaprijedenih postupaka rasporedivanja, kao i njihova
usporedba s ostalim postupcima predstavljena je u poglavlju 5. Poglavlje zapocˇinje detaljnim opisom
koriˇstenih alata, kako postojec´ih, tako i razvijenih u sklopu ovog rada, zatim postavki eksperimenata
i testnih slucˇajeva koriˇstenim u analizi, opisom programa iz repozitorija Pegasus i TGFF, ali i poka-
zatelja kvalitete i pripadajuc´ih mjernih parametara. U prvom dijelu eksperimentalne analize pazˇnja je
posvec´ena vremenskoj analizi rasporeda dobivenih postupkom RaNDKiP, gdje je usporeden s njegovim
inacˇicama RaNDKiP1 i RaNDKiP2, ali i postojec´im postupcima HEFT i LDCP. Drugi dio posvec´en je
analizi utrosˇka energije izvodenjem programa prema rasporedu dobivenim postupkom RaNDKiP uz pri-
mjenu razvijenog postupka LVI, ali i primjenom postupka LVI u kombinaciji s vec´ navedenim postojec´im
postupcima rasporedivanja. U sljedec´em dijelu poglavlja dana je analiza postupka RaPPaMaG. Ona
ukljucˇuje provodenje prvog koraka postupka RaPPaMaG (particioniranja) na postojec´im programima iz
repozitorija Pegasus i TGFF, sa svrhom smanjenja prostora moguc´ih rasporeda. Analiza cjelokupnog
postupka (oba koraka) provedena je kroz primjer grupno-sinkronog programa u obliku mijesˇanoga grafa,
cˇime je dokazana primjenjivost postupka RaPPaMaG na programe zasnovane na paradigmi izmjene po-
ruka sa sinkronom komunikacijom medu izvrsˇnim jedinicama. Na kraju eksperimentalne analize dana je
skupna analiza svih eksperimenata i dobivenih performansi unaprijedenih postupaka rasporedivanja.
Poglavlje 6 zakljucˇuje rad.
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Osnovni pojmovi
Osnovnim pojmovima u ovom poglavlju predstavljamo vazˇne motivacijske, tehnicˇke i idejne koncepte koji
c´e se koristiti kroz ovu disertaciju. Ono sadrzˇi temeljne informacije koje prozˇimaju cˇitavu disertaciju
i koje su nuzˇne za njezino laksˇe razumijevanje te kako bi omoguc´ile dovoljnu pozadinu za shvac´anje
problematike, nacˇina i analize rjesˇavanja iste te ponudenih rjesˇenja u obliku nasˇih izvornih znanstvenih
doprinosa. Ono se sastoji od opisa podrucˇja racˇunarstva visokih performansi u kojem problematika
nastaje, analize i modela osnovnih koncepata iz navedene domene racˇunarstva (programi, sklopovlje,
pokazatelji kvalitete itd.) te klasifikacije i opisa relevantnih postupaka dodjeljivanja i rasporedivanja
programa na sklopovlje. U sklopu ovog poglavlja bit c´e opisani i formalni oblici vazˇni za opis modela
i postupaka rasporedivanja s detaljima o grafovima kao formalnim oblicima, kriteriji optimizacije koji
se koriste u rasporedivanju i detaljan opis postupaka rasporedivanja cˇije koncepte smo koristili u izradi
vlastitih unaprijedenih postupaka.
Sljedec´i pododjeljak cˇini kratki uvod u podrucˇje racˇunarstva visokih performansi, najvazˇnije para-
digme tog podrucˇja, kao i probleme u okviru ovog rada koji nastaju u tom podrucˇju racˇunarstva.
2.1 Racˇunarstvo visokih performansi
Racˇunarstvo visokih performansi, (eng. high performance computing, HPC) grana je racˇunarstva koja
obuhvac´a analizu i upotrebu specificˇnih, snazˇnijih racˇunalnih resursa, cˇesto u obliku viˇsestrukih racˇunala
obicˇno zvanih superracˇunalima, u svrhu rjesˇavanja zahtjevnijih programskih problema. Navedeni pro-
gramski problemi cˇesto nastaju detaljnijim modeliranjem te u slucˇaju potrebe za obradom velike kolicˇine
podataka. Oni se koriste vec´inom u prirodnim znanostima poput biologije, fizike, kemije, meteorologije,
no i u ostalim podrucˇjima razvoja poput inzˇenjerstva, ali i poslovnih aplikacija poput otkrivanja novih
lijekova, ekonomskih prognoza, seizmologiji, obradi podataka u pozadinskim uredima (eng. backoffice),
kao podrsˇka u e-trgovanju, web uslugama i mnogim drugima, prema [17]. Takvi sustavi su vec´inom u
vlasniˇstvu jedne organizacije (resurs s vlasnikom u srediˇstu, prema [18]), kojemu korisnici imaju udaljeni
pristup. HPC cˇesto obuhvac´a ne samo sklopovske, vec´ i programske koncepte i paradigme. Ne postoji
stroga definicija racˇunarstva visokih performansi, no vec´inom su definicije vrlo slicˇne, poput: ”Praksa
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nakupljanja racˇunalne snage na nacˇin koji bi omoguc´io puno vec´e performanse nego sˇto to mogu pruzˇiti
obicˇna stolna racˇunala ili radne stanice u svrhu rjesˇavanja zahtjevnih problema u znanosti, inzˇenjerstvu
i poslovanju.”1. Sustavi HPC-a podskup su raspodijeljenih (eng. distributed) i paralelnih (eng. paral-
lel) racˇunalnih sustava, koje izmedu ostalog cˇine i ugradeni racˇunalni sustavi (eng. embedded systems),
bezˇicˇne senzorske mrezˇe (eng. wireless sensor networks, WSN) i sl. Neki izvori tvrde da postoji raz-
lika izmedu paralelnog i raspodijeljenog racˇunarstva, time da se pod paralelnim racˇunalnim sustavima
smatraju racˇunalni sustavi sa zajednicˇkom memorijom, dok se raspodijeljenim racˇunalnim sustavima
smatraju sustavi s raspodijeljenom memorijom (tj. u kojima obradbena jedinica mora koristiti mrezˇu
kako bi dosˇla do podatka druge obradbene jedinice). U danasˇnje vrijeme sve je tanja granica izmedu
navedena dva pojma zbog porasta raznorodnosti racˇunalnih sustava, tako da c´emo u ovom radu cˇesto
naizmjence koristiti oba. Prema [19], najcˇesˇc´i oblici danasˇnjih sustava HPC-a su racˇunalni grozdovi
(eng. computing grids), nakupine racˇunala (eng. computing clusters) i oblaci racˇunala (eng. computing
clouds), no oni mogu biti i drugacˇije strukture, poput sustava na cˇipu (eng. system-on-chip), viˇse- i
mnogojezgrenih procesora i sl.
S obzirom na to da se u domeni HPC-a pojedina racˇunala cˇesto zovu cˇvorovima i mi c´emo cˇesto
koristiti taj izraz u istom kontekstu. Slijedec´i strukturu sustava HPC-a, cˇvorovi se dalje sastoje od
obradbenih elemenata (centralnog procesora, graficˇkog procesora,...), koji se dalje sastoje od obrad-
benih jedinica, sˇto mogu biti procesori, procesorske jezgre te ostale vrste procesora, (procesori toka kod
graficˇkih cˇipova, raznorodni procesori kao dijelovi Cell i Godson procesora i sl.). Racˇunalni grozdovi,
prema [5, 16–20] su oni najcˇesˇc´e zvani superracˇunalima, vrlo su visokih performansi i u njemu postoje
dvije glavne skupine cˇvorova: obradbeni cˇvorovi, (eng. computing nodes) i spremiˇsni cˇvorovi, (eng. sto-
rage nodes), prema [21]. Takoder, navedeni sustavi se cˇesto sastoje od raznorodnih cˇvorova, tj. onih
razlicˇite obradbene moc´i, prema [21–23] i visoko raznorodne mrezˇe, prema [23].
Nakupine racˇunala, s druge strane, cˇesto se vezˇu uz slabije povezana racˇunala razlicˇitih karakte-
ristika, ali s velikom razinom dostupnosti i skalabilnosti. Vec´inom se koriste kao racˇunalni resursi ne-
iskoriˇstenih racˇunala neke tvrtke, organizacije, ali i velikog broja kuc´nih racˇunala (primjerice SETI@ho-
me2, Asteroids@home3) ili kao pomoc´ni sustav koji rasterec´uje cˇesto posjec´ene i koriˇstene racˇunalne
sustave. Takvi sustavi mogu objedinjavati i manje, racˇunalno slabije sustave, poput nakupina SoC i
MPSoC sustava (eng. multi-processing system-on-chip) opisanih u [24].
Naposljetku, oblaci racˇunala su racˇunalni resursi koji se uz plac´anje nude krajnjem korisniku u tri
glavna oblika, platforma kao usluga (eng. platform as a service, PaaS), infrastruktura kao usluga (eng.
infrastructure as a service, IaaS) i program kao usluga (eng. software as a service, SaaS). To su racˇunalni
resursi koji, osim sˇto su raspodijeljene naravi, daju dodatnu kontrolu nad resursima u obliku virtualnih
strojeva (eng. virtual machine, VM), koje je moguc´e i migrirati kroz sustav u slucˇaju potrebe.
Postoje i manji oblici racˇunalnih sustava za koje se smatra da pripadaju domeni HPC-a, a to su
racˇunala s mnogojezgrenim procesorima (s brojem procesorskih jezgri vec´im od 8), viˇseprocesorska
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rodnim sustavima s viˇse obradbenih jedinica (robotika) i sl. Zajednicˇko im je da sadrzˇe dvije ili viˇse
obradbenih jedinica koje rade zajedno u rjesˇavanju programskih problema.
U iduc´em pododjeljku promotrit c´emo detaljnije sklopovsku strukturu navedenih sustava.
2.1.1 Sklopovske karakteristike racˇunalnih sustava visokih performansi
U najosnovnijem obliku sklopovska struktura sustava HPC-a temelji se na umrezˇenim obradbenim je-
dinicama. Same obradbene jedinice su dijelovi sklopovlja namijenjeni obradi podataka (cˇesto kao dio
vec´ih, obradbenih elemenata), npr. procesorske jezgre, stream procesori, vektorski procesori, jedinice
rekonfigurabilnih programabilnih cˇipova FPGA-a (eng. field programmable gate array) i CPLD-a (eng.
complex programmable logic device), mikrokontroleri i sl. Obradbene jedinice su medusobno komuni-
kacijski povezane na razlicˇite nacˇine, od zajednicˇkih registara na istom cˇipu, preko brzih namjenskih
sabirnica, pa sve do klasicˇnih sabirnica, brze namjenske mrezˇe (primjerice infiniband [25–27]), pa sve
do klasicˇne mrezˇe (eng. local area network, LAN) ili bezˇicˇne mrezˇe (eng. wireless local area network,
WLAN).
Od ostalih vazˇnijih sklopovskih komponenti u navedenim sustavima pri modeliranju performansi
eksplicitno se koristi glavna memorija (primjerice u [10,14,15,28–31]), kao i jedinice za pohranu podataka
u [12,17].
Obradbene jedinice sustava HPC-a mogu biti homogene i raznorodne, a isto vrijedi i za komunikacijske
veze medu njima. Homogene obradbene jedinice imaju iste ili vrlo slicˇne karakteristike, primjerice
frekvenciju, broj pricˇuvne memorije, proizvodacˇa, model, karakteristike disipacije enegije i topline i sl.,
primjeri u [32,33]. Raznorodne obradbene jedinice imaju karakteristike razlicˇite do te mjere da razlicˇito
utjecˇu na izvodenje programa na njima, (najcˇesˇc´e vrijeme izvodenja), primjeri u [11, 34–41]. Upravo
su sustavi s raznorodnim obradbenim jedinicama najvec´i izazov danasˇnjice u smislu kako ih najbolje
upotrijebiti i iskoristiti njihov potencijal, kao sˇto je navedeno u [14–16,42].
S druge strane, komunikacijska mrezˇa medu obradbenim jedinicama takoder mozˇe biti homogena
ili raznorodna. To mozˇe imati drasticˇan utjecaj na izvodenje paralelnih programa na toj platformi,
jer c´e njezina ucˇinkovitost drasticˇno ovisiti o rasporedu tog programa na njoj, (sˇto c´e pokazati i nasˇa
eksperimentalna analiza u poglavlju 5). Homogene mrezˇe cˇesto se nalaze u manjim dijelovima grozdova
i nakupina racˇunala te u viˇseprocesorskim cˇvorovima i viˇsejezgrenim procesorima. Pod raznorodnom
mrezˇom smatra se ona mrezˇa koja nema istu propusnost izmedu svakoga para obradbenih jedinica ili je
pak ovisna o smjeru u kojem se odvija prijenos podataka (asimetricˇni komunikacijski kanal). Ponekad
jedan od pokazatelja raznorodnosti mrezˇe osim same propusnosti, prema [23], mozˇe biti i kasˇnjenje (eng.
latency), ali i njezina struktura [15,16,42–44]. Od ostalih parametara vazˇna mozˇe biti i prilagodba mrezˇe
u slucˇaju istovremenih zahtjeva za istim kanalom, (eng. network contention) prema [43], koja je cˇesto
vrlo slozˇena za modeliranje te se u vec´ini literature ni ne koristi ili se koristi u vrlo jednostavnom obliku.
S obzirom na navedene cˇinjenice vezane uz sklopovsku strukturu sustava HPC-a, sa sklopovske strane
mi c´emo pod sustavom HPC-a smatrati raznorodnu umrezˇenu strukturu skupa obradbenih je-
dinica.
Drugi vazˇan aspekt sustava HPC-a osim njihove sklopovske strukture je i programska podrsˇka za
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njih, koju opisujemo sljedec´im pododjeljkom.
2.1.2 Programske karakteristike racˇunalnih sustava visokih performansi
Iz perspektive programa namijenjenih sustavima HPC, programi temeljeni na izmjeni poruka, (eng.
message-passing) i viˇsenitnosti, (eng. multithreading) josˇ su uvijek osnova racˇunarstva visokih per-
formansi. Programi namijenjeni za rad na takvim sustavima najcˇesˇc´e se zovu paralelni programi,
buduc´i da se njihovi dijelovi odvijaju istovremeno na razlicˇitim obradbenim jedinicama sklopovlja u
svrhu skrac´ivanja vremena njihovog izvrsˇavanja. Kao sˇto je ranije navedeno, dva su glavna nacˇina pa-
raleliziranja programa za njihov rad na sustavima HPC: paradigma izmjene poruka i viˇsenitno
programiranje. Glavni standard programske paradigme izmjene poruka jest MPI (eng. message pa-
ssing interface) iz [45], cˇije su implementacije OpenMPI,4 MPICH, MPICH2,5 MPI-MS,6 MVAPICH,
MVAPICH27 i dr. Druga najcˇesˇc´e koriˇstena paradigma u racˇunarstvu visokih performansi jest viˇsenitno
programiranje, od koje se najcˇesˇc´e koristi otvorena viˇseobrada (eng. open multiprocessing, OpenMP)
iz [46] te u manjoj mjeri niti programskog jezika C++11. Navedena se paradigma najcˇesˇc´e vezˇe na niti
operacijskog sustava poput Pthreads, koje koristi i sam OpenMP. MPI i OpenMP najcˇesˇc´e su koriˇsteni
jer imaju veliku prenosivost izmedu razlicˇitih racˇunalnih platformi.
Glavne su razlike navedenih paradigmi:
• njihovi konstitutivni entiteti, procesi kod paradigme izmjene poruka i niti kod otvorene viˇseobrade,
• nacˇin izmjene podataka medu konstitutivnim entitetima, komunikacijski pozivi, (slanje poruka)
kod paradigme izmjene poruka i pristup zajednicˇkoj memoriji kod otvorene viˇseobrade,
• njihova primjena, MPI se najcˇesˇc´e koristi u racˇunalnim sustavima gdje svaki cˇvor ima vlastitu
privatnu memoriju, dok se OpenMP koristi u sustavima sa zajednicˇkom memorijom.
Sve je cˇesˇc´a prisutnost hibridnih paradigmi, poput kombinacije OpenMP-ja i MPI-ja opisanoj u [47] te
specijalnih programskih okruzˇenja koje sluzˇe kao sloj izmedu programa i postojec´ih paradigmi, poput
StarPU-a iz [48] i OpenACC-a u [27].
Ono sˇto vezˇe sve navedene paradigme jest cˇinjenica da su programi podijeljeni na manje cjeline
koje se izvrsˇavaju neovisno. Te cjeline se najcˇesˇc´e zovu zadatcima (eng. tasks) i poslovima (eng.
jobs). Zadatci se najcˇesˇc´e koriste kao manje jedinice programa, dok se poslovima cˇesto nazivaju skupine
zadataka, prema [17, 21, 49, 50], pa cˇak i cijeli programi, prema [17]. No negdje postoje i drugi odnosi,
primjerice zadatci imaju podzadatke u [16,51] ili u [28] gdje su poslovi nakupine niti.
Ukratko, programska paradigma sustava HPC-a nacˇin je kako su programi prilagodeni za rad na
racˇunalnim sustavima s vec´im brojem obradbenih jedinica, tj. karakteristike konstitutivnih elemenata
programa i njihovi odnosi.
Ono sˇto je takoder vazˇno osim oblika samih konstitutivnih jedinica programa je i njihov medusobni
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Navedeni odnosi, kao i struktura jedinice programa te formalni oblici istih, bit c´e prikazani u sljedec´em
pododjeljku u kojem predstavljamo nacˇine modeliranja sklopovskih i programskih sustava HPC-a.
2.2 Modeliranje sklopovlja i programa u domeni racˇunarstva
visokih performansi
S obzirom na to da postoji velika raznolikost i broj modela koji opisuju paralelne programe i sustave HPC-
a u ovom c´emo pododjeljku napraviti presjek najvazˇnijih. Takoder c´emo detaljnije opisati modele koje
smo koristili i koji su inspirirali nasˇ rad, tj. one za koje smatramo da ponajbolje opisuju ulazne entitete za
postupke dodjeljivanja i rasporedivanja opisanih kasnije te onih koji su najcˇesˇc´i u praksi. Za modeliranje
programa i sklopovlja postoje i univerzalni opisni jezici. Primjerice, jedinstven jezik za oznacˇavanje
(eng. unified markup language, UML) i njegova izvedenica, opisni jezik za arhitekture (eng. architecture
description language, ADL) [52]. Uzevsˇi u obzir da su navedeni modeli u praksi dugi niz godina, oni
omoguc´uju detaljan opis programskih (ali i sklopovskih) arhitektura. No, oni cˇesto sa sobom povlacˇe i
vrlo kompliciran razvoj potrebnih programa, posebice u slucˇajevima kada su kao modeli potrebni vrlo
jednostavni oblici. Zbog toga nastaje velik broj manjih i jednostavnijih modela, cˇesto s vrlo ogranicˇenom
opisnom moc´i i primjenjivosti. Takav slucˇaj nastaje i u domeni HPC-a kod problema ucˇinkovitog raspo-
redivanja programa na sklopovlje, sˇto je ujedno i motivacija za pronalaskom skupa opc´enitijih modela
kojima bi se mogao opisati vec´i broj slucˇajeva u navedenom podrucˇju. Nedostatak univerzalnih modela
ujedno smanjuje moguc´nosti izravne usporedbe u pomacima i doprinosima u znanstvenom podrucˇju
rasporedivanja programa na sklopovlje.
S obzirom na to da su skupine modela za opis programa (paralelnih), ali i sklopovlja HPC-a, razlicˇite,
za svaku c´emo zasebno opisati karakteristike, kratku klasifikaciju te detaljnije opisati one koji su inspirirali
nasˇ rad.
2.2.1 Modeliranje paralelnih programa
Modeli programa u domeni rasporedivanja programa na sustave HPC-a u opc´em slucˇaju zahtijevaju
da njihov zapis pokazuje entitete od kojih se sastoje, (koji se mogu izvrsˇavati istovremeno, paralelno)
i njihovih medusobnih odnosa. Tako da je prvi korak u izradi modela programa uzrokovan potrebom
njegovog paralelnog izvrsˇavanja, sˇto znacˇi da ga je potrebno podijeliti na manje dijelove. U vezanoj
literaturi ti se dijelovi najcˇesˇc´e nazivaju zadatci (tasks) i poslovi (jobs). U vec´em broju slucˇajeva pos-
lovi predstavljaju skupine zadataka, (primjerice u [17, 21, 49, 50]) tako da se opc´enito zadatci smatraju
najmanjim jedinicama programa s kojima se rukuje u postupcima rasporedivanja. Naravno, postoje i
mnogi drugi nacˇini oznacˇavanja, izmedu ostalih i oni u kojima se pod zadatkom smatra skup poslova,
primjerice u [53]. Ostali autori koriste druge jedinice za prikaz sastavnih entiteta programa, primjerice
komponente u [54–56], no taj pojam komponenti se razlikuje od standardiziranog pojma komponente pro-
grama koriˇstene u domeni komponentnog razvoja programa (eng. component-based software engineering,
CBSE) kao iz [57]. Komponentni prikaz iz [14, 53, 54] su pokusˇaji da se identificira skup konstitutivnih
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komponenti od kojih se mogu graditi paralelni programi i koje su neovisne o samoj arhitekturi programa
i sklopovlja zbog i dalje prisutne potrebe da se pojednostavi i standardizira njihova izgradnja. Drugi
komponentni prikazi, primjerice [14, 55, 56], koriste komponente programa zvanih motivima, od kojih se
slazˇu paralelni programi, ali koji predstavljaju najcˇesˇc´e matematicˇke i algebarske strukture programa
koriˇstenih u paralelnim programima, konkretno je ovdje rijecˇ o tzv. ”Berkeleyevim patuljcima” (eng.
Berkeley dwarfs). Od ostalih sastavnih entiteta josˇ se koriste procesi, primjerice u kojima su programi
mrezˇe procesa [30,31,58], zatim niti [28,58] itd.8 S toga i jedan dio nasˇeg izvornog znanstvenog doprinosa
(D.1. i D.2.) daje opc´enitiji prikaz sastavnog entiteta programa u izvodenju.
Problem same izrade modela paralelnog programa kao ulaznog entiteta za postupak rasporedivanja
je potreba za njegovom rucˇnom izradom. No to se mijenja pojavom i koriˇstenjem raznih pomoc´nih alata,
poput besplatnih grafova zadataka (eng. task graphs for free, TGFF) iz [59], koji smo i sami koristili te
koji je opisan kasnije. Nadalje, to su biblioteke paralelnih zadataka programskog jezika C# (eng. C#
task parallel libraries, TPL) [60], ali i mnogi drugi. Modeliranje postojec´ih paralelnih programa mozˇe se
izvesti koriˇstenjem staticˇke analize koda, instrumentacijom (umetanjem sondi u kod i/ili kernel pomoc´u
alata za profiliranje, sondiranje i analizu traga programa) i koriˇstenjem alata za analizu nakon izvrsˇavanja
programa, prema [54]. Od alata za profiliranje i izradu traga izvrsˇavanja programa u domeni HPC-a isticˇu
se Score-P9 i VampirTrace [61], nakon kojih se pomoc´u alata poput Periscope10, Scalasca11, Vampir [61]
i Tau12 vrsˇi analiza i statisticˇka obrada dobivenog traga. Primjer traga izvrsˇavanja programa prikazan
je i na slici 2.1, na kojoj se mogu identificirati procesi u izvodenju, komunikacijski pozivi medu njima,
sinkronizacija, vremenske analize pojedinih funkcija, statistika komunikacijskih poziva, kao i mnogi drugi
podatci koje daju alati za profiliranje.
Slika 2.1: Primjer analize traga izvrsˇavanja paralelnog programa upotrebom alata VampirTrace.13






13Izvor: http://tu-dresden.de/die tu dresden/zentrale einrichtungen/zih/forschung/projekte/vampirtrace/accelerator
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Ukratko, moguc´i nacˇini izrade modela programa su u prvom redu njegova rucˇna izrada, zatim
koriˇstenjem alata za njihovu pseudoslucˇajnu izradu poput TGFF-a ili okruzˇenja DAGGer (opisanog
kasnije) ili sintezom podataka skupljenih nekim od ranije navedenih alata za profiliranje i snimanje
traga.
Pri modeliranju programa iznimno je vazˇan odabir odgovarajuc´e razine zrnatosti (eng. granularity),
tj. razine njegove rascjepkanosti na manje dijelove. Prevelika zrnatost mozˇe dovesti do velikih tran-
zicijskih vremena izmedu jedinica programa, velikog ukupnog trajanja brojnih izmjena konteksta (eng.
context switching) i sl., prema [58]. S druge strane, premala zrnatost mozˇe dovesti do ogranicˇenosti ra-
zine paralelizma, uzrokujuc´i velike praznine u rasporedu programa na obradbenim jedinicama sklopovlja
i cˇekanja, dovodec´i do ogranicˇene skalabilnosti i podopterec´enjem racˇunalne platforme. Za zakljucˇiti je
kako bi velicˇine jedinica programa trebale biti sˇto uniformnije, no to je ogranicˇeno stvarnom strukturom
programa, njihovom medusobnom komunikacijom, podatkovnom ovisnosti i dr.
Jedinice paralelnih programa u svrhu rasporedivanja cˇesto se formiraju u oblik raznih matematicˇkih
formalizama koji predstavljaju njihovu meduovisnost i interakciju. U domeni HPC-a postoje dvije glavne
skupine tih formalizama, a to su nizovi nezavisnih zadataka (eng. queues of tasks) i grafovi zadataka
(eng. task graphs). Nizovi zadataka predstavljaju skup vremenski i prostorno nezavisnih zadataka ili
poslova, poput onih u [11, 16, 32] s vrlo sˇirokom paletom postupaka za njihovo rasporedivanje. S druge
strane, grafovi zadataka predstavljaju slozˇene strukture jedinica programa koji mogu biti vremenski
ovisni, (imati odreden slijed) te mogu medusobno komunicirati (prostorna ovisnost). Postoje i hibridni
pristupi, poput onog u [17] gdje se rasporeduju razne strukture poslova (ukljucˇujuc´i i nizove), od kojih
se svaki sastoji od grafa zadataka. U narednim pododjeljcima opisat c´emo svakoga od njih.
Model niza nezavisnih jedinica programa
Model paralelnog programa koji se sastoji od nezavisnih jedinica programa predstavlja se kao niz V =
{vn : n = 0, ..., ϑ − 1}, gdje svaki vi predstavlja slijed operacija, (zadatak, posao) i svaki od njih se
mozˇe izvrsˇavati potpuno nezavisno od drugih (paralelno, istovremeno). Takav model cˇesto reproducira
programe s vrlo velikom razinom paralelizma, (eng. embarrassingly parallel software) ili skup nezavisnih
programskih opterec´enja, (primjerice poslova u okruzˇenju racˇunalnih grozdova). Prije rasporedivanja niza
zadataka oni se preliminarno mogu poredati prema njihovim karakteristikama, poput obujma obradbenih
zahtjeva, vremena izvodenja u najgorem slucˇaju (eng. worst-case execution time, WCET), prioritetima,
nuzˇnim vremenima zavrsˇetka (eng. deadlines), njihovom afinitetu prema odredenim obradbenim jedi-
nicama i sl. Mogu se takoder poredati koriˇstenjem nekog od poznatih algoritama poput Round-robin,
Priority scheduling, Min-min iz [11] itd.
Model programa u obliku grafa zadataka
Model programa zasnovan na meduovisnim jedinicama programa i onih s medusobnom interakcijom
predstavlja se kao model grafa zadataka prema mnogim izvorima, primjerice [10, 17, 25, 34, 36–38, 42,
58, 62]. Najcˇesˇc´e su to usmjereni aciklicˇki grafovi zadataka, (eng. directed acyclic graph, DAG) ili
grafovi interakcije zadataka (eng. task interaction graph, TIG). Prema mnogim autorima model u obliku
Modeliranje sklopovlja i programa u domeni racˇunarstva visokih performansi 15
grafa zadataka ponajbolje predstavlja interakciju medu jedinicama programa, komunikaciju medu njima
i ostale tipove njihove meduovisnosti. U opc´em slucˇaju model programa u obliku grafa G = (V,E)
sastoji se od skupa vrhova (cˇvorova) grafa vi ∈ V koji predstavljaju jedinice programa (zadatke) i
skupa bridova ei ∈ E koji predstavljaju meduovisnosti medu zadatcima. Vrhovi sadrzˇe informacije
o jedinicama programa poput obradbenih zahtjeva, WCET-a, nuzˇnih vremena zavrsˇetaka, prioriteta
i sl. Bridovi predstavljaju tip i iznos interakcije medu jedinicama programa (vec´inom komunikacija i
vremenski slijed). Postoje i druge varijante modela programa koji se sastoje od meduovisnih jedinica,
primjerice model cijevi i filtra (eng. pipe and filter) u [56], gdje filtar predstavlja zadatke (obrada koja se
vrsˇi nad nekim podatcima), a cijevi predstavljaju njihovu interakciju (komunikaciju izmedu faza obrade).
Zatim, to su mrezˇe procesa u [30,31,58] koje su slicˇne modelu u obliku DAG-a, samo s procesima umjesto
zadataka i s pojavom ciklusa, zatim model programa u obliku Markovljevih lanaca u [63] itd. To mogu biti
i mnogo rjede koriˇsteni, relativno novi oblici, poput grafa vremenske interakcije zadataka (eng. temporal
task interaction graph, TTIG) iz [64], skupa niti [58], lanaca zadataka [65], strojeva za oznacˇavanje (eng.
tag machines) [33] itd.
U domeni rasporedivanja paralelnih programa na sustave HPC-a najcˇesˇc´i oblici modela programa,
kao sˇto je vec´ spomenuto, su modeli u obliku usmjerenih aciklicˇkih grafova (DAG) i grafa interakcije
zadataka (TIG). S obzirom na to da je i nasˇ model zasnovan na njima, u sljedec´im pododjeljcima oni c´e
biti predstavljeni detaljnije.
Modeli programa u obliku DAG-a
Kao sˇto je vec´ navedeno, najcˇesˇc´i oblik modela programa koriˇsten za njegovo rasporedivanje na sklopovlje
je usmjereni aciklicˇki graf — DAG, koriˇsten u mnogim izvorima, primjerice u [10, 12, 13, 15, 17, 25,
36, 38–42, 44, 49, 51, 66, 67]. Usmjereni aciklicˇki graf je matematicˇka struktura G = (V,A), gdje je V
skup vrhova grafa koji predstavljaju jedinice programa, dok je A skup usmjerenih bridova (lukova) koji
mogu predstavljati vremenski slijed izvodenja jedinica programa, smjer toka komunikacije medu njima
ili oboje, [13,37,41]. U vec´ini slucˇajeva taj model predstavlja vremenski tijek medu jedinicama programa
tako da smjer luka pokazuje slijed izvodenja. Primjer modela DAG-a prikazan je na slici 2.2 i sastoji se
od devet jedinica programa v1, ..., v9, s pripadajuc´im obradbenim zahtjevima w1, ..., w9 i lukovima koji ih
povezuju a1, ..., a12, predstavljajuc´i slijed njihovog izvodenja. Kao sˇto se vidi i iz navedene slike, jedinice
programa u modelu DAG-a sadrzˇe parametre koji ih opisuju. Vec´inom su to parametri u obliku trosˇkova
(obradbeni trosˇak, vremenski trosˇak, utrosˇak memorije itd.), primjerice obradbeni zahtjevi, tj. koliko
vremena c´e svaka jedinica programa utrosˇiti na svakoj od obradbenih jedinica sklopovlja, isto tako mogu
biti i parametri neovisni o sklopovlju, poput broja ciklusa/instrukcija koje trebaju izvrsˇiti, kao u [40,51],
nuzˇnih vremena zavrsˇetka, kao u [34,68,69] i sl.
U slucˇaju kada lukovi modela DAG-a programa predstavljaju i vremenski slijed medu jedinicama
programa i komunikaciju, lukovima se dodaje i tezˇina. Takvi se oblici DAG-a koriste kod vec´ine postupaka
rasporedivanja kojima je primarni cilj skratiti vrijeme izvrsˇavanja programa na racˇunalnoj platformi,
poput onih u [13,34,37,38,40,42,44,48], ali i mnogim drugima.


























Slika 2.2: Primjer rucˇno izradenog modela DAG-a programa.
Mododel programa koristi se i u drugim domenama racˇunarstva osim onog visokih performansi, poput
ugradenih racˇunalnih sustava u [12, 31, 40, 51, 53, 70, 71]. Detaljnije, to su sustavi na cˇipu (eng. system-
on-chip, SoC) [31], viˇseobradbeni sustavi na cˇipu (eng. multi-processing system-on-chip, MPSoC) [12],
bezˇicˇne senzorske mrezˇe (eng. wireless sensor networks, WSN) [51], sustavi mrezˇe na cˇipu (eng. network-
on-chip, NoC) [40] itd.
Za kreiranje modela DAG-a programa postoje i mnogi alati, primjerice vec´ spomenuti TGFF [59],
zatim niz Random DAG generatora koriˇstenih u [13, 23, 39, 72], ali mogu biti i preuzeti kao dio nekog
repozitorija, primjerice iz repozitorija znanstvenih programskih opterec´enja Pegasus, prema [2, 49, 50].
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(b) Graf generiran alatom TGFF,
”kbasic task 25”.
Slika 2.3: Primjeri modela DAG-a.
Kao sˇto c´e biti rijecˇi kasnije, model DAG-a sadrzˇi i neke nedostatke. Ti su nedostatci bili i motivacija
za ostvarivanje nekih od izvornih znanstvenih doprinosa predstavljenih ovim radom (doprinosi D.1. i
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D.2.). Glavni nedostatak je moguc´nost prikaza sinkrone i asinkrone komunikacije istovremeno, posebno
sinkrone komunikacije u kojoj aktivno sudjeluju dvije ili viˇse izvrsˇnih jedinica programa. Zbog toga
c´emo i mi predstaviti vlastiti model programa u obliku mijesˇanoga grafa (doprinos D.2.) koji rjesˇava taj
problem. DAG oblik programa koristit c´emo kao (i) jedan od modela iz kojih je nastao i prijedlog nasˇeg
modela u obliku mijesˇanoga grafa i kao (ii) ulazni model za unaprijedene postupke rasporedivanja koji
predstavljaju doprinos D.3. (inacˇice RaNDKiP), kao i njihovih konkurentnih postupaka (LDCP, HEFT).
Modeli programa u obliku TIG-a
Model programa u obliku grafa interakcije zadataka je drugi najcˇesˇc´i formalni opis programa koji se
sastoji od zavisnih jedinica u obliku pogodnom za njegovo rasporedivanje sklopovlju, s nekim od primjera
u [10,62]. Navedeni model izvorno je nastao iz koncepta grafa interakcije i istovremenosti zadataka (eng.
task interaction concurrency graph, TICG) opisanog 1998. godine u [73] za vrijeme zacˇetaka paralelnog
programiranja. Model TIG-a sluzˇi za opis interakcije medu zadatcima (jedinicama programa), kao sˇto mu
i samo ime kazˇe, s tim da su interakcije predstavljene bridovima grafa. Prema [62] taj model predstavlja
klasicˇne paralelne programe, dakle vec´inom zasnovane na paradigmi izmjene poruka. Takoder, u odnosu
na model DAG-a TIG predstavlja pojednostavljenje modela kada su vazˇne performanse rasporedivanja, ili
kada detaljne informacije o programu, (slijed izvodenja ili smjer komunikacije) nisu vazˇne ili nisu poznate.
Nadalje TIG nudi bolji opis programa u slucˇaju kada postoje viˇsestruki komunikacijski pozivi medu istim
izvrsˇnim jedinicama, sˇto bi inacˇe zahtijevalo viˇsestruke usmjerene bridove u modelu DAG-a uzrokujuc´i
cikluse i negirajuc´i sam koncept DAG-a (nije viˇse aciklicˇki). Model u obliku TIG-a mozˇe se promotriti
kao graf G = (V,E), gdje je skup V skup vrhova grafa koji predstavljaju jedinice programa, dok je skup
E skup neusmjerenih bridova grafa koji predstavljaju interakciju (vec´inom obujam komunikacije). Slika
2.4 prikazuje primjer izrade modela TIG-a programa iz traga izvodenja programa koji se sastoji od dva





















Slika 2.4: Primjer izrade modela TIG-a programa.
Na toj slici vidljivo je kako se svaki proces vi ∈ V = {vi : i = 0, ..., ϑ− 1} sastoji od odgovarajuc´ih faza
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obrade wi,l ∈Wi = {wi,l : l = 0, ..., ri − 1} i faza komunikacije:
ek(vi, vj) ∈ Ei,j =

vi, vj : i, j = 0, ..., ϑ− 1,
i 6= j,
k = 0, ..., hi,j − 1.
(2.1)










Rezultirajuc´i jednostavni model TIG-a programa zadan tragom izvodenja sa slike 2.4, primjenom (2.2)
i (2.3) prikazan je ispod njega na istoj slici u obliku grafa s dva vrha (v0, v1) i jednim neusmjerenim
bridom medu njima e0,1.
Glavni nedostatak modela TIG-a lezˇi u njegovoj glavnoj karakteristici, a ta je da nema odreden smjer
bridova. Na taj nacˇin on nije u moguc´nosti prikazati smjer komunikacije ili vremenski slijed izvodenja
jedinica programa. No takav model mozˇe opisati sinkronu komunikaciju medu jedinicama programa, sˇto
smo naveli kao nedostatak modela DAG-a u prethodnom pododjeljku. Primjerom izrade TIG-a na slici
2.4 prikazano je da je on pogodan za prikaz paralelnih programa koji koriste paradigmu izmjene poruka,
koja je josˇ uvijek vodec´a u domeni HPC-a. Navedeno ne vrijedi samo za sustave s privatnom memorijom,
vec´ vrijedi i za MPI, koji postaje sve vazˇniji i za sustave sa zajednicˇkom memorijom, sˇto je navedeno i
u [74]. Uz to, u izvorima [74, 75] je i dokazano da na sustavima sa zajednicˇkom memorijom MPI ima
i bolje performanse od OpenMP okruzˇenja. Zbog toga, glavne koncepte modela TIG-a upotrebljavamo
kao dio nasˇeg modela u obliku mijesˇanoga grafa (doprinos D.2.) za prikaz sinkrone komunikacije medu
jedinicama programa. Konkretno, u slucˇaju viˇsestrukih MPI poziva za komunikacijske rutine slanja i
primanja podataka komunikacije od tocˇke do tocˇke te kolektivnih komunikacijskih rutina poput broadcast,
reduce, scatter, gather, all-to-all i drugih, [45].
2.2.2 Modeliranje sklopovlja
Postoje mnogi primjeri modela sklopovlja HPC-a u praksi, s tim da u okviru ovog rada naglasak dajemo
samo na raznorodne platforme (raznorodnost platforme opisana je u pododjeljku 2.1.1), jer je u njima
izrazˇena problematika izrade ucˇinkovitog rasporeda. Navedeni tip racˇunalnih platformi nazivamo raz-
norodnim racˇunalnim platformama (eng. heterogeneous computing platform, HCP). Model HCP-a,
kao model koji opisuje sklopovlje na koje se rasporeduju programi, treba sadrzˇavati:
• sve relevantne informacije o obradbenim jedinicama koje sadrzˇi,
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• informacije o komunikacijskim kanalima medu obradbenim jedinicama,
• informacije o energetskim karakteristikama obradbenih jedinica, a to su najcˇesˇc´e karakteristike
dinamicˇkog skaliranja frekvencije i napona (eng. dynamic voltage and frequency scaling, DVFS) te
stanja mirovanja (eng. sleep states) u koja sustav mozˇe uc´i,
• informacije i karakteristike svih parametara relevantnih za ostale pokazatelje kvalitete koji se ana-
liziraju, primjerice:
– vremenske karakteristike, poput vremena promjene konteksta, rekonfiguracijska kasˇnjenja,
– tip obradbene jedinice,
– dostupnost obradbene jedinice i komunikacijskoga kanala (vec´inom kod dinamicˇkog raspore-
divanja) itd.
Zbog navedenih zahtjeva postoje mnogi modeli sklopovlja u relevantnom podrucˇju istrazˇivanja. Kod
HCP-a s viˇse cˇvorova modeli variraju od skupine raznorodnih cˇvorova, primjerice u [15,17,21,42,44,51,67],
do nizova konfiguracija u [42, 44] i matrica resursa u [16]. Kod viˇseprocesorskih i ugradenih racˇunalnih
sustava koriste se uglavnom matrice resursa [11,76] i skupovi konstitutivnih komponenti [14,53,54]. Od
opc´enitih modela platforme, koriste se apstraktne skupine raznorodnih procesora u [11, 34–41], grafovi
resursa [10,31,36,62] te u manjoj mjeri modeli komunikacije i upravljanja (eng. models of communication
and control, MoCC) [33] itd. Prikaz modela prema razini apstraktnosti prikazan je slikom 2.5.
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Slika 2.5: Prikaz dostupnih modela sklopovlja HPC-a prema razini apstraktnosti.
Velik broj modela koji se pojavljuju u praksi onemoguc´uje izravnu usporedbu razlicˇitih metoda i
postupaka koji ih koriste, tako da nastaje potreba za opc´enitim modelima. Zatim, vec´ina modela je usko
vezana uz podrucˇje primjene, iako modeli poput skupina raznorodnih cˇvorova ili procesora te grafovi
resursa mogu pokrivati velik dio razlicˇitog racˇunalnog sklopovlja. Iz tog, ali i iz drugih razloga (slicˇnosti
strukturi modela programa), mi smo koristili grafove resursa u opisu racˇunalnih platformi na koje raspo-
redujemo programe i to kao dio nasˇeg programskog okvira LOSECO (doprinos D.1.).
Model HCP-a mozˇe biti staticˇki [62], koji ne podrazumijeva promjene stanja sklopovlja za vrijeme
rasporedivanja i dinamicˇki [16, 21], koji azˇurira parametre sklopovlja za vrijeme rasporedivanja kako
bi se sustav prilagodio navedenom stanju. Staticˇki model u manjoj mjeri preslikava stanje platforme i
sadrzˇi viˇse pojednostavljenja, no zato nudi puno bolje performanse pri rasporedivanju nego sˇto to nude
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dinamicˇki modeli. Takoder, za problem rasporedivanja programa u ovom radu, pojednostavljenja koja
uvodi staticˇki model nisu znacˇajna u toj mjeri da mogu drasticˇno smanjiti primjenjivost rezultata koje
daju postupci rasporedivanja.
Postupak modeliranja sklopovlja je takoder raznolik u relevantnoj literaturi, iako se kristaliziraju neka
svojstva koja polako postaju standardom (model sklopovlja kao umrezˇeni skup obradbenih jedinica).
Prirodno, modeliranje sklopovlja prvenstveno ovisi o samoj platformi koja se modelira. S obzirom na to
da se platforme HPC-a takoder dosta razlikuju, kao sˇto je vec´ navedeno, tesˇko je oformiti model HCP-a
koji c´e sadrzˇavati sve informacije specificˇne za sve platforme. Postoje dva glavna pristupa modeliranju
sklopovlja sustava HPC-a. To su izrada sinteticˇkih modela (”in silico”) i preslikavanje stvarnih sustava
koriˇstenjem alata poput prijenosnog nalaziˇsta sklopovlja14 (eng. portable hardware locality, HWLOC),
dostupnog kao dio OpenMPI projekta. Primjer dobivene strukture platforme pomoc´u alata HWLOC
prikazan je slikom 2.6, na kojoj se mozˇe identificirati jedan obradbeni element sa sˇest obradbenih jedinica
s pripadajuc´im parametrima pricˇuvne memorije, kolicˇina radne memorije, naziv racˇunala i sl.
Slika 2.6: Prikaz sklopovlja koji daje alat HWLOC.
Navedeni oblik prikaza posluzˇio je i kao predlozˇak za oblik platforme kakve c´e se moc´i modelirati nasˇim
programskim okvirom opisanim kasnije (LOSECO, doprinos D.1., poglavlje 3).
Obicˇno se hijerarhijska struktura nekog sustava HPC-a prikazuje na nacˇin prikazan slikom 2.7. Vec´ina
relevantnih radova tretira najviˇse dvije razine takve strukture i to najcˇesˇc´e razinu obradbenog elementa
i obradbene jedinice. Od modela obradbenih elemenata najzastupljeniji su modeli procesora, zatim
graficˇkog cˇipa (eng. graphics processing unit, GPU) u [14,28,29,48,66].
14http://www.open-mpi.org/projects/hwloc/













Slika 2.7: Najcˇesˇc´a hijerarhijska struktura sklopovlja sustava HPC-a prema dostupnoj literaturi.
Pri modeliranju mrezˇe, najcˇesˇc´i su modeli temeljeni na stvarnim mrezˇnim konfiguracijama, poput onih
u [15, 16, 42, 43], modeli sabirnice u [15, 34], povezanost medu procesorskim jezgrama u [15, 43], modeli
memorije [10,14,15,28–31,58] i spremiˇsta podataka [12,17]. Od navedenog, nasˇ model u obliku potpunog
povezanog grafa (opisan u pododjeljku 3.2), omoguc´ava opis obradbenih jedinica, kao i raznorodnih
komunikacijskih kanala izmedu njih.
Od parametara koji opisuju HCP-e najcˇesˇc´e su to njihova obradbena moc´, koja se mozˇe izraziti u
tzv. broju operacija s pomicˇnim zarezom u sekundi (eng. floating point operations per second, FLOPS)
iz [77], milijuna instrukcija po sekundi (eng. million instructions per second, MIPS) u [16], vrijeme
izvodenja za pojedine skupove operacija, kao u [13, 37–39, 41] ili neke od apstraktnih mjernih velicˇina
koje opisuju trazˇene obradbene sposobnosti. Komunikacijska mrezˇa medu sklopovljem najcˇesˇc´e se
opisuje mrezˇnom propusnosti, kao u [13, 41, 78] i/ili kasˇnjenjem [13, 41] i to najcˇesˇc´e u obliku normali-
ziranih vrijednosti u matricama, kao u [76] ili kao bridovi u grafovima resursa (koji su takoder opisani
matricama). Parametri energetskih svojstava najcˇesˇc´e opisuju trend i iznos utrosˇka elektricˇne ener-
gije i to pomoc´u DVFS tablica koje mogu imati diskretne (stvarna situacija) ili kontinuirane vrijednosti
(pojednostavljena situacija) te brojem i opisom stanja mirovanja, (vremena prijelaznih stanja izmedu
njih i njihove energetske razine). Takoder, model sklopovlja mozˇe sadrzˇavati i mnoge druge parametre,
poput stupnja raznorodnosti kao u [10], slicˇnog stupnju raznorodnosti zadataka u modelu programa. Od
navedenih parametara u nasˇem modelu sklopovlja koriˇsteni su parametri obradbene moc´i obradbenih
jedinica, njihov broj te njihove energetske karakteristike, sˇto je dano u opisu nasˇeg modela HCP-a u
obliku potpuno povezanoga neusmjerenoga grafa predstavljenoga u pododjeljku 3.2.
Osim modela programa i sklopovlja kao ulaznih entiteta za postupke rasporedivanja programa na
sklopovlje, vazˇan je i model pokazatelja kvalitete relevantnih za taj postupak. Zbog toga prikazujemo
postojec´e stanje literature vezano uz zajednicˇka svojstva i nedostatke takvih modela u iduc´em podo-
djeljku.
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2.2.3 Modeliranje pokazatelja kvalitete
Racˇunalna platforma na koju se rasporeduje paralelni program treba izvrsˇiti taj program ucˇinkovito i
brzo. Parametrizacija glavnih ulaznih sudionika rasporedivanja, programa i sklopovlja, treba biti naprav-
ljena u skladu s glavnim ciljem ucˇinkovitog rasporedivanja. Takoder, vazˇno je da platforma daje odzive
kakve korisnik programa zˇeli i da u tu svrhu isporucˇuje odgovarajuc´e pokazatelje kvalitete (eng. quality
attributes, QA) pri izvrsˇavanju programa. Postoje mnogi pokazatelji kvalitete koji se mogu trazˇiti od
postupka rasporedivanja, cˇesto zadanih u obliku cilja/ciljeva koje treba postic´i (optimizacija viˇse funkcija
cilja) i/ili zadanih u obliku odredenih ogranicˇenja. U domeni racˇunarstva visokih performansi najcˇesˇc´e
su to vremenski zahtjevi u obliku skrac´ivanja vremena izvodenja programa (smanjivanje duljine raspo-
reda), od kojih se samo neki primjeri mogu nac´i u [10,11,14,31,34,36–39,42,44,51,62,67]. Osim toga, to
mozˇe biti minimiziranje komunikacije medu izvrsˇnim jedinicama kao u [13,16,41], minimiziranje utrosˇka
elektricˇne energije [11,14,31,34,39,44,51,68,70], ujednacˇavanje opterec´enja u [12,16,32,40,48,58,66,70],
zatim povec´anje skalabilnosti u [16,42,43], povec´anje robusnosti [48], sprjecˇavanje ispada [10], povec´anje
pouzdanosti [16] te razni drugi ciljevi specificˇni za primjeni poput onih u [16, 30]. Ostali pokazatelji
kvalitete, kao i oni na koje se cˇesto u povezanoj literaturi daju ogranicˇenja prikazani su tablicom 2.1,
gdje su crvenom bojom oznacˇeni oni koji se najcˇesˇc´e upotrebljavaju u literaturi, a plavom bojom oni na
kojima je naglasak u ovoj disertaciji.
Tablica 2.1: Najcˇesˇc´i pokazatelji kvalitete u sustavima HPC-a i ogranicˇenja prema dostupnoj literaturi.
Pokazatelji kvalitete — ciljevi Pokazatelji kvalitete — ogranicˇenja
Performanse Performanse









Kao sˇto je navedeno u prethodno spomenutoj tablici, osim ciljeva koji predstavljaju pokazatelje
kvalitete, oni mogu biti izrazˇeni u u obliku ogranicˇenja. Kod vremenskih karakteristika to mogu biti
nuzˇna vremena zavrsˇetka, primjerice u [34, 68, 69] i prioriteti, primjerice u [16, 34, 48]. Kod ogranicˇenja
na trosˇkove i energiju to mogu biti maksimalne vrijednosti koje se ne smiju prekoracˇiti, primjerice
trosˇkovi u izradi SoC sustava u [31] ili energija u [44]. Navedeni ciljevi optimizacije u rasporedivanju
pokazuju raznolikost istih u praksi. Iako postoje oni koji se cˇesˇc´e koriste, poput minimiziranja trajanja
rasporedenog programa, kriteriji kvalitete cˇesto su vrlo specificˇni kako bi program u izvodenju postigao
rezultate primjenjive u vrlo specificˇnim slucˇajevima. Osim samo jednog cilja, kriteriji optimizacije mogu
biti i viˇsestruki te sadrzˇavati nekoliko ogranicˇenja. O tome c´e viˇse biti rijecˇi u opisu postojec´ih postupaka
rasporedivanja i njihovih nedostataka u pododjeljku 2.3. Takoder, s obzirom na glavnu problematiku
u domeni HPC-a, a to je povec´anje performansi uz smanjenje trosˇkova (vec´inom izravno vezanih uz
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utrosˇak energije). Navedeni pokazatelji kvalitete prozˇeli su ciljeve pri rasporedivanju. Od njih, energija
je podrobnije opisana u sljedec´em pododjeljku.
2.2.4 Energija kao kriterij rasporedivanja programa na racˇunalne sustave
visokih performansi
Pri rasporedivanju programa na sklopovlje, posebice u sustavima oblaka racˇunala, uvodenjem eksplicitnog
pojma trosˇkova izvodenja programa otvaraju se mnogi problemi koji dosad nisu bili toliko vazˇni kao sˇto
je pitanje utrosˇka energije. Osim motivacije trosˇkovima, razlog za prihvac´anje tog pokazatelja kvalitete
u okruzˇju HPC-a motiviran je i potrebom za ocˇuvanjem okoliˇsa, jer je viˇsestruko dokazano da je utjecaj
velikih racˇunalnih sustava na okoliˇs znacˇajan, sˇto naglasˇavaju autori u [39,79], izmedu ostalih. Primjerice,
pojedina danasˇnja podatkovna sjediˇsta koja trosˇe kolicˇinu elektricˇne energije kao cijeli gradovi (primjerice
Google podatkovni centar, prema [39]), ugraduju se na posebne zemljopisne lokacije kako bi se omoguc´ilo
njihovo ucˇinkovito hladenje, a za njih se prave cˇak i zasebne elektrane. S obzirom na mnoge dokaze
krhkosti zemljinog ekosustava, val ”ozelenjivanja” tehnologija pogodio je i racˇunarstvo, posebno ono
visokih performansi. Pocˇetkom smanjenja utjecaja racˇunalnih sustava visokih performansi na zemljin
ekosustav smatra se tzv. Green Destiny projekt zapocˇet 2001. godine, kada je skupina istrazˇivacˇa
pokusˇala napraviti racˇunalni grozd od 240 cˇvorova u prostoru od jednog kubicˇnog metra i objavila
podatke o performansama i energetskoj ucˇinkovitosti tog sustava u [80]. Od tog trenutka, osim sirovih
performansi, sve se viˇse koriste pokazatelji energetske ucˇinkovitosti navedenih sustava. Pocˇetak je to
i tzv. GREEN500 liste energetski najucˇinkovitijih racˇunalnih sjediˇsta visokih performansi dostupnoj
na [8], kao komplement tada vec´ dobro etabliranoj TOP500 listi najsnazˇnijih svjetskih superracˇunala
dostupnoj na [7].
Danas postoje mnogi ”zeleni” standardi, poput EPEAT-a (eng. electronic product environmental
assessment tool), prema [81], Energy Star 5.015 i RoHS smjernice (eng. restriction of hazardous substan-
ces directive) prema kojima proizvodacˇi sklopovlja u domeni HPC-a (ali i ostalim domenama racˇunarstva)
proizvode sklopovlje. Ono sˇto je najvazˇnije u relevantnom podrucˇju istrazˇivanja jest da postoje tehno-
logije, na koje mozˇe utjecati onaj koji razvija programe, kako bi smanjio utrosˇak energije pri izvodenju
programa, izravno ili neizravno. Izravno se to mozˇe cˇiniti kroz dinamicˇko skaliranje frekvencije i na-
pona (DVFS), ali i koriˇstenjem razlicˇitih stanja mirovanja (eng. sleep states, S-states). Neizravno se
utrosˇak energije mozˇe smanjiti ucˇinkovitim paradigmama pri razvoju programa, optimizacijom program-
skog koda i sl. Razine sustava HPC-a u kojima se na razlicˇite nacˇine mozˇe usˇtedjeti energija dani su u [1]
i prikazani slikom 2.8. Takoder, razlicˇite tehnologije usˇtede energije, prema slojevima sustava HPC-a
prikazanih slikom 2.8, dane su slikom 2.9.
Postoji mnogo povezanih radova koji koriste tehnologiju DVFS za smanjivanje energije pri raspo-
redivanju programa na sklopovlje, primjerice [3, 11, 34, 44, 82–84]. Vec´inom se ona koristi nakon vec´
upotrijebljenog postupka rasporedivanja prema kriteriju smanjenja trajanja rasporeda (npr. [39,85]), ali
i istovremeno, primjerice u [11,44] u obliku jednog od viˇse kriterija optimizacije.
15http://www.energystar.gov/




































Slika 2.8: Slojevi ”ozelenjivanja” sustava HPC-a prema [1].
Takoder, neki autori koriste i drugacˇije nacˇine modeliranja utrosˇka energije u rasporedivanju programa
na sustave HPC-a, primjerice u [70] kao potrosˇnju energije u prosjecˇnom slucˇaju, zatim raspodjelu po-
trosˇnje energije i procijenjeni utrosˇak iste u [51], kao utrosˇak energije pri komunikaciji jedinica programa
iz [86] ili izravno iz frekvencije i napona obradbenih jedinica u [87].
“Zelena” tehnologija Sloj primjene
Tehnologija proizvodnje sklopovlja sloj 6, sloj 5
Upravljanje energijom sustava sloj 6, sloj 5, sloj 4
Dinamičko skaliranje frekvencije i napona 
procesora, ograničavanje obradbene snage
sloj 6, sloj 5
Energetski svjestan OS sloj 4
Virtualizacija sloj 5, sloj 4
Raspoređivanje procesa sloj 6, sloj 5, sloj 4, sloj 3
Energetski svjesni programski prevoditelji sloj 4
Sustavi nadzora resursa sloj 4, sloj 3, sloj 2
Predviđanje sloj 4, sloj 3, sloj 2
Komponentni razvoj programske podrške sloj 4
Udio programera sloj 4, sloj 3
Slika 2.9: Tehnologije ”ozelenjivanja” sustava HPC-a po slojevima prema [1].
Ostali autori oslanjaju se na tehnologije prilagodbe stanja mirovanja racˇunalnog sustava, poput onih
u [70,88].
Kao sˇto smo napomenuli, energija je vrlo vazˇan kriterij prema kojemu se provodi rasporedivanje
programa na sklopovlje u sustavima HPC-a. S jedne strane to je radi smanjenja trosˇkova, poput onih u
sustavima oblaka racˇunala (ali i zbog organizacija koje posjeduju velike sustave HPC-a) ili zbog opc´enite
brige za okoliˇs. Osim tehnologija energetski ucˇinkovitog sklopovlja, postoje i tehnologije prepusˇtene
upotrebi od strane samog programa u izvodenju. Takve tehnologije koriste se i u sprezi s postupcima
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rasporedivanja. Zato smo ih upotrijebili u oba nasˇa unaprijedena postupka rasporedivanja (RaPPaMaG
i RaNDKiP) i to u obliku zadavanja parametara utrosˇka energije po instrukciji za svaku obradbenu jedi-
nicu u postupku RaPPaMaG te u obliku upotrebe DVFS karakteristike u postupku RaNDKiP. Takoder,
energiju koristimo kao jedan od kriterija optimizacije kojemu mozˇemo zadavati vazˇnost prema zˇelji koris-
nika (postupak RaPPaMaG), dok se u postupku RaNDKiP usˇteda energije dobiva naknadnom analizom
rasporeda nacˇinjenog u svrhu smanjenja vremena izvodenja programa (kao pomoc´ni postupak LVI).
Nakon sˇto smo opisali glavne entitete rasporedivanja te njihovo modeliranje, kao i raznolike moguc´no-
sti kriterija koji postoje pri postupcima rasporedivanja, u iduc´em pododjeljku opisat c´emo i postojec´e
postupke rasporedivanja koji koriste navedeno, kako bi omoguc´ili sˇto bolji raspored programa na sklo-
povlju.
2.3 Postojec´i postupci rasporedivanja programa na racˇunalne
sustave visokih performansi
Slicˇno kao i kod modela programa i sklopovlja, u domeni HPC-a postupci rasporedivanja su takoder
vrlo specificˇni situaciji za koju se koriste. Postupci rasporedivanja definiraju se na osnovu karakteristika
programa i sklopovlja koji su dostupni i koji su relevantni za zahtjeve koje zadaje korisnik programa16.
Postoji iznimno velik broj postupaka rasporedivanja programa na sklopovlje u domeni HPC-a, no mi
c´emo ovim pododjeljkom pokriti one najpoznatije i najbolje te one koji su inspirirali i nasˇ rad. Detaljno
c´emo opisati samo postupke koje smo i sami koristili, bilo kao dio vlastitih postupaka rasporedivanja,
bilo kao onih s kojima smo ih usporedili u eksperimentalnoj analizi.
Postupak rasporedivanja programa na sklopovlje cˇesto se zove josˇ i dodjeljivanje (eng. allocation),
mapiranje (eng. mapping) i rasporedivanje (eng. scheduling). Postoje razne definicije svakoga od
njih, no najcˇesˇc´a nomenklatura jest da dodjeljivanje znacˇi samo odabir obradbenih jedinica sklopovlja
za svaku jedinicu programa, bez utvrdivanja njihovog redoslijeda na njima i bez njihovog vremenskog
rasporeda. Pojam scheduling oznacˇava i dodjeljivanje, ali i vremenski raspored jedinica programa na
sklopovlju (njihov redoslijed, njihova okvirna vremena pocˇetka i zavrsˇetka). Postoji josˇ i postupak
podudaranja (eng. matching), za koji se smatra da je dio postupka mapiranja i koji se sastoji od
podudaranja i rasporedivanja, prema [89] (vezan uz dinamicˇko mapiranje). U [16,34] se postupak raspo-
redivanja (scheduling) koristi zajedno s postupkom mapiranja kao odvojena faza. Primjerice, u [31] u
svrhu dizajna na razini sustava (eng. system-level design) koriste se pojmovi dodjeljivanje (odredivanje
koje jedinice sklopovlja c´e se koristiti pri izgradnji sklopovskog sustava), vezivanje (eng. binding) kao
ekvivalent mapiranju i naposljetku rasporedivanje (odredivanje redoslijeda izvrsˇavanja), kao razlicˇitih
faza postavljanja programa na sklopovlje. Takoder, autori u [12] smatraju da mapiranje obuhvac´a tri
problema: particioniranje, dodjelu (eng. assignment), koja je ekvivalent pojmu allocation i rasporediva-
nje. Usprkos velikoj raznolikosti pojmova, kao i njihovih definicija, razlike izmedu pojmova rasporediva-
nja (scheduling), dodjeljivanja (allocation) i mapiranja (mapping) sve su manje. Zbog toga se navedeni
16Cˇesto kroz rad koristimo i pojmove: ciljevi, kriteriji optimizacije, trazˇene vrijednosti pokazatelja kvalitete i zahtjevi
korisnika te ih smatramo ekvivalentima.
Postojec´i postupci rasporedivanja programa na racˇunalne sustave visokih performansi 26
pojmovi cˇesto ispreplic´u u povezanoj literaturi, ali i zbog toga sˇto je priroda danasˇnjih programa i
sklopovlja visoko raznorodna, pa je ponekad tesˇko jasno odrediti granice izmedu njih.
Prema dosad navedenom i u okviru nasˇeg rada definiramo pojam dodjeljivanja (allocation):
Definicija 2.1 Dodjeljivanje programa sklopovlju je postupak odlucˇivanja za svaku jedinicu programa
na kojoj c´e se obradbenoj jedinici sklopovlja izvrsˇiti, u svrhu postizanja trazˇenih ciljeva (najcˇesˇc´e perfor-
mansi).
Dakle, postupak dodjeljivanja funkcija je preslikavanja skupa izvrsˇnih jedinica na skup obradbenih jedi-
nica sklopovlja g : V → P .
S druge strane definiramo pojam rasporedivanja (scheduling) kao:
Definicija 2.2 Rasporedivanje programa na sklopovlje obuhvac´a pojam dodjeljivanja, ali i odredivanje
redoslijeda i vremenskog rasporeda jedinica programa na obradbenim jedinicama sklopovlja racˇunalnog
sustava u svrhu postizanja trazˇenih ciljeva (najcˇesˇc´e performansi).
Nakon sˇto su definirani glavni pojmovi, opisat c´emo postojec´e stanje literature u navedenom podrucˇju
te opisati nedostatke istih da bi pojasnili nastanak vlastitih izvornih znanstvenih doprinosa kao odgovora
na njih.
U prvom redu, navodimo moguc´e podjele postupaka rasporedivanja17 i dodjeljivanja. Skica nekih od
glavnih podjela navedenih postupaka prikazana je na slici 2.10. Na njoj su vidljive sˇest glavnih podjela,
dok su crvenom bojom oznacˇene postavke svake od tih podjela koje koriste i nasˇi unaprijedeni postupci


























Slika 2.10: Podjele postupaka rasporedivanja i dodjeljivanja prema dostupnoj literaturi.
Prva je podjela postupaka na staticˇke i dinamicˇke, slicˇno kao i kod modela sklopovlja iz pododjeljka
2.2.2. Dinamicˇki postupci podrazumijevaju trenutno stanje sustava za vrijeme rasporedivanja koje se
azˇurira nakon rasporedivanja svake jedinice programa. Takoder, kod tih postupaka potpuno stanje sus-
tava (programa i sklopovlja), ne mora biti u postupnosti poznato prije pocˇetka rasporedivanja (primjerice
17S obzirom na to da u hrvatskom jeziku pojam ”rasporedivanje” mozˇe znacˇiti isto sˇto i pojam ”dodjeljivanje”, kroz
ovaj c´emo rad koristiti pojam ”rasporedivanje” kao zajednicˇki i za pojam dodjeljivanja i za pojam rasporedivanja, osim
kada je potrebno naglasiti razliku izmedu njih.
Postojec´i postupci rasporedivanja programa na racˇunalne sustave visokih performansi 27
broj dostupnih obradbenih jedinica, zauzec´e memorije, stanje mrezˇe itd.). Dinamicˇko rasporedivanje po-
nekad se smatra ekvivalentom rasporedivanju za vrijeme izvodenja programa (eng. run-time), kao sˇto je
napomenuto u [13], sˇto spada takoder u jednu od navedenih podjela sa slike 2.10. Staticˇki postupci, s
druge strane, podrazumijevaju da su relevantni parametri sustava poznati prije pocˇetka rasporedivanja
i ne promatraju promjene sustava osim onih koje radi sam postupak rasporedivanja. Postoje i druge
varijante, primjerice autori u [21] podrazumijevaju dinamicˇki postupak, ali dijele vrijeme izvodenja na
manje dijelove kako bi mogli promatrati staticˇko ponasˇanje sustava. Takoder, postupci poput LDCP-a
iz [37] smatraju se staticˇkima iako se u njima odvija prilagodba za vrijeme rasporedivanja, (u ovom
slucˇaju dinamicˇko rangiranje izvrsˇnih jedinica ovisno o trenutnom rasporedu).
Podjela na vec´ spomenute run-time postupke i postupke rasporedivanja za vrijeme dizajna programa
(eng. design-time) govori u kojem razdoblju razvoja programa se on rasporeduje na sklopovlje. Kod
design-time postupaka to se odvija pri razvoju programa u slucˇaju kada se unaprijed znaju parametri
platforme na kojoj c´e on biti izvrsˇavan (cˇesto kod izrade ugradenih racˇunalnih sustava, eng. hardware-
software codesign, kao u [71]) ili barem ogranicˇenog broja platformi na kojima c´e on biti pokretan (za
grozd racˇunala [17,63], MPSoC [12,40] itd.) te opc´enitog slucˇaja za velik broj platformi, poput postupaka
rasporedivanja pomoc´u rangiranih listi zadataka [13, 38, 41]. Karakteristike run-time postupaka vrlo su
slicˇne dinamicˇkima (ponekad i jednake) i oni se cˇesto koriste kao rasporedivacˇi poslova u grozdovima
racˇunala, poput primjera iz [19]. Za manje se zadatke rjede koriste zbog njihove velike slozˇenosti ili se
obicˇno koriste u drasticˇno pojednostavljenim oblicima, poput metode krade poslova (eng. work-stealing)
u [48,58].
Slicˇna je podjela i na online i oﬄine postupke, gdje se za online postupke smatra da se prilagodavaju
novonastalim stanjima sustava za vrijeme rasporedivanja, kao i da se koriste u sustavima gdje postoji
konstantan pritok zadataka ili poslova, takoder najviˇse u grozdovima racˇunala, primjerice u [17], ali i u
upravljacˇkim aplikacijama, primjerice [90]. Oﬄine postupci s druge strane, kao sˇto im i samo ime govori,
podrazumijevaju samo stanja neposredno prije pocˇetka rasporedivanja programa i neposredno nakon sˇto
je cijeli program rasporeden, takoder, autori u [41] tvrde da je staticˇko rasporedivanje ujedno i oﬄine.
Postoje postupci koji rasporeduju prekidive jedinice programa, tj. one koje se mogu zaustaviti i
ponovno pokrenuti, poput poslova na grozdovima racˇunala ili oblacima racˇunala, prema [91], ali i drugih,
[16, 65] i kao takvi moraju podrazumijevati dodatne parametre koji povec´avaju njihovu slozˇenost, (npr.
kada se jedinica programa smije prekinuti, da li se uopc´e smije prekinuti i sl.). Vec´ina postupaka razmatra
jedinice programa koje su monolitne, (neprekidne) ili ih slucˇaju kada su prekidne pojednostavljuju
podjelom na manje zadatke.
Josˇ jedno od svojstava jedinica programa koje zahtijeva posebne metode rasporedivanja je moguc´nost
njihovih migracija. Naime, neki izvori opisuju problem rasporedivanja jedinica programa koje nakon sˇto
su rasporedene i pocˇele s radom mogu biti premjesˇtene na druge obradbene jedinice u svrhu postizanja
odredenih pokazatelja kvalitete. Najcˇesˇc´e su to ujednacˇavanje opterec´enja, primjerice Work-stealing
u [16, 58] ili postizanje sporednih ciljeva (drugih kriterija optimizacije), poput energije u [70]. Postupci
rasporedivanja za prekidive jedinice programa cˇesto su dinamicˇke naravi (online, run-time).
Posljednja podjela ticˇe se samog sustava koji rasporeduje programe. Naime, on mozˇe biti centra-
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liziran i decentraliziran. Centralizirani sustav za rasporedivanje programa na sklopovlje isti je za
cijeli sustav na koji se rasporeduju programi i sadrzˇi sve informacije o njemu. U slucˇaju kada je sustav
prezahtjevan za centralno rasporedivanje, bilo zbog velikog broja obradbenih jedinica (sˇto je cˇest slucˇaj
kod golemih sustava HPC-a), bilo da je sam sustav decentraliziran, (sustavi HPC-a sastavljeni od manjih
zasebnih cjelina), koriste se decentralizirani postupci rasporedivanja, kao onih koji se spominju u [18].
Decentralizirano rasporedivanje vrlo je specificˇan problem ogranicˇene primjene i zato ga ne razmatramo
ovim istrazˇivanjem.
S obzirom na to da postoji vrlo velik broj postupaka rasporedivanja u povezanoj literaturi, na slici
2.11 nalazi se popis onih koje smo pokrili vlastitim istrazˇivanjem. Crvenom bojom oznacˇeni su najcˇesˇc´e
koriˇsteni postupci (samim time i najbolji), dok su plavom bojom oznacˇeni oni koje smo izravno ili
neizravno koristili u ovom radu.
Prethodno spomenuta slika takoder pokazuje da ih mi dijelimo u cˇetiri najvazˇnije skupine, od kojih
c´e svaka biti opisana u zasebnim pododjeljcima koji slijede.
2.3.1 Postupci rasporedivanja na temelju rangiranih listi jedinica programa
Prva skupina postupaka rasporedivanja, prema slici 2.11 postupci su rasporedivanja pomoc´u rangiranih
listi jedinica programa (eng. list scheduling), ujedno i najpopularnija skupina postupaka koji s relativno
malom slozˇenosti (prema [13,41]) dobivaju rjesˇenja blizu optimalnih.
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Slika 2.11: Postupci rasporedivanja iz pokrivene literature.
Navedeni postupci koriste model programa u obliku usmjerenoga aciklicˇkoga grafa (DAG-a) i podrazu-
mijevaju poznate trosˇkove (vremena) izvodenja svih jedinica programa na svim obradbenim jedinicama
sklopovlja. Takvi postupci pretpostavljaju da lukovi DAG-a predstavljaju asinkronu komunikaciju, na
nacˇin da posˇiljatelj podatka mozˇe nastaviti s radom cˇim je zapocˇeo slanje podatka, dok primatelj podatka
mora cˇekati dok se komunikacija ne zavrsˇi kako bi nastavio s radom (dok ne primi podatke), sˇto se podra-
zumijeva izmedu ostalih u [13, 37, 39, 41, 42]. Isti izvori pretpostavljaju i da se svi komunikacijski pozivi
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obavljaju zasebnim komunikacijskim kanalima, da je moguc´e preklapanje komunikacije i obrade poda-
taka te da su poznati iznosi komunikacije u obliku tezˇina grafa. S takvim pretpostavkama nije moguc´e
opisati asinkronu komunikaciju i kvalitetno tretirati raznorodne komunikacijske veze medu obradbenim
jedinicama sklopovlja, (sˇto c´e pokazati i nasˇa eksperimentalna analiza u poglavlju 5), nedostatke koje
ispravljamo nasˇim postupkom RaNDKiP (doprinos D.3.). Postupci rasporedivanja na temelju rangiranih
listi jedinica programa zasnivaju se na dva glavna koraka:
1. rangiranje jedinica programa,
2. rasporedivanje jedinica programa prema vrijednosti njihovog ranga.
Rangiranje jedinica programa provodi se na osnovu njihovih poznatih karakteristika. To su iskljucˇivo
njihovi vremenski trosˇkovi, tj. vremena wi,j izvodenja svake jedinice programa vi na svim obradbenim
jedinicama sklopovlja pj i njihova medusobna komunikacija ei,j . Postoje tri glavna nacˇina rangiranja
izvrsˇnih jedinica i svi se zasnivaju na njihovoj udaljenosti od ulaznog ili od izlaznog cˇvora DAG-a:
1. b-level (eng. bottom-level) ili urank (eng. upward rank) — udaljenost od dna grafa, tj. od
najdaljeg izlaznog cˇvora,
2. t-level (eng. top-level) ili drank (eng. downward rank) — udaljenost od vrha grafa, tj. od
najdaljeg ulaznog cˇvora,
3. b-level + t-level — zbroj udaljenosti od najdaljeg ulaznog cˇvora i udaljenosti od najdaljeg izlaznog
cˇvora.
Udaljenost b-level, urank ili rastuc´i rang jedinice programa vi definira se kao:
uranki = wi + max
vj∈sljed(vi)
{ci,j + urank(vj)}, (2.4)
dok se t-level, drank ili padajuc´i rang jedinice programa vi definira kao:
dranki = max
vj∈pred(vi)
{drank(vj) + wj + cj,i}, (2.5)
gdje je sljed(vi) skup neposrednih sljedbenika jedinice programa vi, pred(vi) je skup neposrednih pret-
hodnika vrha vi u modelu DAG-a programa, wi je trosˇak (vrijeme) izvodenja vrha vi i ci,j je obujam
komunikacije izmedu vrhova vi i vj . Put od ulaznog do izlaznog cˇvora grafa (ili obratno) u kojem se
biraju jedinice programa s najvec´im vrijednostima urank -a ili drank -a zove se kriticˇni put.
Na slici 2.12 dan je primjer rangiranja jednostavnog grafa. Izvorni graf prikazan je na slici 2.12a,
odgovarajuc´e vrijednosti za drank, d(vi) prikazane su na slici 2.12b, dok su vrijednosti za urank, u(vi)
prikazane na slici 2.12c s pripadajuc´im kriticˇnim putevima oznacˇenima plavom bojom.
Najcˇesˇc´e rangiranje jest pomoc´u urank -a, predstavnici kojeg su postupci HEFT [41] (eng. heteroge-
neous estimated finish time), LDCP [37] (eng. longest dynamic critical path), PATC [85] (eng. power
aware task clustering) i hibridni postupci koji sadrzˇe navedene, poput energetski svjesnog postupka u [44]
ili djelomicˇnog optimalnog labavljenja iz [39].









e(v0,v1) = 1 e(v0,v2) = 1
e(v0,v1) = 1e(v0,v1) = 3










e(v0,v1) = 1 e(v0,v2) = 1










e(v0,v1) = 1 e(v0,v2) = 1
e(v0,v1) = 1e(v0,v1) = 3
(c) urank
Slika 2.12: Primjer rangiranja jedinica programa kod postupaka rasporedivanja.
Nacˇin rangiranja broj tri (zbroj rastuc´eg i padajuc´eg ranga), koristi se u postupku CPOP [41] (eng.
critical path on processor).
Nakon sˇto se dobiju rangovi svih jedinica programa (rangiranje se radi rekurzivno pocˇevsˇi od ulaznih
cˇvorova za urank odnosno od izlaznog cˇvora ua drank), one se rasporeduju redoslijedom prema padajuc´oj
vrijednosti njihovog ranga. Rasporedivanje se vrsˇi tako da se za svaku obradbenu jedinicu stvara vre-
menska linija (eng. timeline). Za svaku jedinicu programa bira se vremenska linija obradbene jedinice
na kojoj c´e vrijeme njezinog zavrsˇetka pri izvodenju biti minimalno. Postoji i napredniji postupak, tako-
zvana strategija (pravilo) umetanja (eng. insertion policy), gdje se za svaku obradbenu jedinicu trazˇi
praznina u rasporedu u koju se mozˇe smjestiti izvrsˇna jedinica koja se rasporeduje i to tako da njezino
vrijeme zavrsˇetka bude minimalno, pazec´i na vremenski slijed (svi prethodnici moraju biti izvrsˇeni).
Predvodnik postupaka rasporedivanja rangiranjem izvrsˇnih jedinica je popularni HEFT (eng. hetero-
geneous estimated finish time first) iz [41], koji c´e biti detaljno objasˇnjen u pododjeljku 2.3.5 i posluzˇiti
kao postupak za usporedbu u eksperimentalnoj analizi. Drugi je tzv. kriticˇni put na procesoru (eng. cri-
tical path on a processor, CPOP) od istih autora. Zatim, to je postupak najduzˇeg dinamicˇkog kriticˇnog
puta (eng. longest dynamic critical path, LDCP) iz [37], na kojem se zasniva i nasˇ unaprijedeni postupak
rasporedivanja RaNDKiP opisan u pododjeljku 4.2, zatim postupaka s predvidanjem najranijeg vremena
zavrsˇetka (eng. predict earliest finish time, PEFT) iz [13] itd.
Nedostatci rasporedivanja rangiranjem jedinica programa su vec´ spomenuti problemi u opisu komu-
nikacije sustava HPC-a (sinkronizacija), zatim, potrebno je poznavati trosˇkove izvodenja svih jedinica
programa na svim obradbenim jedinicama sklopovlja (sˇto nije uvijek slucˇaj u praksi) te ogranicˇenost
tih postupaka na jedan pokazatelj kvalitete — skrac´ivanje duljine rasporeda (eng. schedule length).
Vlastitim postupcima rasporedivanja, kao okosnice nasˇih izvornih znanstvenih doprinosa (D.2. i D.3.),
tretirali smo te nedostatke. Prvo, sinkronu komunikaciju opisujemo u vlastitom modelu programa —
mijesˇanim aciklicˇkim grafom, opisanom u pododjeljku 3.1, trosˇkove izvodenja jedinica programa na sklo-
povlju racˇunamo prema zasebnim podatcima za programe i sklopovlje (ne podrazumijevamo poznavanje
trosˇkova izvodenja jedinica programa na svim obradbenim jedinicama sklopovlja, postupak RaPPaMaG)
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i omoguc´ujemo prosˇirenje na viˇse pokazatelja kvalitete (postupci RaPPaMaG i RaNDKiP).
2.3.2 Iterativni (metaheuristicˇki) i bio-inspirirani postupci rasporedivanja
U prethodnom pododjeljku opisani su postupci rasporedivanja koji omoguc´avaju postizanje jednog ci-
lja, a to je minimiziranje vremena izvrsˇavanja programa na sklopovlju. U slucˇaju kada su zahtjevi
slozˇeniji (ima ih viˇse) navedeni postupci ne mogu odgovoriti na njih. Takva situacija sve je cˇesˇc´a u
praksi pojavom zahtjeva poput smanjenja utrosˇka energije (time i trosˇkova), povec´anja skalabilnosti, po-
uzdanosti, ujednacˇenosti opterec´enja itd. Iz tog razloga problem rasporedivanja programa na sklopovlje
postaje viˇsekriterijski (eng. multiobjective). Uz to, problem postaje slozˇeniji cˇinjenicom da su navedeni
kriteriji (ciljevi) medusobno ovisni, primjerice skrac´ivanjem vremena izvodenja programa povec´ava se
utrosˇak energije, povec´anjem utrosˇka energije smanjuje se pouzdanost i sl. Rezultat rjesˇavanja takvog
viˇsekriterijskog problema je skup tzv. Pareto-optimalnih rjesˇenja ili samo Pareto rjesˇenja, prema [16,44].
Prema istim izvorima, u takvom skupu rjesˇenja poboljˇsanje jednog kriterija znacˇi pogorsˇavanje drugih,
uzevsˇi u obzir njihovu ovisnost. Opc´eniti problem viˇsekriterijske optimizacije prema [92–94] jest:
minimiziratiq U(q) = (u0(q), u1(q), ..., uk−1(q))T
unutar gj(q) ≤ 0, j = 0, 1, ..., o1 − 1, (2.6)
hl(q) = 0, l = 0, 1, ..., o2 − 1, (2.7)
gdje je k broj funkcija cilja (kriterija), o1 je broj ogranicˇenja u obliku nejednakosti i o2 je broj ogranicˇenja
u obliku jednakosti. q ∈ Bβ je vektor varijabli dizajna (varijabli odluke), gdje je β broj nezavisnih
varijabli xi. U(q) ∈ Bk je vektor funkcija cilja ui(q) : Bβ → Bl. Funkcije ui(q) se takoder zovu kriteriji,
ciljevi, funkcije podmirenja (eng. payoff ), funkcije trosˇka (eng. cost functions) ili funkcije vrijednosti
(eng. value functions), prema [92].
Kao odgovor na navedeni problem, nastaje niz metaheuristicˇkih, vec´inom iterativnih, postupaka
rasporedivanja koji pretrazˇuju cˇitav skup rjesˇenja (moguc´ih rasporeda) konvergirajuc´i prema boljem. To
znacˇi da se provjeravaju svi moguc´i nacˇini na koje je moguc´e izvesti raspored i za svaki se provjerava
vrijednost vektora funkcije cilja U(q) je li ona bolja od drugih. S obzirom na to da je takvih mnogo,
obicˇno se provjerava samo malen skup moguc´ih rjesˇenja, cˇime se mogu izbjec´i dobra. U podrucˇju raspo-
redivanja programa na sklopovlje znacˇilo bi da se provjerava dobiveni raspored ispunjava li on trazˇene
zahtjeve bolje od prethodno analiziranih (vrijeme izvodenja, utrosˇak energije, razina pouzdanosti sustava
itd.). Navedeni se postupci josˇ zovu i postupci vodenog lokalnog pretrazˇivanja (eng. guided local
search).
Postupci rasporedivanja koji rjesˇavaju navedeni problem vec´inom su bi-kriterijski (dva cilja pri raspo-
redivanju), primjerice [11,17,44,70], dok se rijetko nalaze izvori s viˇse od dviju funkcija cilja, primjerice
tri u [12], zatim vec´i broj u [36] (samo opc´enita formulacija problema) i u [31] u postupku mapiranja
programa na viˇseprocesorske SoC sustave (pri njihovom dizajnu).
Metode rjesˇavanja viˇsekriterijskog problema rasporedivanja su takoder vrlo raznolike. Noviji je trend
upotreba raznih algoritama inspiriranih prirodnim pojavama — bio-inspiriranima (eng. bio-inspired)
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za rjesˇavanje mnogih problema u racˇunalnim znanostima, pa tako i za rasporedivanje programa na
sklopovlje. Primjerice, to je optimizacija kolonije mrava (eng. ant colony optimization, ACO) iz [34]
(u kombinaciji s rangiranjem jedinica programa). U navedenom izvoru se rjesˇenjima daje vec´i znacˇaj
s manjim energetskim tragom, sˇto je simulacija ponasˇanja mrava, gdje se putevi kojima je prosˇlo viˇse
mrava bolje prihvac´aju od strane drugih mrava. Zatim optimizacija kolonijom pcˇela (eng. bee colony
optimization) iz [17], gdje se oponasˇa ponasˇanje pcˇela kada pronadu cvijet, one dulje plesˇu sˇto je cvijet
bolji, sˇto je posluzˇilo kao predlozˇak i sukladno tome se pridodaju i vazˇnosti za duljinu rasporeda i ukupno
vrijeme potrebno za prijenos podataka iz spremiˇsnih cˇvorova.
Evolucijski algoritmi (eng. evolutionary algorithm, EA) su skupina trenutno najpopularnijih algori-
tama iz skupine metaheuristicˇkog rasporedivanja i predstavlja skup algoritama koji simuliraju prirodnu
selekciju u evoluciji organizama, a koriste se izmedu ostalih u [31,36,95]. U tu skupinu spadaju algoritmi
diferencijalne evolucije (eng. differential evolution, DE), koriˇsteni u [16], zatim genetski algoritmi (eng.
genetic algorithms, GA), koriˇsteni u [16, 34, 44, 62] koji su inspirirani ponasˇanjem genetskog materijala
te sadrzˇavaju faze poput mutacije, selekcije i krizˇanja u odabiru rjesˇenja (odabere se inicijalno rjesˇenje
koje se navedenim fazama evoluira). Naposljetku se koristi josˇ i simulirano kaljenje, npr. u [40, 96, 97],
zatim optimizacija rojem cˇestica (eng. particle swarm optimization, PSO) u [51] itd.
Od iterativnih postupaka koji nisu bio-inspirirani znacˇajni su cjelobrojno linearno programiranje
(eng. integer linear programming, ILP) iz [11, 31], zatim simulator rijetkih dogadaja (eng. rare event
simulator) iz [62], iscrpno pretrazˇivanje u [12,86] itd.
Glavni nedostatak metaheuristicˇkih postupaka jest da rjesˇenje mogu nac´i u lokalnom optimumu, a
ono se mozˇe drasticˇno razlikovati od globalnog optimuma (optimalnog rjesˇenja). Navedeni se problem
rjesˇava tako da se povec´a broj iteracija trazˇenja rjesˇenja, ali se time povec´ava i trajanje rasporedivanja
(slozˇenost postupka). No, to takoder nije jamac pronalaska boljeg rjesˇenja. Napredak u ovom podrucˇju
uglavnom se odnosi na unaprjedivanje postupaka odbacivanja nevaljalih rjesˇenja i inteligentan odabir
pocˇetnih rjesˇenja. Manji se napori ulazˇu u smanjivanje prostora rjesˇenja, cˇime bi se poboljˇsale perfor-
manse postupka (njegovo trajanje), ali i omoguc´io pronalazak rjesˇenja blizˇe optimalnima. Upravo to
cˇini nasˇ unaprijedeni postupak RaPPaMaG (doprinos D.2.) kao dio nasˇeg programskog okvira LOSECO
(doprinos D.1.) i predstavlja napredak u tom smjeru.
Iduc´i skup postupaka su hibridni, kao i postupci specificˇni problemu te su opisani u narednom podo-
djeljku.
2.3.3 Hibridni i ostali postupci rasporedivanja
Ostali postupci rasporedivanja dijele se na vrlo specificˇne postupke ogranicˇene primjenjivosti i hi-
bridne postupke koji kombiniraju dva ili viˇse razlicˇita pristupa pri rasporedivanju programa na sklo-
povlje. Kako postoji velik broj navedenih postupaka, ovdje c´emo navesti samo najvazˇnije te one koji su
dijelom zasluzˇni i za nasˇ rad. Od specificˇnih postupaka neki od najzastupljenijih u literaturi su MapRe-
duce u [21], koji se zasniva na dvije faze: mapiranje (eng. map) u kojoj se filtriraju podatci i sakupljanja
(eng. reduce) u kojoj se vrsˇe zbirne operacije nad odabranim podatcima. Koristi se za vrlo velike skupove
podataka u nakupinama racˇunala. Pohlepni algoritmi (eng. greedy algorithm) od kojih je najpoznatiji
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algoritam krade poslova (eng. work stealing) u [48, 58], koji radi na principu da se jedinice programa
ravnomjerno rasporede na obradbene jedinice sklopovlja, a zatim se u slucˇaju da se na nekoj od njih
red isprazni uzimaju izvrsˇne jedinice s kraja reda na drugim obradbenim jedinicama. Postupak Min-min
iz [11,35] stavlja po jednu jedinicu programa na jednu obradbenu jedinicu sklopovlja (redom), nakon sˇto
se postavi po jedna jedinica programa na svaku od jedinica sklopovlja, za iduc´i jedinicu programa, ali i za
sve naredne bira se jedinica sklopovlja takva da ukupno trajanje dosad rasporedenih jedinica programa
(trenutnog rasporeda) bude minimalno (kod postupka Maks-min trazˇi se da bude maksimalno).
Poseban je slucˇaj vrsta rasporedivanja particioniranjem grafova (eng. graph partitioning),
koje se koristi u [10, 58, 67] te drugih postupaka grupiranja jedinica programa poput postupka bin-
packing iz [66]. Navedeni postupci koriste strukturu programa (koja je u obliku grafa) kako bi grupirali
(razrijedili) taj graf (eng. coarsening). Postupak svrstava vrhove tezˇinskog grafa u n izdvojenih skupina
priblizˇno jednakih tezˇina (primjerice njihovo skupno vrijeme izvodenja) u isto vrijeme minimizirajuc´i
trosˇkove reza (zbroj tezˇina dodijeljenih bridovima grafa koji spajaju dobivene particije), cˇinec´i NP-
tezˇak problem prema [58, 77]. Postupci particioniranja grafova su temelj ideje za prvi korak nasˇeg
unaprijedenog postupka RaPPaMaG, u kojem se koriste specificˇnosti strukture programa u obliku grafa
za njegovu podjelu na vremenski nezavisne skupine jedinica programa (doprinos D.2.).
Od hibridnih postupaka najzastupljeniji su oni koji kombiniraju postupke rasporedivanja zasnovane
na rangiranju jedinica programa s drugim postupcima (najcˇesˇc´e vodenog lokalnog pretrazˇivanja). Pri-
mjerice, autori u [44] kombiniraju genetski algoritam i energetski svjesno rasporedivanje (eng. energy-
conscious scheduling), tako da genetskim algoritmom dobiju skup vremenski (pod)optimalnih rjesˇenja u
kojima tada trazˇe one s najmanjim utrosˇkom energije. Autori u [34] koriste postupak ETAHM, koji se
sastoji od optimizacije kolonije mrava s postupkom rangiranja jedinica programa i evaluacije potrosˇnje
energije dobivenih rjesˇenja u drugom koraku. Od izdvojenih postupaka to su kombinacija tzv. algoritama
labavljenja vremenskih isjecˇaka (eng. slacking) i algoritama rasporedivanja, primjerice u [39] gdje
autori koriste HEFT kao postupak rasporedivanja i tzv. djelomicˇno optimalno labavljenje (eng. partial
optimal slacking, POS). Navedeni se postupak zasniva na povec´anju trajanja nekriticˇnih jedinica pro-
grama (kod kojih to ne utjecˇe na duljinu rasporeda) kako bi se usˇtedjela energija (smanjivanjem radne
frekvencije obradbenih jedinica). Navedeni oblik hibridizacije upotrebljavamo i u vlastitom postupku
RaNDKiP (doprinos D.3.) opisanom kasnije.
Kroz prethodne pododjeljke opisane su karakteristike glavnih skupina rasporedivanja te su bili nave-
deni i neki njihovi nedostatci. U svrhu isticanja smjera i vazˇnosti nasˇih doprinosa, navedene c´emo ne-
dostatke sazˇeti u sljedec´em pododjeljku te navesti nasˇe odgovore na njih u obliku vlastitih unaprijedenih
postupaka rasporedivanja.
2.3.4 Nedostatci postojec´ih postupaka rasporedivanja
Kako bi dodatno obrazlozˇili napore u ostvarivanju nasˇih izvornih znanstvenih doprinosa u ovom podo-
djeljku prikazat c´emo nedostatke postojec´ih analiziranih postupaka rasporedivanja te nasˇe odgovore na
njih.
Jedna od pretpostavki postupaka rasporedivanja, posebice onih zasnovanih na rangiranim listama
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jedinica programa, sˇto je i spomenuto u pododjeljku 2.3.1, jest da vremena izvrsˇavanja individualnih je-
dinica programa na svim obradbenim jedinicama sklopovlja, kao i iznosi njihove medusobne komunikacije
moraju biti poznati prije pocˇetka postupka. Ta pretpostavka tvori i jedan od dvaju velikih nedostataka
postojec´ih postupaka tog tipa:
• za poznavanje svih vremena izvodenja potrebno je pokrenuti sve izvrsˇne jedinice na svim obradbe-
nim jedinicama sklopovlja, sˇto je vec´ u slucˇaju manjeg broja istih vremenski zahtjevan postupak.
Kao odgovor na taj nedostatak uveli smo apsolutni prikaz parametara programa i sklopovlja zasebno,
u obliku obradbenih i komunikacijskih zahtjeva jedinica programa (instrukcija koje treba izvrsˇiti) s
jedne strane te obradbene i komunikacijske sposobnosti obradbenih jedinica s njihovim energetskim
karakteristikama s druge. Navedeni parametri podrobnije su pokriveni u opisu nasˇeg unaprijedenog
postupka RaPPaMaG u pododjeljku 4.1 i dio su nasˇih izvornih znanstvenih doprinosa D.1. i D.2. Iz
takvog oblika parametrizacije programa i sklopovlja mogu se po potrebi dobiti obradbeni (i drugi) trosˇkovi
na pojedinim obradbenim jedinicama sklopovlja, potrebni za postupke rasporedivanja zasnovanih na
rangiranim listama jedinica programa.
Postoji jedan nedostatak takvog prikaza, naime, nije uvijek moguc´e procijeniti parametre koji c´e
vrijediti u svim situacijama. Primjerice pokretanjem iste izvrsˇne jedinice (sa zadanim brojem instrukcija
koje treba obaviti) na dvama procesorima istih glavnih karakteristika (frekvencije i pricˇuvne memorije),
ali razlicˇitih skupa instrukcija (primjerice SSE2, SSE3, SSSE3, SSE4 na Intel procesorima i 3DNow! na
AMD procesorima) mozˇe dovesti do razlika u izvodenju i vremenski, ali i sˇto se ticˇe utrosˇka resursa
(memorije, energije). No opet, u takvim se slucˇajevima mozˇe izvrsˇiti reprezentativni skup jedinica
programa na osnovu cˇega se tada mogu raditi procjene i za ostale jedinice (na principu kojeg su zasnovane
i ideje racˇunalnih motiva i idioma, prema [55, 56, 98]). Medutim, za dalji rad pretpostavlja se da je
navedeni prikaz dovoljno tocˇan, sˇto c´e biti i potvrdeno eksperimentalnom analizom u poglavlju 5.
Drugi je nedostatak postojec´ih postupaka rasporedivanja:
• cˇesto se podrazumijeva da je mrezˇa homogena, cˇime se smanjuje moguc´nost primjene postupaka za
komunikacijski zahtjevnije programe na sustavima s raznorodnom komunikacijskom strukturom.
Navedeni nedostatak prisutan je u vec´ spomenutim postupcima rasporedivanja HEFT, LDCP, PEFT,
CPOP i mnogim drugim. Postupak LDCP, prema [37], primjerice, nema podrsˇku za rasporedivanje
komunikacijskih poziva, cˇime raspored ne preslikava stvarnu situaciju koja se dogada pokretanjem takvog
programa na sklopovlju u slucˇaju da je iznos komunikacije znacˇajan. To ispravljamo nasˇim doprinosom
D.3. (postupak RaNDKiP), sˇto c´e pokazati i eksperimentalna analiza u poglavlju 5. Postupci HEFT,
PEFT i CPOP, prema [13, 41] uzimaju u obzir prosjecˇne vrijednosti komunikacijskih propusnosti mrezˇe
sklopovlja, cˇime djelomicˇno podrazumijevaju potencijalno raznorodnu narav komunikacijske strukture
sklopovlja, no josˇ uvijek ne u dovoljnoj mjeri (sˇto takoder pokazuje nasˇa eksperimentalna analiza). Iako,
navedeni postupci barem imaju podrsˇku za rasporedivanje samih komunikacijskih poziva.
Trec´i je nedostatak postojec´ih postupaka:
• prave se optimisticˇne pretpostavke u smislu komunikacijske strukture sklopovlja.
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Navedeno je prisutno u ranije spomenutim postupcima. Naime, postupak LDCP prema [37] pretpos-
tavlja tzv. unity pristup, sˇto znacˇi potpuno povezanu homogenu mrezˇu obradbenih jedinica sklopovlja.
Ostali postupci podrazumijevaju, osim potpune povezanosti i cˇinjenicu da se komunikacija mozˇe odvijati
u isto vrijeme kad i obrada podataka, neovisno o njoj. To nije slucˇaj u nekim programskim i sklopovskim
paradigmama domene HPC-a, neke od kojih smo i naveli u pododjeljku 2.1 poput MPI i OpenMP ko-
munikacijskih i sinkronizacijskih poziva. Zato je jedan od vazˇnijih postulata u izradi nasˇih unaprijedenih
postupaka rasporedivanja RaPPaMaG i RaNDKiP te strukture istih u obliku programskog okvira LO-
SECO kao izvornih znanstvenih doprinosa D.1., D.2. i D.3. bio podrobnije preslikavanje komunikacijske
strukture.
Cˇetvrti nedostatak odnosi se na postupke rasporedivanja viˇsekriterijskom analizom ciljeva (optimi-
zacijom):
• prostor moguc´ih rjesˇenja prevelik je da bi se mogla jamcˇiti kvalitetna rjesˇenja (raspored).
Zbog navedenog nedostatka mnogi postupci rasporedivanja koriste napredne metaheuristicˇke postupke
opisane u pododjeljku 2.3.2. U tu svrhu, kao dio nasˇeg izvornog znanstvenog doprinosa D.2., za jednu
od faza unaprijedenog postupka rasporedivanja RaPPaMaG uveli smo particioniranje grafa, kao oblik
smanjivanja prostora moguc´ih rjesˇenja.
Naravno, s obzirom na to da je ovo podrucˇje istrazˇivanja vrlo aktivno, za pretpostaviti je da ima i
drugih nedostataka postojec´ih postupaka, no oni prema nasˇem miˇsljenju izravno ili neizravno slijede iz
ovdje navedenih, tako da ih nec´emo detaljno opisivati.
2.3.5 Postupak rasporedivanja HEFT
S obzirom na to da je postupak HEFT reprezentativan kod postupaka rasporedivanja rangiranjem je-
dinica programa te ga mnogi autori smatraju jednim od najboljih postupaka u tom podrucˇju, u ovom
pododjeljku detaljnije c´emo ga opisati. Josˇ jedan razlog tome jest sˇto c´e nam posluzˇiti za usporedbu s
jednim od nasˇih unaprijedenih postupaka rasporedivanja u eksperimentalnoj analizi (RaNDKiP i njego-
vih izvedbi RaNDKiP1 i RaNDKiP2 opisanih u pododjeljku 4.2), ali i za opis nekih osnovnih koncepata
sadrzˇanih u postupcima rasporedivanja rangiranjem jedinica programa, od kojih smo neke i sami koristili.
Kao sˇto je ranije navedeno, postupak rasporedivanja HEFT je jedan od najboljih i najpoznatijih pos-
tupaka rasporedivanja programa na sklopovlje u sustavima HPC-a pomoc´u rangiranja jedinica programa
(zadataka). Izvorno, postupak se naziva raznorodno predvideno najranije vrijeme zavrsˇetka (eng. he-
tergoeneous estimated finish time), prema [41], termin koji se odnosi na vrijeme zavrsˇetka svake jedinice
programa pri rasporedivanju.
Postupak HEFT, kao i vec´ina postupaka list scheduling, podrazumijeva da su poznata vremena
izvrsˇavanja svih jedinica programa na svim obradbenim jedinicama sklopovlja, tzv. matrica obrad-
benih trosˇkova (eng. computation cost matrix ), prema [13, 37, 41]. Primjer takve matrice dan je na slici
2.13b za program prikazan na slici 2.13a.






(a) Program u obliku DAG-a.





(b) Matrica obradbenih trosˇkova.
Slika 2.13: Primjer ulaznih informacija za postupak HEFT.
Glavne su faze postupka HEFT:
1. faza rangiranja jedinica programa, zadataka (eng. task prioritizing phase),
2. faza odabira obradbene jedinice, procesora (eng. processor selection phase).
Prva faza postupka HEFT rangira jedinice programa prema vrijednosti urank -a opisanoj pomoc´u (2.4),
no uz neke specificˇnosti koje c´e biti opisane u sljedec´em pododjeljku.
Postupak rasporedivanja HEFT: faza rangiranja jedinica programa
Prva faza postupka HEFT rangiranje je jedinica programa, no da bi to bilo moguc´e, potrebno je odrediti
parametre potrebne za dobivanje urank -a pomoc´u (2.4).
Na pocˇetku, za svaku jedinicu programa vi racˇunaju se njezini prosjecˇni trosˇkovi izvodenja po svim




wi,j/ρ, ρ = |P | , (2.8)
gdje je wi,j trosˇak izvodenja jedinice programa vi ∈ V na obradbenoj jedinici sklopovlja pj ∈ P . Ka-
rakteristike komunikacijskih veza sklopovlja daju se pomoc´u ρ-dimenzionalnog vektora L, koji oznacˇava
trosˇkove pocˇetka komunikacije za svaku obradbenu jedinicu (eng. communication startup cost), prema
[13,41] i propusnosti ci,j ∈ C izmedu svih parova obradbenih jedinica pi i pj u obliku matrice dimenzija
ρ × ρ. Trosˇak prijenosa podataka (komunikacije) izmedu jedinica programa vi i vk definiran je pomoc´u





gdje je ei,k obujam komunikacije medu jedinicama programa vi i vk, a L je prosjecˇna vrijednost trosˇkova
pocˇetka komunikacije za sve obradbene jedinice.
Prije nego se odredi funkcija cilja, definira se najranije vrijeme pocˇetka tnvpi,j (eng. earliest start
time, EST) i najranije vrijeme zavrsˇetka tnvzi,j (eng. earliest finish time, EFT) jedinice programa vi na
obradbenoj jedinici sklopovlja pj . Najranije vrijeme pocˇetka ulaznih vrhova grafa vulaz (cˇvorovi bez
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prethodnika) na obradbenoj jedinici pj jednako je nuli:
tnvpulaz,j = 0, (2.10)
dok je za ostale:
tnvpi,j = max{tdostj , max
vk∈pred(vi)
[tsvpk + ck,i]}, (2.11)
gdje je tdostj najraniji trenutak kada je obradbena jedinica pj dostupna za izvrsˇavanje jedinice programa,
pred(vi) je skup prethodnika jedinice programa vi, a t
svp
k je stvarno vrijeme pocˇetka izvrsˇavanja jedinice
programa vk. Najranije vrijeme zavrsˇetka definira se kao
tnvzi,j = wi,j + t
nvp
i,j . (2.12)
Ako je vk posljednja jedinica programa dodijeljena obradbenoj jedinici pj , tada je t
dost
j vrijeme kada je
obradbena jedinica pj zavrsˇila izvodenje jedinice programa vk u slucˇaju da se koristi pravilo bez umetanja
(eng. non-insertion-based policy), tj. da se jedinice programa uvijek dodaju na kraj rasporeda pojedinih
obradbenih jedinica.







gdje je tsvzi stvarno vrijeme zavrsˇetka jedinice programa vi. Nakon sˇto se rasporede sve jedinice programa,
duljina rasporeda jednaka je stvarnom vremenu zavrsˇetka izlazne jedinice programa:
trasp = tsvzizlaz (2.15)








Cilj postupka (optimizacije) rasporedivanje je jedinica programa na obradbene jedinice sklopovlja na
nacˇin da se minimizira duljina rasporeda.
Nakon sˇto se dobiju urank vrijednosti svih jedinica programa, prvo se rasporeduje ona s najvec´om
vrijednosti urank -a i to se u slucˇaju postupka HEFT obavlja putem pravila umetanja (eng. insertion-
based policy), sˇto je ujedno i druga faza postupka HEFT opisana u sljedec´em pododjeljku.
Postupak rasporedivanja HEFT: faza odabira obradbene jedinice
U fazi odabira odgovarajuc´e obradbene jedinice za izvrsˇavanje jedinice programa vi trazˇi se prostor u
rasporedu takav da c´e njezino stvarno vrijeme zavrsˇetka biti minimalno. Navedena faza sastoji se od
sljedec´ih koraka:
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1. odredivanje tnvpi , tj. vremena kada su svi prethodnici jedinice programa vi zavrsˇili s izvodenjem i
ona je primila sve potrebne podatke,
2. u rasporedu na svakoj obradbenoj jedinici trazˇi se vremenski interval koji je vec´i ili jednak njezinom
vremenu izvodenja na toj obradbenoj jedinici.
Navedeno je prikazano i na slici 2.14. U rasporedu na dvije obradbene jedinice p0 i p1 rasporedene
su jedinice programa v0, ..., v5. Potrebno je rasporediti sljedec´u jedinicu programa v6, cˇije je najranije










































Slika 2.14: Faza dodavanja jedinice programa u raspored s i bez pravila umetanja.
Ukoliko se koristi pravilo umetanja, jedinica programa v6 stavlja se na obradbenu jedinicu p0 izmedu v3
i v4. Ukoliko se ne koristi pravilo umetanja, ona se stavlja takoder na obradbenu jedinicu p0 ali nakon
v4 time produzˇujuc´i raspored za t
svz
6 − tsvz2 .
Slozˇenost postupka HEFT u najgorem slucˇaju prema [41] je O(ϑ2 · ρ), gdje je ϑ ukupan broj izvrsˇnih
jedinica programa, a ρ ukupan broj obradbenih jedinica sklopovlja. Najgori je slucˇaj gust graf programa,
odnosno kada se broj bridova grafa priblizˇava ϑ2.
Sljedec´i postupak (LDCP) sadrzˇava nekoliko koncepata na kojima se zasniva nasˇ unaprijedeni pos-
tupak rasporedivanja RaNDKiP i koji su prema nasˇemu miˇsljenju predispozicija za dalja unaprjedenja
postupaka rasporedivanja na temelju rangiranih listi jedinica programa. Iz tog razloga ga podrobno
opisujemo u narednom pododjeljku.
2.3.6 Postupak rasporedivanja LDCP
Postupak rasporedivanja najduzˇeg dinamicˇkog kriticˇnog puta (eng. longest dynamic critical path,
LDCP), prema [37], josˇ je jedan u nizu postupaka staticˇkog rasporedivanja pomoc´u rangirane liste jedinica
programa. Navedeni postupak osnovni je koncept na kojem su zasnovane inacˇice nasˇih unaprijedenih
postupaka rasporedivanja RaNDKiP , kao doprinosa D.3. i stoga u ovom pododjeljku dajemo podroban
opis tog postupka.
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Kao i kod postupka HEFT i ovdje se pretpostavlja da su vremena izvrsˇavanja individualnih jedinica
programa na svim obradbenim jedinicama sklopovlja, kao i iznosi njihove medusobne komunikacije,
poznati prije pocˇetka postupka. Takoder, pretpostavlja se oblik programa u obliku DAG-a u kojem
lukovi predstavljaju smjer i iznos komunikacije (sˇto uvjetuje i smjer izvodenja programa), dok vrhovi
predstavljaju jedinice programa (zadatke u ovom slucˇaju).
Kao primjer u tablici 2.15b su prikazana vremena izvrsˇavanja jedinica programa prikazanog usmje-
renim aciklicˇkim grafom sa slike 2.15a na obradbenim jedinicama (procesorima) p0 i p1. Na slici 2.15a
takoder su prikazani i podatci o komunikaciji (smjer i obujam) te moguc´i kriticˇni putevi, KP-ovi (i boje
kojima c´e biti oznacˇavani kasnije):
• KP0: v0 → v2 → v4 (zeleni),
• KP1: v0 → v2 → v3 → v4 (narancˇasti),

















(a) Program u obliku DAG-a i kriticˇni putevi (KP).






(b) Vremena izvrsˇavanja jedinica programa.
Slika 2.15: Primjer zadanog programa za postupak LDCP.
Kriticˇni put (KP) za odredeni vrh grafa oznacˇava najdulji put kojim se od njega mozˇe doc´i do
izlaznog vrha grafa, prema [72]. Duljina puta je zbroj obradbenih zahtjeva jedinica programa i iznosa
komunikacije lukova koje sadrzˇi. Takoder, za potrebe opisa navedenog postupka definira se pojam DAG-a
obradbene jedinice pj kao DAGPj , prema [37].
DAGP je DAG iste strukture kao i polazni program u kojemu su svim jedinicama programa vremena
izvrsˇavanja postavljena na jednu obradbenu jedinicu (procesor). Primjerice, DAGPj je DAG kojemu su
vremena izvrsˇavanja svih vrhova jednaka vremenima izvrsˇavanja na procesoru pj .
Dinamicˇki kriticˇni put (DKP) (engl, dynamic critical path, DCP) je najdulji od kriticˇnih puteva
ulaznih vrhova (onih bez prethodnika, ako ih ima viˇse) u odredenom DAGP-u. Iz navedenoga slijedi da
svaki DAGP ima barem jedan vlastiti DKP (koji se mogu, ali i ne moraju razlikovati medu DAGP-ovima).
Najdulji dinamicˇki kriticˇni put (NDKP) jest najdulji dinamicˇki kriticˇni put (DKP) od onih
iz svih DAGP-ova. On sluzˇi kao lista prioriteta jedinica programa koje se prve rasporeduju, sˇto c´e biti
opisano u narednom tekstu.
Postupak LDCP sastoji se od tri glavne faze:
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1. faza odabira zadataka (eng. task selection phase),
2. faza odabira procesora (eng. processor selection phase),
3. azˇuriranje statusa (eng. status update phase).
U fazi odabira zadataka formira se NDKP prema kojem se zadatci biraju za rasporedivanje. NDKP se
kreira na nacˇin da se u svakom DAGP-u rangiraju jedinice programa (zadatci) prema njihovom rastuc´em
rangu (urank -u), prema (2.4). Nakon toga, odabire se ulazni vrh grafa koji ima najvec´u vrijednost urank -
a medu svim DAGP-ovima i on se sprema kao potencijalni kljucˇni vrh (eng. key node). Kljucˇni vrh
ujedno cˇini i pocˇetak NDKP-a, cˇiji cˇlanovi cˇine skup vrhova N koji se prvi razmatra u rasporedivanju.
DAGP u kojem se nalazi taj vrh zove se kljucˇni DAGP (eng. key DAGP) i u njemu se nalazi NDKP
koji se razmatra. Ukoliko postoji nekoliko takvih vrhova (s jednakim urank vrijednostima), odabire se
onaj s najvec´im brojem sljedbenika, ako i takvih ima viˇse, onda se nasumicˇno odabire jedan od njih.
Taj se postupak zove odlucˇujuc´i korak (eng. tie-break). Takoder, vrhovi koji predstavljaju izvrsˇne
jedinice programa u DAGP-ovima predstavljaju se odgovarajuc´im cˇvorovima, jer se njihova vremena
izvrsˇavanja mijenjaju kako postupak napreduje. Za primjer sa slike 2.15 oni su oznacˇeni kao n0, ..., n4.
Nakon sˇto je definiran NDKP iz skupa N trazˇi se josˇ nerasporedeni vrh grafa (jedinica programa) s
najvec´om vrijednosti urank -a i on postaje kljucˇni vrh. Kljucˇni vrh je potencijalno ona jedinica programa
koja c´e se rasporediti i uc´i u sljedec´u fazu. Medutim, prvo se provjerava ima li taj vrh josˇ neraspore-
denih prethodnika (tzv. kljucˇnih roditelja, eng. key parents) te ako ima, jedan od njih se odabire za
rasporedivanje (ako ih ima viˇse, koristi se odlucˇujuc´i korak opisan ranije). Takoder, svaki od kljucˇnih
roditelja rekurzivno se provjerava ima li on takoder nerasporedenih prethodnika, ne bi li se oni odabrali
za rasporedivanje.
Za primjer sa slike 2.15 dobivene vrijednosti urank -a za pojedine jedinice programa, kao i odgovarajuc´i
DAGP-ovi i DKP-ovi na njima, prikazani su slikom 2.16. Na istoj slici vidljivo je kako c´e odabrani NDKP
cˇiniti vrhovi, tj. cˇvorovi koji ih predstavljaju u DAGP-ovima n0, n2, n3, n4 i to u iznosu (udaljenosti)




































Slika 2.16: DAGP za procesore p0 i p1 (DAGP0 i DAGP1) primjera sa slike 2.15a.
U fazi odabira procesora koristi se postupak umetanja (insertion-based policy), kao sˇto je to slucˇaj
u postupku HEFT i koji je opisan u pododjeljku 2.3.5. To znacˇi da se pri svakom koraku rasporediva-
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nja, nakon sˇto se odabere jedinica programa za rasporedivanje, provjeravaju trenutni rasporedi na svim
obradbenim jedinicama sklopovlja i trazˇi se vremenski interval u koji je moguc´e staviti kljucˇni vrh vi
na nacˇin da mu tsvzi bude minimalan, uzimajuc´i pritom u obzir vremenski slijed, tj. njegovo najranije




gdje je pred(vj) skup njegovih prethodnika).
Sljedec´a je faza azˇuriranje statusa. Ona sluzˇi kako bi sustav osvjezˇio informacije nakon svakoga
koraka rasporedivanja, (nakon rasporedivanja pojedine jedinice programa, zadatka). Azˇuriranje obuhvac´a
sljedec´e:
• vrijeme izvrsˇavanja prethodno rasporedene jedinice programa viˇse nije nepoznato s obzirom na to
da je odredena jedinica sklopovlja na koju je rasporedena. To uvjetuje da c´e u sljedec´im koracima
rasporedivanja njezino vrijeme izvrsˇavanja biti poznato i jednako u svim DAGP-ovima.
• Vrijednosti komunikacije izmedu posljednje rasporedene jedinice programa i njezinih prethodnika
koji su rasporedeni na istu obradbenu jedinicu postavljaju se na 0 na svim DAGP-ovima. Prema
pretpostavkama, propusnost komunikacije unutar iste obradbene jedinice mnogo je vec´a od svih
ostalih, (teoretski je beskonacˇna).
• Dodaje se brid grafa s iznosom 0 izmedu posljednje rasporedene jedinice programa i jedinica pro-
grama rasporedenih prije i poslije nje na istoj obradbenoj jedinici. To se takoder radi za sve
DAGP-ove. Navedena pretpostavka koristi se i za vec´inu ostalih postupaka rasporedivanja listama
rangiranih jedinica programa (HEFT, CPOP, PATC, ali i nasˇeg unaprijedenog postupka RaND-
KiP).
• Ukoliko u polaznom DAG-u programa postoji luk (vremenska ovisnost) izmedu jedinica programa
rasporedenih prije i poslije zadnje rasporedene jedinice na istoj obradbenoj jedinici, on se uklanja.
• Da bi postupak LDCP, prema rijecˇima autora u [37], omoguc´io ukljucˇivanje novih jedinica programa
kako napreduje postupak rasporedivanja, potrebno je dodati privremeni brid bez komunikacije (s
iznosom nula) izmedu posljednjeg rasporedenog zadatka i svih zadataka u stanju pripravnosti, tj.
onih kojima su izvrsˇeni svi prethodnici, ukoliko vec´ izmedu njih ne postoji komunikacija. Ti se
bridovi stavljaju samo u DAGP obradbene jedinice na koju je rasporeden taj posljednji zadatak.
Prije toga koraka potrebno je ukloniti sve takve bridove ukoliko ih ima, (privremeni su).
• Na kraju, azˇuriraju se vrijednosti urank -a svih jedinica programa na svim DAGP-ovima. Ovaj
korak uzrokuje problem koji c´emo opisati u tekstu koji slijedi te ga nismo razmatrali.
Sve tri faze postupka LDCP ponavljaju se dok god postoje jedinice programa koje nisu rasporedene.
Za primjer sa slike 2.15, nakon rasporedivanja jedinica programa predstavljenih cˇvorovima na odgova-
rajuc´e obradbene jedinice (p0 ← n0, p1 ← n1 i p0 ← n2) situacija je kao na slici 2.17. Iznos komunikacije
izmedu cˇvorova n0 i n2 postavljen je na nulu, jer su oba rasporedena na istu obradbenu jedinicu (p0).
Takoder, u iduc´em koraku rasporedivanja opet se razmatra NDKP koji cˇine cˇvorovi n0, n2, n3, n4 u iznosu
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od 27, ali se trazˇi njegov cˇlan s najvec´om vrijednosti urank -a koji nije rasporeden, a to je n3. S obzirom
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Slika 2.17: DAGP0 i DAGP1 nakon rasporedivanja n0, n1 i n2.
Slozˇenost postupka LDCP u najgorem slucˇaju, prema [37] je O(ϑ3 · ρ), kao i kod postupka HEFT.
Postupak LDCP ima nekoliko nedostataka. Prvo, problem kod faze azˇuriranja je njezin pretposljednji
korak, a to je ubacivanje privremenih bridova grafa. Navedeni korak mozˇe uzrokovati stvaranje ciklusa
u grafu i time onemoguc´iti pravilan rad postupka rasporedivanja, ali i negiranje DAG-a kao ulazne
strukture programa (DAG ne sadrzˇi cikluse). Iz tog razloga, implementacija postupka LDCP u nasˇoj
eksperimentalnoj analizi u poglavlju 5 ne sadrzˇi navedeni korak.
Takoder, postupak nije u moguc´nosti rasporediti nepovezane grafove (kakve primjerice daje alat
TGFF, opisan u pododjeljku 5.1.1). Zbog toga smo u eksperimentalnoj analizi uveli postupak dodavanja
virtualnog izlaznog cˇvora, sˇto je opisano u pododjeljku 5.1.4. Isti korak spominju i drugi izvori, primjerice
[38,41].
Od nedostataka u performansama, problem postupka LDCP jest taj sˇto ne rasporeduje komunikacijske
pozive, cˇime dobiveni raspored gubi na primjenjivosti, posebice kod programa s visokim vrijednostima
CCR-a (omjera prosjecˇnog vremena komunikacije i obrade). Navedeni nedostatak ispravljamo pomoc´u
inacˇica unaprijedenog postupka RaNDKiP (doprinos D.3.) rasporedivanjem komunikacije, sˇto uvelike
pridonosi primjenjivosti rasporeda. To pokazuje nasˇa eksperimentalna analiza u poglavlju 5.
Postoji josˇ jedan nedostatak koji uspjesˇno rjesˇavamo nasˇim unaprijedenim postupcima RaNDKiP, a to
je izostanak dinamicˇkog tretiranja komunikacije prilikom faze rangiranja jedinica programa i prilikom faze
azˇuriranja stanja. Naime postupak LDCP ne omoguc´uje analizu komunikacijskih veza medu obradbenim
jedinicama sklopovlja, sˇto c´e biti detaljno opisano u pododjeljku 4.2 prilikom opisa inacˇica postupaka
RaNDKiP.
Sada smo postavili temelje na kojima c´emo opisati nasˇe izvorne znanstvene doprinose, pocˇevsˇi od
programskog okvira LOSECO, preko unaprijedenih postupaka rasporedivanja, pa sve do njihovog vred-
novanja eksperimentalnom analizom. Ovdje predstavljeni postupci, modeli i nedostatci istih posluzˇit c´e




Prvi nasˇ doprinos D.1. temelji se na koherentnom prikazu opc´enitog sustava za dodjeljivanje programa
na racˇunalno sklopovlje. Kao sˇto je spomenuto u prethodnim poglavljima, dodjeljivanje izvrsˇnih jedinica
programa (eng. software executable unit, SEU)1 obradbenim jedinicama raznorodnih racˇunalnih plat-
formi je vrlo sˇiroka i cˇesta tema u postojec´im istrazˇivanjima. Samim time, razvijeni su mnogi postupci
mapiranja, dodjeljivanja i rasporedivanja. U najvec´em broju slucˇajeva postoji jedan kriterij optimizacije
za navedene postupke i to su vec´inom performanse (tj. ukupno vrijeme izvrsˇavanja ili vrijeme odziva).
Ostali primjeri kriterija optimizacije su potrosˇnja energije, koriˇsteni memorijski prostor, vrijeme komu-
nikacije, omjer obrade i komunikacije i sl. Osim postupaka s jednim kriterijem optimizacije, sve su
popularniji postupci koji koriste dva ili viˇse, poput [34,44] i [17]. Ali podrsˇka za viˇse od dva kriterija josˇ
je u pocˇetnim fazama, tako da se mozˇe rec´i kako postojec´i postupci josˇ uvijek nemaju dovoljnu podrsˇku
za proizvoljan broj kriterija i njihovog naglasˇavanja, unatocˇ tome sˇto za takav pristup postoji potreba u
industriji, prema [99].
Nadalje, postojec´i postupci rasporedivanja vec´inom su specificˇne primjene i koriste vrlo specificˇne
modele za opis glavnih entiteta rasporedivanja — sklopovlja i programa. Navedeno ukazuje na potrebu
povec´anja prilagodljivosti postojec´ih postupaka rasporedivanja i to povec´anjem razine apstraktnosti nje-
govih glavnih entiteta. Nove tehnologije sklopovlja, nove paradigme programa, nedostatak korisnicˇke
kontrole nad vazˇnosti pojedinih kriterija rasporedivanja (pokazatelja kvalitete), podrsˇka za vec´i broj
pokazatelja kvalitete i odgovarajuc´i modeli uvjetuju nove pristupe problematici. Kako bismo dali od-
govor na to pitanje, razvili smo programski okvir za rasporedivanje paralelnih programa raznorodnim
racˇunalnim platformama (eng. allocation of parallel software to hetergoeneous computing platform,
LOSECO), prema [100]. Programski okvir LOSECO omoguc´uje opc´enit opis okruzˇenja koje gotovo
optimalno rasporeduje paralelne programe raznorodnim racˇunalnim platformama.
Programski okvir LOSECO sluzˇi metodicˇkom postupku prevodenja korisnicˇkih zahtjeva nad progra-
mom u razlicˇite kriterije optimizacije, kako bi se odgovarajuc´im postupkom rasporedivanja pronasˇao
gotovo optimalan raspored izvrsˇnih jedinica programa na raznorodnoj racˇunalnoj platformi. LOSECO
se temelji na sljedec´im medusobno povezanim modelima:
1Zajednicˇki naziv koji koristimo za zadatke (eng. tasks) i poslove (eng. jobs).
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• modelu programa u obliku mijesˇanoga aciklicˇkoga grafa koji se sastoji od raznorodnih
izvrsˇnih jedinica
• modelu raznorodne racˇunalne platforme u obliku potpuno povezanoga neusmjerenoga
grafa koji se sastoji od raznorodnih obradbenih jedinica
• i korisnicˇki definiranom modelu rasporedivanja koji omoguc´uje rasporedivanje po viˇse kri-
terija i eksplicitnu kontrolu nad prioritetima istih.
Opc´enit oblik rasporedivanja programa na sklopovlje zasniva se na problemu sa slike 3.1, prema
[68], u kojem se pretpostavlja skup resursa (obradbenih jedinica sklopovlja) i skup potrosˇacˇa usluzˇenih
tim resursima (izvrsˇne jedinice programa) slijedec´i odredenu strategiju. Ista je slika ujedno i jezgra
programskog okvira LOSECO. Ona se sastoji od sustava za rasporedivanje kao srediˇsnjeg entiteta koji
koristi strategiju rasporedivanja (skup pravila i ogranicˇenja) kako bi omoguc´io pristup potrosˇacˇa (izvrsˇnih
jedinica programa) resursima (obradbene jedinice sklopovlja). Mnozˇnosti glavnih entiteta (resursa i
potrosˇacˇa) su od minimalno jednog do proizvoljnog broja i oznacˇavaju da treba postojati barem jedan
resurs i barem jedan potrosˇacˇ. LOSECO programski okvir koristi se za izradu design-time staticˇkog
sustava za rasporedivanje. U konkretnom slucˇaju design-time oznacˇava da se postupak rasporedivanja
odvija prije samog izvrsˇavanja programa, ali samo dio koji se odnosi na njegovu paralelizaciju (ne utjecˇe
se na funkcionalnost programa). Takoder ovdje ”staticˇki” oznacˇava da se radi o postupku rasporedivanja












Slika 3.1: Osnovna struktura programskog okvira LOSECO.
Navedeni okvir omoguc´uje specifikaciju pokazatelja kvalitete ili nefunkcionalnih svojstava (eng. extra-
functional property, EFP) pri izvodenju programa i njihove vazˇnosti koje zadaje korisnik programa u
obliku modela rasporedivanja. Omoguc´uje i specifikaciju druga dva glavna entiteta rasporedivanja (ulaz-
nih modela), a to su model izvrsˇavanja programa i model sklopovlja. Na osnovu spomenutih specifikacija
programski okvir LOSECO:
• (i) analizira model izvrsˇavanja programa i particionira ga u vremenski neovisne faze izvrsˇavanja,
smanjujuc´i prostor moguc´ih rjesˇenja i trajanje rasporedivanja (faza 1 unaprijedenog postupka RaP-
PaMaG opisanog u pododjeljku 4.1),
• (ii) omoguc´uje rasporedivanje izvrsˇnih jedinica programa unutar faza izvrsˇavanja na osnovu nji-
hovih parametara te njihove prostorne ovisnosti (komunikacija), faza 2 unaprijedenog postupka
RaPPaMaG i
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Slika 3.2: Detaljna struktura programskog okvira LOSECO.
Slika 3.2 detaljno prikazuje strukturu programskog okvira LOSECO od postupka modeliranja glav-
nih entiteta rasporedivanja, pa sve do izvrsˇavanja rasporedenog programa. Detaljna struktura okvira
LOSECO sastoji se od tri glavna postupka:
• postupak prevodenja ulaznih entiteta u modele, koji je dijelom automatski, dijelom rucˇni
• postupak particioniranja i rasporedivanja
• opcijski postupak koji koristi rezultate rasporedivanja i modele predvidanja za poboljˇsanje cjelo-
kupnog postupka.
Prema slici 3.2 postupak prevodenja ulaznih entiteta koristi program(e), sklopovlje te specifikacije i
ogranicˇenja postupka rasporedivanja za izradu glavnih ulaznih modela: modela programa, modela sklo-
povlja i modela rasporedivanja. Navedeni ulazni modeli sadrzˇe entitete kojima se raspolazˇe u postupku
particioniranja i rasporedivanja. Zatim, model rasporedivanja formira skup pravila, kriterija i ogranicˇenja
nad postupkom rasporedivanja, poput praga potrosˇnje energije, dozvoljenog vremena izvrsˇavanja pro-
grama itd. Nakon modeliranja, program se na osnovu modela programa i modela rasporedivanja dijeli na
vremenski neovisne faze izvrsˇavanja u postupku particioniranja. Dobivene particije se tada rasporeduju
na obradbene jedinice sklopovlja prema modelu rasporedivanja, nakon cˇega slijedi njihovo izvodenje.
Nakon izvodenja, dobiveni parametri (parametri kvalitete) koriste se u postupku dodatnog ugadanja
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postupka rasporedivanja, kako bi se unaprijedio cjelokupni postupak za postojec´e ili buduc´e programe.
U narednim pododjeljcima detaljno opisujemo tri glavna modela programskog okvira LOSECO.
3.1 Model izvrsˇavanja programa
Modelom programa smatramo specifikaciju postojec´eg programa pogodnu za rasporedivanje. Model pro-
grama sastoji se od izvrsˇnih jedinica koje se mogu izvrsˇavati serijski ili paralelno (na viˇse obradbenih
jedinica istovremeno), s poznatim vremenskim slijedom izvodenja i koje mogu izmjenjivati podatke (ko-
municirati). Kako bismo detaljnije opisali model programa, uvodimo definicije nekih osnovnih pojmova
pomoc´u kojih c´emo definirati i sam model. Kao sˇto je spomenuto ranije, opc´enita definicija modela
programa u smislu ulaznog entiteta za rasporedivanje jest:
Definicija 3.1 Model izvrsˇavanja programa jest arhitektura njegovih izvrsˇnih jedinica te njihove pros-
torne i vremenske meduovisnosti, tj. slijeda izvrsˇavanja i komunikacije medu njima.
Nadalje, definiramo osnovnu jedinicu programa:
Definicija 3.2 Izvrsˇna jedinica programa (zadatak, posao) jest najmanji monolitni neprekidni dio pro-
grama u izvodenju koja se mozˇe rasporediti na jednu raznorodnu obradbenu jedinicu sklopovlja.
Velicˇina izvrsˇne jedinice programa ovisi o strukturi samog programa, njihovoj komunikaciji, podatkovnoj
ovisnosti i prosjeku obradbene moc´i jedinica sklopovlja na koje c´e se rasporedivati. Razlicˇiti izvori navode
razlicˇite razine apstraktnosti izvrsˇnih jedinica programa. Primjerice poslovi u [17,21] i [53], komponente
u [54,55,66] i [56], procesi u [30,58] i [31], racˇunalne niti (dretve) u [28,58] itd., sˇto je detaljnije opisano
u pododjeljku 2.1.2.
Za strukturu modela programa koristimo dva najcˇesˇc´e koriˇstena, gotovo standardizirana, modela
programa u obliku grafa: usmjereni aciklicˇki graf (DAG), opisan u pododjeljku 2.2.1 i graf interak-
cije zadataka (TIG) opisan u pododjeljku 2.2.1. U modelu DAG-a usmjereni bridovi (lukovi) grafa
predstavljaju vremenski slijed izvrsˇnih jedinica programa i/ili asinkronu komunikaciju medu njima, od
prethodnika prema sljedbeniku. U modelu TIG-a neusmjereni bridovi grafa predstavljaju komunikaciju
medu izvrsˇnim jedinicama programa.
Kako bi nasˇa definicija modela izvrsˇavanja programa sadrzˇavala prednosti oba navedena modela,
kao i podrsˇku za sinkronu komunikaciju medu izvrsˇnim jedinicama, definiramo model izvrsˇavanja
programa u obliku mijesˇanoga aciklicˇkoga grafa. Mijesˇani aciklicˇki graf je, prema [101, 102],
formalni opis u obliku grafa koji sadrzˇava i usmjerene i neusmjerene bridove koji povezuju vrhove grafa te
ne sadrzˇi cikluse (petlje). Prema istim izvorima u mijesˇanom aciklicˇkom grafu postojanje neusmjerenoga
brida izmedu para vrhova negira postojanje brida izmedu istih. Stoga model programa u obliku takvoga
grafa definiramo na sljedec´i nacˇin:
Definicija 3.3 Model izvrsˇavanja programa u obliku mijesˇanoga aciklicˇkoga grafa jest uredena trojka
G = (V,E,A), gdje je V skup vrhova grafa V = {vi : i = 0, ..., ϑ − 1} koje predstavljaju izvrsˇne
jedinice programa, E je skup neusmjerenih bridova koji predstavljaju komunikaciju medu njima i A je
skup usmjerenih bridova (lukova) koji predstavljaju njihov vremenski slijed.
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Svaka izvrsˇna jedinica programa vi ∈ V opisana je vektorom parametara xi, gdje je x ∈ Rχ, s tim da χ
oznacˇava broj nezavisnih parametara xi koji opisuju izvrsˇne jedinice programa. Parametri iz skupa xi,
primjerice, mogu biti obradbeni zahtjevi (xob), vrijeme postavljanja, ali mogu predstavljati i informacije
poput vremena izvrsˇavanja u najgorem slucˇaju (eng. worst-case execution time, WCET), nuzˇna vremena
zavrsˇetka, prioritete i sl.
Skup neusmjerenih bridova
E ⊆ {(vi, vj) : vi, vj ∈ V, i 6= j} (3.1)
predstavlja skup komunikacijskih veza izmedu parova izvrsˇnih jedinica programa. Svakom neusmjerenom
bridu ei,j ∈ E je dodijeljena pozitivna tezˇina w(ei,j) > 0 (ili ekvivalentno, w(vi, vj) > 0, dok piˇsemo
samo ei,j > 0) koja predstavlja obujam komunikacije medu izvrsˇnim jedinicama programa. Komunikaciju
predstavljamo neusmjerenim bridovima jer smjer komunikacije ne uzimamo u obzir.
Naposljetku, skup usmjerenih bridova
A ⊆ {〈vi, vj〉 : vi, vj ∈ V, i 6= j} (3.2)
predstavlja vremenski slijed izvodenja izvrsˇnih jedinica programa, pokazujuc´i od prethodnika prema
sljedbeniku. Svakom je usmjerenom bridu dodijeljena nul-tezˇina w(ai,j) = 0 (ili ekvivalentno, w(vi, vj) =
0, dok piˇsemo samo ai,j = 0) ako izvrsˇavanje jedinice programa vj ovisi o zavrsˇetku izvodenja jedinice
programa vi. Ako ne postoji veza medu izvrsˇnim jedinicama programa (nema bridova ni lukova) izmedu
vrhova vi i vj , tada postavljamo w(vi, vj) = −1. Vrijednosti dodijeljene svim parovima vrhova grafa
cˇine matricu susjedstva — oblik implementacije modela programa (eng. adjacency matrix ). Matrica
susjedstva koristi se kao ulaz za postupak rasporedivanja.
Iz [101,102] te (3.1) i (3.2) slijedi:
6 ∃(ai,i ∈ A), 6 ∃(ei,i ∈ E), ∀vi ∈ V (3.3)
〈vi, vj〉 ∈ A⇒ {vi, vj} /∈ E, ∀vi, vj ∈ V. (3.4)
Izraz (3.3) oznacˇava da izvrsˇna jedinica programa ne mozˇe sama sebi biti prethodnik ili sljedbenik te
ne mozˇe komunicirati sama sa sobom. U modelu to znacˇi da nema ciklusa, sˇto proizlazi i iz same defi-
nicije usmjerenoga aciklicˇkoga grafa iz [101,102]. Drugi izraz, (3.4), oznacˇava da postojanje vremenskog
slijeda izmedu para izvrsˇnih jedinica iskljucˇuje postojanje komunikacije medu njima (opisuje se sinkrona
komunikacija). Na model se to odrazˇava na nacˇin da postojanje brida izmedu para vrhova iskljucˇuje
postojanje luka izmedu njih, kao sˇto proizlazi i iz same definicije mijesˇanoga grafa kao oblika formalnog
opisa, prema [101,102]. Navedena pravila vazˇna su i za prijedlog unaprijedenog postupka rasporedivanja
particioniranjem mijesˇanoga grafa (postupak RaPPaMaG), koji c´e biti opisan u pododjeljku 4.1.
Na slici 3.3 prikazan je primjer modela izvrsˇavanja programa u obliku mijesˇanoga aciklicˇkoga grafa.
Kvadrati oznacˇavaju vrhove grafova koji predstavljaju izvrsˇne jedinice programa opisane vektorom pa-
rametara xi, spojene neusmjerenim bridovima ei,j koji predstavljaju komunikaciju i lukovima ai,j koji



































Slika 3.3: Primjer modela izvrsˇavanja programa u obliku mijesˇanoga aciklicˇkoga grafa.
v 0 1 2 3 4 5 6 7 8 9 10
0 -1 0 0 0 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 e1,3 0 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 e2,3 -1 0 -1 -1 -1 -1 -1
3 -1 e1,3 e2,3 -1 -1 0 -1 -1 -1 -1 -1
4 -1 -1 -1 -1 -1 e4,5 -1 0 -1 -1 -1
5 -1 -1 -1 -1 e4,5 -1 0 0 -1 -1 -1
6 -1 -1 -1 -1 -1 -1 -1 -1 0 e6,9 e6,10
7 -1 -1 -1 -1 -1 -1 -1 -1 0 -1 -1
8 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 e6,9 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 -1 e6,10 -1 -1 -1 -1
Slika 3.4: Matrica susjedstva modela sa slike 3.3.
Model programa, kao entiteta za rasporedivanje u programskom okviru LOSECO-a, je struktura koju
on predaje postupku rasporedivanja. Drugi entitet, koji je za to potreban, model je sklopovlja i njega
opisujemo u sljedec´em pododjeljku.
3.2 Model sklopovlja
Kao sˇto je vec´ spomenuto, model sklopovlja koji se predaje postupku rasporedivanja treba sadrzˇavati
podatke o obradbenoj sposobnosti njegovih obradbenih jedinica i podatke o komunikacijskim vezama
medu njima. Od ostalih parametara cˇesto su to podatci o upravljanju energijom (DVFS i stanja miro-
vanja), tipovi obradbene jedinice (procesorska jezgra, procesor toka GPU-a i sl.), dostupnost obradbene
jedinice, ostala vremenska obiljezˇja (vrijeme za promjenu konteksta i rekonfiguracijska kasˇnjenja) i dr.
Postoje mnogi primjeri modela raznorodnih racˇunalnih platformi kao ulaznih modela za postupke ra-
sporedivanja izvrsˇnih jedinica programa na njih. Primjerice, raznorodni cˇvorovi [15,17,21,42,44,51,67],
nizovi konfiguracija [42, 44], matrice resursa [11, 16] i konstitutivne komponente [14, 53, 54]. Postoje
opc´enitiji modeli koji se mogu primijeniti na razlicˇite racˇunalne platforme, poput grafa resursa [10, 31,
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36,62] i modela temeljenih na opisnim jezicima UML/MARTE (eng. modeling and analysis of real-time
and embedded systems) neovisnih o platformi poput [29]. Detalji o modeliranju sklopovlja HPC-a dani
su u pododjeljku 2.2.2.
Postojanje velikog broja razlicˇitih modela sklopovlja u upotrebi dokazuje da nije trivijalno obuhvatiti
sve bitne parametre raznorodnih racˇunalnih platformi. Zbog toga u ovom pododjeljku opisujemo vlastiti
model sklopovlja u obliku potpuno povezanoga neusmjerenoga grafa, koji pokriva osnovna obiljezˇja
velikog broja postojec´ih racˇunalnih platformi potrebnih za postupke rasporedivanja programa na njih.
Da bismo opisali navedeni model, uvodimo nekoliko definicija osnovnih koncepata potrebnih za formi-
ranje konacˇne definicije modela sklopovlja. Kao sˇto smo spomenuli ranije, pod raznorodnom racˇunalnom
platformom smatramo racˇunalni sustav koji se sastoji od raznorodnih obradbenih jedinica ili sadrzˇi raz-
norodne komunikacijske veze medu njima. Takoder, navedena platforma mozˇe sadrzˇavati i oboje —
raznorodne obradbene jedinice i raznorodne komunikacijske veze medu njima. Iz navedenog formiramo
definiciju:
Definicija 3.4 Raznorodna racˇunalna platforma je racˇunalni sustav kojemu su barem dvije obradbene
jedinice razlicˇite na nacˇin da imaju razlicˇit utjecaj na izvodenje iste izvrsˇne jedinice programa na njima
i/ili se u tom sustavu nalaze barem dva razlicˇita komunikacijska kanala.
Na nacˇin slicˇan opisu modela izvrsˇavanja programa u prethodnom pododjeljku, definiramo opc´enit pojam
modela raznorodne racˇunalne platforme kao ulaznog entiteta u postupak rasporedivanja:
Definicija 3.5 Model raznorodne racˇunalne platforme je organizacija i parametrizacija raznorodnih obra-
dbenih jedinica u nekom racˇunalnom sustavu.
Sam pojam raznorodne obradbene jedinice sklopovlja, poput procesorske jezgre, procesora toka GPU-a
ili mikrokontrolera je definiran kao najmanja jedinica sklopovlja:
Definicija 3.6 Raznorodna obradbena jedinica (eng. heterogeneous processing unit, HPU) jest najmanja
jedinica sklopovlja koja mozˇe nezavisno izvrsˇiti jednu izvrsˇnu jedinicu programa.
S obzirom na to da je model izvrsˇavanja programa sastavljen od njegovih izvrsˇnih jedinica te njihove
prostorne i vremenske ovisnosti u obliku mijesˇanoga aciklicˇkoga grafa, koristimo slicˇnu strukturu i za
model sklopovlja (formalni opis grafa) kako bi njihovo medusobno preslikavanje bilo jednostavnije:
Definicija 3.7 Model raznorodne racˇunalne platforme u obliku potpuno povezanoga neusmjerenoga grafa
jest uredeni par G = (P,C), gdje je P skup svih vrhova grafa P = {pi : i = 0, ..., ρ−1} koji predstavljaju
obradbene jedinice sklopovlja, dok je C = {(pi, pj) : pi, pj ∈ P } skup komunikacijskih veza medu njima.
Svaki vrh grafa pi ∈ P predstavlja jednu obradbenu jedinicu sklopovlja opisanu vektorom yi, gdje je
y ∈ Rω, s tim da ω oznacˇava broj nezavisnih parametara yi koji opisuju jedinice sklopovlja. Sva-
kom bridu grafa dodijeljena je pozitivna tezˇina w(ci,j) > 0 (ili ekvivalentno w(pi, pj) > 0, dok piˇsemo
ci,j > 0) koja predstavlja podatkovnu propusnost izmedu obradbenih jedinica pi i pj koje povezuje.
Podatkovna propusnost unutar iste obradbene jedinice vec´inom se smatra mnogo vec´om od propusnosti
medu razlicˇitim obradbenim jedinicama, prema [13, 34, 38–41]. No navedene pretpostavke namijenjene
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su programima sa asinkronom komunikacijom, tj. gdje jedna izvrsˇna jedinica nakon zavrsˇetka izvodenja
sˇalje podatke drugoj prije nego ona pocˇinje s radom. Stoga, u slucˇaju programa u obliku mijesˇanoga
grafa i podrazumijevajuc´i definicije 3.2 i 3.6, propusnost komunikacijskoga kanala unutar iste obradbene
jedinice postavlja se na 0:
ci,j = 0, ∀ci,j ∈ {(vi, vj) : vi, vj ∈ V, i = j}. (3.5)
Takav nacˇin oznacˇavanja komunikacije pogodan je za postupke rasporedivanja temeljene na rangiranju
jedinica programa. No, s obzirom na to da nam je s jedne strane cilj opisati programe koji sadrzˇe sinkronu
komunikaciju, gdje svaka jedinica programa u grupi koja medusobno komunicira mora biti smjesˇtena na
odvojenu obradbenu jedinicu sklopovlja (sˇto zahtijevaju izvrsˇni dijelovi programa poput procesa u MPI
okruzˇenju), podrazumijevamo
ci,j =∞, ∀ci,j ∈ {(vi, vj) : vi, vj ∈ V, i = j}. (3.6)
Tako je izbjegnuto istovremeno smjesˇtanje dviju ili viˇse izvrsˇnih jedinica programa koje medusobno
komuniciraju na istu obradbenu jedinicu sklopovlja, na taj nacˇin osiguravajuc´i njihovu sinkronu komu-
nikaciju.
Slika 3.5 predstavlja primjer strukture jednog racˇunalnog sustava (cˇvora) dobivenog alatom HWLOC,
opisanom u pododjeljku 2.2.2. Navedeni cˇvor sastoji se od dva razlicˇita obradbena elementa — CPU-a
i GPU-a. Svaki od dva CPU-a sastoji se od dvije identicˇne procesorske jezgre koje sadrzˇavaju vlastitu
L1 predmemoriju i L2 predmemoriju, koju dijele na razini obradbenog elementa. GPU je prikazan na
slicˇan nacˇin i sadrzˇi dva procesora toka od kojih svaki ima vlastitu memoriju i zajednicˇku memoriju na
razini obradbenog elementa. Glavna sabirnica je medij preko kojega medusobno komuniciraju obradbeni
elementi, ali i preko kojega oni komuniciraju s glavom memorijom i sporednom sabirnicom. Sekundarna
sabirnica nizˇe je propusnosti od glavne i ona u konkretnom slucˇaju povezuje glavnu sabirnicu s ostalim
uredajima, poput uredaja za pohranu podataka, I/O uredaja i mrezˇe. Glavna se sabirnica racˇunalnih
sustava cˇesto naziva Northbridge, a sporedna Southbridge, kao u [15].
Na slici 3.6 prikazan je model racˇunalnog cˇvora sa slike 3.5. Model je strukturiran prema definiciji 3.7
kao potpuno povezani neusmjereni graf vrhova pi, koji predstavljaju obradbene jedinice opisane vektorom
parametara yi. Bridovi grafa predstavljaju komunikacijske veze medu obradbenim jedinicama. Brid ci,j ,
primjerice, predstavlja komunikacijsku vezu medu obradbenim jedinicama pi i pj . Poveznica izmedu
glavne i sporedne sabirnice prikazana je komunikacijskom tocˇkom kako bi se zadrzˇala cˇitkost na slici.
Razlicˇita propusnost komunikacijskih kanala prikazana je razlicˇitim bojama. Nadalje, prikazani cˇvorovi
grafa za jedinice pohrane podataka, poput glavne memorije i cˇvrstih diskova, predstavljaju opcijske
komponente koje se mogu upotrijebiti za sˇira razmatranja, kao sˇto je to lokalitet podataka u sluzˇbi
kriterija optimizacije u [12, 17]. Za potrebe postupaka rasporedivanja koji c´e biti predstavljene kasnije
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Slika 3.6: Model racˇunalnog cˇvora prikazanog slikom 3.5.
Iz navedenog modela uocˇljivo je da se obradbene jedinice razlicˇitih obradbenih jedinica tretiraju
jednako, sˇto znacˇi da neki parametri nec´e biti prisutni, no to je nuzˇno kako bi se zadrzˇala razina aps-
traktnosti dovoljna za primjenu novih i postojec´ih postupaka rasporedivanja. Ovakav oblik apstraktnosti
obradbenih elemenata nec´e dovesti do znacˇajnih odstupanja u predvidenom ponasˇanju sustava zasno-
vanog na po jednom tipu obradbenih elemenata. Razina apstraktnosti u obliku obradbene jedinice cˇini
valjan nadomjestak za razlicˇite tipove sklopovskih entiteta poput procesorskih jezgri, obradbenih jedinica
ugradenih racˇunalnih sustava, procesora toka GPU-a i mnogih drugih.
Komunikacijska matrica, (matrica povezanosti) je matrica susjedstva cˇvorova grafa koji predstavlja
model sklopovlja. Za primjer racˇunalnog cˇvora sa slike 3.5 komunikacijska matrica prikazana je na slici
3.7. Konkretno, ako se navedena matrica interpretira za postupke rasporedivanja zasnovane na rangira-
nim listama jedinica programa (HEFT, LDCP, RaNDKiP), koji podrazumijevaju asinkronu komunikaciju
medu jedinicama programa, onda je ona prikazana slikom 3.7a.
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p 1 2 3 4 5 6
1 0 c1,2 c1,3 c1,4 c1,5 c1,6
2 c1,2 0 c2,3 c2,4 c2,5 c2,6
3 c1,3 c2,3 0 c3,4 c3,5 c3,6
4 c1,4 c2,4 c3,4 0 c4,5 c4,6
5 c1,5 c2,5 c3,5 c4,5 0 c5,6
6 c1,6 c2,6 c3,6 c4,6 c5,6 0
(a) Asinkrona komunikacija.
p 1 2 3 4 5 6
1 ∞ c1,2 c1,3 c1,4 c1,5 c1,6
2 c1,2 ∞ c2,3 c2,4 c2,5 c2,6
3 c1,3 c2,3 ∞ c3,4 c3,5 c3,6
4 c1,4 c2,4 c3,4 ∞ c4,5 c4,6
5 c1,5 c2,5 c3,5 c4,5 ∞ c5,6
6 c1,6 c2,6 c3,6 c4,6 c5,6 ∞
(b) Sinkrona komunikacija.
Slika 3.7: Matrica komunikacije racˇunalnog cˇvora sa slike 3.5 opisanog modelom na slici 3.6.
U slucˇaju kada se ona interpretira za postupke rasporedivanja koji podrazumijevaju sinkronu komunika-
ciju (poput nasˇeg unaprijedenog postupka RaPPaMaG), onda je ona oblika kao na slici 3.7b. Elementi
matrice cˇine komunikacijsku propusnost medu svim parovima obradbenih jedinica sklopovlja. Navedena
matrica simetricˇna je u odnosu na glavnu dijagonalu jer se pretpostavlja da jedan komunikacijski poziv
zauzima cˇitavu vezu za sebe dok ne zavrsˇi i jednak je u oba smjera (sˇto je dovoljno za opis vec´ine sustava
za potrebe rasporedivanja).
Nakon sˇto su definirani modeli glavna dva entiteta rasporedivanja — programa i sklopovlja, potrebno
je opisati na koji nacˇin c´e oni biti rasporedeni. To je opisano modelom rasporedivanja koji definiramo u
sljedec´em pododjeljku.
3.3 Model rasporedivanja
Model rasporedivanja odreduje skup pravila i ogranicˇenja nad postupkom rasporedivanja izvrsˇnih jedinica
programa na obradbene jedinice sklopovlja. Taj skup je dijelom nametnut strukturom glavnih ulaznih
entiteta i samim postupkom rasporedivanja, a dijelom od strane korisnika programa. Model rasporedi-
vanja najcˇesˇc´e je skup kriterija optimizacije s ogranicˇenjima ili bez njih, opisanih u pododjeljcima 2.3.1,
2.3.2 i 2.3.3 za pojedine skupine postupaka rasporedivanja. Vec´inom su to znacˇajke (pokazatelji) kvalitete
(eng. quality attribute, QA) koje se identificiraju iz zahtjeva nad izvodenjem programa na sklopovlju i
razlikuju se ovisno o kojoj domeni racˇunarstva je rijecˇ, (HPC, ugradeni racˇunalni sustavi, WSN itd.).2
Npr. za racˇunarstvo visokih performansi navedene znacˇajke kvalitete su performanse, utrosˇak energije,
ujednacˇavanje opterec´enja, dostupnost, lokalitet podataka i sprjecˇavanje ispada cˇvorova. Od ogranicˇenja,
to su cˇesto prag zauzec´a memorije, prag trosˇkova, prag utrosˇene energije, dopusˇteno vrijeme izvrsˇavanja
programa, broj zauzetih racˇunalnih cˇvorova i sl., sˇto je i opisano u pododjeljku 2.2.3. Svaka od znacˇajki
kvalitete ovisi o parametrima koji opisuju programe i sklopovlje, sˇto znacˇi da c´e dobivene znacˇajke
kvalitete ovisiti o rasporedu programa na sklopovlju.
Jedan od nedostataka postojec´ih postupaka rasporedivanja jest nemoguc´nost naglasˇavanja vazˇnosti
pojedinih kriterija optimizacije (znacˇajki kvalitete), zbog cˇega mi predlazˇemo model rasporedivanja koji
uzima u obzir viˇse znacˇajki kvalitete te kojima se vazˇnost odreduje od strane korisnika u obliku tezˇina
2Cˇesto naizmjence koristimo termine znacˇajke kvalitete, pokazatelji kvalitete, odzivi i kriteriji optimizacije i
njih smatramo ekvivalentnima
Model rasporedivanja 53
(pondera). Viˇsestruke znacˇajke kvalitete oznacˇavaju viˇsestruke korisnicˇki-naglasˇene kriterije optimizacije
i iz tog razloga predstavljamo postupak rasporedivanja kao optimizaciju po viˇse kriterija, slicˇnu navede-
noj u opisu metaheuristicˇkih postupaka rasporedivanja opisanima u 2.3.2. Ako skup kriterija (ciljeva)
predstavimo skupom pomoc´nih funkcija u1(q), ..., uk(q), gdje svaka predstavlja jednu znacˇajku kvalitete
i ako svaka od tih znacˇajki ovisi o χ+ ω varijabli (koje opisuju programe i sklopovlje), opc´enit problem
rasporedivanja definiran je kao:
minimizirati u(q) = (w0u0(q), ..., wk−1uk−1(q))
unutar q ∈ Xf , (3.7)
gdje je q vektor nezavisnih parametara koji opisuju program (x) i nezavisnih parametara koji opisuju
sklopovlje (y):
q = x ∪ y. (3.8)
Xf je skup izvedivih rjesˇenja (eng. feasible solutions). Vrijednost pomoc´ne funkcije ui(q) (vrijednost
znacˇajke kvalitete) ovisi o rjesˇenju, tako da je cilj smanjiti vrijednost te funkcije kako bi se dobio sˇto je
bolje moguc´i raspored. Tezˇine w0, ..., wk−1 predstavljaju relativne vazˇnosti pojedinih znacˇajki kvalitete
i njih zadaje korisnik programa. Takoder, vrijedi:
∑
i
wi = 1 (3.9)
Pri definiranju opc´enitog problema rasporedivanja suocˇavamo se s nekoliko izazova.
• Prvi je pravilna specifikacija svake pomoc´ne funkcije ui(q) kao funkcije parametara xi i yj koji opi-
suju programe i sklopovlje. Mnoge znacˇajke kvalitete je tesˇko formalno opisati, npr. za moguc´nost
odrzˇavanja (eng. maintainability), sigurnost (eng. safety) i zasˇtic´enost (eng. security) je to ne-
moguc´e. No, za mnoge znacˇajke je to moguc´e, npr. za ukupno vrijeme izvrsˇavanja (eng. total
execution time), propusnost (eng. throughput) i potrosˇnju energije (eng. energy consumption),
samo sˇto je taj opis cˇesto vrlo slozˇen.
• Drugi je izazov kako pravilno odrediti vazˇnosti pojedinih znacˇajki w0, ..., wk−1 kao rezultat analize
zahtjeva na programe.
• Trec´i izazov vezan je uz ogranicˇenja koja se djelomicˇno mogu izraziti pomoc´nim funkcijama, ali
mogu znacˇiti i medusobnu zavisnost rjesˇenja, (primjerice neka rjesˇenja mogu biti izvediva ili ne-
izvediva, poput zabrane rasporedivanja neke izvrsˇne jedinice programa na odredenu obradbenu
jedinicu sklopovlja).
• Cˇetvrti izazov ticˇe se trajanja samog postupka rasporedivanja. Navedeni problem cˇesto nije moguc´e
rijesˇiti u polinomnom vremenu, sˇto uzrokuje probleme u slucˇajevima s velikim brojem entiteta ra-
sporedivanja i parametara koji ih opisuju. Zbog toga se rjesˇenja najcˇesˇc´e trazˇe raznim heuristikama
(npr. Greedy algoritam, rasporedivanje pomoc´u rangiranih listi, work stealing) ili metaheuristikama
(genetski algoritmi, simulirano kaljenje, diferencijalna evolucija).
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Medutim, zbog cˇinjenice da je primarni cilj ovog rada omoguc´iti sˇto bolje postupke rasporedivanja, samo
je posljednji od navedenih izazova onaj koji c´emo detaljno rjesˇavati kroz nastavak ovog rada.
Programski okvir LOSECO, sa skupom modela koji opisuju glavne entitete rasporedivanja, cˇine pre-
dlozˇak u koji uklapamo pretpostavke sˇto se ticˇu modela i postupaka rasporedivanja i njih opisujemo
u narednom poglavlju. On cˇini i nasˇ prvi doprinos D.1. u smislu opisa strukture opc´enitog sustava
za dodjeljivanje i uvodenjem viˇse kriterija rasporedivanja (znacˇajki kvalitete) u model rasporedivanja
kojima korisnik mozˇe dodijeliti razlicˇite vazˇnosti. Programski okvir LOSECO cˇini i dio nasˇeg drugog
doprinosa D.2. uvodenjem novog modela programa u obliku mijesˇanoga aciklicˇkoga grafa kojim mozˇemo
opisati sinkronu komunikaciju medu jedinicama programa i njihov vremenski slijed. LOSECO takoder
predstavlja strukturu nasˇih unaprijedenih postupaka rasporedivanja RaPPaMaG i RaNDKiP, cˇije opise





U poglavlju 2.3 spomenuti su postojec´i postupci rasporedivanja programa na sklopovlje, gdje su oni raz-
vrstani prema tipu postupka i podrucˇjima primjene. Takoder su navedeni i glavni nedostatci postojec´ih
postupaka, a to jesu:
1. vrijeme utrosˇeno na rasporedivanje je preveliko,
2. eksplicitna podrsˇka za raznorodne komunikacijske veze sklopovlja gotovo da i ne postoji,
3. jedini pokazatelj kvalitete vec´inom ukupno je vrijeme izvodenja i
4. rjesˇenja mogu biti daleko od optimalnih.
Kako bismo unaprijedili rasporedivanje programa na sklopovlje ispravljanjem navedenih nedostataka
razvili smo dva poboljˇsana postupka rasporedivanja, od kojih svaki obuhvac´a odgovor na dio tih nedos-
tataka. Prvi predlozˇeni unaprijedeni postupak rasporedivanja je rasporedivanje programa parti-
cioniranjem mijesˇanog aciklicˇkog grafa — RaPPaMaG, koji smanjuje prostor moguc´ih rjesˇenja
dijeljenjem programa u obliku mijesˇanoga aciklicˇkoga grafa (iz programskog okvira LOSECO prema
modelu iz pododjeljka 3.1) na vremenski neovisne faze izvrsˇavanja. Postupak RaPPaMaG dio je nasˇeg
izvornog znanstvenog doprinosa D.2. i odgovara na cilj istrazˇivanja 3 iz pododjeljka 1.2. Navedeni postu-
pak uz uvodenje novog prikaza programa, uvodenjem manjih pojednostavljenja i smanjivanjem prostora
rjesˇenja omoguc´uje i upotrebu naprednijih, vremenski zahtjevnijih postupaka rasporedivanja (poput di-
ferencijalne evolucije, optimizacije rojem cˇestica, iscrpnog pretrazˇivanja i sl.), koji daju rjesˇenja blizˇe
optimalnima. Postupak odgovara na nedostatak 1 svodenjem problema na manje potprobleme cˇime se
omoguc´uje znacˇajno skrac´ivanje vremena trajanja rasporedivanja. Nedostatak 3 postupak RaPPaMaG
nadoknaduje na nacˇin da svaki potproblem za sebe rjesˇava rafiniranim metodama optimizacije s viˇse
funkcija cilja, tako da se, osim vremena izvodenja, mozˇe vrsˇiti optimizacija i po drugim parametrima.
Utjecaj posljednjeg nedostatka smanjen je pronalaskom optimalnih rjesˇenja za pojedine potprobleme
(particije), sˇto u odredenim slucˇajevima mozˇe rezultirati rjesˇenjima blizˇim optimalnima za cijeli pro-
gram. Navedeni postupak opisan je u pododjeljku 4.1. Ukratko, postupak RaPPaMaG ima sljedec´a
unaprijedena svojstva:
1. omoguc´uje upotrebu viˇsestrukih kriterija kvalitete (kriterija optimizacije),
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2. omoguc´uje zadavanje razlicˇitih vazˇnosti pojedinim kriterijima kvalitete,
3. omoguc´uje rasporedivanje programa koji sadrzˇe sinkronu komunikaciju i vremenski slijed medu
jedinicama programa,
4. omoguc´uje smanjivanje prostora rjesˇenja particioniranjem programa na manje dijelove.
Nasˇ drugi unaprijedeni postupak rasporedivanja jest raznorodni najduzˇi d inamicˇki kriticˇni
put — RaNDKiP (doprinos D.3.), koji se temelji na postupku rasporedivanja pomoc´u rangiranih listi
izvrsˇnih jedinica programa. Navedeni postupak ima sljedec´a unaprijedena svojstva:
1. rangiranje izvrsˇnih jedinica programa odvija se principom najduzˇeg dinamicˇkog kriticˇnog puta,
inspirirano postupkom LDCP iz [37], ali uzimanjem u obzir raznorodnosti komunikacijskih veza
medu obradbenim jedinicama sklopovlja,
2. sadrzˇi podrsˇku za raznorodnu komunikaciju sklopovlja pomoc´u
(a) rasporedivanja komunikacijskih poziva medu izvrsˇnim jedinicama programa i
(b) azˇuriranjem stanja pri svakom koraku rasporedivanja, ovisno o komunikacijskoj mrezˇi sklo-
povlja,
3. omoguc´uje skaliranje frekvencije procesora za nekriticˇne izvrsˇne jedinice unaprijedenim postupkom
labavljenja vremenskih isjecˇaka — LVI (na osnovi djelomicˇnog optimalnog labavljenja, prema [39]),
smanjujuc´i time utrosˇak energije pri izvodenju programa.
Postupak RaNDKiP rasporeduje izvrsˇne jedinice programa na sklopovlje prema poznatim vremenima
izvrsˇavanja svake od njih na svim obradbenim jedinicama, uz eksplicitno uvodenje vremena utrosˇenog
na komunikaciju u raspored i skaliranjem frekvencije obradbenih jedinica. Slozˇenost inicijalnog algoritma
(prvog dijela) prema [37] je O(ρϑ3), gdje ρ oznacˇava broj obradbenih jedinica, a ϑ broj izvrsˇnih jedinica
programa. Drugi dio postupka ne ukljucˇuje dodatnu slozˇenost, vec´ samo trec´i dio i povec´ava ju na ukupno
O(eρ + ϑ2), gdje je e broj bridova grafa. Na taj nacˇin postupak RaNDKiP odgovara na nedostatak 1.
Nedostatak 2 pokriva drugim dijelom algoritma, dok je trec´i nedostatak smanjen uvodenjem potrosˇnje
energije kao dodatnog kriterija optimizacije. Postupak omoguc´uje bolja rjesˇenja u odnosu na postojec´e
postupke rasporedivanja rangiranih listi HEFT (opisanog u pododjeljku 2.3.5) i LDCP (opisanog u
pododjeljku 2.3.6), sˇto c´e pokazati i nasˇa eksperimentalna analiza u poglavlju 5. Na taj nacˇin smanjuje
i nedostatak 4. Postupak rasporedivanja RaNDKiP opisan je u pododjeljku 4.2.
S obzirom na to da smo u prethodnom poglavlju opisali programski okvir LOSECO koji, izmedu
ostalog, opisuje model programa u obliku mijesˇanoga grafa, prvo c´emo dati prikaz unaprijedenog postupka
RaPPaMaG koji je vezan za taj model. Stoga njegov opis dajemo u sljedec´em pododjeljku.
4.1 Unaprijedeni postupak rasporedivanja RaPPaMaG
S obzirom na to da je problem rasporedivanja programa na sklopovlje NP-tezˇak, sˇto zakljucˇuju i brojni
istrazˇivacˇi, primjerice u [10–13, 58, 96], pronalazak optimalnih ili gotovo optimalnih rjesˇenja postupak
je koji zahtijeva znacˇajne racˇunalne resurse i veliko vrijeme izvodenja. Za vec´i broj entiteta rasporedi-
vanja pronalazak rjesˇenja nije izvediv sˇto uzrokuje nastanak mnogih postupaka rasporedivanja vodenim
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lokalnim pretrazˇivanjem, poput onih opisanih u pododjeljku 2.3.2. Kako bismo odgovorili na taj problem,
predstavljamo poseban postupak rasporedivanja temeljen na particioniranju mijesˇanoga grafa iz dvaju
koraka — RaPPaMaG. On omoguc´uje inicijalno smanjivanje prostora rjesˇenja dijeljenjem programa na
manje dijelove i zatim rasporedivanje tih dijelova zasebno. Glavni koraci navedenog postupka raspore-
divanja jesu:
1. korak 1: particioniranje grafa programa pomoc´u trivijalnog reza uz dodavanje odgovarajuc´ih
sinkro-vrhova (komunicirajuc´ih vrhova bez prethodnika),
2. korak 2: rasporedivanje dobivenih particija metodom viˇsekriterijske (viˇseciljne) optimizacije.
U prvom koraku postupak RaPPaMaG dijeli program u obliku mijesˇanoga aciklicˇkoga grafa na ma-
nje podgrafove (particije) koji se nazivaju fazama izvrsˇavanja. Faze izvrsˇavanja predstavljaju slijed
izvodenja programa i svaka za sebe sadrzˇi vremenski neovisne izvrsˇne jedinice. Za podjelu programa
na faze izvrsˇavanja u svrhu smanjivanja prostora rjesˇenja koriste se informacije iz modela programa o
tijeku izvodenja njegovih izvrsˇnih jedinica (vremenska ovisnost) opisane lukovima grafa. Nakon toga se
metodom trivijalnog reza grafa prave rezovi svih lukova kako bi se izolirale pojedine faze izvrsˇavanja.
Zatim slijedi ubacivanje sinkro-vrhova u pojedinu fazu koji su komunikacijski vezani s nekim od ostalih
vrhova iz te faze.
Drugi je korak zasebno rasporedivanje svake od faza izvrsˇavanja. Svaka se faza mozˇe tretirati kao
zaseban graf (graf interakcije zadataka — TIG), jer unutar njega nema vremenske zavisnosti medu
izvrsˇnim jedinicama kao sˇto je to slucˇaj u modelu usmjerenoga aciklicˇkog grafa (DAG-a). Na svaki
takav podgraf (particiju) mozˇe se primijeniti neki od postojec´ih postupaka rasporedivanja programa u
obliku grafa (ukljucˇujuc´i i pretrazˇivanje rangiranjem jedinica programa uz njihove odredene prilagodbe),
od kojih mi primjenjujemo iscrpno pretrazˇivanje. Razlog koriˇstenja iscrpnog pretrazˇivanja dvojak je;
(i) iako je vremenski zahtjevan, za manje instance problema (manji broj izvrsˇnih jedinica programa i
obradbenih jedinica sklopovlja) mozˇe dati optimalna rjesˇenja po particijama, sˇto c´e pokazati i primjer u
pododjeljku 4.1.3 te eksperimentalna analiza u poglavlju 5, (ii) naglasak nasˇeg rada nije na drugoj fazi
(rasporedivanju particija), vec´ u smanjivanju prostora rjesˇenja (particioniranju).
Opis unaprijedenog postupka rasporedivanja RaPPaMaG zapocˇinjemo opisom njegove prve faze —
particioniranja u sljedec´em pododjeljku.
4.1.1 Korak 1 postupka RaPPaMaG: particioniranje mijesˇanoga aciklicˇkoga
grafa
Postupak RaPPaMaG podrazumijeva prikaz programa u obliku mijesˇanoga aciklicˇkoga grafa prema mo-
delu programa programskog okvira LOSECO opisanom u 3.1. Prvi se korak postupka RaPPaMaG
(particioniranje) sastoji od dvaju dijelova:
• trivijalni rez lukova grafa i
• ubacivanje sinkro-vrhova.
Prvi dio particioniranja jest tzv. algoritam trivijalnog reza, kao specijalni slucˇaj tzv. Cut-clustering
algoritma iz [103]. Algoritam trivijalnog reza izdvaja sve vrhove grafa koji su medusobno vezani bilo
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bridom, bilo lukom (izvorno, Cut-clustering algoritam iz [103] odnosi se samo na neusmjerene bridove).
U slucˇaju predlozˇenog postupka particioniranja mijesˇanoga aciklicˇkoga grafa, algoritam je prilagoden na
nacˇin da izdvaja samo vrhove povezane usmjerenim bridovima (lukovima), jer oni predstavljaju vremenski
slijed.
Strategija koja omoguc´uje primjenu algoritma na lukove jest kretanje po koracima od ulaznih vrhova
grafa prema izlaznima svrstavajuc´i razmatrane vrhove u tri skupine:
1. skupina: vrhovi koji su vec´ dodijeljeni nekoj od faza izvrsˇavanja,
2. skupina: vrhovi koji potencijalno mogu biti smjesˇteni u trenutno razmatranu fazu δtemp,
3. skupina: vrhovi koji se ne mogu trenutno smjestiti ni u jednu fazu, vec´ c´e biti razmatrani kasnije.
Kretanje po koracima znacˇi da se u svakom koraku analiziraju sljedbenici svih vrhova prethodno pro-
matrane faze (iz prethodnog koraka). Na taj se nacˇin osigurava ukljucˇivanje svih vrhova koji su dio
vremenskog slijeda.
Pripadajuc´i postupak particioniranja mijesˇanoga grafa prikazana je pomoc´u algoritma 1. Algori-
tam sprema skup ulaznih vrhova (vrhovi koji nemaju prethodnika, a imaju sljedbenike) u prvu fazu
izvrsˇavanja programa δcur koja se analizira. Nakon toga, glavni dio algoritma (linije 2–18) ponavlja se
dok god postoji novih vrhova za razmatranje, drugim rijecˇima, dok trenutna faza izvrsˇavanja δtemp nije
prazan skup. Sljedec´i korak spremanje je svih sljedbenika prethodno obradene faze u fazu koja se tre-
nutno analizira (linija 3). U njoj se za svaki par vrhova koje sadrzˇava provjerava postoji li vremenski slijed
medu njima (linije 4–8). Ako takvi vrhovi postoje, sljedbenik se izbacuje iz trenutno promatrane faze
(vrhovi unutar faza moraju biti vremenski neovisni). Nakon sˇto se u fazi δtemp nalaze samo medusobno
vremenski neovisni neposredni nasljednici prethodne faze δcur, zapocˇinje drugi dio algoritma. U drugom
dijelu algoritma (linije 9–13) trazˇe se sinkro-vrhovi koji komuniciraju s vrhovima iz trenutno promatrane
faze (linija 10) i stavljaju se u tu fazu (linija 11). Zatim se pronadeni vrhovi spremaju u upravo obradenu
fazu (linije 14–16).
Algoritam 1 RaPPaMaG, korak 1.
1: δcur ← ulazni vrhovi
2: ako δcur 6= ∅ onda
3: δtemp ← sljed(vk), vk ∈ δcur
4: za sve vi, vj ∈ radi
5: ako vi ∈ sljed(vj) onda
6: δtemp = δtemp \ {vi}
7: zavrsˇi ako
8: zavrsˇi za
9: za sve vi ∈ δtemp, vj /∈ δtemp radi
10: ako pred(vj) 6= ∅ i e(vi, vj) > 0 onda
11: δtemp = δtemp + {vj} {dodaj sinkro-vrhove u trenutnu fazu}
12: zavrsˇi ako
13: zavrsˇi za
14: ako δtemp 6= ∅ onda
15: pohrani δtemp
16: zavrsˇi ako
17: δcur = δtemp
18: zavrsˇi ako
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Ukoliko ih nema, znacˇi da su svi vrhovi smjesˇteni u pripadajuc´e faze izvrsˇavanja i algoritam zavrsˇava s
radom.
S obzirom na to da u grafu mogu postojati vrhovi koji nemaju prethodnika iz kojih sezˇu neusmjereni
bridovi prema drugim vrhovima (komunikacija, sinkro-vrhovi), na njih nije moguc´e primijeniti trivijalni
rez (nisu povezani lukovima). Iz tog razloga, drugi dio prvog koraka postupka RaPPaMaG jest rekurzivno
trazˇenje takvih vrhova. Pronadeni sinkro-vrhovi smjesˇtaju se u istu fazu izvrsˇavanja kao i vrhovi s kojima
komuniciraju (ako je to moguc´e, tj. nema vremenske ovisnosti medu njima). Razlog zbog kojeg se trazˇe
rekurzivno jest sˇto takvi vrhovi mogu biti dalje povezani neusmjerenim bridovima s ostalim vrhovima
koji nemaju drugih poveznica u grafu.
Na slici 4.1 prikazan je primjer particioniranja mijesˇanoga aciklicˇkoga grafa na jednostavnom modelu
programa. Slika 4.1a prikazuje program u obliku mijesˇanoga grafa koji se sastoji od 11 izvrsˇnih jedinica
v0, ..., v10 s pripadajuc´im vremenskim slijedom i komunikacijom medu njima. Prvi dio particioniranja
trazˇenje je svih lukova grafa ai,j , nakon cˇega se radi njihov rez (slika 4.1b). Dobiveni rezovi formiraju
particije δ0, ..., δ4 prikazane na slici 4.1c, no bez vrhova v9 i v10 jer oni sadrzˇe samo komunikacijske
veze s ostatkom programa (nema lukova koji sezˇu iz njih ili prema njima). Drugi dio particioniranja
rekurzivno trazˇi sinkro-vrhove i pri analizi particije δ3 pronalazi preostala dva vrha te ih smjesˇta u
tu particiju, slika 4.1d. Na slici 4.1e prikazan je konacˇni oblik dobivenih particija — faza izvrsˇavanja
— s njihovim numeriranim vremenskim slijedom. Prvi korak postupka RaPPaMaG ishodi vremenski
potpuno neovisne cjeline, od kojih se svaka mozˇe tretirati kao zaseban graf interakcije zadataka (TIG).
Na svaki se dobiveni podgraf (fazu izvrsˇavanja) tada mogu primijeniti vremenski zahtjevniji postupci sa
svrhom dobivanja kvalitetnijih rjesˇenja. Za particioniranje programa, ovisno o modelu, mogu se koristiti
i neke druge metode grupiranja (npr. metode iz [10, 12, 58, 67, 97]), no uz njihovu prilagodbu na model
mijesˇanoga aciklicˇkoga grafa. Vazˇno je napomenuti da se postupci particioniranja grafa u literaturi
vec´inom odnose na ukrupnjavanje, tj. smanjivanje broja cˇvorova grupiranjem, kao u [34, 44, 62, 97],
sˇto je i navedeno u pododjeljku 2.3.3. To se radi na nacˇin da su ukupni obradbeni zahtjevi unutar
dobivenih particija priblizˇno jednaki, a rezovi bridova medu njima minimalni. U postupku RaPPaMaG
particioniranje se takoder koristi za grupiranje, no kriteriji za dodjelu jedinica programa particijama
su vec´ spomenute karakteristike mijesˇanoga aciklicˇkoga grafa — vremenski slijed i struktura sinkrone
komunikacije medu njima. U narednom poglavlju opisujemo drugi korak postupka RaPPaMaG, a to je
rasporedivanje dobivenih particija.

































































































































































Slika 4.1: Primjer particioniranja programa u obliku mijesˇanoga aciklicˇkoga grafa.
4.1.2 Korak 2 postupka RaPPaMaG: rasporedivanje faza izvrsˇavanja
Kao sˇto je vec´ spomenuto u pododjeljku 4.1, drugi korak postupka RaPPaMaG jest rasporedivanje po-
jedinih faza izvrsˇavanja dobivenih u prethodnom koraku. Navedeno je takoder da su faze izvrsˇavanja
(particije) grafovi te da oni sadrzˇe vremenski neovisne izvrsˇne jedinice (koje se mogu izvrsˇavati istovre-
meno — paralelno).
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Kako bismo usredotocˇili primjenu navedenog postupka na programe koji sadrzˇe sinkronu komunika-
ciju, motivirani programima poput onih iz repozitorija Pegasus spomenutih u pododjeljku 2.2.1 i MPI
programa, ali bez utjecaja na optimalnost rjesˇenja, uvodimo dvije dodatne pretpostavke:
1. pretpostavka: postojanje komunikacije medu izvrsˇnim jedinicama programa (neusmjerenoga brida)
podrazumijeva njihovu sinkroniziranost,
2. pretpostavka: ukupan broj obradbenih jedinica sklopovlja raznorodne racˇunalne platforme je vec´i




gdje je Z skup svih faza izvrsˇavanja nekog programa.
Prva pretpostavka odrazˇava situaciju koja se pojavljuje u MPI komunikacijskim pozivima, poput bro-
adcast, reduce, scatter, gather i all-to-all, viˇse u [45], OpenMP pozivom Reduction prema [46], ali i
viˇsestrukim MPI komunikacijskim pozivima slanja i primanja (eng. send and receive), a to je da svi
sudionici komunikacije moraju aktivno sudjelovati u njoj dok ona traje. Takoder, razlicˇiti MPI entiteti
programa u izvodenju — procesi — ne stavljaju se na istu obradbenu jedinicu. Zbog toga, podrazu-
mijevamo da se izvrsˇne jedinice koje medusobno komuniciraju moraju izvrsˇavati istovremeno sa svim
izvrsˇnim jedinicama s kojima su komunikacijski vezani. Naravno, prije toga se mora omoguc´iti da je is-
punjen vremenski slijed, tj. da nemaju nezavrsˇenih prethodnika (korak 1 postupka RaPPaMaG). Druga
pretpostavka odrazˇava stvarnu sliku u primjeni. Dakle, postavljanje jednakog broja entiteta paralelnih
programa (procesa, niti i sl.) kao i broja obradbenih jedinica (procesorskih jezgri i sl.) omoguc´uje naj-
bolje iskoriˇstavanje obradbenih resursa, tj. najvec´i stupanj paralelizacije (istovremenosti). U slucˇaju da
je broj entiteta paralelnih programa vec´i, vec´a je vjerojatnost cˇekanja i problema s uvjetima utrkivanja
(eng. race conditions) itd. Takav slucˇaj ne razmatramo postupkom RaPPaMaG.








gdje je tuki ukupno vrijeme izvrsˇavanje izvrsˇne jedinice i. Navedeno je i prikazano slikom 4.2, gdje
su narancˇastom bojom oznacˇene izvrsˇne jedinice koje odreduju vrijeme izvrsˇavanja pojedine faze. Za
primjer sa slike 4.2 vremena izvrsˇavanja pojedinih faza jednaka su vremenima izvrsˇavanja jedinica v0
za δ0, v4 za δ1, v8 za δ2 i v9 za δ3. Navedeno uvjetuje da se ne mozˇe zapocˇeti s izvrsˇavanjem faze
dok njezina prethodna faza nije zavrsˇila s radom. Time se treba cˇekati na zavrsˇetak izvodenja svake
od jedinica programa unutar nje, cˇime dolazimo do zakljucˇka da c´e njezino vrijeme izvrsˇavanja ovisiti o
najsporijoj jedinici programa koju sadrzˇi.


















Slika 4.2: Primjer izvrsˇavanja faza programa.
Drugi korak postupka RaPPaMaG prikazan je algoritmom 2. Postupak zapocˇinje tako da se sve
obradbene jedinice racˇunalne platforme spremaju kao skup dostupnih obradbenih jedinica HPUdost
(linija 1). Kao prva trenutno razmatrana faza izvrsˇavanja δcur uzima se prva po vremenskom slijedu,
δ0 (linija 3). Algoritam za svaku fazu izvrsˇavanja koristi model rasporedivanja programskog okvira
LOSECO opisanog u pododjeljku 3.3 kako bi rasporedio izvrsˇne jedinice vi koje sadrzˇava trenutna faza
δcur (linije 5–10). To cˇini pomoc´u neke od metoda optimizacije viˇse funkcija cilja (u nasˇem slucˇaju
iscrpnog pretrazˇivanja). U istom se koraku obradbene jedinice na koje su rasporedene jedinice programa
iz te faze oznacˇe nedostupnima (linija 7) i predvida se ukupno vrijeme izvrsˇavanja jedinica programa
tuk na njima. Takoder, dodijeljena obradbena jedinica uklanja se iz skupa dostupnih HPUdost. Nakon
toga, postavlja se ukupno vrijeme izvrsˇavanja trenutne faze tuk(δcur) prema (4.2) (linija 11) i prelazi se
na rasporedivanje sljedec´e faze izvrsˇavanja u nizu (linija 12).
Algoritam 2 RaPPaMaG, korak 2.
1: HPUdost ← P (skup svih obrabenih jedinica) {dostupne obradbene jedinice}
2: HPUnedost = ∅ {nedostupne obradbene jedinice}
3: δcur = δ0
4: dok (δcur 6= ∅) i (HPUavail 6= ∅) radi
5: za sve vi ∈ δcur radi
6: rasporedi vi na HPUj ∈ HPUdost
7: HPUnedost = HPUnedost + {HPUj}
8: HPUdost = HPUdost − {HPUj}
9: izracˇunaj tuki
10: zavrsˇi za
11: tuk(δcur) = max
vi∈δcur
(tuki )
12: δcur = δnext
13: zavrsˇi dok
Kako bi detaljno prikazali sve navedene karakteristike postupka RaPPaMaG, u sljedec´em pododjeljku
dajemo jednostavan primjer na kojem c´e spomenuti postupak biti primijenjen.
4.1.3 Primjer 1: izvodenje postupka RaPPaMaG
U ovom pododjeljku predstavljamo jednostavan primjer cjelovitog postupka RaPPaMaG. Za potrebe pri-
mjera napravljen je sinteticˇki program prikazan modelom u obliku mijesˇanoga aciklicˇkoga grafa na slici
4.3. Broj xobi unutar svakoga vrha v0, ..., v12 grafa oznacˇava racˇunalne zahtjeve izvrsˇne jedinice programa
koju predstavlja (broj instrukcija koje treba obaviti), broj unutar smede oznacˇenih (neusmjerenih) bri-
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dova oznacˇavaju obujam komunikacije medu vrhovima koje povezuje (npr. ei,j megabajta), dok smjer




xob3 = 3 x
ob
































Slika 4.3: Model programa.
Takoder, generirana je i raznorodna racˇunalna platforma (sklopovlje) prema modelu programskog
okvira LOSECO na koju se treba rasporediti program sa slike 4.3, s pripadajuc´im parametrima, prikazana
modelom usmjerenoga potpuno povezanog grafa na slici 4.4. Sklopovlje predstavlja racˇunalni sustav s
tri obradbena elementa (PE1, PE2, PE3), od cˇega su obradbeni elementi PE1 i PE2 jednaki. Svaki
od obradbenih elemenata sastoji se od dvije obradbene jedinice predstavljene vrhovima pj , od kojih je
svaka opisana s dvije vrijednosti, yobj i y
en
j . Gornja vrijednost y
ob
j oznacˇava obradbenu sposobnost (broj
instrukcija koje mozˇe izvesti u jedinici vremena) obradbene jedinice pj , dok donja vrijednost y
en
j oznacˇava
njezinu potrosˇnju energije (jedinica energije utrosˇenih po izvrsˇenoj instrukciji). Brojevi na bridovima
oznacˇavaju komunikacijsku propusnost cj,k (megabajta u sekundi) izmedu obradbenih jedinica pj i pk.
Dodan je poseban vrh u graf naziva BUS koji predstavlja sabirnicˇku vezu medu obradbenim elementima





























Slika 4.4: Model sklopovlja.
Primjenom prvog koraka algoritma postupka RaPPaMaG (pododjeljak 4.1.1) program se dijeli na pet
vremenski neovisnih faza izvrsˇavanja δ0, ..., δ4, oznacˇenih na slici 4.3. Postupak zapocˇinje stavljanjem
ulaznog vrha grafa v0 u fazu δ0, nakon cˇega se prebacuje na trazˇenje njegovih sljedbenika. Kada ih
pronade (vrhovi v1 i v2), provjerava postoji li vremenska ovisnost medu njima, a s obzirom na to da
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takve ovisnosti nema oni se stavljaju u sljedec´u fazu, δ1. Takoder, nad oba se sljedbenika (v1, v2) vrsˇi
provjera komuniciraju li oni s nekim od sinkro-vrhova, sˇto je slucˇaj za v2 koji komunicira sa sinkro-vrhom
v5 te se i on stavlja u fazu δ1. Ostale faze formiraju se na slicˇan nacˇin. Od toga, specificˇna je faza δ2
koja sadrzˇi sinkro-vrh v12, jer on komunicira samo s drugim sinkro-vrhom (v4).
Primjenom drugog koraka postupka rasporedivanja prema algoritmu 2 rasporeduju se pojedine do-
bivene faze izvrsˇavanja na obradbene jedinice sklopovlja. Drugim rijecˇima, za svaku se bira podskup
obradbenih jedinica λk na kojima se treba izvrsˇiti faza kako bi se postigli korisnicˇki definirani ciljevi.
Za potrebe primjera postavili smo sljedec´e pokazatelje kvalitete, ciljeve (korisnicˇke zahtjeve):
• cilj 1: smanjiti vrijeme izvodenja svake faze (time i ukupno vrijeme izvodenja programa)
• cilj 2: smanjiti utrosˇak energije pri izvodenju svake faze (time i utrosˇka energije pri izvodenju cijelog
programa).
Dakle, zˇelimo smanjiti vrijeme izvrsˇavanja programa na sklopovlju i pritom zadrzˇati nisku potrosˇnju
energije, sˇto je vodeno stvarnim potrebama kod izvodenja programa u okruzˇenju HPC. Problem se
definira u obliku viˇsekriterijske optimizacije prema modelu rasporedivanja LOSECO iz pododjeljka 3.3,
dakle kao minimizacija pomoc´ne funkcije s viˇse ciljeva (kriterija). Uzevsˇi u obzir postavljene ciljeve,
pomoc´na funkcija se sastoji od dvije funkcije cilja:
• ukupno vrijeme izvrsˇavanja faze tuk(δ),
• ukupna utrosˇena energija faze euk(δ).
Nadalje, korisnik programa zadaje vazˇnosti (prioritete) za oba cilja:
w(tuk) = 0,8, (4.3)
w(euk) = 0,2, (4.4)
uzimajuc´i u obzir da prema modelu rasporedivanja LOSECO mora vrijediti
∑
i
wi = 1, izraz (3.9),
pododjeljak 3.3.
Prema karakteristikama postupka RaPPaMaG pretpostavljamo da je ukupno vrijeme izvrsˇavanja
pojedine faze jednako vremenu izvrsˇavanja njezine najsporije izvrsˇne jedinice (4.2), dok je ukupno vrijeme






gdje su tobi i t
kom
i vremena izvrsˇavanja i trajanja komunikacije za izvrsˇnu jedinicu vi. Faze se izvode
slijedno, to jest, kad jedna zavrsˇi druga zapocˇinje s radom.
Navodimo i ostale pretpostavke:
δ ⊆ V, λ ⊆ P, (4.6)
V = δ0 ∪ δ1 ∪ ... ∪ δn (4.7)
|δ| = |λ| = n (4.8)
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gdje je V skup svih vrhova grafa modela programa, dok je P skup svih vrhova grafa modela sklopovlja.
Iz (4.6) vidljivo je da faza izvrsˇavanja mozˇe biti cijeli graf (ukoliko ga nije moguc´e razdvojiti na faze
izvrsˇavanja) i tada je to program s potpuno vremenski neovisnim izvrsˇnim jedinicama, δ = V . Takoder,
isti izraz definira λ kao podskup skupa obradbenih jedinica na koji se rasporeduju izvrsˇne jedinice iz faze
δ, koji takoder mozˇe biti i cijeli skup procesora P ukoliko je |δ| = ρ. Prema (4.7) sve faze izvrsˇavanja
zajedno formiraju skup vrhova V i jedan vrh ne mozˇe biti cˇlan viˇse od jedne faze. Izraz (4.8) oznacˇava
pretpostavku 2 u pododjeljku 4.1.2, koja govori da je broj obradbenih jedinica sklopovlja vec´i ili jednak
broju izvrsˇnih jedinica unutar najvec´e faze izvrsˇavanja (4.1) i taj je broj jednak n.
Rasporedivanje izvrsˇnih jedinica pojedine faze δ na podskup procesora λ definirano je kao kartezijev
produkt u kojem se za svaku izvrsˇnu jedinicu vi iz faze δ definira jedna obradbena jedinica sklopovlja pj
iz λ.
Dakle, funkcija rasporedivanja g : δ → λ je podskup δ×λ takav da za svaki vi ∈ δ postoji jedinstveni
pj ∈ λ takav da (vi, pj) ∈ g. Piˇsemo g(vi) = pj ako (vi, pj) ∈ g:
g = δ × λ = {(vi, pj) : vi ∈ δ, pj ∈ λ}. (4.9)
U navedenom primjeru, a prema modelu rasporedivanja programskog okvira LOSECO, opisanom
u pododjeljku 3.3, proizlazi da su cˇlanovi vektora x parametri xob, ei,j koji opisuju jedinice programa
(χ = 2), dok su cˇlanovi vektora y parametri yob, yen, ck,l koji opisuju obradbene jedinice sklopovlja
(ω = 3). Ukoliko se primijeni (3.8) proizlazi da su cˇlanovi vektora q parametri xob, ei,j , y
ob, yen, ck,l,
pomoc´u kojih treba izraziti i funkcije cilja.
Pomoc´nu funkciju definiramo u najjednostavnijem obliku kao tezˇinski zbroj funkcija cilja (kriterija
optimizacije), prema [93] i prema modelu rasporedivanja (3.7) programskog okvira LOSECO opisanom
u pododjeljku 3.3:
u(q) = w(tuk) · µ0(q) + w(euk) · µ1(q), (4.10)













gdje je qz instanca vektora rasporeda q, dakle jedan moguc´i raspored s pripadajuc´im vrijednostima
parametara programa i sklopovlja. Funkcije cilja potrebno je normalizirati zbog toga da imaju jednak
utjecaj na pomoc´nu funkciju. Nakon ubacivanja vazˇnosti pojedinih ciljeva w(tuk) i w(euk) iz (4.3) i (4.4),
pomoc´na funkcija postaje:
u(q) = 0,8 · µ0(q) + 0,2 · µ1(q), (4.13)
Ukupno vrijeme izvrsˇavanja tuk(δ) faze izvrsˇavanja δ definirano je kao maksimalno od zbroja vremena
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utrosˇenih na obradu tobi i na komunikaciju t
kom













, pj = g(vi), (4.15)















gdje je ei,j obujam komunikacije izmedu jedinica programa vi i vj , a ck,l propusnost komunikacijske veze
izmedu obradbenih jedinica pk i pl. Potrosˇnja energije e










Optimizacija se svodi na minimizaciju pomoc´ne funkcije:
min(u(q)), (4.19)
u prostoru svih λ ∈ P .
Za potrebe navedenog primjera upotrijebljena je metoda iscrpnog pretrazˇivanja, kao i u [12, 82, 86],
koja daje optimalno rjesˇenje za manje instance problema, sˇto je u slucˇaju navedenog primjera ispunjeno.
Za vec´e instance problema umjesto navedene metode, mogu se koristiti naprednije metode poput metoda
vodenog lokalnog pretrazˇivanja (diferencijalna evolucija, optimizacija rojem cˇestica, simulirano kaljenje
i dr.). Dobiveni raspored za pojedine faze prikazan je tablicom 4.1. U navedenoj tablici je, izmedu
ostaloga, vidljiv ukupan utrosˇak energije za izvodenje cijelog programa i on iznosi 355 jedinica energije,
dok duljina rasporeda, (vrijeme izvrsˇavanja programa) iznosi 18,02 vremenskih jedinica.
Tablica 4.1: Raspored faza izvrsˇavanja na obradbenim jedinicama sklopovlja iz primjera 1.
δ0 δ1 δ2 δ3 δ4 ukupno
SEU-ovi (δ) v0 v1, v2, v5 v3, v4, v6, v8, v12 v7, v9, v10 v11
HPU-ovi (λ) p2 p0, p2, p3 p0, p2, p3, p1, p4 p2, p0, p3 p2
tuk 0,56 1,28 6,08 10,00 0,11 18,02
euk 20 63 133 135 4 355
Rjesˇenja za Primjer 1 dobivena u tablici 4.1 su optimalna rjesˇenja za svaku od particija, koja mogu cˇiniti
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rjesˇenje blizu optimalnog za cijeli program.
Da bi dobili bolji uvid u ovisnost performansi rasporedivanja o broju jedinica programa i jedinica
sklopovlja u sljedec´em pododjeljku dajemo analizu slozˇenosti faze 2 postupka RaPPaMaG.
Analiza slozˇenosti postupka RaPPaMaG
U slucˇaju da postoji k faza izvrsˇavanja δ0, ..., δk−1 i da je broj izvrsˇnih jedinica u fazi δi dan kao ni,






U slucˇaju Primjera 1 ukupan broj moguc´ih rjesˇenja je:
m = Per(6, 1) + Per(6, 3) + Per(6, 5) + Per(6, 3) + Per(6, 1) = 967, (4.21)
gdje je Per(i, j) permutacija bez ponavljanja odabranih j elemenata od ukupno i elemenata (u navede-
nom slucˇaju broja obradbenih jedinica).
Kada bi se skupovi svih izvrsˇnih jedinica programa V i obradbenih jedinica sklopovlja P rasporedivali
u cijelosti, tj. bez razdvajanja na faze izvrsˇavanja, problem se prema [104] definira kao:
m =
(ϑ+ ρ− 1)!
ϑ!(ρ− 1)! · ρ! = (ϑ+ ρ− 1)! · ρ (4.22)
sˇto bi za navedeni primjer bilo jednako 2.134.124.568.576.000 (2,13×1015) ili 2.206.954.052.301 (2,2×1012)
puta viˇse nego uz koriˇstenje particioniranja kao prvog koraka postupka RaPPaMaG.
Naravno, u posebnim slucˇajevima postupak RaPPaMaG mozˇe takoder zahtijevati velik broj iteracija
(kada |δ| → ϑ), no takvi slucˇajevi se ionako odnose na programe s nezavisnim jedinicama programa ili
programe s visokom razinom paralelizma (eng. embarrassingly parallel programs). Takoder, nedostatak
navedenog postupka se dogada u slucˇajevima programa s mnogo nezavisnih paralelnih puteva koji se
medusobno uvelike razlikuju. Tada postupak mozˇe stvoriti neucˇinkovit raspored. Medutim, takvi su
slucˇajevi u praksi vrlo rijetki, sˇto je primjerice vidljivo i iz programa repozitorija Pegasus [2, 49, 50]. Za
prosjecˇan slucˇaj, ovakav postupak mozˇe imati primjenu za manji broj jedinica programa i sklopovlja, sˇto
c´e pokazati i nasˇa eksperimentalna analiza u poglavlju 5.
Postupak RaPPaMaG, uz sam model mijesˇanoga aciklicˇkoga grafa kao ulaznog modela programskog
okvira LOSECO (doprinos D.1.), cˇini nasˇ izvorni znanstveni doprinos D.2.
4.1.4 Specificˇnosti ulaznih parametara za postupak RaPPaMaG
Iz Primjera 1 u prethodnom pododjeljku isticˇemo da se eksplicitno zadavanje parametara odvojenih za
entitete rasporedivanja — sklopovlje i program, prema programskom okviru LOSECO i njegovim mode-
lima, mozˇe upotrijebiti i za ostale postupke trazˇenja moguc´eg rasporeda pojedine faze. To nije slucˇaj u
vec´ini postupaka rasporedivanja, koji koriste vec´ poznate tablice trosˇkova izvodenja svake izvrsˇne jedi-
Unaprijedeni postupak rasporedivanja RaPPaMaG 68
nice programa na svim obradbenim jedinicama sklopovlja. Tablice trosˇkova mogu se dobiti zapisivanjem
vrijednosti tobi i e
uk
i u njih, koje su prethodno izracˇunate pomoc´u (4.15) i (4.18). Tako se za navedeni
primjer dobivaju tablice 4.2 i 4.3. Matrice trosˇkova iz tablica 4.2 i 4.3 mogu se upotrijebiti, primjerice,
za postupke rasporedivanja zasnovane na rangiranju jedinica programa. Zatim, navedeno omoguc´uje da
apsolutan zapis parametara mozˇe posluzˇiti kao univerzalna baza podataka za vec´inu postupaka raspo-
redivanja i vec´inu domena racˇunarstva u kojima se ti postupci koriste. Primjeri u kojima se koriste su
vec´inom pri rasporedivanju programa na WSN-e, primjerice [51] ili na NoC sustave, kao u [40].
Tablica 4.2: Vremena izvrsˇavanja svih jedinica programa na svim obradbenim jedinicama sklopovlja,
matrica trosˇkova 1.
p0 p1 p2 p3 p4 p5
tob0 1.00 1.00 0.56 0.56 1.00 1.00
tob1 0.60 0.60 0.33 0.33 0.60 0.60
tob2 0.40 0.40 0.22 0.22 0.40 0.40
tob3 0.60 0.60 0.33 0.33 0.60 0.60
tob4 1.20 1.20 0.67 0.67 1.20 1.20
tob5 1.40 1.40 0.78 0.78 1.40 1.40
tob6 1.40 1.40 0.78 0.78 1.40 1.40
tob7 1.80 1.80 1.00 1.00 1.80 1.80
tob8 0.60 0.60 0.33 0.33 0.60 0.60
tob9 1.40 1.40 0.78 0.78 1.40 1.40
tob10 1.80 1.80 1.00 1.00 1.80 1.80
tob11 0.20 0.20 0.11 0.11 0.20 0.20
tob12 0.60 0.60 0.33 0.33 0.33 0.33
Tablica 4.3: Utrosˇak energije svih jedinica programa na svim obradbenim jedinicama sklopovlja,
matrica trosˇkova 2.
p0 p1 p2 p3 p4 p5
euk0 45 45 20 20 45 45
euk1 27 27 12 12 27 27
euk2 18 18 8 8 18 18
euk3 27 27 12 12 27 27
euk4 54 54 24 24 54 54
euk5 63 63 28 28 63 63
euk6 63 63 28 28 63 63
euk7 81 81 36 36 81 81
euk8 27 27 12 12 27 27
euk9 63 63 28 28 63 63
euk10 81 81 36 36 81 81
euk11 9 9 4 4 9 9
euk12 27 27 12 12 27 27
Postupak RaPPaMaG je glavni dio nasˇeg doprinosa D.2. koji se izravno nadovezuje na pretpostavke
programskog okvira LOSECO, tako da zajedno cˇine doprinose D.1. i D.2. On omoguc´uje rasporedivanje
jedinica programa prema viˇsestrukim kriterijima na jedinice sklopovlja u raznorodnim racˇunalnim susta-
vima. Najvec´a novost tog postupka je postupak particioniranja, za koji program mora biti prikazan kao
mijesˇani aciklicˇki graf. No, kako c´emo vidjeti u eksperimentalnoj analizi poglavlja 5, postupak RaPPa-
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MaG mozˇe se primijeniti i na modele programa u obliku DAG-a, sˇto mu dodatno povec´ava primjenjivost.
Nasˇ opisani postupak RaPPaMaG pripada skupini metaheuristicˇkih postupaka rasporedivanja, no
uz prednosti koje smo naveli i manje preinake, mozˇe se lako primijeniti i umjesto drugih postupaka
rasporedivanja.
Nasˇ sljedec´i unaprijedeni postupak RaNDKiP, koji se temelji na rangiranju jedinica programa, cˇini
doprinos D.3. i prikazan je u iduc´em pododjeljku.
4.2 Unaprijedeni postupak rasporedivanja RaNDKiP
Kao sˇto je ranije spomenuto (pododjeljak 4.1), problem rasporedivanja programa sklopovlju je NP-tezˇak,
zbog cˇega su se razvili mnogi heuristicˇki i metaheuristicˇki postupci rasporedivanja izvrsˇnih jedinica
programa na sklopovlje (navedeni u pododjeljku 2.3.2). Iako nasˇa podjela postupaka rasporedivanja
razdvaja postupke rasporedivanja rangiranjem jedinica programa (eng. list scheduling methods), opisanih
u pododjeljku 2.3.1, od ostalih, oni su jedna od skupina heuristicˇkih postupaka. List scheduling postupci
postizˇu vrlo dobra rjesˇenja u usporedbi s njihovim vremenom izvodenja u odnosu na sve popularnije
bio-inspirirane postupke vodenog lokalnog pretrazˇivanja, prema [67]. Navedeni postupci zasnivaju se
na prvotnom rangiranju izvrsˇnih jedinica programa prema nekim kriterijima (primjerice udaljenosti od
ulaznog vrha [41], udaljenosti od izlaznog vrha [37] i dr.), a zatim ih rasporeduju prema vrijednosti
dobivenog ranga. Postoji nekoliko postupaka rasporedivanja u navedenoj skupini. Najcˇesˇc´e je koriˇsten
postupak koji za rangiranje izvrsˇnih jedinica koristi tzv. raznorodno procijenjeno vrijeme zavrsˇetka (eng.
heterogeneous estimated finish time, HEFT), [41, 42], opisan u pododjeljku 2.3.5. Navedeni postupak je
posluzˇio drugim autorima ili kao jedna od metoda hibridnog pristupa, poput simuliranog kaljenja [40],
bio-inspiriranih postupaka [34], metoda za usˇtedu energije [39, 44] i drugih, ili kao podloga za razvoj
slicˇnih postupaka, poput LDCP [37], PEFT [13] i umnazˇanja izvrsˇnih jedinica [38]. Medutim, u [13, 37]
prijavljeni su bolji rezultati od navedenog postupka HEFT, kako po optimalnosti rjesˇenja tako i po
performansama (iako autori u [13] smatraju da su ti rezultati josˇ pod upitnikom), sˇto ukazuje na to da
josˇ uvijek postoji moguc´nost unaprjedivanja postupaka rasporedivanja na temelju rangiranih listi. Zbog
toga, kao i vec´ spomenutih prednosti, postupci rasporedivanja na temelju rangiranih listi posluzˇili su kao
ideja na kojoj se temelji nasˇ postupak rasporedivanja.
Vodeni ciljem poboljˇsanja performansi postupaka rasporedivanja, unaprjedivanjem optimalnosti rjesˇe-
nja i uvodenjem dodatnih kriterija rasporedivanja osim performansi predstavljamo unaprijedeni postupak
rasporedivanja RaNDKiP (Raznorodni Najduzˇi Dinamicˇki Kriticˇni Put) koji predstavlja nasˇ izvorni
znanstveni doprinos D.3. Navedeni postupak rasporeduje programe sklopovlju na temelju rangirane liste
izvrsˇnih jedinica uz podrsˇku za graf programa s viˇse izlaznih vrhova, za nepovezane grafove programa, za
raznorodne komunikacijske veze sklopovlja, (rasporedivanje komunikacije) te usˇtedu energije skaliranjem
frekvencije procesora za nekriticˇne izvrsˇne jedinice programa.
Unaprjedenja postupka RaNDKiP u odnosu na postojec´e postupke rasporedivanja rangiranjem izvr-
sˇnih jedinica programa su sljedec´a:
1. raznorodno rangiranje izvrsˇnih jedinica programa uzimajuc´i u obzir
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(a) raznorodnost komunikacije
(b) grafove programa s viˇse izlaznih vrhova
(c) nepovezane grafove programa
2. detaljnija izrada rasporeda uz eksplicitno uvodenje komunikacije u raspored (podrsˇka za sustave
s raznorodnim komunikacijskim vezama)
(a) rasporedivanjem komunikacijskih poziva
(b) podrazumijevanjem raznorodnosti mrezˇe sklopovlja pri svakom azˇuriranju rasporeda
3. smanjivanje utrosˇka energije skaliranjem frekvencije procesora za nekriticˇne izvrsˇne jedinice.
Navedena unaprjedenja ujedno su i tri glavna dijela postupka RaNDKiP. U narednim pododjeljcima
detaljnije c´e biti opisani svaki od njih.
4.2.1 Raznorodno rangiranje izvrsˇnih jedinica programa
Postoje razlicˇiti postupci rangiranja, (davanja prioriteta) izvrsˇnih jedinica programa, sˇto je i opisano
u pododjeljku 2.3.1. Vec´inom se za racˇunanje ranga pojedine izvrsˇne jedinice uzima neka vrsta trosˇka
izvodenja te izvrsˇne jedinice, primjerice prosjecˇno vrijeme izvodenja na svim procesorima [41,67], vrijeme
izvodenja na svakom od procesora zasebno [37] i drugih, poput tablice optimisticˇnih trosˇkova [13]. Nacˇin
racˇunanja ranga vec´inom se temelji na obilasku grafa, primjerice u [37] koristi se rastuc´i rang (izlazni
vrhovi grafa imaju najmanji rang koji je jednak trosˇku), u [41] se koristi rastuc´i rang za postupak HEFT
te kombinacija padajuc´eg i rastuc´eg za postupak CPOP. Osnovna ideja rangiranja izvrsˇnih jedinica
programa u postupku RaNDKiP zasnovana je na rangiranju postupka najduljeg dinamicˇkog kriticˇnog
puta (eng. longest dynamic critical path, LDCP), prema [37], opisanom u pododjeljku 2.3.6. Kao
sˇto je vec´ spomenuto, navedeni postupak rangira (tj. postavlja prioritet) izvrsˇne jedinice programa
prema njihovoj najvec´oj ”udaljenosti” od izlaznog cˇvora (pretpostavlja se jedan izlazni cˇvor). Ta se
udaljenost rekurzivno definira za vrh vi u pripadajuc´em usmjerenom aciklicˇkom grafu procesora pj
(DAGPj) (kojemu su vremena izvrsˇavanja jedinica programa postavljena na obradbenu jedinicu pj) kao
rastuc´i rang RRangj(ni):






gdje je wi,j vrijeme izvrsˇavanja jedinice programa vi na obradbenoj jedinici pj , tj. trosˇak vrha vi,
sljedj(vi) je skup neposrednih sljedbenika vrha vi u DAGPj , dok je e
j
i,k iznos komunikacije medu vrho-
vima vi i vk u DAGPj .
Cˇlan izraza za rangiranje izvrsˇnih jedinica (4.23) navedenog postupka koji unosi vrijednost komu-
nikacije u rang pojedine izvrsˇne jedinice, eji,k podrazumijeva samo homogenu komunikacijsku mrezˇu
sklopovlja te razlikuje samo dvije vrijednosti:
• vrijednost ei,j : iznos komunikacije ukoliko su izvrsˇne jedinice dodijeljene razlicˇitim obradbenim
jedinicama (ekvivalentna obujmu komunikacije izmedu izvrsˇnih jedinica u programu, neovisan o
naravi komunikacijske veze izmedu obradbenih jedinica na koje su rasporedeni),
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• vrijednost 0: iznos komunikacije ukoliko su oba sudionika (izvrsˇne jedinice) dodijeljene istoj obrad-
benoj jedinici (pretpostavka kako je brzina prijenosa podataka unutar iste obradbene jedinice
mnogo brzˇa od ostalih komunikacijskih veza u sustavu).
Na taj nacˇin zanemaruje se utjecaj komunikacije u sustavima s raznorodnim komunikacijskim vezama
medu obradbenim jedinicama, koje se mogu razlikovati i za nekoliko redova velicˇine i time uzrokovati
drugacˇije rangiranje (ali i drugacˇiji raspored). Na primjer, takve se razlike odnose na komunikaciju
izmedu procesorskih jezgri, sabirnicˇku komunikacije izmedu obradbenih elemenata, razlicˇite vrste lokalne
mrezˇe itd.
Navedeno svojstvo prisutno je i u postupcima HEFT i CPOP [41], PEFT [13], DBUS [44], kao i svim
ostalim postupcima rasporedivanja rangiranom listom, prema nasˇim dosadasˇnjim saznanjima, sˇto smo i
naveli u pododjeljku 2.3.1.
Iz tog razloga postupak RaNDKiP koristi specijalizirani tretman komunikacije pri postupku rangira-
nja. Kako bi prikazali odraz rangiranja na ishod moguc´eg rasporeda upotrebom postupka RaNDKiP, u
sljedec´im odlomcima bit c´e analiziran primjer rasporedivanja pomoc´u dvije unaprijedene inacˇice postupka
RaNDKiP.
4.2.2 Primjer 2: raznorodno rangiranje jedinica programa postupkom RaN-
DKiP
Na slici 4.5 prikazan je primjer programa prikazanog usmjerenim aciklicˇkim grafom. Primjer programa
sastoji se od pet izvrsˇnih jedinica prikazanim vrhovima v0, ..., v4 te pripadajuc´im vremenskim slijedom
(smjerom lukova grafa) i obujmom komunikacije medu njima, (vrijednost upisana u lukove grafa). Graf
ima dva ulazna vrha v0 i v1 te jedan izlazni vrh v4. Na slici 4.5 takoder su prikazani svi moguc´i dinamicˇki


















Slika 4.5: Program u obliku DAG-a koji treba rasporediti i njegovi DKP-ovi.
Pretpostavljamo takoder racˇunalnu platformu koja se sastoji od 3 obradbene jedinice p0, ..., p2, pri-
kazanu slikom 4.6, povezanu homogenim komunikacijskim vezama.





Slika 4.6: Platforma s homogenim komunikacijskim vezama na koju se rasporeduje program sa slike 4.5.
S obzirom na to da izvorni postupak LDCP ne uzima karakteristike komunikacijskih veza sklopovlja u
obzir, veze su u primjeru platforme postavljene na 1. Vremena izvrsˇavanja jedinica programa na svakoj
obradbenoj jedinici (matrica trosˇkova), dana su tablicom 4.4.
Tablica 4.4: Vremena izvrsˇavanja jedinica programa sa slike 4.5.
p0 p1 p2
v0 8 6 5
v1 10 8 6
v2 5 2 1
v3 9 5 2
v4 2 1 1
Rangiranjem izvrsˇnih jedinica pomoc´u (4.23), neposredno prije prvog koraka rasporedivanja, dobiveni
su dinamicˇki kriticˇni putevi prikazani slikom 4.7, gdje w oznacˇava obradbeni zahtjev izvrsˇne jedinice, a
r njezin RRang. Vrhovi i bridovi najduzˇih dinamicˇkih kriticˇnih puteva (NDKP-ova) oznacˇeni su plavom
bojom. Za p0 (DAGP0) najduzˇi je put v0, v2, v3, v4 u iznosu od 47, dok su za p1 i p2 (DAGP1 i DAGP2)
oni v1, v3, v4 u iznosima od 37 i 32, tako da se globalni NDKP nalazi u DAGP-u od p0. Prema izvornom
postupku rasporeduje se vrh grafa unutar globalnog NDKP-a s najvec´om vrijednosti RRang-a, a to je











































































Slika 4.7: Iznos DKP-ova prije rasporedivanja (homogene komunikacijske veze sklopovlja).
Ako se prema NDKP algoritmu izvrsˇne jedinice v0 i v2 rasporede obradbenoj jedinici p2, a izvrsˇna
jedinica v1 na p1, pripadajuc´i DAGP-ovi prikazani su slikom 4.8. U pripadajuc´im DAGP-ovima komuni-
kacija izmedu vrhova v0 i v2 postavljena je na 0, zbog toga sˇto su pripadajuc´e izvrsˇne jedinice rasporedene
istom procesoru (p1).


























































































Slika 4.8: Iznos DKP-ova nakon rasporedivanja v0, v1 i v2 (homog. platforma).
Cˇitav slijed postupka rasporedivanja primjera sa slike 4.5 prikazan je tablicom 4.5. Iz navedene
tablice mozˇe se primijetiti da niti jedna izvrsˇna jedinica nije rasporedena obradbenoj jedinici p0. Razlog
tome jest sˇto su na njoj vremena izvrsˇavanja najvec´a i uz to se ne mogu izolirati viˇse od dvije vremenski
neovisne izvrsˇne jedinice programa prikazanog na 4.5 (koje se mogu izvrsˇavati istovremeno). Samim
time istovremeno se mogu izvrsˇavati najviˇse dvije izvrsˇne jedinice i postupak bira gdje c´e to za njih biti
najbrzˇe. S obzirom na to da su komunikacijske veze jednake, (simulacija ponasˇanja izvornog postupka
LDCP koji ih podrazumijeva), one ne utjecˇu na odabir, iako brzˇa mrezˇa potencijalno mozˇe nadomjestiti
nedostatak obradbene snage jedinice p0.
Tablica 4.5: Koraci postupka rasporedivanja programa sa slike 4.5.
Korak Rasporedivanje
1. v0 → p2
2. v1 → p1
3. v2 → p2
4. v3 → p2
5. v4 → p1
Razmotrimo sada da su stvarne propusnosti komunikacijskih veza kao na slici 4.9. Vidi se kako
je komunikacijska propusnost izmedu p0 i p1 8 puta vec´a nego veza izmedu p1 i p2 te 1,33 puta brzˇa
nego izmedu p0 i p2. Kako bismo iskoristili navedenu informaciju u poboljˇsanju rasporeda izvrsˇnih je-
dinica na sklopovlju kreirali smo modificirani pristup raznorodnog rangiranja koji uzima u obzir ne
samo iznos komunikacije medu izvrsˇnim jedinicama programa, vec´ i vrstu komunikacijske veze izmedu
obradbenih jedinica na koje su ti sudionici komunikacije dodijeljeni. Na taj se nacˇin vrijednost ranga
RRangi,j mozˇe promijeniti, posebice u sustavima s iznosom parametra omjera obrade i komunikacije
(eng. communication-to-computation ratio, CCR), vec´im od jedan i u sustavima s izrazito raznorodnom
komunikacijskom strukturom, sˇto c´e pokazati i eksperimentalna analiza postupka RaNDKiP u podo-
djeljku 5.4. Unaprijedeni postupak RaNDKiP , (raznorodni najduzˇi dinamicˇki kriticˇni put), temelji se
na zasebnoj parametrizaciji komunikacije medu izvrsˇnim jedinicama programa i propusnosti komunika-
cijskih veza medu obradbenim jedinicama.





Slika 4.9: Platforma s raznorodnim komunikacijskim vezama.
Komunikacija medu izvrsˇnim jedinicama vi i vj zadaje se kao broj informacija koje treba prenijeti
(npr. ei,j [MB]). Obradbene jedinice na koje su rasporedene izvrsˇne jedinice su pk = g(vi) i pl = g(vj).
Propusnost komunikacijske veze obradbenih jedinica pk i pl zadaje se kao broj informacija po jedinici
vremena (npr. ck,l[MB/s]). Tada je utjecaj komunikacije u DAGP-u obradbene jedinice u, DAGPu na





izrazˇen u jedinici vremena (konkretno sekundama). Na taj nacˇin izraz (4.23) postaje:









0, k = l,1, inacˇe, (4.26)
gdje α oznacˇava cˇimbenik komunikacije i jednak je 0 ukoliko se izvrsˇne jedinice koje komuniciraju nalaze
na istoj obradbenoj jedinici, dok je inacˇe jednak 1.
Dobiveni DKP-ovi i DAGP-ovi primjenom modificiranog postupka prema (4.26), neposredno prije











































































Slika 4.10: Iznos DKP-ova prije rasporedivanja, RaNDKiP (raznorodna platforma).
Vrijednosti za RRang sada su drugacˇije jer se u obzir uzimaju i propusnosti komunikacijskih veza
sklopovlja. Komunikacija medu svim jedinicama programa u ovom je koraku postavljena na nulu jer,
prisjetimo se, smatra se da su u svakom DAGP-u sve izvrsˇne jedinice dodijeljene istom procesoru. DKP-
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ovi se takoder razlikuju u odnosu na izvorni postupak LDCP i za ocˇekivati je da c´e RaNDKiP u takvim
slucˇajevima birati izvrsˇne jedinice drugacˇijim slijedom nego u izvornom postupku LDCP.
Nakon prva tri koraka rasporedivanja postupkom RaNDKiP (p2 ← v0, p2 ← v2 te p1 ← v1) dobiveni


























































































Slika 4.11: Iznos DKP-ova nakon rasporedivanja v0, v1 i v2, RaNDKiP (raznorodna platforma).
Vidljivo je kako su sada vrijednosti RRang-a drugacˇije (utjecaj komunikacije ovisi o komunikacijskoj
vezi medu obradbenim jedinicama), nego sˇto je to bio slucˇaj kod podrazumijevanja homogene mrezˇe medu
obradbenim jedinicama sklopovlja sa slike 4.8. Konkretnije, vrijednosti komunikacije koje su izmijenjene
oznacˇene su crvenom bojom. Vidi se i da je DKP za DAGP1 drugacˇiji u odnosu na slucˇaj s homogenom
komunikacijom.
Primjer 2 prikazuje kako je uzimanjem u obzir raznorodne komunikacije medu jedinicama sklopovlja
(raznorodnim rangiranjem), postupak rangiranja drugacˇiji, cˇime je drugacˇiji i sam redoslijed odabira
jedinica programa za rasporedivanje, sve to uz zadrzˇavanje identicˇne razine slozˇenosti algoritma. Postu-
pak raznorodnog rangiranja dovodi do manjih poboljˇsanja kvalitete postupka, pogotovo u programima u
kojima dominira komunikacija (veliki CCR), sˇto c´e biti prikazano u eksperimentalnoj analizi u poglavlju
5.
U iduc´em pododjeljku opisujemo sljedec´i dio postupka RaNDKiP, a to je rasporedivanje komunika-
cijskih poziva.
4.2.3 Rasporedivanje komunikacije
Jedno od glavnih svojstava unaprijedenog postupka RaNDKiP jest moguc´nost rasporedivanja, ne samo
izvrsˇnih jedinica programa, vec´ i komunikacije medu njima. Naime, prilikom rasporeda izvrsˇnih jedi-
nica programa velik utjecaj na raspored mozˇe imati i trajanje komunikacije medu njima. To je posebno
vazˇno kod postupka odabira obradbene jedinice jer se, u slucˇaju da se jedinica programa izvrsˇava na
brzom procesoru povezanog komunikacijskim vezama manje propusnosti, mogu dobiti losˇije performanse
nego u slucˇaju da se ona izvrsˇava na obradbenoj jedinici manjih performansi s vec´om komunikacijskom
propusnosti. Vec´ina postupaka rasporedivanja, kao sˇto je spomenuto ranije, podrazumijeva tzv. unity
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pristup [37], gdje je platforma potpuno povezana i homogena. Drugi pak postupci (HEFT u [41] i PEFT
u [13]) podrazumijevaju prosjecˇne vrijednosti, kako za obradbene zahtjeve jedinica programa, tako i
za komunikacijske veze medu obradbenim jedinicama sklopovlja, (detaljnije u pododjeljku 2.3.5). Kako
bismo zaobiˇsli navedeni nedostatak, u algoritam rasporedivanja RaNDKiP, tocˇnije, u fazu odabira obrad-
bene jedinice, uvodi se provjera kako c´e utjecati rasporedivanje izvrsˇne jedinice na taj procesor uzevsˇi u
obzir ne samo trajanje njezinog izvrsˇavanja, vec´ i trajanje komunikacije koja c´e nastati tim rasporedom.
Navedeno ilustriramo primjerom sa slike 4.12. Na slici 4.12a prikazan je primjer jednostavnog programa
s dvije izvrsˇne jedinice i obujmom komunikacije medu njima te platforme koja se sastoji od 3 obradbene
jedinice i njihovim komunikacijskim vezama. Slika 4.12b prikazuje vremena izvrsˇavanja obje izvrsˇne









(a) Program i sklopovlje (platforma).
p0 p1 p2
v0 4 8 2
v1 2 4 1
(b) Vremena izvrsˇavanja jedinica programa.
Slika 4.12: Primjer rasporedivanja u ovisnosti o komunikaciji.
Moguc´i rasporedi su prikazani u tablici 4.6. Kao sˇto se vidi iz navedene tablice, postoji 6 moguc´ih
rasporeda. Ukoliko se ne uzima u obzir raspored komunikacije medu njima najmanje vrijeme izvodenja
dobiva se pri rasporedu g(v0) = p2, g(v1) = p0, u iznosu od 4. Ukoliko se vrijeme potrebno za komunika-
ciju uzima u obzir, najboljim rasporedom pokazuje se g(v0) = p2, g(v1) = p1 u iznosu od 8. Primjerice,
ako se komunikacija zanemari i kao raspored se uzme g(v0) = p2, g(v1) = p0 (sugerirano najkrac´im
vremenom izvrsˇavanja), stvarno bi vrijeme izvrsˇavanja bilo 14, sˇto je za 29% vec´e nego vrijeme izvodenja
koje bi se dobilo uzevsˇi u obzir komunikaciju pri rasporedivanju.
Tablica 4.6: Vremena izvrsˇavanja programa.
Raspored Vrijeme bez kom. Vrijeme s kom.
g(v0) = p0, g(v1) = p1 4 + 4 = 8 4 + 4 + 2 = 10
g(v0) = p1, g(v1) = p0 8 + 2 = 10 8 + 2 + 2 = 12
g(v0) = p0, g(v1) = p2 4 + 1 = 5 4 + 1 + 10 = 15
g(v0) = p2, g(v1) = p0 2+2=4 2 + 2 + 10 = 14
g(v0) = p1, g(v1) = p2 8 + 1 = 9 8 + 1 + 2 = 11
g(v0) = p2, g(v1) = p1 2 + 4 = 6 2+4+2=8
Ako se navedeni postupak rasporedivanja komunikacije primijeni na primjer 2 u pododjeljku 4.2.2 s
vremenima izvodenja prikazanim tablicom 4.4, dobiva se raspored prikazan slikom 4.13. Stupci prikazuju
vremensku crtu pripadajuc´e obradbene jedinice, dok svaki cˇvor pokazuje pocˇetno vrijeme, naziv raspo-
redenog entiteta (T je izvrsˇna jedinica, comm(i, j) oznacˇava komunikaciju medu izvrsˇnim jedinicama vi
i vj) te vrijeme zavrsˇetka. Ukupna duljina rasporeda t
rasp = 11.




















Slika 4.13: Raspored primjera za RaNDKiP sa slike 4.5 (bez rasporeda komunikacije).
Ukoliko se za isti primjer svakoj izvrsˇnoj jedinici dodijele pripadajuc´e komunikacijske rutine, duljina
rasporeda se mijenja (slika 4.14), trasp = 22, 88. Takoder, vidljivo je da se mijenja i sama struktura ras-
poreda. Sada je postupak rasporedio jedinicu programa T3 na obradbenu jedinicu P0 i T4 na obradbenu


























Slika 4.14: Raspored primjera RaNDKiP sa slike 4.5 (s rasporedom komunikacije).
Raspored komunikacije vrlo je vazˇan dio postupka RaNDKiP, jer se kod komunikacijski intenzivnih
programa pravilnim rasporedivanjem mozˇe usˇtedjeti puno vremena pri izvodenju takvih programa. U
eksperimentalnoj analizi c´e dodatno biti komentirana vazˇnost stavljanja komunikacije u dobiveni raspo-
red.
U sljedec´em pododjeljku opisujemo posljednji dio postupka RaNDKiP, a to je skaliranje frekvencije
za nekriticˇne vremenske isjecˇke, cˇime postupak RaNDKiP omoguc´uje uvodenje i dodatnog pokazatelja
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kvalitete — utrosˇka energije pri izvodenju programa.
4.2.4 Labavljenje vremenskih isjecˇaka skaliranjem frekvencije
Osim performansi (vec´inom ukupno vrijeme izvodenja programa), jedan od najvazˇnijih kriterija optimi-
zacije pri rasporedivanju programa u domeni racˇunarstva visokih performansi je i potrosˇnja elektricˇne
energije, sˇto je i napomenuto u uvodnim pododjeljcima (primjerice 2.2.4). Kako bi se iskoristio potencijal
postupaka rasporedivanja pomoc´u rangiranih listi izvrsˇnih jedinica poput RaNDKiP-a (mala slozˇenost
i rjesˇenja blizu optimalnima), uz istovremeno smanjenje utrosˇka elektricˇne energije, navedene postupke
moguc´e je kombinirati s nekima od postojec´ih metoda usˇtede energije. Neki od postupaka rasporedivanja
na temelju liste s prilagodbama za usˇtedu energije su energetski svjesno rasporedivanje (eng. energy-
conscious scheduling, ECS) [44], optimizacija zasnovana na koloniji mrava (eng. ant colony optimization,
ACO) [34], labavljenje nekriticˇnih zadataka [85] te djelomicˇno optimalno labavljenje (eng. partial op-
timal slacking, POS) [39]. Cˇinjenica jest da gotovo sve danasˇnje obradbene jedinice sˇiroke potrosˇnje
(kakve se nalaze i u sustavima HPC) podrzˇavaju dinamicˇko skaliranje frekvencije i napona obradbenih
jedinica (eng. Dynamic frequency and voltage scaling, DVFS). Takoder, sama promjena frekvencije traje
vrlo kratko (23 − 50µs za Intel IvyBridge arhitekturu, prema [83]) te nema velik utjecaj na vrijeme
izvrsˇavanja ako zrnatost programa nije prevelika (sˇto je ispunjeno u primjeni). Kratko vrijeme promjene
frekvencije ukazuje i na to da ni utrosˇak energije zbog promjene frekvencije nije znacˇajan. Zbog navede-
nog, postupci rasporedivanja programa koji iskoriˇstavaju moguc´nosti DVFS tehnologije namec´u se kao
oni s velikim potencijalom povec´anja performansi paralelnih programa, uz istovremenu usˇtedu energije
pri njihovom izvodenju.
Jedan od takvih postupaka jest i nasˇ unaprijedeni postupak labavljenja vremenskih isjecˇaka
(LVI) koji smo razvili i upotrijebili za smanjenje frekvencije obradbenih jedinica pri izvodenju programa.
Postupak LVI inspiriran je postupcima skaliranja napona za sve vremenske isjecˇke rasporeda iz [85] i
postupkom djelomicˇnog optimalnog labavljenja, prema [39]. Postupak LVI moguc´e je koristiti u sprezi sa
svim postupcima rasporedivanja koji rezultiraju rasporedom u kojem se neka vremena izvrsˇavanja jedi-
nica programa mogu povec´ati bez utjecaja na ukupno trajanje programa. Za takve programe kazˇemo da
sadrzˇe nekriticˇne jedinice programa. Isto tako, neki autori obiljezˇavaju takvu sposobnost programa
posebnom mjerom tzv. labavosti (eng. slack), tj. robusnosti rasporeda ili sposobnosti da se apsorbira
labavost u rasporedu, primjerice u [13]. Vazˇno je spomenuti da se navedeni postupak mozˇe koristiti tek
nakon sˇto je dobiven inicijalni vremenski raspored nekim od postojec´ih postupaka rasporedivanja.
Pod vremenskim isjecˇcima smatramo sve vremenske intervale koje cˇine raspored svake pojedine
obradbene jedinice sklopovlja (njezin vremenski slijed). Postoje tri glavna tipa isjecˇaka:
• obradbeni isjecˇak – vremenski interval u kojem se na obradbenoj jedinici izvrsˇava jedinica pro-
grama (obradbeni dio rasporeda),
• komunikacijski isjecˇak – vremenski interval u kojem se odvija komunikacija izmedu dvije izvrsˇne
jedinice programa (pretpostavlja se da u to vrijeme obradbena jedinica ne trosˇi energiju),
• prazni isjecˇak – vremenski interval unutar kojeg ne traje ni izvrsˇna jedinica programa, ni komu-
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nikacija medu njima (stanje cˇekanja obradbene jedinice).
Osnovni princip LVI-ja temelji se na postupku smanjenja radne frekvencije obradbenih jedinica kada
se od njih ne zahtijeva puna obradbena snaga. To je ispunjeno u slucˇajevima kada traje komunikacija
medu izvrsˇnim jedinicama programa, kada su obradbene jedinice u stanju pripravnosti, (na njima se
niˇsta ne izvodi, ”rupe” u rasporedu) te kada se na njima izvrsˇavaju nekriticˇne jedinice programa, tj. one
o kojima ne ovisi ukupno vrijeme izvrsˇavanja programa. LVI postupak se dijeli na cˇetiri temeljna koraka,
od kojih je svaki opisan zasebno. To su:
1. LVI korak 1: Skaliranje frekvencije na minimalnu prilikom trajanja komunikacijskih ili praznih
isjecˇaka, prema postupku iz [85], (skaliranje komunikacije i pripravnosti — SKP).
2. LVI korak 2: Spajanje komunikacije i obrade podataka u jedinstvene isjecˇke koji se tretiraju kao
obradbeni (stapanje komunikacije i obrade — SKO).
3. LVI korak 3: Labavljenje vremenskih intervala obradbenih isjecˇaka u kojima se izvrsˇavaju nekriticˇne
jedinice programa, dijelom je zasnovano na postupku djelomicˇnog optimalnog labavljenja iz [39],
(dinamicˇko labavljenje nekriticˇnih jedinica programa — DiL).
4. LVI korak 4: Vrac´anje komunikacijskih isjecˇaka u raspored nakon labavljenja vremenskih inter-
vala obradbenih isjecˇaka i azˇuriranje njihovih vremenskih parametara, (razdvajanje komunikacije
i obrade — RKO).
Algoritam 3 prikazuje cjelovit postupak LVI za svaku obradbenu jedinicu p ∈ P (na kojima je
napravljen raspored). Navedeni algoritam primjenjuje postupke SKP, SKO, DiL i RKO na vremenski
raspored svake pojedine obradbene jedinice (linije 2–6).
Algoritam 3 Labavljenje vremenskih isjecˇaka - LVI.
1: P ← Skup obradbenih jedinica






Smanjivanjem frekvencije obradbenih jedinica smanjuje se i njihov utrosˇak energije, sˇto je opisano u
pododjeljku 2.2.4. Ovisnost utrosˇka energije o frekvenciji i naponu obicˇno se daje DVFS karakteristikom
obradbenih jedinica u kojoj su navedeni parovi napon – frekvencija, tj. pri kojem naponu mozˇemo
postaviti odredenu frekvenciju takta.
U sljedec´im pododjeljcima bit c´e opisan svaki od postupaka koji cˇine postupak LVI.
Postupak SKP
Prvi dio postupka LVI — postupak SKP — prikazan je algoritmom 4. Navedeni postupak provjerava
vremenske isjecˇke s ∈ S rasporeda na obradbenoj jedinici p i postavlja njihovu radnu frekvenciju fop
na najnizˇu moguc´u fmin ako se radi o komunikaciji ili praznom isjecˇku (linija 3). Sj oznacˇava skup
svih vremenskih isjecˇaka rasporeda na obradbenoj jedinici pj , f
op
i oznacˇava radnu frekvenciju obradbene
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jedinice na koju je rasporedena jedinica programa vi koja se postavlja za vrijeme njezinog izvodenja
1, dok
fminj oznacˇava minimalnu frekvenciju koju obradbena jedinica pj mozˇe postic´i. Minimalna frekvencija
obradbene jedinice odredena je njezinim fizicˇkim sposobnostima i obicˇno ju odreduje proizvodacˇ (mozˇe
se dati u obliku DVFS karakteristike). S obzirom na to da vec´ina obradbenih jedinica koje podrzˇavaju
DVFS automatski skaliraju frekvenciju na najnizˇu moguc´u kada ona nije potrebna, smatrat c´emo da
kontrolu nad postupkom SKP ima operacijski sustav racˇunalne platforme te da na njega ne moramo
rucˇno utjecati. Samim time, prilikom izracˇuna usˇtede energije uzet c´e se u obzir samo obradbeni isjecˇci,
jer je to iskljucˇivi pokazatelj dobitaka postupka LVI prema definicijama tipova vremenskih isjecˇaka koje
smo naveli ranije, u prethodnom pododjeljku.
Algoritam 4 Skaliranje komunikacije i pripravnosti - SKP.
1: Sj ← Skup vremenskih isjecˇaka obradbene jedinice j
2: fopi ← Operativna frekvencija vremenskog isjecˇka i
3: fminj ← Minimalna moguc´a frekvencija obradbene jedinice j
4: za sve sk ∈ Sj radi
5: ako sk je komunikacijski isjecˇak ili sk je prazni isjecˇak onda





Definiramo obradbeni trag w(vi) koji ostavlja isjecˇak obradbene jedinice vi (prema [37]) kao umnozˇak





i · tizvi . (4.27)
Za potrebe opisa postupka LVI frekvencije se oznacˇavaju u simbolicˇkom intervalu [fmin, 1], sˇto bi znacˇilo
da je maksimalna frekvencija fmax jednaka 1 u slucˇaju da se pri trajanju vremenskog isjecˇka obradbena




i · tizvi = tizvi , (4.28)
sˇto cˇini
tizvi ∼ w(vi), (4.29)
tako da c´emo trag koji ostavlja isjecˇak smatrati ekvivalentnim njegovom vremenu izvrsˇavanja, a radnu
frekvenciju koeficijentom povec´anja trajanja vremenskog isjecˇka. Navedeno je i prikazano slikom 4.15,
gdje je vidljivo da se frekvencija smanjuje nausˇtrb povec´anja vremena izvodenja, dakle za f = fop slijedi
tizv = τ izv. Takoder vrijedi:
tizv = fop · τ izv. (4.30)
Nakon postupka SKP slijedi SKO, opisan u iduc´em pododjeljku.
1Zbog jednostavnosti koristimo naziv operativna frekvencija vremenskog isjecˇka, iako se frekvencija smanjuje obradbe-
noj jedinici.
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w(v0)






Slika 4.15: Primjer skaliranja frekvencije za obradbeni isjecˇak.
Postupak SKO
Nakon postupka SKP, a prije nego se primijeni sljedec´i korak — postupak DiL, u rasporedu se komuni-
kacijski odsjecˇci spajaju s pripadajuc´im obradbenim odsjecˇcima (jedinicama programa). Razlog tomu je
dvojak:
1. Za vrijeme komunikacije frekvencija se skalira na minimalnu jer se pretpostavlja da obradbena jedi-
nica ne sudjeluje izravno u njoj, tako da dalje skaliranje frekvencije za nju nije potrebno (izvedeno
je u prethodnom koraku, SKP-u).
2. Potpuno izuzimanje komunikacije iz rasporeda (njezino uklanjanje) znacˇilo bi uvodenje krivih pret-
postavki o stvarnoj vremenskoj ovisnosti medu obradbenim jedinicama programa. Primjerice,
labavljenje isjecˇaka u kojima se izvrsˇavaju jedinice programa odvijalo bi se preko intervala komu-
nikacijskih isjecˇaka, vodec´i do neispravnog rasporeda.
U sljedec´em dijelu postupka LVI, komunikacijski isjecˇci prvo se spajaju sa svim komunikacijskim isjecˇcima
neposredno nakon njega te naposljetku s obradbenim isjecˇkom koji slijedi. Medusobno spajanje uzastop-
nih komunikacijskih odsjecˇaka vezano je uz cˇinjenicu da se u rasporedu komunikacije svi komunikacijski
isjecˇci nekog obradbenog isjecˇka stavljaju u niz ispred njega. Navedeni postupak nazivamo stapanje
komunikacije i obrade — SKO. Spomenuti postupak ilustriran je slikom 4.16, na kojoj su prikazana dva









Slika 4.16: Postupak SKO.
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Postupak prvo spaja dva uzastopna komunikacijska isjecˇka (v0, v1) i (v3, v1), a zatim ukupan obujam
(interval) komunikacije spaja s pripadajuc´im obradbenim isjecˇkom v1.
Detalji postupka SKO prikazani su algoritmom 5. Algoritam za svaki isjecˇak provjerava radi li se o
komunikacijskom isjecˇku (linija 4), ako da, postavlja zastavicu kom na true i sprema vrijeme pocˇetka te
izvrsˇne jedinice tsvpi (stvarno vrijeme pocˇetka) u t (linije 5 i 6). Navedeno vrijeme bit c´e upotrijebljeno kao
vrijeme pocˇetka izvrsˇne jedinice koja slijedi nakon komunikacije (linija 13). Nakon toga, postupak prolazi
kroz sljedec´e isjecˇke sve dok ne dode do onog koji oznacˇava obradu, tj. izvrsˇavanje jedinice programa
(linije 7–9) te odabire njega za dalju analizu (linija 10). Za obradbeni isjecˇak algoritam provjerava nije
li prije njega uslijedila komunikacija (zastavica kom je true), ako jest, postavlja vrijeme pocˇetka isjecˇka
obrade tsvpi u vrijeme pocˇetka prvog odgovarajuc´eg komunikacijskoga odsjecˇka t (linija 13). Izmjenom
vremena pocˇetka mijenja se i vrijeme izvrsˇavanja tizvi koje postaje jednako razlici stvarnog vremena
zavrsˇetka odsjecˇka tsvzi i stvarnog vremena pocˇetka t
svp
i isjecˇka (linija 14). Naposljetku, zastavica kom
ponovno se postavlja na false i krec´e se s analizom sljedec´eg isjecˇka (linija 17).
Algoritam 5 Stapanje komunikacije i obrade - SKO.
1: tsvp ← Stvarno vrijeme pocˇetka vremenskog isjecˇka i
2: za sve si ∈ Sj radi
3: kom = false
4: ako si je komunikacijski isjecˇak onda
5: kom = true
6: t = tsvpi
7: ako si+1 je komunikacijski isjecˇak onda
8: i = i+ 1
9: zavrsˇi ako
10: i = i+ 1
11: zavrsˇi ako
12: ako kom = true onda
13: tsvpi = t
14: tizvi = t
svz
i − tsvpi
15: kom = false
16: zavrsˇi ako
17: i = i+ 1
18: zavrsˇi za
Postupak SKO nuzˇan je preduvjet za sljedec´i, postupak DiL, kojeg opisujemo u narednom podo-
djeljku. Naime, na taj nacˇin zadrzˇavamo konzistentnost rasporeda kako se labavljenje ne bi odvijalo
nausˇtrb komunikacijskih isjecˇaka, sˇto bi dovelo do neizvedivog rasporeda.
Postupak DiL
Trec´i korak postupka LVI, ujedno i najvazˇniji, je postupak DiL koji sluzˇi za skaliranje radne frekvencije
svih nekriticˇnih isjecˇaka rasporeda. Kao sˇto je vec´ spomenuto, postupak je zasnovan na djelomicˇnom
optimalnom labavljenju vremenskih isjecˇaka prema [39]. Definiramo pocˇetne koncepte potrebne za opis
postupka DiL.
Neposredna okolina izvrsˇne jedinice programa L(vi) je skup njezinih neposrednih prethodnika i
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sljedbenika, tj. izvrsˇnih jedinica programa s kojima su spojene bridom u grafu:
L(vi) = pred(vi) ∪ sljed(vi), (4.31)
gdje su:
pred(vi) = {(vs) : ∃(vs, vi)} (4.32)
sljed(vi) = {(vs) : ∃(vi, vs)} . (4.33)
Za svaku se izvrsˇnu jedinicu vi definiraju njezino najranije vrijeme pocˇetka t
nvp
i i najkasnije















gdje je tizvj vrijeme izvrsˇavanja jedinice programa vj (trajanje njezinog vremenskog isjecˇka u raspo-
redu). Drugim rijecˇima, tnvp jest vrijeme najranijeg pocˇetka rada izvrsˇne jedinice kada bi bio ispunjen
uvjet da su svi njezini prethodnici zapocˇeli u njihovom najranijem vremenu pocˇetka. Najkasnije vrijeme
zavrsˇetka, s druge strane, jest vrijeme u koje bi izvrsˇna jedinica zavrsˇila s radom kada bi svi njezini
sljedbenici zavrsˇili s radom u njihovim najkasnijim vremenima zavrsˇetka. Vremenski isjecˇak mozˇe imati
i vremenski interval unutar kojega mozˇe povec´ati vrijeme izvodenja bez narusˇavanja vremenske ovisnosti
izvrsˇnih jedinica programa — prostor labavljenja (eng. slack room):
tpl = tnvz − tnvp − tizv. (4.36)
Na pocˇetku postupka DiL za vremena tnvp, tnvz i tizv postavljaju se vrijednosti prema:
tnvp = tsvp (4.37)
tnvz = tsvz (4.38)
tizv = tsvz − tsvp, (4.39)
gdje su tsvp i tsvz stvarno vrijeme pocˇetka i stvarno vrijeme zavrsˇetka, koji su poznati iz ulaznog raspo-
reda.
Sljedec´i je korak izrada skupa isjecˇaka s preklapajuc´im prostorom labavljenja Q(pj), dru-









Razlog tomu jest optimizacijske naravi, tj. kako postupak ne bi razmatrao isjecˇke kojima se ionako
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ne mozˇe mijenjati vrijeme izvrsˇavanja (kriticˇni isjecˇci). Zajednicˇko svojstvo svih isjecˇaka cˇlanova
skupa Q(pj) jest da se njima mozˇe povec´ati vrijeme izvrsˇavanja bez utjecaja na vremensku ovisnost
u programu i bez produzˇavanja ukupnog vremena izvodenja programa. Njih nazivamo nekriticˇnim
isjecˇcima. Primjer slucˇaja preklapanja prostora labavljenja prikazan je na slici 4.17. Na spomenutoj
slici vidi se da je za isjecˇke v2 i v5 zadovoljen uvjet (4.40), jer v5 mozˇe pocˇeti ranije (u t
nvp
5 = 5), dok
v2 mozˇe zavrsˇiti kasnije (u t
nvz
2 = 6). Ukoliko uvjet (4.40) nije zadovoljen, isjecˇak v2 se ne razmatra,
tj. ne dodaje se u skup isjecˇaka s preklapajuc´im prostorom labavljenja Q(pj). Specijalan slucˇaj jest
posljednji isjecˇak. Poslije zadnjeg isjecˇka ne postoji viˇse ni jedan isjecˇak, tako da uvjet (4.40) nije moguc´e
provjeriti (vrijednost tnvpi+1 nije poznata). U tom slucˇaju na kraj rasporeda postavlja se privremeni isjecˇak
s intervalom [trasp, trasp] te se dobiva:
tnvpi+1 = t
rasp, (4.41)
gdje je trasp vrijeme zavrsˇetka programa (duljina rasporeda) i zatim se provjerava uvjet (4.40)













Slika 4.17: Postupak DiL: primjer preklapajuc´eg prostora labavljenja.






i njegovog intervala protezanja kao vremena od najranijeg vremena pocˇetka prvog elementa do naj-
kasnijeg vremena zavrsˇetka posljednjeg:
tint [Q(pj)] = t
nvz
q−1 − tnvp0 , (4.43)
gdje je q broj elemenata skupa Q. Navedene vrijednosti potrebne su kako bi se dobila radna frekvencija
obradbene jedinice pj .
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Nakon toga za svaki se vremenski isjecˇak definira njegova radna frekvencija isjecˇka (radna frek-
vencija obradbene jedinice dok izvrsˇava taj vremenski isjecˇak), ovisno o tome u kakvom su odnosu
vremenski parametri tih isjecˇaka (kao i jedinice programa koje se izvrsˇavaju unutar njih). Postoje tri
moguc´a slucˇaja, kao i pripadajuc´i izrazi za radnu frekvenciju isjecˇka.
1. U prvom slucˇaju, vrijeme izvrsˇavanja isjecˇka vi nakon skaliranja frekvencije obradbene jedinice
na kojoj se izvrsˇava (pj) na f
op













2. U drugom slucˇaju, kada je vrijeme izvrsˇavanja isjecˇka vi skalirano na radnu frekvenciju obradbene




) ≤ tizvi ≤ fopj · (tnvzi − tnvpi ) (4.48)









3. U trec´em slucˇaju, kada je vrijeme izvrsˇavanja isjecˇka vi vec´e od skaliranog vremena izvrsˇavanja:
tizvi > f
op
j · (tnvzi − tnvpi ) (4.50)












Algoritam 6 prikazuje cjelokupni postupak DiL. Postupak zapocˇinje tako da postavi vremena tnvpi ,
tnvzi i t
izv
i na njihove stvarne vrijednosti iz rasporeda (linije 1–5). Zatim se ponovno za svaki vremenski
isjecˇak azˇuriraju vremena tnvpi i t
nvz
i prema njihovoj neposrednoj okolini L(vi) (linije 6–8), kako bi se
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provjerilo postoji li moguc´i prostor labavljenja njihovog vremenskog intervala. Nakon azˇuriranja intervala
svakog isjecˇka algoritam stvara skup isjecˇaka s preklapajuc´im prostorom labavljenja Q(pj) obradbene
jedinice pj (linije 9–13) provjeravajuc´i uvjet (4.40) (linija 10). Sljedec´i je korak racˇunanje vrijednosti
potrebne za dobivanje radne frekvencije fop obradbene jedinice (linija 14) i u slucˇaju da je izracˇunata
radna frekvencija manja od minimalne koju sklopovlje mozˇe pruzˇiti, ona se postavlja na minimalnu
vrijednost (linije 15–17). Tek tada, algoritam za svaki nekriticˇni isjecˇak, cˇlan skupa Q(pj), provjerava u
koji od intervala (4.46), (4.48) ili (4.50) se svrstava njegovo vrijeme izvrsˇavanja te prema tome odreduje
radnu frekvenciju isjecˇka prema (4.47), (4.49) i (4.51), (linija 19 i 20). Ovdje algoritam opet provjerava
da li je izracˇunata radna frekvencija isjecˇka manja od minimalne koju sklopovlje mozˇe pruzˇiti i ako jest,
ona se postavlja na minimalnu vrijednost (linije 21–23). Sljedec´i korak je azˇuriranje intervala izvrsˇavanja
isjecˇka (linija 25) nakon racˇunanja novog vremena izvrsˇavanja (linija 24). Zatim se azˇurira najranije
vrijeme pocˇetka njegovih sljedbenika u grafu programa, (linije 26–28) i sljedec´eg isjecˇka u rasporedu, osim
ako on nije posljednji (linije 23–25). Azˇuriranje vremena pocˇetka svih sljedbenika iz grafa programa,
kao i isjecˇka koji slijedi nakon njega nuzˇan je korak, jer novonastala promjena mozˇe uzrokovati promjenu
vremenske ovisnosti izvrsˇnih jedinica programa u rasporedu.
Algoritam 6 Dinamicˇko labavljenje nekriticˇnih jedinica programa - DiL.
1: za sve si ∈ S radi
2: tnvpi ← tsvpi (4.37)
3: tnvzi ← tsvzi (4.38)
4: tizvi ← tsvzi − tsvpi (4.38)
5: zavrsˇi za
6: za sve si ∈ S radi




9: za sve si ∈ S radi
10: ako tnvzi ≥ tnvpi+1 onda
11: dodaj vi u Q(pj)
12: zavrsˇi ako
13: zavrsˇi za
14: izracˇunaj tizv [Q(pj)] i t
int [Q(pj)] te f
op(pj)
15: ako fop < fmin onda
16: fop = fmin
17: zavrsˇi ako
18: za sve vi ∈ Q(pj) radi
19: provjeri uvjete (4.46), (4.48) i (4.50)
20: postavi fopi prema (4.47), (4.49) i (4.51)
21: ako fopi < f
min onda
22: fopi = f
min
23: zavrsˇi ako
24: azˇuriraj tizvi prema (4.52)








26: za sve vk ∈ sljed(vi) radi
27: azˇuriraj tnvpk
28: zavrsˇi za
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Nakon postupka DiL skalirane su frekvencije svih nekriticˇnih isjecˇaka rasporeda, ako ih je bilo, no
ti isjecˇci su sadrzˇavali i komunikaciju, (postupak SKO) koju je sada potrebno izdvojiti. Spomenuto se
odvija putem postupka RKO kojeg opisujemo u predstojec´em pododjeljku.
Postupak RKO
Posljednji korak postupka LVI jest postupak razdvajanja komunikacije i obrade — RKO, koji preslikava
raspored skaliranih obradbenih isjecˇaka, (spojenih s odgovarajuc´im komunikacijskim isjecˇcima postup-
kom SKO) natrag u izvorni raspored. Naime, raspored dobiven nakon zavrsˇetka postupka DiL (skup
njegovih vremenskih isjecˇaka Sj za obradbenu jedinicu pj nakon postupka SKO) ne ukljucˇuje i komu-
nikaciju prisutnu u pocˇetnom rasporedu (skup njegovih vremenskih isjecˇaka S′j iz polaznog rasporeda).
To mozˇe uzrokovati nekonzistentnosti prilikom izvodenja takvog programa na stvarnoj platformi, ali
i nekonzistentnosti analize koliko je zapravo smanjen utrosˇak energije pri izvodenju programa, koliko
su stvarno skalirana vremena obradbenih isjecˇaka te kolika je njihova radna frekvencija. Algoritam 7
prikazuje detalje postupka RKO.
Algoritam 7 Razdvajanje komunikacije i obrade - RKO.
1: Sj ← Skup svih vremenskih isjecˇaka u rasporedu nakon postupka DiL
2: S′j ← Skup svih vremenskih isjecˇaka u polaznom rasporedu prije pocˇetka postupka LVI
3: za sve s′i ∈ S′j radi
4: ako s′i je komunikacijski isjecˇak onda
5: s′p ← s′i {Prvi komunikacijski isjecˇak}
6: tizvΨk = 0 {ukupno trajanje komunikacijskih isjecˇaka}
7: dok s′i+1 nije obradbeni isjecˇak radi





9: Ψk ← s′i
10: i = i+ 1
11: zavrsˇi dok
12: s′k ← s′i {pronadeni obradbeni isjecˇak u S′j}
13: sk ← odgovarajuc´i obradbeni odsjecˇak u Sj
14: tnvpp
′ = tnvpk
15: za sve s′r ∈ Ψk radi
16: tnvpr+1
′ = tnvzr

















23: za sve s′i ∈ S′j radi
24: ako s′i je obradbeni odsjecˇak onda








Postupak zapocˇinje trazˇenjem svih komunikacijskih isjecˇaka s ∈ Ψk, Ψk ⊂ S′j odgovarajuc´eg obradbenog
isjecˇka s′k u nizu prije nailaska na taj obradbeni isjecˇak u polaznom rasporedu S
′
j te zbraja njihova vre-
mena izvodenja tizv(s), s ∈ Ψk. Na taj nacˇin dobiva se ukupno trajanje komunikacije tizvΨk obradbenoga






potrebno za racˇunanje vremena izvrsˇavanja tizvk
′ tog isjecˇka prema:
tizvk
′ = τ izvk − tizvΨk . (4.54)
Nakon toga, algoritam azˇurira vrijeme pocˇetka tnvpp
′ prvog komunikacijskoga isjecˇka s′p odgovarajuc´eg
obradbenog odsjecˇka s′k starog rasporeda S
′
j u vrijeme pocˇetka t
nvp
k odgovarajuc´eg obradbenog isjecˇka
sk u novom rasporedu Sj :
tnvpp
′ = tnvpk . (4.55)
Time se odreduje da je stvarni pocˇetak obradbenog isjecˇka s′k u trenutku zavrsˇetka njegove komunikacije.
Nakon toga, ako postoji josˇ ulancˇanih komunikacijskih odsjecˇaka odmah nakon prvog, azˇuriraju se i
njihova vremena pocˇetka tnvpr+1
′ i zavrsˇetka tnvzr+1
′ u odnosu na vrijeme pocˇetka prethodnog u nizu tnvpr
′









Sada se mozˇe azˇurirati vrijeme pocˇetka odgovarajuc´eg obradbenog isjecˇka u novom rasporedu prema
zavrsˇetku posljednjeg komunikacijskoga isjecˇka u nizu, kako bi sva vremena u Sj bila azˇurna prije njihovog











k − tnvpk . (4.59)
Pretposljednji je korak azˇuriranje vremena svih obradbenih isjecˇaka iz polaznog rasporeda s′ ∈ S′j ko-
piranjem njihovih parametara iz novog rasporeda Sj . Na kraju je potrebno azˇurirati radnu frekvenciju







Postupak RKO prikazan je i slikom 4.18. Na lijevoj strani prikazan je novi raspored Sj u kojemu se od
skaliranog vremena izvrsˇavanja tizv1 obradbenoga isjecˇka v1 oduzima ukupno vrijeme komunikacije svih
njegovih komunikacijskih isjecˇaka prema (4.58). Na desnoj strani, u pocˇetnom se rasporedu S′j pomicˇu
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komunikacijski isjecˇci s pocˇetkom u tnvpk . Nakon toga, iz novog se rasporeda Sj prebacuju parametri





















Slika 4.18: Primjer postupka RKO.
Kao sˇto je vec´ opisano, postupak LVI omoguc´uje smanjivanje frekvencije obradbenih jedinica za sve
isjecˇke za koje je to moguc´e, time smanjujuc´i ukupni utrosˇak energije pri izvodenju programa. Navedeni
postupak prikazan je i primjerom 3 u sljedec´em pododjeljku, gdje je na primjeru programa i njegovog
rasporeda opisano provodenje postupaka SKP, SKO, DiL i RKO te rezultati u obliku predvidene kolicˇine
usˇtedene energije upotrebom istih.
Primjer 3: izvodenje postupka LVI
U ovom pododjeljku predstavljamo primjer kojim c´emo opisati postupak LVI s naglaskom na njegov trec´i
korak — postupak DiL.










Slika 4.19: Primjer postupka LVI: program.
Pretpostavljamo da je upotrebom nekog od postupaka rasporedivanja, (poput postupka RaNDKiP)
dobiven raspored izvrsˇavanja programa prikazan na slici 4.20.













Slika 4.20: Primjer postupka LVI: dobiveni raspored programa.
Iz iste je slike takoder vidljivo da su izvrsˇne jedinice rasporedene na racˇunalnu platformu koja se sastoji
od 3 obradbene jedinice p0, ..., p2, cˇiji je DVFS sustav jednak i mozˇe skalirati frekvenciju kontinuirano
izmedu fmin = 0 i fmax = 1. Ostali parametri platforme i njezinih obradbenih jedinica nisu bitni za
provedbu ovog primjera. Kako raspored sadrzˇava ne samo obradbene vremenske isjecˇke (v0, ..., v6), vec´
i komunikacijske:
{(v0, v1), (v3, v2), (v3, v4), (v2, v5), (v3, v5)} , (4.61)
prema slici 4.20, potrebno je provesti postupak SKO da bi se komunikacijski isjecˇci spojili s odgovarajuc´im
obradbenim isjecˇcima prema algoritmu 5 (tj. da bi se njihovo vrijeme izvrsˇavanja dodalo vremenu











Slika 4.21: Primjer postupka LVI: raspored programa nakon postupka SKO.
Vremenski parametri isjecˇaka prema pocˇetnom rasporedu iz primjera prikazani su tablicom 4.7, gdje
su pocˇetni vremenski parametri isjecˇaka prikazani u tablici 4.7a, dok su parametri nakon azˇuriranja
prikazani u tablici 4.7b. U tablici 4.7b su izmijenjeni parametri oznacˇeni crvenom bojom. Nakon sˇto
su dobivena vremena iz tablice 4.7, postupak DiL odabire vremenske isjecˇke s preklapajuc´im prostorom
labavljenja svake obradbene jedinice i sprema ih u skupove Q(p0), Q(p1) i Q(p2).
Tablica 4.7: Parametri vremenskih isjecˇaka.









v0 2 0 2 0 1
v1 3 2 5 0 1
v2 2 3 5 0 1
v3 3 0 3 0 1
v4 7 3 10 0 1
v5 3 6 9 0 1
v6 5 8 13 0 1









v0 2 0 2 0 1
v1 3 2 8 3 1
v2 2 3 6 1 1
v3 3 0 3 0 1
v4 7 3 10 0 1
v5 3 5 9 1 1
v6 5 5 13 3 1
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U tablici 4.8 prikazani su isjecˇci koji pripadaju navedenim skupovima, kao i radna frekvencija po-
jedinih obradbenih jedinica. Vidljivo je da svi isjecˇci ispunjavaju uvjet (4.40), tako da ih sustav sve
odabire za labavljenje intervala. Takoder, skalirane su i frekvencije svih obradbenih jedinica osim p0 na
vrijednosti prikazane tablicom 4.8.
Tablica 4.8: Parametri rasporeda za svaku obradbenu jedinicu nakon postupka LVI.
Obradbena jedinica Q(p) fop(p)
p0 {v3, v4} 1,00
p1 {v2, v5} 0,83
p2 {v0, v1, v6} 0,77
Nakon sˇto postupak DiL analizira sve vremenske isjecˇke, dobivaju se rezultati iz tablice 4.9. U
navedenoj se tablici vidi da su skalirani svi isjecˇci osim v3, jer je on prethodnik cˇak triju isjecˇaka (v2, v4
i v5), prema slici 4.19, tako da je njegov raniji zavrsˇetak uvjet ranog pocˇetka velikog dijela programa.
Tablica 4.9: Parametri vremenskih isjecˇaka nakon postupaka SKP, SKO i DiL.








v0 2,60 0,00 2,60 0 0,77
v1 3,90 2,60 6,50 0 0,77
v2 2,40 3,00 5,40 0 0,83
v3 3,00 0,00 3,00 0 1,00
v4 10,00 3,00 13,00 0 0,70
v5 7,60 5,40 13,00 0 0,39
v6 6,50 6,50 13,00 0 0,77
Pripadajuc´i raspored sada je izmijenjen i prikazan je na slici 4.22. Iz navedene slike ocˇito je da je
postupak LVI gotovo u potpunosti ispunio vremenski raspored obradbenih jedinica (iznimka je prostor
izmedu trenutaka 0 i 3 na obradbenoj jedinici p1), sˇto navodi na to da je platforma uniformnije opterec´ena











Slika 4.22: Primjer postupka LVI: raspored programa nakon postupka DiL.
Nakon sˇto je dobiven raspored s olabavljenim vremenima isjecˇaka obradbenih jedinica, potrebno je
ponovno uzeti u obzir komunikacijske isjecˇke (koji su uklonjeni postupkom SKO). Samim time, vrijeme
izvrsˇavanja τ izv, najranije vrijeme pocˇetka tnvp i radna frekvencija fop svih obradbenih isjecˇaka koji
komuniciraju moraju biti azˇurirani.














Slika 4.23: Primjer postupka LVI: raspored programa nakon postupka RKO.
S obzirom na to da takve obradbene jedinice ne pocˇinju u tnvp, vec´ kada zavrsˇe svi njegovi komunikacijski
isjecˇci, primjenjuje se postupak RKO prema algoritmu 7. Nakon primjene navedenog postupka raspored
je prikazan slikom 4.23.
Poslije zavrsˇetka postupka LVI (i vrac´anja komunikacijskih isjecˇaka postupkom RKO) dobiveni su
parametri vremenskih isjecˇaka prikazani tablicom 4.10.
Tablica 4.10: Parametri vremenskih isjecˇaka nakon cjelokupnog postupka LVI.








v0 2,60 0,00 2,60 0 0,77
v1 2,90 3,60 6,50 0 0,69
v2 1,40 4,00 5,40 0 0,71
v3 3,00 0,00 3,00 0 1,00
v4 8,00 5,00 13,00 0 0,63
v5 5,60 7,40 13,00 0 0,18
v6 6,50 6,50 13,00 0 0,77
U navedenoj tablici vidljivo je da su frekvencije dodatno izmijenjene, jer je dosˇlo do skrac´ivanja vre-
mena izvrsˇavanja τ izv svih obradbenih isjecˇaka koji imaju pripadajuc´e komunikacijske isjecˇke. Takoder,
azˇurirana su im i najranija vremena pocˇetka test.
Utrosˇak energije
Ukupni utrosˇak energije prilikom izvodenja programa jednak je zbroju njezine staticˇke i dinamicˇke kom-
ponente, prema [3,83]:
εuk = εdin + εstat, (4.62)
dok je dinamicˇka energija jednaka umnosˇku dinamicˇke snage ϕdin i vremenskog intervala u kojem djeluje
∆t:
εdin = ϕdin ·∆t. (4.63)
Snaga ρdin prema [3,34,39] jednaka je:
ϕdin = κ · υ2 · f, (4.64)
gdje je κ konstanta specificˇna obradbenoj jedinici, υ je napon, a f frekvencija obradbene jedinice. Prema
istim izvorima staticˇka energija proporcionalna je dinamicˇkoj:
εstat ∝ εdin, (4.65)
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tako da ukupnu potrosˇenu energiju mozˇemo aproksimirati kao
ε = ϕdin ·∆t = κ · υ2 · f ·∆t. (4.66)
Prema [87] napon raste s f3, tako da za potrebe primjera napon izrazˇavamo preko frekvencije prema
tablici DVFS profila Cubieboard SoC platforme (koju smo koristili za preliminarna testiranja prije izrade
ovoga rada) dobivenoj iz [4], kao primjera energetski ucˇinkovitog obradbenog cˇvora s velikim potencijalom
za izgradnju sustava HPC-a za manje zahtjevne aplikacije:
υ ≈ 0.2789f2 + 0.1401f + 1.0143 (4.67)
tako da izraz (4.66) postaje:
ε = κ · υ2 · f ·∆t (4.68)
= κ · (0.2789f2 + 0.1401f + 1.0143)2 · f ·∆t, (4.69)
gdje zbog jednostavnosti postavljamo κ = 1, tako da izraz (4.69) postaje:
ε =
(
0.2789f2 + 0.1401f + 1.0143
)2 · f ·∆t, (4.70)
S obzirom na to da razmatramo utrosˇak energije samo obradbenih isjecˇaka (prema pretpostavkama
postupka LVI), ukupna energija εukj obradbene jedinice pj jednaka je zbroju utrosˇaka energije εi svih









2 + 0.1401fi + 1.0143
)2 · fi · ti (4.72)















dobivamo utrosˇak energije nakon skaliranja εi
′. Razliku utrosˇka energije racˇunamo za svaku obradbenu
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jedinicu zasebno:
εrazi = εi − εi′ (4.77)










Za navedeni primjer dobivene su vrijednosti prikazane tablicom 4.11.
Tablica 4.11: Parametri vremenskih isjecˇaka za primjer 3 nakon cjelokupnog postupka LVI.




p0 16,43 13,49 2,94 17,90
p1 4,11 2,68 1,43 34,82
p2 18,49 14,69 3,80 20,55
ukupno 39,03 30,86 8,17 20,94
U navedenoj tablici se vidi da je postupak LVI omoguc´io usˇtedu energije pri izvodenju izvrsˇnih jedinica
programa od gotovo 21% u odnosu na izvorni raspored, pritom zadrzˇavajuc´i isto ukupno vrijeme izvodenja
programa. Najvec´a usˇteda postignuta je na obradbenoj jedinici p1 od gotovo 35% zbog toga sˇto u
izvornom rasporedu trajanje obradbenih isjecˇaka traje vrlo kratko (2 vremenske jedinice), dok nakon
skaliranja traju 10 vremenskih jedinica.
Navedenim primjerom pokazali smo prednosti postupka LVI kao dijela unaprijedenog postupka raspo-
redivanja RaNDKiP u vidu procjene usˇtedene energije koju on omoguc´uje. Detaljnija analiza uslijedit
c´e u eksperimentalnoj analizi, gdje c´e biti pokazano kako navedeni postupak omoguc´uje slicˇnu usˇtedu
i za programe iz poznatih repozitorija. Uz unaprijedene karakteristike postupka RaNDKiP (podrsˇka
raznorodnosti) omoguc´ujemo i usˇtedu energije, cˇime uvjetno (usˇteda energije ogranicˇena je rasporedom)
omoguc´ujemo rasporedivanje prema dva kriterija — vremena i energije. Navedeno cˇini i nasˇ doprinos
D.3.
U sljedec´em poglavlju bit c´e predstavljena eksperimentalna analiza nasˇih unaprijedenih postupaka





U ovom poglavlju prikazano je vrednovanje unaprijedenih postupaka RaPPaMaG i RaNDKiP ispitiva-
njem njihove primjenjivosti, kao i usporedbom s drugim postupcima iste ili slicˇne namjene. Na taj nacˇin
postizˇemo i postavljeni cilj 4 nasˇeg istrazˇivanja u obliku dijela doprinosa D.1. (vrednovanje). S obzirom
na to da su u literaturi eksperimentalne postavke za postupke rasporedivanja programa vrlo raznolike, a
cˇesto i blisko vezane uz vrlo usko podrucˇje primjene, napravit c´emo presjek najvazˇnijih i uvesti vlastite.
Vlastite pretpostavke, postavke i mjerene velicˇine uvodimo u slucˇajevima gdje postojec´e ne daju potpun
opis svih vazˇnih svojstava i prednosti predlozˇenih postupaka. Takoder c´emo opisati mjerne parametre
pokazatelja kvalitete koje smo koristili u eksperimentalnoj analizi, tipove testnih slucˇajeva i njihovih
parametara te alata za njihovu izradu i analizu.
Poglavlje dijelimo na sedam glavnih cjelina (pododjeljaka): u prvoj opisujemo koriˇstene alate (pos-
tojec´e i razvijene u sklopu ovog rada i vlastitog istrazˇivanja), u drugoj opisujemo postavke eksperimenata
i generiranje testnih slucˇajeva, sljedec´a opisuje mjerene velicˇine pokazatelja kvalitete koji opisuju dobi-
vene performanse, naredne dvije sadrzˇavaju rezultate i njihovu analizu za postupke iz poglavlja 4, a
to su rasporedivanje programa particioniranjem mijesˇanoga aciklicˇkoga grafa (postupak RaPPaMaG) i
rasporedivanje programa rangiranim listama izvrsˇnih jedinica uz rasporedivanje komunikacije i skaliranje
radne frekvencije, (postupak RaNDKiP) te u posljednjoj rekapituliramo eksperimentalnu analizu zbirnim
prikazom rezultata.
Alati se dijele na dvije glavne skupine: postojec´i alati i alati napravljeni u okviru ovog rada. Karak-
teristike testnih slucˇajeva opisuju postavke programa koji c´e biti rasporedivani, platforme na koje c´e biti
rasporedivani i postavke postupaka za njihovo rasporedivanje. Testni se slucˇajevi takoder dijele na dvije
skupine. Prva su testni slucˇajevi generirani vlastitim prilagodenim postupcima (DAGGer, M-DAGGer i
P-DAGGer), dok su u drugoj testni slucˇajevi generirani standardiziranim nasumicˇnim postupkom TGFF
i instance radnih opterec´enja Pegasus. Mjerne velicˇine dijele se na pokazatelje vremenskih karakteristika
i na pokazatelje energetske ucˇinkovitosti postupaka rasporedivanja.
Sljedec´im pododjeljkom dajemo uvid u alate koriˇstene za eksperimentalnu analizu, kako postojec´ih,
tako i samostalno razvijenih.
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5.1 Alati za generiranje i vrednovanje testnih slucˇajeva
U ovom pododjeljku prikazujemo alate koriˇstene u eksperimentalnoj analizi i vrednovanju. U prvom
redu, koriˇsteni su alati za izradu testnih slucˇajeva, (vec´inom modela paralelnih programa i racˇunalnih
platformi), alati za vizualizaciju i prikaz pojedinih aspekata postupaka rasporedivanja te samih alata za
rasporedivanje. Od postojec´ih alata za generiranje testnih slucˇajeva koriˇsteni su generator ”besplatnih
grafova zadataka” TGFF1 (eng. task graphs for free), opisan u [69], radna opterec´enja Pegasus, opisana
u [2,49,50] i njihov generator2 te opisni jezik grafova DOT [105] (dostupan kroz alat GraphViz3, opisan
u [106]).
5.1.1 TGFF
Alat TGFF, prema [69], jest generator usmjerenih aciklicˇkih grafova koji predstavljaju programe podi-
jeljene na manje jedinice, (zadatke, predstavljene vrhovima grafa), koje se mogu izvrsˇavati serijski ili
paralelno te koji su medusobno ovisni, tj. povezani bridovima. Navedeni alat primarno je namijenjen
generiranju testnih programa koji predstavljaju stvarne programe koriˇstene u domeni raspodijeljenih
ugradenih racˇunalnih sustava, primjerice multiprocesora [34] i sustava mrezˇa na cˇipu [40, 107], no cˇesto
se koristi i u domeni racˇunalnih sustava visokih performansi poput spleta racˇunala [17, 84]. S obzirom
na to da je TGFF prvenstveno namijenjen generiranju modela programa namijenih za rad na ugradenim
racˇunalnim sustavima, on sadrzˇi moguc´nost da, osim generiranja strukture samog programa, (oblik i
struktura grafa s vrhovima i bridovima), definira za zadatke i njihovo nuzˇno vrijeme zavrsˇetka (eng.
deadlines), njihova svojstva pri izvrsˇavanju na razlicˇitim obradbenim jedinicama sklopovlja, njihove me-
morijske parametre i periode izvrsˇavanja itd. Takoder, TGFF mozˇe generirati i viˇsestruke grafove koji
predstavljaju programe koji se sastoje od manjih potprograma, (svaki je jedan graf). Medutim, TGFF
je prvenstveno zanimljiv kao generator strukture programa (oblika grafa koji predstavlja program), zbog
cˇega se i koristi u drugim domenama racˇunarstva, primjerice u [17, 84], jer korisnik sam mozˇe oda-
brati koje parametre zˇeli vrednovati. Iz tog razloga koriˇsten je i za generiranje strukture programa u
eksperimentalnoj analizi nasˇeg rada.
TGFF radi tako da prema konfiguracijskoj datoteci koja je tipa *.tgffopt i opisuje trazˇena svojstva
programa, generira izlaznu datoteku u *.tgff (interni format datoteke za alat TGFF), *.vcg (eng.
visualization of compiler graphs) ili *.eps (eng. encapsulated postscript) obliku. Primjer jedne takve
konfiguracijske datoteke (packets.tgffopt) prikazan je slikom 5.1.
Prema [59], neki od parametara konfiguracije generiranih grafova su:
• tg cnt <int>: postavlja broj grafova koji c´e se generirati.
• tg label <string>: postavlja nazive grafova (identifikacija).
• tg offset <string><int>: postavlja pocˇetnu numericˇku oznaku zadataka (predefinirano je
0).
1dostupan na adresi http://ziyang.eecs.umich.edu/˜dickrp/tgff/
2dostupan na https://confluence.pegasus.isi.edu/display/pegasus/WorkflowGenerator
3dostupan na http://www.graphviz.org/
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• task cnt <int><int>: postavlja minimalni broj zadataka po grafu zadataka, (srednja vrijed-
nost, odstupanje).














table_attrib price 30 10, packet_size 10 3, packet_time 
10 2
misc_write
Slika 5.1: Primjer konfiguracijske datoteke packets.tgffopt za TGFF.
Osim generiranja grafova prema spomenutim parametrima, kod preuzimanja alata TGFF s internetskih
stranica moguc´e je preuzeti i nekoliko predefiniranih struktura grafa: bus, creds1, kbasic tables, kba-
sic task, kextended, kextended, kseries parallel, packed, packets, robtst, simple i sp rand. Svaka od njih
predstavlja strukturu specificˇnu odredenim tipovima programa. No, s obzirom na to da medu njima
postoje odredene slicˇnosti u nasˇoj primjeni (oblik grafa), neke od njih smo izostavili iz eksperimentalne
analize. Konkretnije, strukture kextended i kbasic task su identicˇne, a isti slucˇaj je i za packets i creds1
te kseries parallel xover i robtst. S druge strane, kbasic task i kbasic tables su vrlo slicˇni. Iz svakog od
navedenih parova koristili smo samo jednu strukturu (oznacˇenu podvucˇeno).
Primjerice, za konfiguracijsku datoteku sa slike 5.1 TGFF generira program u obliku DAG-a koji
sprema u *.tgff datoteku prikazanu slikom 5.2.
@TASK_GRAPH 0 {
PERIOD 466.667
TASK t0_0 TYPE 13 
TASK t0_1 TYPE 12 
TASK t0_2 TYPE 15 
TASK t0_3 TYPE 1 
TASK t0_4 TYPE 0 
TASK t0_5 TYPE 11 
TASK t0_6 TYPE 14 
TASK t0_7 TYPE 8 
ARC a0_0 FROM t0_0  TO  t0_1 TYPE 4
ARC a0_1 FROM t0_0  TO  t0_2 TYPE 3
ARC a0_2 FROM t0_1  TO  t0_2 TYPE 0
ARC a0_3 FROM t0_2  TO  t0_3 TYPE 6
ARC a0_4 FROM t0_2  TO  t0_4 TYPE 4
ARC a0_5 FROM t0_2  TO  t0_5 TYPE 2
ARC a0_6 FROM t0_2  TO  t0_6 TYPE 5
ARC a0_7 FROM t0_2  TO  t0_7 TYPE 3
HARD_DEADLINE d0_0 ON t0_3 AT 400
HARD_DEADLINE d0_1 ON t0_4 AT 400
HARD_DEADLINE d0_2 ON t0_5 AT 400
HARD_DEADLINE d0_3 ON t0_6 AT 400
HARD_DEADLINE d0_4 ON t0_7 AT 400
}
Slika 5.2: Graf programa u *.tgff obliku dobiven TGFF-om i konfiguracijom sa slike 5.1.
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Na toj slici je vidljivo da se jedan od grafova, graf TASK GRAPH 0, sastoji od osam zadataka, (tumacˇimo
ih kao izvrsˇne jedinice), TASK t0 0 do TASK t0 7 i osam lukova, ARC a0 0 do ARC a0 7. To je samo
jedan od grafova iz navedene konfiguracijske datoteke (alat ih generira viˇse). Dobiveni graf zapisan je i u
*.vcg datoteku. Primjer datoteke ”simple.vcg” prema konfiguraciji ”simple.tgffopt” prikazan je na slici
5.3 opisnim jezikom grafova VCG iz [108,109].
graph: { label: "simple.vcg"
display_edge_labels: yes
node: { title: "t0_0" label: "t0_0 (18)"  color: lightgreen } 
node: { title: "t0_1" label: "t0_1 (2)"  color: white } 
node: { title: "t0_2" label: "t0_2 (13)"  color: white } 
node: { title: "t0_3" label: "t0_3 (12)"  color: white } 
node: { title: "t0_4" label: "t0_4 (4)"  color: white } 
node: { title: "t0_5" label: "t0_5 (19)"  color: white } 
node: { title: "t0_6" label: "t0_6 (4)"  color: white } 
node: { title: "t0_7" label: "t0_7 (16)"  color: white } 
node: { title: "t0_8" label: "t0_8 (0)"  color: white } 
node: { title: "t0_9" label: "t0_9 (10)"  color: white } 
node: { title: "t0_10" label: "t0_10 (6)"  color: white } 
node: { title: "t0_11" label: "t0_11 (14)"  color: lightred } 
edge: { thickness: 2 sourcename:"t0_0" targetname: "t0_1"  label: "(2)" } 
edge: { thickness: 2 sourcename:"t0_0" targetname: "t0_2"  label: "(35)" } 
edge: { thickness: 2 sourcename:"t0_1" targetname: "t0_3"  label: "(26)" } 
edge: { thickness: 2 sourcename:"t0_2" targetname: "t0_3"  label: "(1)" } 
edge: { thickness: 2 sourcename:"t0_2" targetname: "t0_4"  label: "(23)" } 
edge: { thickness: 2 sourcename:"t0_3" targetname: "t0_4"  label: "(34)" } 
edge: { thickness: 2 sourcename:"t0_1" targetname: "t0_4"  label: "(41)" } 
edge: { thickness: 2 sourcename:"t0_4" targetname: "t0_5"  label: "(2)" } 
edge: { thickness: 2 sourcename:"t0_4" targetname: "t0_6"  label: "(20)" } 
edge: { thickness: 2 sourcename:"t0_6" targetname: "t0_7"  label: "(37)" } 
edge: { thickness: 2 sourcename:"t0_3" targetname: "t0_7"  label: "(24)" } 
edge: { thickness: 2 sourcename:"t0_5" targetname: "t0_7"  label: "(29)" } 
edge: { thickness: 2 sourcename:"t0_7" targetname: "t0_8"  label: "(17)" } 
edge: { thickness: 2 sourcename:"t0_8" targetname: "t0_9"  label: "(5)" } 
edge: { thickness: 2 sourcename:"t0_8" targetname: "t0_10"  label: "(7)" } 
edge: { thickness: 2 sourcename:"t0_7" targetname: "t0_10"  label: "(27)" } 
edge: { thickness: 2 sourcename:"t0_9" targetname: "t0_11"  label: "(11)" } 
edge: { thickness: 2 sourcename:"t0_6" targetname: "t0_11"  label: "(31)" } 
edge: { thickness: 2 sourcename:"t0_10" targetname: "t0_11"  label: "(12)" } 
 }
Slika 5.3: Graf opisan jezikom VCG dobiven TGFF-om i konfiguracijom ”simple.tgffopt”.
Datoteke u *.vcg obliku mogu se vizualizirati alatom ”aisee”4 u operacijskom sustavu MS Windows,
tako da je graf prema datoteci sa slike 5.3 prikazan na slici 5.4.
S obzirom na to da grafovi dobiveni alatom TGFF ne odgovaraju u potpunosti modelima kojima
se sluzˇe postupci rasporedivanja opisani u poglavlju 4, potrebno je izvrsˇiti odredene prilagodbe. Ono
sˇto nam ne odgovara u izvornim grafovima jest to sˇto se pri transformaciji *.tgff datoteke (prilozˇenom
skriptom u Perl5 programskom jeziku tgff2dot.pl) u format DOT koji koristimo za zapis grafova u
eksperimentalnoj analizi (opisan kasnije), gube parametri komunikacije medu izvrsˇnim jedinicama te
parametri trosˇkova izvodenja zadataka na obradbenim jedinicama sklopovlja.
Nadalje, komunikacija medu izvrsˇnim jedinicama programa definirana TGFF-om ne odgovara modelu
programa iz pododjeljka 3.1, pojedine konfiguracijske datoteke iziskuju generiranje viˇsestrukih grafova
(nama je potreban jedan), ne postoji podrsˇka za generiranje mijesˇanih grafova (sustav generira DAG) te
nisu prisutni svi parametri izvrsˇnih jedinica koji su nam potrebni (xob, xen itd.).
4dostupan na http://www.absint.com/aisee/
5Porodica dinamicˇkih programskih jezika visoke razine.
Alati za generiranje i vrednovanje testnih slucˇajeva 99
Slika 5.4: Prikaz grafa programa opisanog datotekom ”simple.vcg” prikazanoj na 5.3 alatom ”aisee”.
Iz tog razloga nad grafovima dobivenim alatom TGFF vrsˇimo sljedec´e prilagodbe:
1. zadatke smatramo ekvivalentnima izvrsˇnim jedinicama programa,
2. izvrsˇnim jedinicama programa pridjeljujemo parametre vlastitim postupcima iz okruzˇenja DAG-
Ger opisanim kasnije (broj instrukcija xob koje obavljaju i vremena izvodenja tizv na pojedinim
obradbenim jedinicama sklopovlja),
3. odredenom broju bridova dajemo znacˇaj komunikacije (20%) dok drugima pridjeljujemo znacˇaj
vremenskog slijeda — transformacija u mijesˇani graf za postupak RaPPaMaG,
4. bridovima dajemo znacˇaj i komunikacije i vremenskog slijeda istovremeno (asinkrona komunikacija,
DAG) za postupak RaNDKiP,
5. zanemarujemo nuzˇna vremena zavrsˇetka i ostale parametre,
6. uzimamo u obzir samo prvi generirani graf (ako ih je generirano viˇse),
7. vlastitim alatom transformiramo *.tgff datoteku u *.dot datoteku.
Navedenim prilagodbama oblikujemo programe za testne slucˇajeve prema vec´ini relevantnih radova iz
podrucˇja, kako bismo mogli provesti izravniju analizu i mjerenja. Takoder, transformacijom u *.dot oblik
omoguc´avamo primjenu ostalih alata na navedeni graf i njihovu vizualizaciju alatom GraphViz.
Za generiranje testnih slucˇajeva eksperimentalne analize od postojec´ih alata, osim TGFF-a, koristimo
i radna opterec´enja Pegasus koja opisujemo u sljedec´em pododjeljku.
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5.1.2 Radna opterec´enja Pegasus
Prikaz radnih opterec´enja iz repozitorija Pegasus, prema [49], nastao je zbog potrebe za standardiziranom
bibliotekom referentnih testova (eng. benchmark) u obliku najcˇesˇc´ih znanstvenih aplikacija (programa).
Takva biblioteka omoguc´ila bi bolji razvoj sustava za kontrolu opterec´enja racˇunalnih sustava visokih
performansi (ukljucˇujuc´i i postupke rasporedivanja), pomoc´u stvarnih programa koji se koriste u praksi.
U tu svrhu, autori iz [49, 50] u suradnji sa sˇirokom znanstvenom zajednicom iz podrucˇja astronomije,
bioinformatike, seizmologije, fizike gravitacijskih valova, oceanografije, limnologije i ostalih izgradili su
bazu najcˇesˇc´e koriˇstenih struktura programa u obliku DAG-a, koji se koriste u tim znanstvenim discipli-
nama na sustavima HPC. Osim navedenog opisa, definirane su i skriptirane postavke tih opterec´enja za
pokretanje na zastupljenijim verzijama sustava HPC-a, poput raznih spletova i grozdova racˇunala.
Biblioteka Pegasus konstantno se povec´ava novim oblicima radnog opterec´enja iz istih, ali i novih
podrucˇja znanosti, kao i metodama za njihovu analizu i optimizaciju. No ono cˇime se radna opterec´enja
Pegasus isticˇu kao izbor za generiranje testnih slucˇajeva u svrhu ispitivanja postupaka rasporedivanja je
njihova jednostavna analiza i primjena za izradu programa koji testiraju navedene postupke. Nadalje,
njihov oblik predstavlja oblik postojec´ih programa, pa postupci rasporedivanja koji daju dobre rezultate
na njima imaju velik potencijal dati dobre rezultate i u stvarnoj upotrebi. Samim time, upotreba
postupaka rasporedivanja na opterec´enjima Pegasus daje uvid u to kako c´e se oni ponasˇati u praksi.
Zbog toga ih neki od autora u tom podrucˇju vec´ i koriste, primjerice oni u [13,23,39].
Radna opterec´enja Pegasus u obliku DAG-a dijele se na pet glavnih tipova:
1. Karakterizacija CyberShake - koristi se u sjediˇstu za istrazˇivanje potresa Juzˇne Kalifornije
(SAD) za analizu opasnosti od potresa u nekoj regiji.
2. Karakterizacija Epigenomics - kreiran je u sjediˇstu za automatizaciju razlicˇitih operacija prili-
kom obrade genskih sekvenci ESC Epigenome.
3. Karakterizacija LIGO inspiral - koristi se za generiranje i analizu gravitacijskih valnih oblika
iz podataka prikupljenih stapanjem kompaktnih binarnih sustava.
4. Karakterizacija Montage - program Montage napravila je NASA/IPAC i sluzˇi za medusobno
spajanje odvojeno prikupljenih slika neba.
5. Karakterizacija SIPHT - kreiran na projektu bionformatike sveucˇiliˇsta Harvard za automatiza-
ciju trazˇenja neprevedenih sekvenci RNA bakterijskih replika u bazi NCBI.
Navedeni tipovi radnih opterec´enja opisuju razlicˇite tipove grafa programa (njihove strukture) u spo-
menutim podrucˇjima primjene. Njihov dodatni parametar su i razmjeri navedenih karakteristika radnih
opterec´enja (broj izvrsˇnih jedinica koje tvore program), od kojih postoje 4 razlicˇita: mali, srednji, veliki
i vrlo veliki. Navedeni razmjeri prikazani su i tablicom 5.1 za svaki od pojedinih karakteristika. Pri-
mjer radnog opterec´enja CyberShake malih razmjera prikazan je na slici 5.5, na kojoj je vidljiva glavna
struktura programa te nazivi funkcionalnosti njegovih izvrsˇnih jedinica. Svaki od spomenutih radnih
opterec´enja u cˇetiri razmjera moguc´e je preuzeti iz [2]. Format tih radnih opterec´enja je tzv. DAX (eng.
DAG XML) ili usmjereni aciklicˇki grafovi opisani u formatu XML (eng. extensible markup language).
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Tablica 5.1: Razlicˇite velicˇine radnih opterec´enja Pegasus koje se mogu preuzeti iz [2].
Razmjeri opterec´enja (broj izvrsˇnih jedinica u programu), ϑ
Karakteristika Mali Srednji Veliki Vrlo veliki
CyberShake 30 50 100 1000
Epigenomics 24 46 100 997
LIGO inspiral 30 50 100 1000
Montage 30 60 100 1000
SIPHT 25 50 100 1000
Dio datoteke ”CyberShake 30.xml” (koja predstavlja opterec´enja CyberShake malih razmjera) pri-




































Slika 5.5: Prikaz grafa radnog opterec´enja CyberShake, prema [2].
Navedena datoteka sastoji se od tri glavna dijela. Prvi dio (part 1), sadrzˇava listu referenciranih dato-
teka za pojedine cˇvorove grafa (primjerice, ako se program treba fizicˇki pokrenuti na nekom racˇunalnom
sustavu koristi se struktura grafa, gdje je svaki od vrhova izvrsˇna datoteka iz ove liste). Drugi dio (part
2 u datoteci), opisuje tipove izvrsˇnih jedinica programa te nazive datoteka koje sadrzˇavaju njihovu funk-
cionalnost, primjerice ”CyberShake PSA.zip” i ”FFI 0 1 fx.sgt” te njihove parametre. Sljedec´i dio (part
3 u datoteci), opisuje veze medu izvrsˇnim jedinicama (strukturu grafa, lukove) i to na nacˇin da za svaku
izvrsˇnu jedinicu definira listu njegovih prethodnika, tj. roditelja (eng. parent).
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<?xml  vers ion="1.0" enc oding="UTF-8"?>
<!-- gen erate d: 201 4-03-17T15:17:44+01:00 -->
<!-- gen erate d by: Zdr avko [??] -->
<ada g xml ns="htt p://peg asus.isi.edu/sch ema/DAX" xml ns:xsi="htt p://www.w3.org/200 1/
XML Schem a-ins tance" xsi:sch emaLo catio n="htt p://peg asus.isi.edu/sch ema/DAX  http://
peg asus.isi.edu/sch ema/dax-2.1.xsd" ver sion="2.1" cou nt="1" ind ex="0" nam e="tes t" 
job Count="30" fil eCoun t="0" chi ldCou nt="28">
<!-- par t 1: lis t of all r efere nced files  (may  be e mpty) -->
<!-- par t 2: def initi on of  all jobs (at least  one) -->
  <job  id="ID000 00" nam espac e="Cyb erSha ke" nam e="Zip PSA" ver sion="1.0" run time="0,06">
    <use s fil e="Cyb ersha ke_PSA.zip" lin k="out put" reg ister="tru e" tra nsfer="tru e" 
opt ional="fal se" typ e="dat a" siz e="180"/>
  </job>
  <job  id="ID000 01" nam espac e="Cyb erSha ke" nam e="Zip Seis" ver sion="1.0" run time="0,27">
    <use s fil e="Cyb ersha ke_Sei smogr ams.zip" lin k="out put" reg ister="tru e" tra nsfer="tru e" 
opt ional="fal se" typ e="dat a" siz e="614 17"/>
  </job>
  <job  id="ID000 02" nam espac e="Cyb erSha ke" nam e="Ext ractS GT" ver sion="1.0" run time="73,35">
    <use s fil e="FFI_0_1_fx.sgt" lin k="inp ut" reg ister="tru e" tra nsfer="tru e" 
opt ional="fal se" typ e="dat a" siz e="200 72103 568"/>
    <use s fil e="FFI_0_1_fy.sgt" lin k="inp ut" reg ister="tru e" tra nsfer="tru e" 
opt ional="fal se" typ e="dat a" siz e="200 72103 568"/>
    <use s fil e="FFI_0_1_sub fx.sgt" lin k="out put" reg ister="fal se" tra nsfer="fal se" 
opt ional="fal se" typ e="dat a" siz e="128 64993 2"/>
    <use s fil e="FFI_0_1_sub fy.sgt" lin k="out put" reg ister="fal se" tra nsfer="fal se" 
opt ional="fal se" typ e="dat a" siz e="128 64993 2"/>
    <use s fil e="FFI_0_1_txt.var iatio n-s000 48-h064 50" lin k="inp ut" reg ister="tru e" 
tra nsfer="tru e" opt ional="fal se" typ e="dat a" siz e="285 7672"/>
  </job>
.. .
  <!-- par t 3: lis t of contr ol-flo w dep enden cies (may  be e mpty) -->
  <chi ld re f="ID000 00">
    <par ent r ef="ID000 21"/>
    <par ent r ef="ID000 12"/>
    <par ent r ef="ID000 23"/>
    <par ent r ef="ID000 10"/>
    <par ent r ef="ID000 25"/>
    <par ent r ef="ID000 06"/>
    <par ent r ef="ID000 17"/>
    <par ent r ef="ID000 27"/>
    <par ent r ef="ID000 04"/>
    <par ent r ef="ID000 15"/>
    <par ent r ef="ID000 29"/>
    <par ent r ef="ID000 08"/>
    <par ent r ef="ID000 19"/>
  </chi ld>
.. .
  </ada g>
Slika 5.6: Prikaz sadrzˇaja dijela datoteke DAX ”CyberShake 30.xml” preuzete s [2].
Uz navedene instance radnih opterec´enja iz izvora [2] mozˇe se preuzeti i testni virtualni stroj s
cjelovitim programskim okvirom Pegasus, unutar kojeg se nalazi i skripta za pretvorbu formata DAX u
opisni jezik formata DOT (dag2dot) koji je opisan u sljedec´em pododjeljku.
5.1.3 Zapis grafova u opisnom jeziku DOT
Kako bi unificirali prikaz grafova, ali i omoguc´ili jedinstven oblik ulaznih entiteta rasporedivanja (grafova)
za novorazvijene i postojec´e alate u eksperimentalnom dijelu, koristili smo jedan od najbolje prihvac´enih
opisnih jezika te svrhe u praksi — opisni jezik grafova DOT. Opisni jezik DOT je jedan od najpopularnijih
opisnih jezika za grafove, izvorno nastao 1991. godine, detaljno opisan i doraden 2000. godine u [105].
Navedeni opisni jezik sluzˇi vizualizaciji i zapisu gotovo svih vrsta i oblika grafova, jednostavan je za
Alati za generiranje i vrednovanje testnih slucˇajeva 103
razvoj te je podrzˇan od mnogih alata za razvoj i vizualizaciju, poput popularnog alata GraphViz6 [106].
Alat GraphViz ima editor za format DOT, kao i moguc´nost njegove vizualizacije i spremanja u mnoge
popularne formate poput *.pdf, *.eps, *.emf te raznih graficˇkih formata poput *.bmp, *.jpeg, *.gif itd.
Izvorno, datoteka opisnog jezika DOT ima ekstenziju *.dot ili *.gv. Graf opisan jezikom DOT obicˇno
se sastoji od tri glavna dijela, cˇiji je primjer dan slikom 5.7.
digraph dag {
  ratio=fill;
  node [style=filled, shape=box, 
color=black,fillcolor=white];
  subgraph{
    edge [arrowhead=normal,arrowsize=0.8];
    "T0" -> "T1";
    "T0" -> "T2";
    "T1" -> "T4";
    "T2" -> "T4";
    "T4" -> "T7";
    "T6" -> "T9";
    "T8" -> "T11";
    "T9" -> "T11";
    "T10" -> "T11";
  }
  subgraph{
    node [style=filled,color=black,fillcolor=khaki];
    edge [arrowhead=none, color=brown];
    "T2" -> "T5" [label="13"];
    "T3" -> "T6" [label="2"];
    "T4" -> "T6" [label="4"];
    "T6" -> "T8" [label="1"];
    "T7" -> "T10" [label="10"];
    "T9" -> "T10" [label="10"];
  }
}
Slika 5.7: Primjer mijesˇanoga grafa u opisnom jeziku DOT.
Prvi je dio zaglavlje u kojem se navode parametri zajednicˇki za cˇitav graf. Drugi je dio zapis cˇvorova (vr-
hova) grafa primjerice linija "T1" [shape=ellipse,fillcolor="red",label="Izvrsˇna je-
dinica 1"] definira cˇvor s identifikacijskom oznakom T1, elipsoidnog oblika crvene boje popune i
teksta koji c´e biti sadrzˇan u tom vrhu ”Izvrsˇna jedinica 1”. Trec´i je zapis bridova koji se mozˇe pre-
poznati po oznaci ”->”, a koja oznacˇava smjer brida; primjerice "T1" ->"T2" [arrowhead=none,
color=brown, label="Brid 1"], oznacˇava brid od cˇvora T1 do cˇvora T2, bez strelice, smede boje,
na kojem c´e pisati ”Brid 1”.
U potpuno povezanim grafovima deklaracija vrhova i bridova mozˇe se definirati istom linijom, kao sˇto
je to prikazano na primjeru mijesˇanoga grafa opisanog jezikom DOT na slici 5.7. U navedenoj datoteci
prikazan je mijesˇani graf koji se sastoji od 12 vrhova (T0 do T11), devet lukova (usmjerenih bridova bez
oznake, linije "T0" ->"T1" do "T10" ->"T11") i neusmjerenih bridova koji predstavljaju sinkronu
komunikaciju ("T2" ->"T5" do "T9" ->"T10"). Vizualizacija grafa opisanog datotekom sa slike 5.7
alatom GraphViz dana je slikom 5.8.
Inacˇe, slike 5.7 i 5.8 ujedno prikazuju i predlozˇak koji smo definirali za prikaz mijesˇanih grafova u
eksperimentalnom dijelu. Identificirani su osnovni entiteti mijesˇanih grafova:
• usmjereni brid crne boje - tijek izvodenja programa (vremenski slijed jedinica programa),
• neusmjereni brid smede boje - sinkrona komunikacija izmedu sudionika koji su njima povezani
6http://www.graphviz.org/
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(uz prikaz iznosa te komunikacije),
• pravokutnici zˇute ispune - izvrsˇne jedinice programa spojene samo komunikacijskim vezama s
ostatkom grafa, sinkro-vrhovi,
















Slika 5.8: Vizualizacija grafa opisanog datotekom DOT sa slike 5.7.
I vrhovi i bridovi mogu imati tekstualne ili numericˇke vrijednosti te razne druge parametre tekstualne
naravi, koje je moguc´e interpretirati na zˇeljen nacˇin, tako da ih je jednostavno koristiti za obradu i za
uvoz podataka postupcima rasporedivanja programa. Zbog toga smo i mi koristili opisni jezik DOT za
sve eksperimente.
Osim postojec´ih alata, a u svrhu bolje prilagodbe testnih slucˇajeva i njihove analize, kreirali smo i
vlastite. Prvi od njih jest okruzˇenje za generiranje testnih slucˇajeva DAGGer (eng. DAG generator),
opisano u sljedec´em pododjeljku.
5.1.4 Razvijeni alati: generatori testnih slucˇajeva DAGGer, DAGGer-S i
DAGGer-P
Kako bi opisali testne slucˇajeve u obliku modela programskog okvira LOSECO iz poglavlja 3, kreirali
smo alat za generiranje grafova programa DAGGer (eng. DAG generator). Navedeni alat sluzˇi za
generiranje strukture programa u obliku usmjerenih aciklicˇkih grafova, ali i mijesˇanih aciklicˇkih grafova.
Algoritam 8 opisuje nacˇin rada alata DAGGer. Navedeni alat temelji se na nasumicˇnom generiranju
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matrice susjedstva (koja predstavlja bridove grafa) izvrsˇnih jedinica programa. S obzirom na to da
DAGGer generira usmjerene aciklicˇke grafove prema predefiniranim postavkama, svaki od bridova mora
imati i smjer. Graf ne smije sadrzˇavati petlje (cikluse, aciklicˇki graf), tako da je u matricu susjedstva
dozvoljeno stavljati vrijednosti samo iznad (ili samo ispod) glavne dijagonale, (linije 2 i 10) jer je tako
najlaksˇe generirati trazˇeni graf. Vrijednost od -1 oznacˇava da brida nema, dok 0 u matrici na mjestu
(i, j) oznacˇava brid usmjeren od vrhova vi prema vj (linija 5). Nadalje, od svih vrijednosti iznad glavne
dijagonale generiraju se lukovi u samo 5% slucˇajeva (linija 3). Navedena vrijednost je odabrana da bude
sˇto slicˇnija strukturama koje generiraju TGFF i Pegasus, (pododjeljci 5.1.1 i 5.1.2).
Algoritam 8 DAGGer.
1: V ← Izvrsˇne jedinice koje cˇine program
2: za sve {vi, vj ∈ V : j > i} radi
3: ei,j = random ∈ [0, 19] {1 od 20 su bridovi}
4: ako ei,j > 0 onda
5: ei,j = 0 {generiraj luk od vi do vj}
6: else
7: ei,j = −1 {ne postoji brid izmedu vi i vj}
8: zavrsˇi ako
9: zavrsˇi za
10: za sve {vi, vj ∈ V : j ≤ i} radi
11: ei,j = −1 {ne postoji brid izmedu vi i vj}
12: zavrsˇi za






















































(c) Povezivanje izlaznih cˇvorova virtualnim cˇvorom.
Slika 5.9: Primjer grafa programa generiranog alatom DAGGer.
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susjedstva, gdje je nijansama sive boje oznacˇen dio koji se mozˇe mijenjati, (prebaciti vrijednost -1 u 0,
tj. stvoriti luk u grafu). Oblik DOT tog grafa vidljiv je na slici 5.9b u kojem se, s obzirom na to da se
bridovi generiraju nasumicˇno u 5% slucˇajeva, nalaze samo dva brida. Ostali vrhovi nisu povezani, cˇime se
program koji taj graf predstavlja mozˇe promatrati kao skup od cˇetiri odvojena programa ({T0, T2, T5},
{T1}, {T3} i {T4}). Takav slucˇaj ne analiziramo zbog toga sˇto tada postupak LDCP ne mozˇe rasporediti
sve izvrsˇne jedinice (ostali postupci mogu), zbog toga sˇto ne mozˇe dinamicˇki stvarati najduzˇi kriticˇni
put. No, taj problem je rijesˇen u sustavu za rasporedivanje ubacivanjem virtualnog (lazˇnog) cˇvora,
tako da graf postaje kao na slici 5.9c.
Postoje takoder i dvije dodatne izvedbe alata DAGGer: DAGGer-S, za generiranje parametara pro-
grama s prethodno generiranom strukturom i DAGGer-P, za generiranje parametara racˇunalne platforme.
DAGGer-S koristi pravila generiranja svih parametara grafova (osim strukture), opisanih u velikom broju
radova koji opisuju rasporedivanje programa, poput [13, 37, 39–41, 85] te mnogih drugih. U vec´ini je ge-
neriranje parametara izvrsˇnih jedinica programa svedeno na sljedec´e parametre:
• |V | = ϑ - broj izvrsˇnih jedinica programa,
• |P | = ρ - broj obradbenih jedinica racˇunalne platforme,
• ccr - omjer komunikacije i obrade (eng. communication-to-computation ratio),
• η - cˇimbenik raznorodnosti (eng. heterogeneity),
• xobG - prosjecˇni obradbeni zahtjevi (grafa) programa (prosjek svih njegovih izvrsˇnih jedinica).
Kao sˇto je vec´ spomenuto, ϑ predstavlja ukupan broj izvrsˇnih jedinica koje tvore program, dok ρ predstav-
lja ukupan broj obradbenih jedinica sklopovlja na koje se program rasporeduje. Parametar ccr odreduje
omjer zbroja vrijednosti svih komunikacijskih poziva i zbroja obradbenih zahtjeva vrhova grafa, tj. omjer





Cˇimbenik raznorodnosti η (ili raspon vremena izvodenja na procesorima, prema [41]) jest mjera koliko
vrijeme izvrsˇavanja jedinice programa odstupa u odnosu na obradbenu jedinicu na kojoj se izvrsˇava.
Male vrijednosti η znacˇe vrlo slicˇna vremena izvodenja, (gotovo homogena platforma), dok vec´e vrijed-
nosti oznacˇavaju znacˇajnu razliku u tim vremenima (visoko raznorodna platforma). Srednja vrijednost
obradbenih zahtjeva (vremena izvodenja i sl.) xobi izvrsˇne jedinice vi se odabire nasumicˇno uniformnom
razdiobom u intervalu
[
1, 2 · xobG
]








Samo vrijeme izvodenja (ili obradbeni zahtjevi) xobi,j izvrsˇne jedinice vi na svakoj obradbenoj jedinici pj
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Parametri komunikacije medu izvrsˇnim jedinicama biraju se na nacˇin identicˇan kao i obradbeni parametri.
Prvo, s obzirom na to da su ccr i xobG zadani, iz (5.1) dobiva se
eG = ccr · xobG , (5.4)
zatim se srednja vrijednost komunikacije e izmedu izvrsˇnih jedinica bira nasumicˇno iz intervala [0, 2 · eG],
uniformnom razdiobom. Vrijednost komunikacije za svaki par izvrsˇnih jedinica vi i vj izmedu kojih postoji
komunikacija (vrijednost u matrici susjedstva na (i, j) je vec´a od 0) bira se pomoc´u (5.3), supstitucijom
xobi sa e te x
ob













Dakle, raznorodnost u generiranju slucˇajeva alatom DAGGer utjecˇe i na razlike u komunikaciji.
DAGGer-P je specificˇan po tome sˇto generira raznorodne komunikacijske kanale izmedu obradbenih
jedinica simulirane racˇunalne platforme, sˇto vec´ina navedenih postupaka ne podrazumijeva pri konfigura-
ciji testnih slucˇajeva. Zasniva se na principu slicˇnom generiranju komunikacijskih zahtjeva medu izvrsˇnim
jedinicama programa opisanog u algoritmu 8, osim sˇto podrazumijeva da su komunikacijski kanali sime-
tricˇni. Drugim rijecˇima, komunikacijski kanali omoguc´uju istu propusnost u oba smjera i omoguc´uju
da samo jedan smjer mozˇe biti aktivan u isto vrijeme, cˇime smo zadovoljili polazne pretpostavke pos-
tupka RaNDKiP dane u pododjeljku 4.2. Dodatni parametar koji uvodi DAGGer-P jest maksimalna
propusnost komunikacijske veze cmax, dok se propusnost komunikacijskoga kanala ci,j izmedu obradbe-
nih jedinica pi i pj bira nasumicˇno uniformnom razdiobom u intervalu [1, cmax]. Slika 5.10 prikazuje
primjer parametara platforme generirane alatom DAGGer-P, gdje se na slici 5.10a vidi simetricˇnost ko-
munikacijskih kanala, (simetrija u odnosu na glavnu dijagonalu). Vrijednosti na glavnoj dijagonali nisu
definirane, jer se propusnost unutar iste obradbene jedinice smatra puno vec´om od propusnosti izmedu
razlicˇitih obradbenih jedinica (teoretski beskonacˇna), tako da su svi komunikacijski pozivi unutar iste
obradbene jedinice jednaki nuli (sˇto podrazumijevaju svi postupci rasporedivanja rangiranjem izvrsˇnih































Slika 5.10: Primjer strukture platforme generirane DAGGer-P-om.
U slucˇaju generiranja mijesˇanoga aciklicˇkoga grafa alatom DAGGer postupak se sastoji od zamjene
bridova u vec´ generiranoj matrici susjedstva (za DAG). Za svaki se brid generira zastavica nasumicˇno u
intervalu [0, 9] te u slucˇaju da je broj manji od 2, brid se obiljezˇava kao komunikacijski brid (priblizˇno
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80% bridova tako postaju lukovi, dok 20% njih ostaju neusmjereni bridovi). Ostali bridovi ostaju samo
oznaka vremenskog slijeda (nemaju komunikaciju).
5.1.5 Razvijeni alati: simulacijsko okruzˇenje SynGraph
U svrhu sˇto boljeg vrednovanja rezultata dobivenih vlastitim postupcima rasporedivanja programa na
racˇunalne platforme te kako bi postigli cilj 4 nasˇeg istrazˇivanja, razvili smo simulacijsko okruzˇenje Syn-
Graph. Navedeno okruzˇenje omoguc´uje simulaciju programa zadanog u obliku usmjerenih aciklicˇkih
grafova (DAG-ova) ili mijesˇanih aciklicˇkih grafova na stvarnim paralelnim i raspodijeljenim racˇunalnim
platformama koje podrzˇavaju paradigmu izmjene poruka (MPI).
Jedno od glavnih svojstava okruzˇenja SynGraph jest i nadopunjavanje postupka RaPPaMaG meha-
nizmom koji sam stvara raspored jedinica programa i odmah ih izvodi prema tom rasporedu, (zamjenjuje
fazu 2 postupka, rasporedivanje faza izvrsˇavanja)
Glavni koraci okruzˇenja SynGraph prikazani su algoritmom 9. Postupak kao ulaz dobiva raspored
dobiven nekim od postupaka rasporedivanja (inacˇice postupka RaNDKiP, HEFT, LDCP) ili vektor do-
dijeljenosti kod postupka RaPPaMaG (koja izvrsˇna jedinica programa je dodijeljena kojoj obradbenoj
jedinici sklopovlja), (linija 1). Nakon toga, okruzˇenje stvara broj procesa jednak broju obradbenih jedi-
nica prema pretpostavkama rasporedivanja i svaki postavlja na zasebnu obradbenu jedinicu sklopovlja
(linije 3—5). Sljedec´i korak je stvaranje ”brave” za svaku jedinicu programa, (linije 6–10). ”Brava” je
skup manjih ”bravica” za svakog prethodnika trenutno analizirane jedinice programa. Dakle, za odredenu
jedinicu programa potrebno je otkljucˇati sve bravice kako bi ona mogla nastaviti s radom, (svi prethod-
nici moraju zavrsˇiti izvodenje). Nakon toga svaki proces prima jedinice programa koje su mu dodijeljene
(koje su rasporedene na njega, tj. na odgovarajuc´u obradbenu jedinicu sklopovlja), (linija 13). Sada
istovremeno zapocˇinje izvodenje svih jedinica programa, s tim da samo one s otkljucˇanom bravom mogu
krenuti s izvrsˇavanjem. Ukratko, faze kroz koje prolazi svaka jedinica programa su:
1. faza: primanje signala za otkljucˇavanje bravica (linija 16),
2. faza: izvrsˇavanje obradbenih zahtjeva, izvodenje (linija 21),
3. faza: komunikacija (slanje i primanje potrebnih podataka, ako je potrebno), linija 22,
4. faza: slanje ”otkljucˇaj” signala svim sljedbenicima, prema grafu programa (linija 23).
Kako jedinice programa zavrsˇavaju izvodenje, tako se otkljucˇavaju brave drugih i one nastavljaju s radom
(linije 15–20). Na taj se nacˇin sam program izvrsˇava na najucˇinkovitiji moguc´i nacˇin i jedinice programa
krec´u s izvodenjem cˇim su za to preduvjeti ispunjeni.
Navedeni postupak prikazan je i na slici 5.11 kroz primjer programa u obliku mijesˇanoga grafa ra-
sporedenog na faze izvrsˇavanja pomoc´u postupka RaPPaMaG sa slike 5.11a. Pojedinim jedinicama
programa dodijeljene su obradbene jedinice sklopovlja (dobiveni raspored) prema slici 5.11b. Nakon
toga, ti podatci se daju simulacijskom okruzˇenju SynGraph i program se izvodi na nacˇin prikazan slikom
5.11c. Dakle, pokrec´u se pojedinacˇni procesi na obradbenim jedinicama p1, ..., p6, svakom od kojeg se
dodijele odgovarajuc´e jedinice programa prema ulaznom rasporedu.
Alati za generiranje i vrednovanje testnih slucˇajeva 109
Algoritam 9 SynGraph, glavna funkcija.
1: P ← Raspored cˇitavog skupa obradbenih jedinica
2: V ← skup izvrsˇnih jedinica programa
3: za sve p ∈ P radi
4: kreiraj proces pvirt i dodijeli ga obradbenoj jedinici p
5: zavrsˇi za
6: za sve vj ∈ V radi
7: za sve vk ∈ pred(vj) radi
8: bj = bj + 1 {kreiraj bravu za svakog neposrednog prethodnika}
9: zavrsˇi za
10: zavrsˇi za
11: P virt ← skup svih procesa
12: za sve pvirt ∈ P virt radi
13: Vi ← Skup jedinica programa dodijeljenih obradbenoj jedinici pi
14: za sve vj ∈ Vi radi
15: ponavljaj
16: zapocˇni primanje ”otkljucˇaj” signala od svih prethodnika
17: za svaki primljeni ”otkljucˇaj” signal radi
18: bj = bj − 1
19: zavrsˇi za
20: sve dok nije bj = 0
21: zapocˇni s radom
22: obavi komunikacijske pozive
23: posˇalji ”otkljucˇaj” signal svim sljedbenicima
24: zavrsˇi za
25: zavrsˇi za
Tako se tvore redovi jedinica programa na svakom procesu i za svaki se simultano pokrec´e procedura
izvrsˇavanja. Na taj se nacˇin prvo pokrec´u ulazne jedinice programa (bez prethodnika u grafu) te kako one
zavrsˇavaju s izvodenjem, otkljucˇavaju bravice njihovih sljedbenika pomoc´u MPI komunikacijskih poziva,
koji to cˇine svojim sljedbenicima itd. Komunikacija medu jedinicama programa odvija se takoder unutar
MPI komunikacijskih poziva ovisno o topologiji koja je potrebna. To mogu biti komunikacijski pozivi od
tocˇke do tocˇke, (eng. point to point) i kolektivni komunikacijski pozivi, (eng. collective communication
calls), poput broadcast, reduce, all-to-all itd., prema [45]. Zasad SynGraph podrzˇava samo sinkronu ko-
munikaciju (prema zahtjevima postupka RaPPaMaG), no u izradi je i moguc´nost asinkrone komunikacije
medu jedinicama programa.
Josˇ jedna od prednosti simulacijskog okruzˇenja SynGraph je i moguc´nost inkapsulacije razlicˇitih
obradbenih struktura za izvrsˇne jedinice programa. Naime, faza 2 kroz koju prolaze sve izvrsˇne
jedinice programa jest izvrsˇavanje njezinih obradbenih zahtjeva. Oni mogu biti razne naravi, poput
cjelobrojnih operacija (instrukcija), operacija s pomicˇnim zarezom (eng. floating-point) i raznih struktura
poput osnovnih potprograma linearne algebre (eng. basic linear algebra subprograms, BLAS) iz biblioteke
LAPACK (eng. linear algebra package) opisane u [110] ili njezine skalabilne verzije SCALAPACK (eng.
scalable linear algebra package) opisane u [111]. Ono sˇto je posebno vazˇno jest da se sve jedinice programa
izvrsˇavaju unutar obradbenih spremnika, tj. strukture u koju se mogu ugraditi bilo kakvi oblici
opterec´enja. To svojstvo moguc´e je povezati s naporima da se stvore univerzalni repozitoriji komponenti
za paralelne programe, poput vec´ spomenutih Berekeleyovih patuljaka iz [56, 98] ili instance MICA
okvira iz [14].
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(c) Tijek i struktura izvodenja.
Slika 5.11: Program rasporeden postupkom RaPPaMaG u izvodenju kroz okruzˇenje SynGraph.
Okruzˇenje SynGraph koristit c´emo u slucˇajevima kada ne mozˇemo destilirati apsolutne pokazatelje
kvalitete, kao sˇto je to slucˇaj kod rasporedivanja mijesˇanih grafova.
Vlastitim alatom SynGraph zavrsˇili smo s opisom vazˇnijih alata koriˇstenih u eksperimentalnoj analizi.
Osim nacˇina na koji mozˇemo generirati testne slucˇajeve, vazˇno je odrediti i njihove postavke i referentne
vrijednosti, sˇto opisujemo u dolazec´em pododjeljku.
5.2 Postavke testnih slucˇajeva (eksperimenta)
Vodeni potrebom za sˇto boljim preslikavanjem stvarnih primjera iz podrucˇja HPC-a u testne slucˇajeve,
definiramo postavke eksperimenata inspiriranih postojec´im istrazˇivanjem, kao i prilagodbama tih pos-
tavki za analizu slucˇajeva iz nasˇeg istrazˇivanja. Postavke testnih slucˇajeva dijele se na:
• parametre paralelnih programa, (njihovih izvrsˇnih jedinica i njihove meduovisnosti),
• parametre racˇunalne platforme, (njezinih obradbenih jedinica i komunikacije medu njima) te
• postavke postupaka rasporedivanja.
Vec´ina parametara se odabire u intervalima koji se koriste u relevantnom podrucˇju istrazˇivanja radi
laksˇe usporedbe, osim kada neki od njih uzrokuje odredeni problem za nasˇe testne slucˇajeve. Ti problemi
mogu biti izvedbene naravi, zatim nedostatak moguc´nosti preslikavanja stvarnih slucˇajeva koje zˇelimo
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pokriti nasˇim istrazˇivanjem na nasˇe eksperimente ili slucˇaj kada ti parametri ne donose relevantne infor-
macije. Sve c´emo vazˇnije parametre opisati narednim pododjeljcima.
Parametri programa: broj izvrsˇnih jedinica programa, ϑ
Broj izvrsˇnih jedinica glavni je parametar koji obiljezˇava testne slucˇajeve i izravno utjecˇe na performanse
postupaka njihovog rasporedivanja, kao i na same performanse programa u izvodenju koji se od njih
sastoji. Za ocˇekivati je da c´e vec´i broj izvrsˇnih jedinica programa negativno utjecati na performanse
postupaka rasporedivanja. No, taj utjecaj mozˇe biti smanjen u slucˇaju da izvrsˇne jedinice imaju male
obradbene zahtjeve i kada je komunikacija medu njima slabog intenziteta i obujma. Referente vrijednosti
koje se nalaze u literaturi variraju od nekoliko desetaka, pa sve do nekoliko tisuc´a. Kako bi eksperimenti
bili konzistentni u ispitivanju vlastitih postupaka rasporedivanja RaPPaMaG i RaNDKiP, vrijednosti ϑ
bit c´e prilagodene vrijednostima koje se za njih koriste u povezanoj literaturi.
Brojevi zadataka u povezanoj literaturi vec´inom se krec´u od 20 do 100 [37,41,44], no ima i ekstremnijih
primjera, 10 – 500 u [13], 100 – 500 u [70] ili cˇak i mnogo viˇse (1024 – 131072 u [22], performansi radi) te
manji broj (16 – 36 u [64]). S obzirom na to da su u intervalu ϑ ∈ [20, 200] i tri razmjera testnih primjera
radnih opterec´enja Pegasus (od 30, 50, 100 i 1000), odabrane vrijednosti u nasˇoj eksperimentalnoj analizi
su ϑ ∈ {25, 50, 100, 200}. Za vrijednosti vec´e od 200 izvorni postupak LDCP ima vrlo veliko vrijeme
izvodenja, tako da smo 200 odabrali kao gornju granicu. Medutim, kao sˇto c´e rezultati eksperimenata
pokazati, navedene vrijednosti za ϑ nude dobar uvid u karakteristike postupaka rasporedivanja.
Parametri programa: omjer komunikacije i obrade, ccr
Omjer komunikacije i obrade, kao sˇto je vec´ spomenuto, odreduje koliki je udio komunikacije u opterec´enju
programa. Navedeni je parametar iznimno vazˇan u slucˇajevima kada se ukupno trajanje komunikacije
priblizˇava polovici ukupnog trajanja obrade u programu. Tada drasticˇno pada ucˇinkovitost postupaka
rasporedivanja koji ne podrazumijevaju stvarni obujam komunikacije (RaNDKiP2, LDCP), ili uzimaju
samo njezinu prosjecˇnu vrijednost (HEFT). Vrijednosti za ccr u povezanoj literaturi krec´u se izmedu 0,1
i 10 [13,41,44], no postoje i manji intervali vrijednosti (u [40] izmedu 1,2 i 3, od 1 do 2.5 u [39] ili jedna
vrijednost od 5 u [64]). Zbog toga, uzeli smo interval koji pokriva vec´inu, ccr ∈ {0, 5, 1, 5, 10}.
Parametri sklopovlja: broj obradbenih jedinica, ρ
Broj obradbenih jedinica simulirane racˇunalne platforme na koju se rasporeduju programi drugi je
najvazˇniji parametar koji utjecˇe na performanse postupaka rasporedivanja, kako u vremenu izvodenja,
tako i u optimalnosti rjesˇenja. Zbog toga je i prisutan u gotovo svakoj analizi postupaka rasporedivanja
programa na sklopovlje i izravni je pokazatelj skalabilnosti, kako programa koji se rasporeduju, tako i
samih postupaka rasporedivanja. Broj obradbenih jedinica sklopovlja u relevantnoj literaturi se u pravilu
krec´e izmedu 2 i 32, primjerice u [3,13,37,39,41,86] i to vec´inom kao potencija broja dva, kako se pojav-
ljuju i u stvarnim racˇunalnim sustavima. Iz tih razloga i mi smo odabrali vrijednosti ρ ∈ {4, 8, 16, 32}.
Vazˇno je napomenuti da u povezanoj literaturi postoje i drugi intervali, primjerice od 20 do 60 u [51], 2
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– 64 u [44], 2 – 128 u [64], do 1680 u [17] ili cˇak do 4096 u [35], no oni su cˇesto vezani uz vrlo specificˇne
slucˇajeve ili slucˇajeve koji ispituju slozˇenost razlicˇitih postupaka rasporedivanja.
Parametri sklopovlja: cˇimbenik raznorodnosti, η
Cˇimbenik raznorodnosti upuc´uje na to koliko se razlikuju vremena izvrsˇavanja jedinica programa u
odnosu na to na kojoj obradbenoj jedinici se izvrsˇavaju. Vec´a vrijednost cˇimbenika raznorodnosti,
kao sˇto i samo ime kazˇe, znacˇi vec´u raznorodnost racˇunalne platforme (vec´e razlike u racˇunalnoj snazi
njezinih obradbenih jedinica). Za buduc´e racˇunalne platforme ovakav je pristup realan (vrlo razlicˇite
obradbene jedinice), kao i za velike, zemljopisno-rasporedene racˇunalne sustave (veliki spletovi racˇunala).
Uobicˇajene vrijednosti u povezanoj literaturi krec´u se izmedu 0,1 i 2, kao u [13], no postoje i manje
vrijednosti (0,1 do 0,8 u [37], 0,1 do 1 u [41]), ali i ekstremnije vrijednosti (100 – 200 u [44]). Stoga, za
potrebe nasˇih eksperimenata uzete su vrijednosti η ∈ {0, 1, 0, 5, 1, 5}.
Ostali parametri: xobG , cmax, ei,j, x
ob, yob, tizvi,j
Od ostalih parametara platforme isticˇemo one specificˇne nasˇem problemu te one koji nemaju velik znacˇaj
na performanse.
Za postupak RaPPaMaG to su obradbeni zahtjevi izvrsˇnih jedinica programa xob (i njihovog pro-
sjeka u cijelom grafu programa — xobG ) u obliku broja instrukcija koje trebaju obaviti, cˇime se izravno
nadovezujemo na neku od povezane literature (mega ciklusa u sekundi u bezˇicˇnim senzorskim mrezˇama,
prema [51, 97]). Za postupke koji rasporeduju programe u obliku DAG-a (RaNDKiP, HEFT i LDCP),
taj parametar je zadan u obliku vremena izvrsˇavanja tizvi,j jedinice programa vi na obradbenoj jedinici
pj , no prikazujemo ga takoder kao obradbene zahtjeve x
ob
i,j .
Tako dolazimo i do obradbene snage obradbenih jedinica yob u obliku instrukcija koje mogu obaviti
u sekundi. Ta se mjera mozˇe opc´enito promatrati kao zajednicˇka za mjerne velicˇine obradbene snage
racˇunalnih sustava poput mega instrukcija po sekundi (eng. mega instructions per second, MIPS), prema
[16] i jedne od najpopularnijih — operacija s pomicˇnim zarezom u sekundi (eng. floating point operations
per second, FLOPS) — prema [77], koja se koristi i u rangiranju superracˇunala na listama TOP500, [7]
i GREEN500, [8].
Nadalje, to su parametri komunikacije u programu u obliku kolicˇine podataka ei,j koja se izmjenjuje
medu izvrsˇnim jedinicama programa vi i vj te prosjecˇne vrijednosti komunikacije u grafu eG, opisanih u
pododjeljku 5.1.4, a koji se koriste i za RaPPaMaG i za RaNDKiP te u relevantnoj literaturi [13,37,41]
itd.
Definiramo i parametre komunikacije racˇunalne platforme u obliku maksimalne propusnosti komu-
nikacijskoga kanala cmax takoder opisane u pododjeljku 5.1.4. Vec´ina ostalih parametara programa i
sklopovlja nema veliki znacˇaj, ili su usko specificˇni za primjenu.
Vrijednosti koje postavljamo za navedene parametre su:
• parametar prosjecˇnih obradbenih zahtjeva grafa programa xobG postavljen je na 50 (tako da su
prosjecˇni obradbeni zahtjevi njegovih izvrsˇnih jedinica xobi,j u intervalu [0, 100]),
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• za maksimalnu propusnost komunikacijskoga kanala cmax odabrana je vrijednost 100, jer na taj
nacˇin vrijednost komunikacijskih zahtjeva mozˇe varirati izmedu vremena identicˇnih vremenu obrade,
(prema nacˇinu generiranja alata DAGGer, pododjeljak 5.1.4), do 100 puta manjih vrijednosti
(ukupno trajanje komunikacije jednako je omjeru komunikacije izmedu izvrsˇnih jedinica i pro-
pusnosti kanala obradbenih jedinica na koje su rasporedeni, prikazano u pododjeljku 3.3).
Vec´ina vremenskih parametara ujedno je i navedena u pododjeljku 5.1.4.
Parametri utrosˇka energije: yen, f , υ
Parametri utrosˇka energije definiraju se samo za racˇunalnu platformu i to u obliku simbolicˇke mjere
poput utrosˇka energije po izvrsˇenoj instrukciji yen, cˇime mozˇemo dobro opisati energetske karakteris-
tike platforme, a sˇto je i opisano u literaturi, primjerice [1, 75, 112, 113], (broj operacija po vatu —
FLOP/W). Za postupke rasporedivanja na temelju rangiranih listi i njihovoj usporedbi s postupkom
RaNDKiP upotrebljavamo parametre radne frekvencije obradbene jedinice f te njezinog radnog napona
υ. Navedenim parametrima dolazimo do utrosˇka energije pomoc´u DVFS karakteristika obradbenih jedi-
nica opisanih pomoc´u (4.66) do (4.70) u pododjeljku 4.2.4, uz poznavanje DVFS tablice poput one u [4].
Navedeni parametri su temelj izracˇuna utrosˇka energije i u vezanim istrazˇivacˇkim radovima koji opisuju
energetski-svjesno rasporedivanje u sustavima s DVFS-om, primjerice u [3, 11,39,44,84,85].
Parametri i postavke postupaka rasporedivanja
Kod razvijenih postupaka rasporedivanja (RaPPaMaG, RaNDKiP), ali i postojec´ih (HEFT, LDCP),
neke postavke mogu imati znacˇajne razlike u optimalnosti pronadenih rjesˇenja ovisno o tipu primjene.
Primjerice, za vec´ opisani postupak RaNDKiP u eksperimentalnoj analizi upotrijebljene su dvije njegove
inacˇice. Glavna inacˇica RaNDKiP primjenjuje postupak dinamicˇke izrade ranga izvrsˇnih jedinica
(ovisno o komunikacijskom kanalu izmedu obradbenih jedinica na koje su dodijeljeni, opisano u podo-
djeljku 4.2.1), ali i dinamicˇko azˇuriranje matrice susjedstva, opisano u pododjeljku 4.2.3. No,
ispitane su i njihove izvedbe bez svake od navedenih karakteristika RaNDKiP1 i RaNDKiP2. Navodimo
karakteristike svake inacˇice RaNDKiP postupka:
• glavna inacˇica RaNDKiP: primjenjuje dinamicˇku izradu ranga i dinamicˇko azˇuriranje matrice
susjedstva,
• prva izvedena inacˇica RaNDKiP1: bez dinamicˇke izrade ranga, uz dinamicˇko azˇuriranje ma-
trice susjedstva i
• druga izvedena inacˇica RaNDKiP2: bez dinamicˇke izrade ranga, bez dinamicˇkog azˇuriranja
matrice susjedstva.
S obzirom na to da postojec´i postupci rasporedivanja LDCP i HEFT (ali i mnogi drugi) ne tretiraju
komunikaciju jednako kao nasˇe inacˇice postupka RaNDKiP, potrebno ih je ujednacˇiti kako bi ih mogli
izravno usporediti u eksperimentalnoj analizi. Postupak LDCP, kao sˇto je i opisano u pododjeljku 4.2
i prema originalnom izvoru [37] nema moguc´nost ubacivanja komunikacije u raspored. S druge strane,
postupak HEFT, kao sˇto je opisano u pododjeljku 2.3.5 i originalnom izvoru [41, 42] podrazumijeva
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komunikaciju koja se mozˇe odvijati paralelno (ukoliko postoji viˇse komunikacijskih poziva u nizu za
jednu izvrsˇnu jedinicu programa). S obzirom na to da se u stvarnim sustavima koje mi analiziramo
komunikacija odvija bez preklapanja te u svrhu priblizˇavanja dobivenih rezultata situaciji kakva c´e se
odvijati stvarnim programa prema dobivenom rasporedu, potrebno je taj raspored prilagoditi. Iz tih
razloga, razvili smo pomoc´ni postupak DoSK, (dodavanje stvarne komunikacije u raspored), koji se
sastoji od algoritama 10 i 11 te u dobiveni raspored ubacuje komunikaciju kakva bi se odvijala pri
stvarnom izvodenju programa prema tom rasporedu.
U prvom dijelu postupka DoSK, opisanog algoritmom 10, predaje se raspored dobiven bilo kojim
od postupaka rasporedivanja i vrsˇi se analiza za raspored svake od obradbenih jedinica zasebno, (linije
1–4). Zatim se uklanjaju postojec´i komunikacijski isjecˇci (ako ih ima, sˇto je slucˇaj za HEFT), (linija
6). Uklanjanjem komunikacijskoga isjecˇka mora se azˇurirati i vrijeme pocˇetka i zavrsˇetka odgovarajuc´eg
obradbenog isjecˇka, (linije 11 i 12), no prije toga treba preskocˇiti sve naredne komunikacijske isjecˇke
ako postoje, (linije 8–10). Azˇuriranjem vremena pocˇetka i zavrsˇetka odgovarajuc´eg obradbenog isjecˇka
potrebno je azˇurirati isto i za sve njegove sljedbenike, pa se poziva funkcija privuci sljedbenike(j) koja
rekurzivno azˇurira vremena pocˇetka i zavrsˇetka sljedbenika, ali i svih njihovih narednih sljedbenika,
(linije 13–17).
Algoritam 10 Dodavanje stvarne komunikacije u raspored, prvi dio - DoSK1.
1: P ← Raspored cˇitavog skupa obradbenih jedinica
2: za sve p ∈ P radi
3: Si ← Skup vremenskih isjecˇaka rasporeda obradbene jedinice pi
4: za sve s ∈ Si radi
5: ako sj je komunikacijski isjecˇak onda
6: ukloni sj iz rasporeda
7: k = j
8: dok sk+1 nije obradbeni isjecˇak radi
9: k = k + 1
10: zavrsˇi dok
11: tsvpk = t
svp
k − tizvj {azˇuriraj vrijeme pocˇetka odgovarajuc´eg obradbenog isjecˇka}
12: tsvzk = t
svz
k − tizvj {azˇuriraj vrijeme zavrsˇetka odgovarajuc´eg obradbenog isjecˇka}
13: privuci sljedbenike(k):
14: dok sljed(sk) 6= ∅ radi
15: privuci sljedbenike(sljed(sk))








Drugi dio algoritma, algoritam 11, sluzˇi za dodavanje stvarne komunikacije u raspored u kojem se
sada ne nalaze komunikacijski isjecˇci. Analizira se takoder raspored svake od obradbenih jedinica zasebno
(linije 2 i 3) te se za svaki obradbeni isjecˇak provjerava skup njegovih prethodnika i, ukoliko su oni dodije-
ljeni drugoj obradbenoj jedinici (linija 6), azˇuriraju se njegova vremena pocˇetka i zavrsˇetka (linije 8–10).
Azˇurirano vrijeme je sada stvarno vrijeme dobiveno dijeljenjem kolicˇine podataka koja se treba preni-
jeti izmedu obradbenog isjecˇka i njegovog prethodnika epred(sj),j te komunikacijske propusnosti izmedu
obradbenih jedinica na koje su dodijeljeni ck,j (linija 8). Sada je potrebno i rekurzivno azˇurirati ta vre-
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mena i za sve prethodnike analiziranog obradbenog isjecˇka, cˇemu sluzˇi funkcija poguraj sljedbenike(j)
(linije 11–16).
Algoritam 11 Dodavanje stvarne komunikacije u raspored, drugi dio - DoSK2.
1: P ← Raspored cˇitavog skupa obradbenih jedinica
2: za sve p ∈ P radi
3: za sve s ∈ Si radi
4: ako sj je obradbeni isjecˇak onda
5: za sve pred(sj) radi
6: ako (pk dodijeljen pred(sj)) 6= (pl dodijeljen sj) onda




{postavi trajanje komunikacijskoga isjecˇka}




z {azˇuriraj vrijeme pocˇetka obradbenog isjecˇka j}




z {azˇuriraj vrijeme zavrsˇetka obradbenog isjecˇka j}
11: poguraj sljedbenike(j):
12: dok sljed(sj) 6= ∅ radi
13: poguraj sljedbenike(sljed(sj))














Pomoc´ni postupak DoSK prikazan je i slikom 5.12, na kojoj su vidljive tri izvrsˇne jedinice programa
v0, v1 i v2 rasporedene na dvije obradbene jedinice p0 i p1. U prvom dijelu, DoSK1, uklanjaju se
komunikacijski isjecˇci iz rasporeda jedan po jedan te se svi navedeni sljedbenici primicˇu pocˇetku rasporeda
za iznos te komunikacije. Zatim se ubacuje stvarna komunikacija (DoSK2), takoder svaka posebno te
se azˇuriraju vremena obradbenih isjecˇaka koji predstavljaju sljedbenike obradbene jedinice za koju se
azˇurira komunikacija.
Opc´eniti algoritam za sve postupke rasporedivanja prikazan je algoritmom 12. Prvi je korak generi-
ranje testnih slucˇajeva, koji ukljucˇuje generiranje parametara i programa i sklopovlja (linija 1). Zatim
se za svaki generirani slucˇaj provode analizirani postupci rasporedivanja, sˇto se ponavlja deset puta
kako bi mjerenja bila konzistentnija (linija 3–16). Za svaki se postupak provodi DoSK, kako bi dobiveni
rasporedi prikazivali stvarnu situaciju koja se mozˇe ocˇekivati izvrsˇavanjem programa prema njemu i bili
medusobno usporedivi. Naposljetku, rade se prosjeci svih analiziranih mjerenih velicˇina (linija 17).






















































Slika 5.12: Skica postupka DoSK (DoSK1 i DoSK2).
Algoritam 12 Osnovna struktura algoritama rasporedivanja.
1: G← generirani skup testnih slucˇajeva nekim od postupaka (DAGGer, Pegasus, TGFF)
2: za sve g ∈ G radi
3: i← 10
4: ponavljaj
5: rasporedi g postupkom RaNDKiP
6: pozovi DoSK1 i DoSK2 za dobiveni raspored
7: rasporedi g postupkom RaNDKiP1
8: pozovi DoSK1 i DoSK2 za dobiveni raspored
9: rasporedi g postupkom RaNDKiP2
10: pozovi DoSK1 i DoSK2 za dobiveni raspored
11: rasporedi g postupkom HEFT
12: pozovi DoSK1 i DoSK2 za dobiveni raspored
13: rasporedi g postupkom LDCP
14: pozovi DoSK1 i DoSK2 za dobiveni raspored
15: i = i− 1
16: sve dok nije i = 0
17: usporedi prosjek dobivenih rezultata
18: zavrsˇi za
Zadnji dio koji opisuje postavke testnih slucˇajeva za eksperimentalnu analizu je odabir referentnih
intervala svih koriˇstenih parametara koje predstavljamo iduc´im pododjeljkom.
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Referentni intervali ulaznih parametara testnih slucˇajeva
U ovom pododjeljku navodimo referentne vrijednosti ulaznih parametara testnih slucˇajeva. Neki od njih
su vec´ navedeni ranije u odgovarajuc´im pododjeljcima, no ovdje ih objedinjujemo tablicom 5.2 kako
bi svi bili na jednom mjestu. Takoder, za sve su vrijednosti iz navedene tablice dana obrazlozˇenja u
odgovarajuc´im pododjeljcima i kroz tekst, tako da nec´e biti objasˇnjavani ovdje.
Tablica 5.2: Vrijednosti i intervali svih ulaznih parametara koriˇstenih u eksperimentalnoj analizi.
RaPPaMaG RaNDKiP







ϑ {25, 39, 50, 100, 200} - {25, 50, 100, 200} ×2
ϑPegasus {25, 50, 100} ×2 {25, 50, 100} ×2
ccr 1,0 fiksno {0, 5, 1, 5, 10} -














G fiksno prema (5.3) nasumicˇno
eG prema (5.4) - prema (5.4) -
e [0, 2 · eG] nasumicˇno [1, 2 · eG] nasumicˇno








ρ 12 fiksno {4, 8, 16, 32} potencija broja 2
η 1,5 fiksno {0, 1, 0, 5, 1, 5} -
cmax 5 fiksno {1, 100} -
ci,j [1, cmax] nasumicˇno [1, cmax] nasumicˇno
yobP [1, 100] nasumicˇno - -
yobj slicˇno (5.3) nasumicˇno - -
yobj
prema (5.3)
nasumicˇno - -uz xobi → yobP i
xobi,j → yobj
yenP 4,5 fiksno - -
yenP [3, 6] , [1, 100] nasumicˇno - -
f - - [0, 1] odreduje LVI





w(tuk) {0, 8, 0, 2} - - -
w(euk) {0, 2, 0, 8} - - -
Za testne slucˇajeve iz repozitorija programa Pegasus i onih generiranih alatom TGFF postoji dodatni
parametar, a to je tip strukture programa, oblici kojeg su navedeni u pododjeljku 5.1.2. S obzirom na to
da je u istom pododjeljku navedeno da su velicˇine programa za preuzimanje fiksne i to ϑ ∈ {≈ 25,≈ 50,≈
100,≈ 1000} i uz ogranicˇenja postupaka rasporedivanja dodajemo josˇ jednu pretpostavku. Naime, kako
performanse postupka LDCP (vrijeme izvrsˇavanja) drasticˇno padaju porastom broja izvrsˇnih jedinica
programa, postavili smo gornju granicu na ϑ = 200, tako da ne analiziramo vrlo velike razmjere programa
iz repozitorija Pegasus (ϑ ≈ 1000). Shodno tome, ostaju vrijednosti prikazane tablicom 5.3 i one su
razmatrane u eksperimentalnoj analizi.
Za programe generirane alatom TGFF postoje takoder predlosˇci po kojima su generirani, navedeni
u odgovarajuc´em pododjeljku 5.1.1. S obzirom na to da strukture uvjetuju i neka odstupanja od broja
izvrsˇnih jedinica programa (karakteristika alata), razmjeri svakog od predlozˇaka navedeni su tablicom
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Tablica 5.3: Postavke parametara programa iz repozitorija Pegasus za eksperimentalnu analizu.
Broj izvrsˇnih jedinica u programu, ϑ
Karakteristika Mali razmjeri Srednji razmjeri Veliki razmjeri
CyberShake 30 50 100
Epigenomics 24 46 100
LIGO inspiral 30 50 100
Montage 30 60 100
SIPHT 25 50 100
5.4.
Tablica 5.4: Postavke parametara programa generiranih alatom TGFF za eksperimentalnu analizu.
Broj izvrsˇnih jedinica u programu, ϑ
Karakteristika Mali razmjeri Srednji razmjeri Veliki razmjeri Vrlo veliki razmjeri
kbasic task 27 52 102 203
kseries parallel - 41 104 208
kseries parallel xover - 41 104 208
packets 27 49 100 203
simple 25 50 100 200
sp rand 24 49 99 199
Iz navedene tablice vidi se kako za strukture programa kseries parallel nije moguc´e generirati male
razmjere programa (ϑ ≈ 25), tako da taj slucˇaj nismo analizirali.
Nakon sˇto smo definirali postavke svih parametara vazˇnih za izvodenje eksperimenata u analizi,
predstavit c´emo i parametre kvalitete u obliku mjerenih velicˇina koje pokazuju performanse unaprijedenih
postupaka rasporedivanja. Njih opisujemo narednim pododjeljkom.
5.3 Mjerene velicˇine i pokazatelji kvalitete
Velicˇine mjerene u eksperimentalnoj analizi zasnovane su prvenstveno na primjerima u praksi, ali kao
sˇto je to slucˇaj i kod parametara postavki, oni su uvjetovani i performansama koje zˇelimo istaknuti.
Mjerene velicˇine ujedno nazivamo i pokazateljima kvalitete, jer njihove vrijednosti odlucˇuju da li je
neki postupak dobar, tj. daje li zˇeljene rezultate te koliko je neki postupak bolji od drugoga. Pokazatelje
kvalitete dijelimo ovisno o postupku koji ih polucˇuje na mjerene velicˇine za postupak RaPPaMaG i
one za inacˇice postupka RaNDKiPte prema pojedinim kriterijima kvalitete na vremenske karakteristike
(pokazatelje kvalitete) i karakteristike utrosˇka elektricˇne energije.
5.3.1 Pokazatelji kvalitete vremenske analize
Pokazatelji kvalitete vremenske analize vec´inom su zasnovani na ukupnoj duljini rasporeda trasp kao
glavnom pokazatelju kvalitete, od kojeg izvodimo i vec´inu ostalih. Mjereni vremenski parametri se dijele
na:
• parametar 1: ukupna duljina rasporeda (eng. schedule length, makespan, execution time) — trasp,
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• parametar 2: udio duljine rasporeda (eng. schedule length ratio, SLR) — SLR,
• parametar 3: ubrzanje (eng. speedup) — ubrzanje,
• parametar 4: ucˇinkovitost (eng. efficiency) — ucˇinkovitost,
• parametar 5: relativna razlika duljine rasporeda.
Parametri trasp, SLR, ubrzanje i ucˇinkovitost koriste se u vec´ini literature vezane uz rasporediva-
nje programa na sklopovlje, posebice postupaka zasnovanih na rangiranju jedinica programa, primjerice
u [13, 23, 37, 41], dok je relativna razlika duljine rasporeda pokazatelj kvalitete razvijen u sklopu ovog
rada. U narednim pododjeljcima c´emo karakterizirati svaki od njih.
Ukupna duljina rasporeda trasp
Ukupna duljina rasporeda je pokazatelj koliko c´e ukupno trajati program ako se izvrsˇi prema dobivenom
rasporedu. Navedeni pokazatelj kvalitete cˇesto je simbolicˇke naravi, jer su parametri pomoc´u kojih
se dobiva takoder simbolicˇke naravi. No, on je dobar pokazatelj omjera ukupnog utrosˇka vremena i
vremena izvrsˇavanja pojedinih jedinica programa. Navedeni parametar u programima zadanima kao
usmjereni aciklicˇki graf (DAG) jednak je stvarnom vremenu zavrsˇetka izlaznog vrha grafa tsvzizlaz, (onog
bez sljedbenika u grafu programa). U slucˇaju kada postoji viˇse izlaznih cˇvorova vizlaz,i ∈ Vizlaz, a
nije koriˇstena strategija ubacivanja virtualnog (lazˇnog) izlaznog cˇvora, ono je jednako onom s vec´im
vremenom zavrsˇetka, prema (2.16) iz pododjeljka 2.3.5. Kada se koristi strategija ubacivanja virtualnog
cˇvora, tada je duljina rasporeda jednaka njegovom vremenu zavrsˇetka. Problem kod koriˇstenja duljine
rasporeda kao pokazatelja kvalitete je njegova osjetljivost na raspon vrijednosti ulaznih parametara,
posebno vremena izvrsˇavanja jedinica programa xob na pojedinim obradbenim jedinicama sklopovlja te
ukupnog broja jedinica programa ϑ. Zbog toga, primjerice, ne mogu se izravno usporedivati rezultati
rasporedivanja kod grafova razlicˇite velicˇine te mnogi autori uvode relativne mjere poput SLR-a koji je
opisan u narednom pododjeljku.
Udio duljine rasporeda (SLR)
Udio duljine rasporeda (SLR), prema [13,41] ili normalizirana duljina rasporeda (eng. normalized sche-
dule length, NSL), prema [37], jest odgovor na problem medusobne usporedbe kvalitete rasporeda kod








gdje je nazivnik jednak zbroju minimalnih obradbenih trosˇkova jedinica programa na najkrac´em kriticˇnom
putu KPmin. On se dobiva tako da se izvrsˇne jedinice programa rangiraju koristec´i njihove minimalne
obradbene trosˇkove (usporedujuc´i ih na svim obradbenim jedinicama) i zatim se odabere najkrac´i kriticˇni
put (rang ulaznog vrha grafa s najmanjim rangom).
Vrijednost SLR-a dobivena bilo kojim postupkom ne mozˇe biti manja od 1, jer je nazivnik u (5.6)
minimalna vrijednost duljine rasporeda koja se mozˇe dobiti. Performanse nekog postupka rasporedivanja
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to su bolje sˇto je manji SLR. U nasˇoj eksperimentalnoj analizi koriˇstene su prosjecˇne vrijednosti SLR-a
nekoliko razlicˇitih grafova, za koje je on izracˇunat kao srednja vrijednost na osnovu 10 ponavljanja.
Ubrzanje
Ubrzanje, kao najvazˇnija mjerna velicˇina pri analizi performansi paralelnih programa, koristi se i u svrhu
analize performansi postupaka rasporedivanja. Naime, ono ukazuje na razliku izmedu trajanja serijske
verzije programa i njegove paralelizirane verzije, sˇto podlijezˇe dobro poznatim zakonima paralelizacije:
Amdahlovom i Gustafsonovom, prema [114]. Navedeni omjer pokazatelj je ucˇinkovitosti paralelizacije,
kao i skalabilnosti programa, dok u konkretnom slucˇaju definira koliko je neki postupak rasporedivanja
uspio ucˇinkovito rasporediti program na sklopovlje.










gdje je brojnik razlomka serijsko (slijedno) vrijeme izvrsˇavanja programa, dok je nazivnik paralelno
vrijeme izvrsˇavanja programa. Slijedno vrijeme izvrsˇavanja odreduje se tako da se sve jedinice programa
dodijele istoj obradbenoj jedinici i to onoj na kojoj je ukupno vrijeme njihovog izvrsˇavanja minimalno.
Sˇto je vec´a vrijednost ubrzanja, to je bolji raspored koji je dao postupak rasporedivanja.
Ucˇinkovitost
Ucˇinkovitost je pokazatelj kvalitete koji se izravno nadovezuje na ubrzanje. Ucˇinkovitost je definirana





Ucˇinkovitost je manja sˇto je vec´i broj obradbenih jedinica i idealno bi bilo kada bi se smanjenjem
procesora linearno smanjivala i ucˇinkovitost. Ucˇinkovitost sluzˇi za medusobnu usporedbu postupaka
rasporedivanja, gdje ona s vec´om vrijednosti cˇimbenika ucˇinkovitosti ima bolje performanse.
Relativna razlika duljine rasporeda
Posljednji pokazatelj kvalitete u vremenskoj analizi je relativna razlika duljine rasporeda. Kao sˇto mu
i samo ime kazˇe, on pokazuje koliko se u postocima razlikuje duljina rasporeda dobivenog odredenim
postupkom od dobivenih rasporeda drugim postupcima, za isti testni slucˇaj. Navedeni pokazatelj kvali-
tete uveli smo zbog toga sˇto cˇesto koriˇsteni pokazatelj kvalitete ”broj pojavljivanja boljih rjesˇenja” (eng.
number of occurrences of better solutions), koriˇsten u [13,39,41], ne daje na prvi pogled jasnu sliku raz-
like u performansama medu postupcima rasporedivanja. Naime, graficˇki prikaz relativne razlike duljine
rasporeda mnogo je intuitivniji i odmah pokazuje kako odredeni postupak stoji u odnosu s usporedenim
postupcima.
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Navedeni pokazatelj definiran je kao:






|M | , (5.9)
gdje je mi postupak rasporedivanja iz skupa svih testiranih postupaka rasporedivanja M , a mk je pos-
tupak za koji se racˇuna relativna duljina rasporeda.
Ukoliko je vrijednost relativne duljine rasporeda postupka mk manja od istog kod ostalih postupaka,
to oznacˇava da su performanse postupka mk bolje od njih. Smanjivanjem vrijednosti relativne duljine
rasporeda nekog postupka (u negativno podrucˇje), vec´e su performanse tog postupka rasporedivanja u
odnosu na ostale.
5.3.2 Pokazatelji kvalitete analize utrosˇka energije
Analiza utrosˇka energija zasniva se na dva parametra. Prvi je ukupni utrosˇak energije εuk koji se racˇuna





Postupak je bolji sˇto je utrosˇak energije manji, no takav prikaz, kao i duljina rasporeda kao pokazatelja
kvalitete u vremenskoj analizi, ovisan je o parametrima programa (ϑ, xobG ).
Drugi je parametar usˇteda energija ili postotna razlika utrosˇka energije εrazuk koja je opisana pomoc´u
(4.79).
Okarakterizirane mjerene velicˇine pokazatelja kvalitete koristit c´emo kao parametre usporedbe postu-
paka rasporedivanja u navedenim pododjeljcima. Njihove vrijednosti upuc´ivat c´e na to koji je postupak
bolji od ostalih te u kojoj mjeri postupci daju zˇeljene performanse (odzive).
5.4 Rezultati vremenske analize postupka RaNDKiP
Eksperimentalna analiza svakog postupka, pa tako i postupka RaNDKiP, tematski je podijeljena na
dva dijela: vremenska analiza i analiza potrosˇnje energije. Vremenska analiza sadrzˇava rezultate mjernih
velicˇina: SLR, ucˇinkovitost, ubrzanje i relativna razlika duljine rasporeda u odnosu na druge postupke pri
homogenim i raznorodnim komunikacijskim vezama medu obradbenim jedinicama simulirane racˇunalne
platforme. Postupak RaNDKiP bit c´e usporeden s izvedbama istog, RaNDKiP1 i RaNDKiP2 te s postup-
cima HEFT i LDCP (opisanim u pododjeljcima 2.3.5 i 2.3.6) kao predvodnicima postupaka zasnovanih
na rangiranju jedinica programa, jer su na tom principu zasnovane i inacˇice postupaka RaNDKiP.
U prvom dijelu bit c´e prikazani rezultati vremenske analize sinteticˇkih programa generiranih stan-
dardiziranim nasumicˇnim postupcima (DAGGer, TGFF i radna opterec´enja Pegasus) i to za homogene
i raznorodne strukture komunikacijskih veza medu obradbenim jedinicama sklopovlja. Za svaku kombi-
naciju slucˇaja bit c´e dani eksperimentalni rezultati, kao i njihova analiza u ovisnosti o glavnim ulaznim
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parametrima: ϑ, ρ, η i ccr. Za programe iz repozitorija Pegasus, ali i one generirane alatom TGFF, bit
c´e dodan josˇ jedan ulazni parametar, a to je struktura programa.
Prvi je slucˇaj analiza programa generiranih vlastitim alatom — DAGGer-om, u slucˇaju kada se izvode
na platformi s homogenim vezama medu obradbenim jedinicama. U iduc´em pododjeljku opisujemo takav
slucˇaj.
5.4.1 Slucˇaj 1: rasporedivanje programa generiranih alatom DAGGer na
platforme s homogenim komunikacijskim vezama
Prvi slucˇaj opisuje rasporedivanje programa generiranih alatom DAGGer na racˇunalne platforme s homo-
genim komunikacijskim vezama. U ovom pododjeljku dani su rezultati eksperimentalne analize vremen-
skih parametara u ovisnosti o broju izvrsˇnih jedinica ϑ, slika 5.13. Za svaku mjerenu velicˇinu izracˇunati
su prosjeci svih testnih slucˇajeva za odredeni broj izvrsˇnih jedinica programa (25, 50, 100, 200) i oni
su prikazani u grafovima. Komunikacija medu obradbenim jedinicama je homogena, (propusnosti su
jednake izmedu bilo kojeg para obradbenih jedinica) i postavljene su na 1. Slika 5.13a prikazuje norma-
liziranu duljinu rasporeda za razlicˇit broj izvrsˇnih jedinica programa. Vidljivo je kako postupak HEFT
poprima vec´e vrijednosti od svih ostalih postupaka, cˇinec´i ga nepovoljnim za velicˇine do 100 izvrsˇnih
jedinica po programu. Za vrijednosti ϑ vec´e od 100 HEFT pokazuje bolje performanse i za pretpostaviti
je da bi razlika bila i vec´a za vec´i broj izvrsˇnih jedinica. Ostali postupci daju podjednake rezultate, osim
LDCP-a, koji pri vec´em broju izvrsˇnih jedinica daje vec´i SLR. Postupak RaNDKiP u ovom je slucˇaju
u nepovoljnom polozˇaju s obzirom na to da raznorodnost komunikacijskih veza sklopovlja ovdje ne igra
ulogu, na cˇemu on temelji svoj potencijal. Sve su vrijednosti SLR-a relativno visoke, jer komunikacija igra
veliku ulogu u duljini rasporeda (nema njezinog skaliranja u odnosu na komunikacijski kanal), posebice
s velikim vrijednostima CCR-a, sˇto c´e biti vidljivo kasnije.
Ucˇinkovitost je prikazana na slici 5.13c i ponasˇa se slicˇno kao i SLR. Razlika je u tome sˇto HEFT
pokazuje bolje vrijednosti u odnosu na ostale postupke vec´ pri 50 izvrsˇnih jedinica po programu. LDCP
opet daje nesˇto slabije rezultate od inacˇica postupka RaNDKiP, koje su u odnosu na HEFT bolje samo
za vrlo male programe. Kod svih postupaka primjetan je pad ucˇinkovitosti poslije 100 izvrsˇnih jedinica
po programu, kao i za SLR, koji je uzrokovan malim brojem izvrsˇnih jedinica i ogranicˇenoj sposobnosti
paralelizacije.
Navedeno je vidljivo i za ubrzanje, slika 5.13b, gdje su vrijednosti kod svih postupaka vrlo slicˇne.
Takoder, postupak HEFT daje nesˇto bolje rezultate za broj izvrsˇnih jedinica po programu vec´i od 100,
slijedi RaNDKiP, a zatim LDCP.
Relativna razlika u duljini rasporeda prikazana na slici 5.13d ocˇekivano je u korist postupka HEFT.
Medutim, vrijednosti nisu velike i krec´u se do -25% (25% krac´i raspored u prosjeku u odnosu na druge
postupke) za HEFT, dok je prijelomna tocˇka otprilike 75 izvrsˇnih jedinica (prijelaz sa losˇijeg od na
bolje od). Ovdje je zanimljivo da izvorni postupak RaNDKiP daje bolje rezultate od njegovih izvedbi
RaNDKiP1 i RaNDKiP2, sˇto ukazuje na to da dinamicˇko rangiranje igra pozitivnu ulogu u tom slucˇaju.
Na slici 5.14 prikazane su vrijednosti mjernih velicˇina u odnosu na broj obradbenih jedinica ρ.










































































































(d) Relativna razlika duljine rasporeda









































































































(d) Relativna razlika duljine rasporeda
Slika 5.14: Testni slucˇajevi generirani alatom DAGGer za razlicˇit ρ, homogena komunikacija.
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Slika 5.14a prikazuje SLR koji se ne mijenja znacˇajno u ovisnosti o broju obradbenih jedinica sklopov-
lja. Takoder, HEFT pokazuje malo losˇije rezultate u odnosu na ostale postupke i to na broju obradbenih
jedinica vec´im od 8. Ostali postupci daju podjednake vrijednosti SLR-a. Ubrzanje ostaje gotovo kons-
tantno s porastom broja izvrsˇnih jedinica, osim pri vrlo malim programima, (broj izvrsˇnih jedinica po
programu je 25). Razlog tome sˇto je ta mjerna velicˇina relativno neosjetljiva na broj obradbenih jedinica
sklopovlja u slucˇajevima gdje postoji velik udio komunikacije u rasporedu jer, prema (5.6) iz podo-
djeljka 5.3.1, ona je odnos vremena izvrsˇavanja svih jedinica programa na jednom procesoru i ukupnog
trajanja rasporeda. Porastom broja obradbenih jedinica samo raste vjerojatnost da c´e jedna od njih
postic´i minimume u nasumicˇnom generiranju parametara. Samim time ucˇinkovitost pada, slika 5.14c,
a njezine vrijednosti izmedu pojedinih postupaka ostaju vrlo slicˇne. Primjec´uje se da HEFT ima nesˇto
vec´u ucˇinkovitost za manji broj obradbenih jedinica, dok se s vec´im vrijednostima izjednacˇava s ostalim
postupcima. Relativna razlika u duljini rasporeda je u korist postupaka koji koriste dinamicˇke kriticˇne
putove (svi osim HEFT-a), no ta se razlika stabilizira za platforme brojem obradbenih jedinica vec´im od
osam.
Utjecaj cˇimbenika raznorodnosti na dobivene rezultate vidljiv je na slici 5.15. Vrijednosti SLR-a su
gotovo identicˇne kod razlicˇitih postupaka, dok njegove vrijednosti drasticˇno rastu porastom raznorod-
nosti, slika 5.15a. Ubrzanje, s druge strane, jest najmanje za iznos cˇimbenika raznorodnosti od 0,5 kod
svih postupaka, nakon toga raste s njegovim povec´anjem, slika 5.15b. Takoder je vidljivo da postupak
RaNDKiP daje najvec´e vrijednosti, unatocˇ tome sˇto je mrezˇa medu obradbenim jedinicama homogena.
Vrijednosti ubrzanja za HEFT vrlo su bliske onima postupka RaNDKiP, dok su za LDCP nesˇto nizˇe.
Vazˇno je napomenuti da su razlike vrlo male, a isti je slucˇaj i za ucˇinkovitost, slika 5.15c, kao i za
relativne razlike u trajanju rasporeda (≈1 – 2%).
Kao sˇto je prikazano na slici 5.15, rezultati su vrlo bliski medu postupcima jer cˇimbenik raznorodnosti
nema velik utjecaj u sustavima s homogenom mrezˇom racˇunalne platforme i dominantnom komunikaci-
jom.
Vrijednosti CCR-a gotovo da ni ne utjecˇu na razliku medu postupcima u slucˇaju homogene mrezˇe,
slika 5.16, znacˇajne su samo tendencije promjene pojedinih mjernih velicˇina u odnosu na CCR. Na slici
5.16a, vidi se da SLR raste linearno s porastom CCR-a, sˇto je i za ocˇekivati, jer je utjecaj komunikacije
medu izvrsˇnim jedinicama dominantan i konstantan. S druge pak strane, vrijednosti ubrzanja drasticˇno
padaju porastom raznorodnosti (slika 5.16b), jer se razlike u vremenu izvrsˇavanja jedinica programa
velike, tako da c´e vremena na nekima od njih dominirati nad cijelim rasporedom. Navedeno uzrokuje i
drasticˇan pad ucˇinkovitosti, slika 5.16c. Relativne razlike su zanemarive, jer zbog manjka raznorodnosti
svi postupci daju vrlo slicˇne rezultate, slika 5.16d.










































































































(d) Relativna razlika duljine rasporeda







































































































(d) Relativna razlika duljine rasporeda
Slika 5.16: Testni slucˇajevi generirani alatom DAGGer za razlicˇit ccr, homogena komunikacija.
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Dobiveni rezultati ukazuju na to da za homogenu mrezˇu izmedu obradbenih jedinica sklopovlja postu-
pak RaNDKiP daje bolje rezultate kod manjih programa (manje od 100 izvrsˇnih jedinica po programu),
gdje u svim mjernim velicˇinama nadmasˇuje ostale postupke. Pri homogenoj komunikaciji velik udio
u rasporedu ima i komunikacija, jer se njezin iznos generira na isti nacˇin kao i vremena izvrsˇavanja
jedinica programa. Upravo zbog toga navedeno je posebno izrazˇeno pri vec´im vrijednostima CCR-a.
Sam postupak HEFT predstavlja se kao bolji odabir za programe s vec´im brojem izvrsˇnih jedinica zbog
toga sˇto vrednuje prosjek komunikacije, a to je vrlo znacˇajno kod velikog broja komunikacijskih poziva
(kada komunikacija dominira). U sljedec´em slucˇaju bit c´e razmatrane iste postavke eksperimenta, ali uz
raznorodnu komunikaciju medu obradbenim jedinicama sklopovlja. Taj slucˇaj opisujemo u narednom
pododjeljku.
5.4.2 Slucˇaj 2: rasporedivanje programa generiranih alatom DAGGer na
platforme s raznorodnim komunikacijskim vezama
Ovim pododjeljkom predstavljamo drugi slucˇaj, a to je rasporedivanje programa generiranih alatom
DAGGer na racˇunalne platforme s raznorodnim komunikacijskim vezama. Naime, slucˇajevi s takvim
oblikom komunikacije su glavni problem na koji cilja unaprijedeni postupak RaNDKiP u okviru nasˇeg
doprinosa D.3.
Prva situacija su takoder rezultati eksperimentalne analize vremenskih parametara u ovisnosti o
broju izvrsˇnih jedinica ϑ koje cˇine program. Za svaku mjerenu velicˇinu izracˇunati su prosjeci svih
testnih slucˇajeva za odredeni broj izvrsˇnih jedinica programa (25, 50, 100, 200) i oni su prikazani u
grafovima. Komunikacija medu obradbenim jedinicama je raznorodna (propusnosti ci,j variraju izmedu
1 i 100) izmedu bilo kojeg para obradbenih jedinica. Ovisnost mjernih velicˇina o broju izvrsˇnih jedinica
programa prikazana je slikom 5.17. Slika 5.17a prikazuje normaliziranu duljinu rasporeda, gdje je vidljivo
kako postupci LDCP i RaNDKiP2 daju najvec´e vrijednosti i drasticˇno se povec´avaju rastom broja
izvrsˇnih jedinica programa. Razlog tome je potpuno zanemarivanje komunikacije medu obradbenim
jedinicama. Takoder, drasticˇan porast SLR-a za ta dva postupka ukazuje na znacˇaj komunikacije, jer
porastom broja izvrsˇnih jedinica raste i broj komunikacijskih poziva medu njima, koje u nepovoljnom
rasporedu mogu uzrokovati velika odstupanja. HEFT je u mnogo povoljnijem polozˇaju u odnosu na
LDCP i RaNDKiP, jer podrazumijeva komunikaciju medu obradbenim jedinicama i pri rangiranju i
pri ubacivanju vremenskih isjecˇaka u raspored. Medutim, s obzirom na to da postupak HEFT koristi
prosjecˇne vrijednosti komunikacije, ne mozˇe u potpunosti preslikati pravu situaciju. Na tom polju je
najbolji postupak RaNDKiP, koji pokazuje iznimno dobre rezultate primjenom na sustave s raznorodnom
komunikacijom medu obradbenim jedinicama sklopovlja. Vrijednosti SLR-a koje on postizˇe viˇsestruko su
vec´e od onih koje postizˇe HEFT, a posebice LDCP. Njemu identicˇne rezultate postizˇe i njegova inacˇica
RaNDKiP1 koja koristi raznorodnost u fazi rangiranja izvrsˇnih jedinica. Vrijednosti ubrzanja, slika
5.17b, takoder idu u veliku korist postupka RaNDKiP i njegove inacˇice RaNDKiP1. Ostali postupci
postizˇu gotovo dvostruko slabije rezultate, osim HEFT-a koji je izmedu. Slicˇno prikazuje i slika 5.17c,
gdje opet dominira postupak RaNDKiP, no u nesˇto manjoj mjeri nego pri ubrzanju.










































































































(d) Relativna razlika duljine rasporeda
Slika 5.17: Testni slucˇajevi generirani alatom DAGGer za razlicˇit ϑ, raznorodna komunikacija.
Relativna razlika duljine rasporeda u velikoj mjeri ocrtava koliko su postupci RaNDKiP i RaNDKiP1
bolji od ostalih postupaka, gdje postizˇu prosjecˇnu razliku u odnosu na njih od gotovo 250%, slika 5.17d.
Ako bi se gledala razlika u odnosu na pojedinacˇne postupke, (LDCP, RaNDKiP2), razlika bi bila i vec´a.
Zajednicˇka je karakteristika da povec´anjem broja izvrsˇnih jedinica programa u slucˇaju raznorodne mrezˇe
medu obradbenim jedinicama dolazi do lagane stagnacije vec´ine mjernih velicˇina (osim relativne razlike),
sˇto dovodi do zakljucˇka da je skalabilnost svih postupaka u ovom slucˇaju vrlo dobra.
Kada se promotri situacija za razlicˇit broj obradbenih jedinica sklopovlja (slika 5.18), takoder je
vidljiva dominantnost postupaka RaNDKiP i RaNDKiP1 za sve velicˇine raznorodne platforme. SLR se
smanjuje porastom broja obradbenih jedinica do njih 16, kada vrijednosti pocˇinju stagnirati, slika 5.18a.
Zanimljivo je da LDCP, kao i postupak RaNDKiP2 nadilaze HEFT vec´ kod 16 obradbenih jedinica, cˇemu
je uzrok sˇto oba postupka rade odvojeno rangiranje za svaki procesor. Postupak RaNDKiP postizˇe do tri
puta vec´e vrijednosti SLR-a nego postupak HEFT i do 2,5 puta vec´e od postupaka LDCP i RaNDKiP2.
Kod ubrzanja je situacija slicˇna, uz nesˇto manje razlike, gdje postupak RaNDKiP ostvaruje ubrzanje
od 8,5 (slika 5.18b). Kod ucˇinkovitosti je situacija nesˇto drugacˇija, slika 5.18c, no takoder postupak
RaNDKiP ostvaruje dvostruko bolju ucˇinkovitost od najboljeg sljedec´eg postupka. HEFT je u ovom
slucˇaju nesˇto blizˇi postupcima LDCP i RaNDKiP2. Kod relativne duljine rasporeda, slika 5.18d, razlike
su nestabilne za manji broj obradbenih jedinica, no ubrzo se stabiliziraju za broj obradbenih jedinica
vec´i od 16 i nakon toga stagniraju.








































































































(d) Relativna razlika duljine rasporeda
Slika 5.18: Testni slucˇajevi generirani alatom DAGGer za razlicˇit ρ, raznorodna komunikacija.
U svim mjernim velicˇinama i ovdje RaNDKiP donosi bolje rezultate, posebice u SLR-u, za koji se i
smatra da je gotovo najbolji pokazatelj primjenjivosti postupaka rasporedivanja. Nadalje, sve vrijednosti
se razlikuju kod malog broja obradbenih jedinica, no vec´ od 16 postaju stabilne i ne ovise dalje o broju
obradbenih jedinica.
Promjenom vrijednosti cˇimbenika raznorodnosti dobiva se situacija prikazana slikom 5.19. Naj-
znacˇajnija je promjena u SLR-u koji raste povec´anjem vrijednosti cˇimbenika raznorodnosti, slika 5.19a.
Razlika je sˇto su postupci RaNDKiP i RaNDKiP1 relativno neosjetljivi na promjenu cˇimbenika raz-
norodnosti, sˇto je i za ocˇekivati u odnosu na njihovu namjenu. Vidi se da oni kompenziraju porast
raznorodnosti podrazumijevajuc´i ga i u rangiranju i u azˇuriranju stanja pri svakom koraku rasporediva-
nja. Pri rangiranju to nije toliko vazˇno, ali pri azˇuriranju jest, sˇto se i vidi iz rezultata koje ostvaruju
izvedbe RaNDKiP1 i RaNDKiP2 (prvi daje rezultate kao i RaNDKiP, dok drugi daje gotovo najslabije
rezultate). HEFT je u sredini, dok je LDCP uvjerljivo najlosˇiji zbog njegovog zanemarivanja komuni-
kacije. Slicˇne su situacije za ubrzanje i ucˇinkovitost, slike 5.19b i 5.19c. U objema postupci RaNDKiP
i RaNDKiP1 pokazuju rezultate dvostruko bolje od sljedec´eg najboljeg postupka (HEFT), gdje se ta
razlika dalje povec´ava porastom raznorodnosti. Navedeno se uocˇava i uvidom u sliku 5.19d, gdje razlike
u korist postupaka RaNDKiP i RaNDKiP1 dosezˇu gotovo 200% i rastu s porastom raznorodnosti.








































































































(d) Relativna razlika duljine rasporeda
Slika 5.19: Testni slucˇajevi generirani alatom DAGGer za razlicˇit η, raznorodna komunikacija.
Zajednicˇka analiza pokazuje da porast vrijednosti cˇimbenika raznorodnosti povec´ava primjenjivost
postupaka RaNDKiP i RaNDKiP1 i to u najvec´oj mjeri zbog njihove sposobnosti uzimanja u obzir raz-
norodnosti pri azˇuriranju rangova nakon rasporedivanja svake od izvrsˇnih jedinica. Utjecaja raznorodnog
rangiranja na rezultate nema, sˇto je vidljivo i iz rezultata koje postizˇu RaNDKiP2 i LDCP.
Postupak RaNDKiP odlicˇno se nosi i sa porastom udjela komunikacije (porastom omjera komunikacije
i obrade, CCR-a), slika 5.20. Kod SLR-a, razlika je najvec´a i vidi se da je zapravo CCR parametar
koji najviˇse utjecˇe na postignuc´a pojedinih postupaka u slucˇaju raznorodne mrezˇe medu obradbenim
jedinicama sklopovlja. Razlika od gotovo sˇest puta u odnosu na LDCP i tri puta u odnosu na HEFT
ukazuje na to koliki znacˇaj mozˇe imati pravilna interpretacija komunikacije pri rasporedivanju. Razlika
je takoder i viˇse nego primjetna kod ubrzanja, slika 5.20b i ucˇinkovitosti, slika 5.20c, gdje unatocˇ tome
sˇto svim postupcima padaju performanse porastom CCR-a (do odredene granice), postupci RaNDKiP
s dinamicˇkom fazom azˇuriranja (RaNDKiP i RaNDKiP1), donose viˇsestruko bolju primjenjivost. To se
vidi i iz slike 5.20d, gdje se za CCR od 10 dobivaju prosjecˇne razlike od cˇak 250%. Takoder, vidljiva je i
tendencija rasta, tako da je za ocˇekivati kako bi za vec´i CCR razlike bile josˇ znacˇajnije.
Zbirnom analizom slucˇaja 2 mozˇemo zakljucˇiti kako RaNDKiP i njegova izvedba RaNDKiP1 po-
kazuju iznimno dobre rezultate u slucˇaju s raznorodnom komunikacijom sklopovlja, unatocˇ relativno
nasumicˇnoj strukturi programa kakve stvara alat DAGGer. To je vidljivo po svim vremenskim pokaza-
teljima kvalitete i za sve kombinacije ulaznih parametara. Postupak HEFT daje mnogo slabije rezultate,
no ipak se zadrzˇava negdje na polovici izmedu postupaka RaNDKiP i RaNDKiP1 s jedne strane te
postupaka RaNDKiP2 i LDCP s druge. Navedeni rezultati ukazuju da je najvazˇnija razlika pravilno







































































































(d) Relativna razlika duljine rasporeda
Slika 5.20: Testni slucˇajevi generirani alatom DAGGer za razlicˇit ccr, raznorodna komunikacija.
tretiranje raznorodnih komunikacijskih veza pri fazi azˇuriranja, dok raznorodno rangiranje ne igra ulogu
u performansama.
U sljedec´em slucˇaju razmatramo programe iz repozitorija Pegasus, kao sve popularnije strukture
programa za testiranje postupaka rasporedivanja.
5.4.3 Slucˇaj 3: rasporedivanje programa iz repozitorija Pegasus na platforme
s raznorodnim komunikacijskim vezama
Zbog toga sˇto su glavni ciljevi nasˇeg rada poboljˇsavanje podrsˇke za raznorodnu komunikaciju pri ra-
sporedivanju programa na sklopovlje, ovdje nec´emo dati prikaz situacije za homogenu komunikaciju.
Naime, situaciju s homogenim vezama opisali smo slucˇajem 1 te je za ocˇekivati da bi odnosi postupaka
rasporedivanja bili vrlo slicˇni testnim slucˇajevima Pegasus.
Zbog toga u ovom pododjeljku analiziramo trec´i slucˇaj, sˇto je rasporedivanje programa iz repozitorija
Pegasus na raznorodne racˇunalne sustave s raznorodnim komunikacijskim vezama medu obradbenim
jedinicama.
Dobivene vrijednosti mjerenih velicˇina kod primjene postupaka rasporedivanja na radna opterec´enja
Pegasus s promjenjivim ϑ prikazani su na slici 5.21. Vrijednosti su prosjecˇne za sve testne slucˇajeve koji
odgovaraju kriteriju, s tim da kod opterec´enja Pegasus razmjeri opterec´enja odreduju brojeve izvrsˇnih
jedinica programa (mali, srednji i veliki), prema pododjeljcima 5.1.2 i 5.2. Sve vrijednosti ponasˇaju se
slicˇno kao i kod testnih slucˇajeva generiranih alatom DAGGer. SLR poprima dosta manje vrijednosti,
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slika 5.21a, zbog u prosjeku manjeg broja bridova grafa — manje komunikacije. Slicˇno, time su i vrijed-
nosti ubrzanja nesˇto vec´e u odnosu na slucˇajeve DAGGer, slika 5.21b, gdje RaNDKiP postizˇe priblizˇno
8,5 dok kod DAGGer generiranja postizˇe ubrzanje od 7. Ucˇinkovitost slijedi trend ubrzanja, kao sˇto se
vidi na slici 5.21c, dok razlike nemaju toliki trend porasta kod postupka RaNDKiP, (slika 5.21d), a i
nesˇto su manje, (80% u odnosu na gotovo 150% kod slucˇajeva DAGGer za postupak RaNDKiP).
Ovisnost mjerenih velicˇina o broju obradbenih jedinica sklopovlja za radna opterec´enja Pegasus i
raznorodnu komunikaciju sklopovlja prikazana je na slici 5.22. Takoder, kao i kod testnih slucˇajeva
DAGGer, vrijednosti SLR-a padaju porastom broja obradbenih jedinica, no s manjim pocˇetnim vrijed-
nostima (slika 5.22a). Pokazatelj je drasticˇno boljih performansi postupaka nego kod testnih slucˇajeva
DAGGer zbog manje raznorodnosti strukture programa. Odnosi medu performansama su slicˇni izmedu
pojedinih postupaka, iako LDCP pokazuje neznatan pomak u odnosu na RaNDKiP2. To toliko nije
vidljivo na prikazu ubrzanja i ucˇinkovitosti, slike 5.22b i 5.22c. Nasuprot toga, relativna razlika duljine
rasporeda opet pokazuje nesˇto bolje performanse postupka LDCP u odnosu na postupak RaNDKiP2 i







































































































(d) Relativna razlika duljine rasporeda
Slika 5.21: Testni slucˇajevi iz repozitorija Pegasus za razlicˇit ϑ, raznorodna komunikacija.
Takoder, postupak RaNDKiPopet pokazuje odlicˇne performanse u odnosu na ostale postupke, pose-
bice povec´anjem broja obradbenih jedinica (vec´i utjecaj raznorodnosti komunikacije kod njihovog vec´eg
broja).
Za razlicˇite vrijednosti cˇimbenika raznorodnosti η, slika 5.23, svi postupci osim RaNDKiP-a i njegove
inacˇice RaNDKiP1 imaju slicˇne performanse. Performanse u smislu SLR-a smanjuju se porastom vrijed-
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nosti cˇimbenika raznorodnosti, slika 5.23a, dok se ubrzanje i ucˇinkovitost povec´avaju za sve postupke,
slike 5.23b i 5.23c, posebice za postupak RaNDKiP i njegovu inacˇicu RaNDKiP1. Iz navedenoga se vidi
kako vec´a raznorodnost pogoduje tim postupcima (cˇime opravdavaju svoju namjenu) i kako porastom
raznorodnosti rastu i njihove performanse. Kod njihove upotrebe porast SLR-a je slabije izrazˇen, a drzˇe i
velik odmak u performansama od ostalih postupaka (viˇse od 100%). Relativna razlika duljine rasporeda









































































































(d) Relativna razlika duljine rasporeda
Slika 5.22: Testni slucˇajevi iz repozitorija Pegasus za razlicˇit ρ, raznorodna komunikacija.
Povec´anjem CCR-a smanjuju se performanse svih postupaka, prema slici 5.24, kao i kod testnih
slucˇajeva generiranih alatom DAGGer. Za istaknuti je kako povec´anje CCR-a najviˇse sˇkodi postupku
HEFT, sˇto se posebno vidi na SLR-u i relativnoj razlici duljine rasporeda na slikama 5.24a i 5.24d. CCR
je parametar koji i ovdje pokazuje odlicˇne performanse inacˇica unaprijedenog postupka RaNDKiP, gdje
one pokazuju performanse i do 3 puta bolje od ostalih postupaka, sˇto je osim na SLR-u vidljivo i na
ubrzanju, slika 5.24b, a samim time i na ucˇinkovitosti, slika 5.24c. Sˇto se ticˇe duljine rasporeda, slika
5.24d, prednost opet imaju postupci koji koriste dinamicˇko rangiranje. Posebno je to slucˇaj kod postupka
RaNDKiP, kojem je i ovdje zajamcˇena velika prednost za porast CCR-a.







































































































(d) Relativna razlika duljine rasporeda










































































































(d) Relativna razlika duljine rasporeda
Slika 5.24: Testni slucˇajevi iz repozitorija Pegasus za razlicˇit ccr, raznorodna komunikacija.
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Kao sˇto je spomenuto u pododjeljku 5.1.2, postoje razlicˇite strukture opterec´enja Pegasus. Samim
time u sljedec´im odlomcima bit c´e analiziran utjecaj strukture opterec´enja na dobivene rezultate. Slika
5.25 prikazuje ovisnost vec´ navedenih mjernih velicˇina o strukturi opterec´enja Pegasus. Slika 5.25a pri-
kazuje vrijednosti SLR-a na kojoj je uocˇljivo da se opc´enito najlosˇiji rezultati dobivaju nad opterec´enjem
Sipht, s vrijednostima do 10 kod postupka HEFT. Razlog tomu je u cˇinjenici da se opterec´enje Sipht
sastoji od velikog broja ulaznih vrhova grafa. Samim time nastaju velike razlike u kriticˇnim putevima,
oni su krac´i i komunikacija snazˇno utjecˇe na odabir. To je ujedno i razlog zasˇto RaNDKiP2 i LDCP
postizˇu manje vrijednosti SLR-a od postupka HEFT. Na svim opterec´enjima vidljivo je kako RaNDKiP
i njegova izvedba RaNDKiP1 postizˇu podjednake rezultate, sˇto navodi na to da je najvazˇniji parametar
razlike izmedu pojedinih postupaka rasporedivanja u nacˇinu azˇuriranja rangova nakon svakog koraka
rasporedivanja. Najnizˇe vrijednosti SLR-a postizˇu se za opterec´enje Epigenomics, jer ono sadrzˇi najjed-
nostavniji oblik paralelizma. Na tom opterec´enju uocˇljivo je i to da izvedba RaNDKiP2 postizˇe najvec´e
vrijednosti, zatim HEFT, a tek onda LDCP. Slicˇno je i za ubrzanje, slika 5.25b, no s nesˇto uniformini-
jim rezultatima za razlicˇit oblik opterec´enja. Kod tipa opterec´enja Montage HEFT iznenadujuc´e daje
bolje rezultate od svih postupaka osim RaNDKiP i RaNDKiP1. Navedeno je slucˇaj zbog toga sˇto je
velik dio tog opterec´enja serijske naravi, tako da dinamicˇka izrada rangova izvrsˇnih jedinica, a samim
time i kriticˇnih puteva, nema pretjeranu svrhu. S obzirom na to da su odnosi vrijednosti dobivene za
ucˇinkovitost gotovo identicˇne kao i za ubrzanje, one ovdje nisu razmatrane. Posljednje, kod uvida u
relativnu razliku duljine rasporeda na slici 5.25c vidi se da postupci RaNDKiP i RaNDKiP1 postizˇu
najbolje rezultate u odnosu na druge postupke kod opterec´enja Montage.
CyberShake Epigenomics Inspiral Montage Sipht
RaNDKiP 2,85 1,89 2,36 2,87 5,08
RaNDKiP1 2,86 1,89 2,36 2,86 5,09
RaNDKiP2 5,30 4,48 4,30 8,67 8,40
HEFT 6,95 4,18 5,44 4,85 10,46












CyberShake Epigenomics Inspiral Montage Sipht
RaNDKiP 7,27 6,32 7,02 4,38 7,85
RaNDKiP1 7,27 6,32 7,01 4,39 7,85
RaNDKiP2 4,60 3,49 4,43 2,17 5,64
HEFT 4,01 3,71 3,82 3,11 4,68

















CyberShake Epigenomics Inspiral Montage Sipht
RaNDKiP -75,55 -87,84 -67,74 -95,27 -53,17
RaNDKiP1 -74,88 -87,61 -67,69 -95,75 -53,02
RaNDKiP2 12,59 26,40 13,41 28,53 3,23
HEFT 29,11 19,08 29,87 -23,84 26,53




























(c) Relativna razlika duljine rasporeda
Slika 5.25: Testni slucˇajevi Pegasus, razlicˇite strukture programa, raznorodna komunikacija.
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Stoga zakljucˇujemo kako je taj tip opterec´enja prilagoden navedenim postupcima, vec´ toga sˇto zbog vec´
navedenoga izrazˇenog serijskog dijela opterec´enja LDCP i RaNDKiP2 postizˇu slabije rezultate. Sljedec´i
jest Epigenomics, zatim CyberShake, Inspiral te naposljetku Sipht.
Analiza slucˇaja 3 pokazuje da vec´a strukturiranost programa uvelike povec´ava performanse svih
postupaka rasporedivanja. Naime, kod svih pokazatelja kvalitete vidljiva su poboljˇsanja u odnosu na
slucˇajeve generirane alatom DAGGer. Takoder se uocˇava da je ovdje prednost postupaka RaNDKiP i
RaNDKiP1 nad ostalima nesˇto manja, nego sˇto je to bio slucˇaj kod programa DAGGer. To ukazuje na
cˇinjenicu da se navedeni postupci bolje nose i raznorodnim strukturama programa od drugih postupaka.
No usprkos tome, razlike u performansama u korist postupaka RaNDKiP i RaNDKiP1 u odnosu na
ostale josˇ su uvijek znacˇajne i nikako ne umanjuju njihovu primjenjivost kod programa iz repozitorija
Pegasus.
Kako bi prikazali performanse nasˇih unaprijedenih postupaka RaNDKiP u sˇto vec´em broju slucˇajeva,
iduc´im slucˇajem u narednom pododjeljku prikazujemo njihove rezultate nad programima generiranima
alatom TGFF.
5.4.4 Slucˇaj 4: rasporedivanje programa generiranih alatom TGFF na plat-
forme s raznorodnim komunikacijskim vezama
U ovom pododjeljku bit c´e prikazani rezultati mjernih velicˇina prilikom upotrebe postupaka rasporedi-
vanja na testnim slucˇajevima generiranima alatom TGFF. Iz istog razloga kao i kod prethodnog slucˇaja,
prikazat c´e se rasporedivanje na racˇunalne platforme s raznorodnim komunikacijskim vezama. Uz to, kao
sˇto je vec´ spomenuto ranije u pododjeljku 5.1.1, nec´e biti prikazani svi oblici grafova koji se isporucˇuju
s navedenim alatom, vec´ samo oni koji se u znacˇajnijoj mjeri medusobno razlikuju. Osim ovisnosti
standardnih mjernih velicˇina o ulaznim parametrima ϑ, ρ, η i ccr prikazat c´emo i njihovu ovisnost o
strukturi grafa generiranog TGFF-om.
Ako se promotri ovisnost mjernih velicˇina o broju izvrsˇnih jedinica programa (slika 5.26), uocˇava se
da su im vrijednosti slicˇne kao i kod radnih opterec´enja Pegasus. S obzirom na to da je komunikacija
strukturirana, postoje znacˇajne razlike u odnosu na grafove generirane alatom DAGGer, tako da su
vrijednosti SLR-a, primjerice, vrlo slicˇne medu postupcima RaNDKiP2, LDCP i HEFT, sˇto pokazuje i
slika 5.26a. Strukturiranost i manji obujam komunikacije uzrokuje takoder i manju razliku u prednosti
postupaka RaNDKiP i RaNDKiP1 u odnosu na ostale postupke, nego sˇto je to slucˇaj kod testnih slucˇajeva
generiranih alatom DAGGer. No i dalje se radi o priblizˇno dvostrukoj razlici. Ono sˇto je primjetno jest
da SLR raste gotovo linearno povec´anju broja izvrsˇnih jedinica te je za ocˇekivati isti trend i za ϑ > 200.
Kod ubrzanja i ucˇinkovitosti, slike 5.26b i 5.26c, situacija je vrlo slicˇna pri usporedbi performansi medu
razlicˇitim postupcima rasporedivanja. Porastom broja izvrsˇnih jedinica navedene mjerne velicˇine ne
rastu linearno ali njihov rast ukazuje na to da se postupci dobro nose s porastom izvrsˇnih jedinica, kada
su ubrzanje i ucˇinkovitost u pitanju. Pogotovo je to izrazˇeno, ali uz vec´i porast, za postupke RaNDKiP
i RaNDKiP1, koji drzˇe gotovo dvostruko bolje performanse od sljedec´eg najboljeg — HEFT-a. Kod
ucˇinkovitosti je takoder primjetan porast performansi postupka HEFT u odnosu na RaNDKiP2 i LDCP
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te je i njegova skalabilnost s porastom broja izvrsˇnih jedinica programa gotovo identicˇna kao i kod












































































































(d) Relativna razlika duljine rasporeda
Slika 5.26: Testni slucˇajevi generirani alatom TGFF za razlicˇit ϑ, raznorodna komunikacija.
Slicˇno je primjetno i kod relativne razlike duljine rasporeda na slici 5.26d. Naime, postupci RaNDKiP
i RaNDKiP1 u navedenoj mjernoj velicˇini drzˇe gotovo konstantnu razliku u odnosu na druge postupke
od 80% u njihovu korist, dok se razlika postupka HEFT u odnosu na ostale povec´ava porastom broja
izvrsˇnih jedinica. Pokazatelj je to dobre skalabilnosti postupka HEFT, s obzirom na to da i on uzima
raznorodnost komunikacije u obzir u odredenoj mjeri (njezin prosjek).
Ako se promotre razlike mjerenih velicˇina pri upotrebi razlicˇitih postupaka uz razlicˇit broj obradbenih
jedinica ρ, primjetni su slicˇni odnosi kao i kod radnih opterec´enja Pegasus, slika 5.27, osim sˇto su opc´enito
performanse svih postupaka nesˇto manje. Razlog tome je u vec´oj raznorodnosti programa generiranih
alatom TGFF nego sˇto je to slucˇaj kod programa iz repozitorija Pegasus. Kao i kod dosadasˇnjih mjerenja,
vrijednosti mjerenih velicˇina stabiliziraju se i ostaju konstantne porastom parametra ρ i to vec´ nakon
njih 16, sˇto je vidljivo za SLR na slici 5.27a te za relativnu razliku duljine rasporeda, slika 5.27d. Jedine
mjerne velicˇine koje nastavljaju blago rasti su ubrzanje, slika 5.27b i ucˇinkovitost, slika 5.27c. HEFT
ovdje daje nesˇto losˇije rezultate porastom broja obradbenih jedinica u odnosu na ostale postupke, jer
nema potpunu podrsˇku za raznorodnu komunikaciju.











































































































(d) Relativna razlika duljine rasporeda
Slika 5.27: Testni slucˇajevi generirani alatom TGFF za razlicˇit ρ, raznorodna komunikacija.
Kod povec´anja vrijednosti cˇimbenika raznorodnosti, razlike medu razlicˇitim postupcima rasporediva-
nja u odnosu na opterec´enja Pegasus slicˇne su kao i za promjenu broja obradbenih jedinica sklopovlja,
slika 5.28. Prema ocˇekivanjima, performanse svih postupaka su u padu porastom raznorodnosti, no to se
ne odrazˇava toliko za postupke RaNDKiP i RaNDKiP1. Performanse ostalih postupaka su vrlo slicˇne,
osim za ucˇinkovitost (slika 5.28c), gdje je primjetna mala prednost postupka HEFT.












































































































(d) Relativna razlika duljine rasporeda
Slika 5.28: Testni slucˇajevi generirani alatom TGFF za razlicˇit η, raznorodna komunikacija.
Performanse u odnosu na CCR takoder su vrlo slicˇne rezultatima za radna opterec´enja Pegasus, slika
5.29, osim sˇto je postupak HEFT nesˇto osjetljiviji na njegov porast te daje malo vec´e vrijednosti SLR-a,
slika 5.29a. U ostalim slucˇajevima, slike 5.29b, 5.29c i 5.29d, svi postupci daju vrlo slicˇne vrijednosti
pokazatelja kvalitete, osim RaNDKiP i RaNDKiP1 koji daju znacˇajno bolje performanse u odnosu na
ostale postupke.
Performanse postupaka rasporedivanja u odnosu na tip grafa TGFF-a prikazane su na slici 5.30.
Ocˇekivano, svi postupci daju najlosˇije rezultate kod testnog slucˇaja sp rand. To se dogada zbog toga
sˇto su programi sp rand visoko raznorodni, slicˇni postupku generiranja DAGGer te sadrzˇavaju velik broj
bridova grafa (komunikacije medu izvrsˇnim jedinicama programa). Takoder, vidljivo je da je ta razlika
najuocˇljivija kod SLR-a, slika 5.30a, jer je to ujedno i najosjetljivija mjerna jedinica. Postupci RaNDKiP
i RaNDKiP1, osim sˇto daju gotovo 90% bolje rezultate od ostalih postupaka, ujedno su i najmanje
osjetljivi na razlicˇit tip grafa TGFF-a. Ostali postupci imaju medusobno vrlo slicˇne performanse, uz
to da HEFT pokazuje vec´e nedostatke kod opterec´enja sp rand, slika 5.30b. Relativna razlika duljine
rasporeda prikazuje da je opterec´enje packets najpogodnije postupcima RaNDKiP i RaNDKiP1, nakon
kojeg slijedi kseries parallel, dok su u najmanjoj prednosti kod tipa programa sp rand, slika 5.30c. Za
ostale postupke iz iste se slike vidi da postupcima RaNDKiP2 i LDCP najviˇse pogoduje opterec´enje
sp rand, dok je to za HEFT packets i kbasic task. U usporedbi postupaka RaNDKiP2 i LDCP, LDCP
postizˇe nesˇto slabije performanse za testne slucˇajeve kseries parallel, kseries parallel xover i simple, koji
sadrzˇe visoku razinu paralelizma (manja svrhovitost dinamicˇkog rangiranja).















































































































(d) Relativna razlika duljine rasporeda







RaNDKiP 2,06 1,53 1,46 1,78 1,47 14,32
RaNDKiP1 2,06 1,53 1,45 1,78 1,47 14,28
RaNDKiP2 4,84 3,27 2,88 4,79 3,48 23,48
HEFT 4,45 3,14 2,80 3,84 3,38 27,30



















RaNDKiP 6,01 7,04 6,59 5,11 5,58 6,97
RaNDKiP1 6,01 7,03 6,60 5,11 5,58 6,97
RaNDKiP2 3,40 4,00 3,88 2,75 3,17 5,08
HEFT 3,79 4,16 3,98 3,10 3,16 4,58






















RaNDKiP -80,49 -75,01 -64,71 -96,98 -85,26 -52,48
RaNDKiP1 -80,50 -74,78 -64,90 -97,15 -85,34 -52,71
RaNDKiP2 23,68 23,41 20,05 25,40 22,29 5,55
HEFT 14,55 17,19 16,44 8,19 20,53 23,51



























(c) Relativna razlika duljine rasporeda
Slika 5.30: Testni slucˇajevi generirani alatom TGFF, razlicˇite strukture programa, raznorodna
komunikacija.
Ako se promotri slucˇaj 4, primjetno je da su i dalje postupci RaNDKiP i RaNDKiP1 u velikoj pred-
nosti u odnosu na druge postupke, sˇto im opravdava primjenjivost u racˇunalnim sustavima s raznorodnim
komunikacijskim vezama. Ako se usporede rezultati svih promotrenih slucˇajeva, vidljivo je kako osim
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glavnih ulaznih parametara ϑ, ρ, η i ccr vazˇnu ulogu ima i struktura programa. Tako za pravilno struk-
turirane programe poput onih iz repozitorija Pegasus, svi postupci postizˇu bolje rezultate nego sˇto je to
slucˇaj kod programa generiranih alatom DAGGer i u nesˇto manjoj mjeri bolje nego kod programa generi-
ranih alatom TGFF. No, u svim slucˇajevima s raznorodnom komunikacijom sklopovlja nasˇi unaprijedeni
postupci RaNDKiP i RaNDKiP1 pokazuju mnogo bolje rezultate od ostalih. Na drugom je mjestu pos-
tupak HEFT, jer sadrzˇi podrsˇku za raznorodne komunikacijske veze sklopovlja u obliku njihovih srednjih
vrijednosti.
U sljedec´em pododjeljku bit c´e prikazani parametri kvalitete analize utrosˇka energije postupkom LVI,
kao dijelom postupka RaNDKiP, zbog uvida u potencijal dobivenih rasporeda za usˇtedom energije.
5.5 Rezultati analize usˇtede energije primjenom postupka RaN-
DKiP
Osim vremenske analize postupka RaNDKiP, proveli smo i postupak analize usˇtede energije primjenom
navedenog postupka. Naime, s obzirom na to da je jedan od koraka navedenog postupka LVI (labavlje-
nje vremenskih isjecˇaka s ciljem usˇtede energije), bez utjecaja na dobivenu duljinu rasporeda dobivamo
odredenu usˇtedu energije skaliranjem frekvencije obradbenih jedinica za nekriticˇne izvrsˇne jedinice pro-
grama. Analiza utrosˇka energije provedena je na nacˇin:
1. da se prvo definiraju energetske karakteristike obradbenih jedinica simulirane racˇunalne platforme,
2. zatim se procjenjuje teoretski utrosˇak energije za dobiveni raspored koji daju pojedini postupci
rasporedivanja,
3. nakon toga se provodi postupak LVI i analizira se novodobiveni utrosˇak energije,
4. te se naposljetku usporedbom s pocˇetnim utrosˇkom energije dobiva njezina potencijalna usˇteda.
Energetske karakteristike obradbenih jedinica definiraju se na nacˇin opisan u pododjeljku 4.2.4. U
tu svrhu na slici 5.31 predstavljamo DVFS profile za razlicˇite platforme dostupne u literaturi. Prve
su karakteristike sinteticˇki generiranih obradbenih jedinica prema [3], nazvanih ”sinteticˇki procesor 1” i
”sinteticˇki procesor 2”. Takoder, iz istog izvora preuzete su karakteristike procesora Transmeta Crusoe
i Intel Xscale. Na istoj je slici postavljena i DVFS karakteristika vec´ koriˇstene Cubieboard2 platforme,



























Slika 5.31: DVFS karakteristike razlicˇitih procesora, prema [3,4].
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U ovom dijelu eksperimentalne analize koristit c´emo sljedec´e pretpostavke:
• DVFS karakteristike svih obradbenih jedinica testnih slucˇajeva su identicˇne i odgovaraju onoj
ARMv7 rev. 4 sa slike 5.31, uz to sˇto:
– navedene karakteristike cˇesto nisu dostupne za sve obradbene jedinice u praksi,
– na taj se nacˇin omoguc´uje jednostavnost prikaza rezultata analize i
– ne gubi se primjenjivost rezultata na ostale platforme.
• frekvenciju svih obradbenih jedinica moguc´e je mijenjati kontinuirano u intervalu [0, fmax] karak-
teristikom opisanom pomoc´u (4.70) u pododjeljku 4.2.4.
Za raspored programa upotrijebljeni su vec´ spomenuti i ranije koriˇsteni postupci rasporedivanja na
temelju rangiranja jedinica programa: RaNDKiP , RaNDKiP1, RaNDKiP2, HEFT i LDCP. Koriste se
dva glavna pokazatelja: usˇtedena energija εrazuk , iskazana u postocima u odnosu na polazni raspored te
procijenjeni utrosˇak energije ε. Ostale postavke testnih slucˇajeva opisane su u pododjeljku 5.2.
5.5.1 Slucˇaj 5: energetske karakteristike programa generiranih alatom DAG-
Ger rasporedenih na platforme s raznorodnim komunikacijskim vezama
Prvu promotrenu situaciju energije kao pokazatelja kvalitete rasporeda dobivenih razlicˇitim postupcima
rasporedivanja cˇine testni slucˇajevi generirani alatom DAGGer, uz pretpostavku raznorodnih komunika-
cijskih veza medu obradbenim jedinicama sklopovlja.
Rezultati analize usˇtede energije slucˇaja 5 prikazani su slikom 5.32. Povec´anjem broja izvrsˇnih
jedinica programa opada i usˇteda energije dobivena postupkom LVI, sˇto je i vidljivo na slici 5.32a, jer
velikim brojem izvrsˇnih jedinica raspored postaje popunjeniji. Svi postupci pokazuju priblizˇno isti trend
smanjenja usˇtede energije povec´anjem ϑ, osim postupaka LDCP i RaNDKiP2 koji pokazuju nesˇto manji
trend pada. No, to je izravno vezano uz njihove vremenske karakteristike u tom slucˇaju (losˇiji raspored).
Vrijednosti usˇtedene energije krec´u se od 35% za priblizˇno 25 izvrsˇnih jedinica u programu (HEFT) pa sve
do samo 10% za 200 izvrsˇnih jedinica (RaNDKiP i RaNDKiP1), sˇto je pokazatelj da prostora za usˇtedu
ima te da su kvaliteta rasporeda i usˇtedena energija proporcionalni. Povec´anjem broja obradbenih
jedinica usˇtedena energija raste, jer se time razrjeduje raspored i nastaje viˇse prostora za labavljenje
vremenskih isjecˇaka, sˇto pokazuje slika 5.32b. Usˇtede se krec´u od priblizˇno 13% za 4 obradbene jedinice
(RaNDKiP i RaNDKiP1) pa sve do priblizˇno 29% za 16 obradbenih jedinica. Primjetno je takoder da
vec´ina postupaka ostvaruje najvec´u usˇtedu na 16 obradbenih jedinica, no to bi se razlikovalo pri raspore-
divanju vec´ih programa (ϑ > 200), tako da bi tocˇka zasic´enja bila postignuta tek za vec´i broj obradbenih
jedinica sklopovlja. Kod promjene vrijednosti cˇimbenika raznorodnosti, slika 5.32c, nema znacˇajnije
promjene u dobitcima energije. Prosjecˇni dobitak je priblizˇno konstantan za sve vrijednosti cˇimbenika
raznorodnosti i iznosi oko 25%. Nadalje, na slici 5.32d vidljivo je kako se povec´anjem CCR-a blago
povec´ava i usˇteda energije. To povec´anje je naviˇse vidljivo za ccr > 1. Navedeno je uzrokovano vec´im
odstupanjima duljine vremenskih isjecˇaka zbog velikog udjela komunikacije u rasporedu, cˇime dolazi do
vec´ih praznina u rasporedu kod postupka LVI. No, ono sˇto se ovdje isticˇe jest da su postupci RaNDKiP
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i RaNDKiP1 gotovo imuni na povec´anje CCR-a, sˇto je josˇ jedan od cˇimbenika koji opravdava njihovu
upotrebu za visoko raznorodne sustave. Ujedno, za njih je i usˇteda energije najmanja, sˇto ukazuje na
vrlo dobru popunjenost rasporeda. Ovdje se usˇtede krec´u od 15 do 30%. Zajednicˇka analiza otkriva
da postupak HEFT prednjacˇi po usˇtedenoj energiji, no to je pokazatelj kako da raspored dobiven tim
postupkom ima dosta prostora te procesorsko vrijeme nije najbolje iskoriˇsteno. Odnosi medu dobitcima
energije u pravilu slijede trend vremenskih performansi pojedinih postupaka. Takoder, uocˇava se kako je
parametar koji najviˇse utjecˇe na kolicˇinu usˇtedene energije broj izvrsˇnih jedinica programa, zatim broj








































































Slika 5.32: Usˇteda energije kod testnih slucˇajeva generiranih alatom DAGGer, platforma s
raznorodnom komunikacijom.
Sljedec´i analizirani pokazatelj jest procijenjeni utrosˇak energije ε pri izvodenju programa prema do-
bivenom rasporedu. Mjerne jedinice koriˇstene za navedeni pokazatelj su simbolicˇke naravi (zbog toga
sˇto vremenska jedinica nije odredena), no odnosi medu postupcima dobiveni ovdje vrijede i za stvarne
slucˇajeve, jer se uvrsˇtavanjem stvarnih parametara trendovi ne mijenjaju (cˇimbenik platforme κ i mjerna
jedinica vremena (primjerice sekunda)).
Dobiveni iznosi utrosˇka energije prikazani su slikom 5.33. Primjetno je kako ukupni utrosˇak energije
linearno raste porastom broja izvrsˇnih jedinica programa, slika 5.33a. Razlike u utrosˇku za razlicˇite
postupke su gotovo zanemarive, zbog toga sˇto gustoc´a rasporeda ne odreduje utrosˇak energije izravno.
U rasporedu svih postupaka nalaze se sve izvrsˇne jedinice, tako da su jedine razlike koje se mogu pojaviti
u slucˇaju da je raspored stavio vec´i broj izvrsˇnih jedinica na onu obradbenu jedinicu na kojoj c´e njihovo
vrijeme izvrsˇavanja biti najmanje. S druge strane, povec´anjem broja obradbenih jedinica ne naziru se
velike razlike u ukupnom utrosˇku energije, sˇto pokazuje slika 5.33b. Za ocˇekivati je da u slucˇaju kada bi
broj obradbenih jedinica bio blizak broju izvrsˇnih jedinica, navedene razlike bi bile vec´e, jer bi postupci
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rasporedivanja tada mogli preusmjeravati izvrsˇne jedinice na obradbene jedinice na kojima bi njihovo
trajanje bilo smanjeno. Razlike medu postupcima nisu znacˇajne, no vidljivo je kako ukupan utrosˇak
energije u manjoj mjeri ovisi o kvaliteti rasporeda (u smislu njegove duljine, trasp). Takoder, ovdje
su vidljive i prednosti postupaka RaNDKiP i RaNDKiP1 koji povec´anjem broja obradbenih jedinica
imaju trend smanjenja utrosˇka energije (za razliku od ostalih postupaka kojima utrosˇak energije ostaje
konstantan). Kod povec´anja vrijednosti cˇimbenika raznorodnosti primjetan je pad ukupnog utrosˇka
energije, slika 5.33c. Razlog tome lezˇi u cˇinjenici da se u sustavu porastom raznorodnosti pojavljuju
obradbene jedinice na kojima je vrijeme izvrsˇavanja jedinica programa krac´e. Nadalje, pretpostavili
smo jednak model utrosˇka energije za sve obradbene jedinice u sustavu, tako da c´e navedeno rezultirati
ukupno manjim utrosˇkom energije (jer c´e vrijeme izvrsˇavanja biti smanjeno). Ovdje su opet RaNDKiP
i RaNDKiP1 u prednosti, jer porastom vrijednosti cˇimbenika raznorodnosti imaju vec´i trend smanjenja
ukupnog utrosˇka energije, time pokazujuc´i da uspijevaju bolje popuniti raspored i prilagoditi se vec´im
raznorodnim okruzˇenjima. Kod povec´anja CCR-a situacija je nesˇto drugacˇija, kao sˇto se vidi na slici
5.33d. Naime, povec´anjem CCR-a povec´ava se i ukupni utrosˇak energije. Navedeno se dogada zbog
toga sˇto povec´anjem CCR-a raste udio komunikacije u ukupnom rasporedu, sˇto dovodi do toga da je
postupcima rasporedivanja vazˇnije trajanje komunikacije (jer on znacˇajnije utjecˇe na duljinu rasporeda
koju oni pokusˇavaju smanjiti), nego trajanje samih izvrsˇnih jedinica. Zbog toga postupci rade manje
optimalan raspored po pitanju smjesˇtanja samih izvrsˇnih jedinica (raste tendencija njihovog stavljanja na
obradbene jedinice gdje im se povec´ava vrijeme izvrsˇavanja) i to dovodi do povec´anja njihovog ukupnog
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Slika 5.33: Utrosˇak energije kod testnih slucˇajeva generiranih alatom DAGGer, platforma s
raznorodnom komunikacijom.
Zajednicˇka su svojstva da se u manje optimalnom rasporedu po pitanju vremenskih pokazatelja
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kvalitete dobivaju vec´e usˇtede energije. No, u takvim je rasporedima i inicijalni utrosˇak energije vec´i.
Jedini ulazni parametar koji nema utjecaj na usˇtedu energije je cˇimbenik raznorodnosti, dok porastom
ostalih trend usˇtede energije raste. Kod ukupnog utrosˇka energije najvec´i pak utjecaj ima cˇimbenik
raznorodnosti, cˇijim porastom pada i njezin utrosˇak.
U iduc´em pododjeljku predstavljamo slucˇaj s homogenom mrezˇom racˇunalne platforme, samo kako
bi prikazali osnovne trendove usˇtede i utrosˇka energije u toj situaciji.
5.5.2 Slucˇaj 6: energetske karakteristike programa generiranih alatom DAG-
Ger rasporedenih na platforme s homogenim komunikacijskim vezama
Iako nam primarna usredotocˇenost nije analiza sustava s homogenom komunikacijom, zbog potpunijeg
prikaza performansi unaprijedenog postupka rasporedivanja RaNDKiP i njegovih izvedbi RaNDKiP1 i
RaNDKiP2 u ovom pododjeljku prikazujemo energetske karakteristike tog slucˇaja.
Na slici 5.34 prikazano je smanjenje utrosˇka (usˇteda) energije koriˇstenjem postupka LVI pri raspore-
divanju u kombinaciji sa razlicˇitim postupcima rasporedivanja. Prema slici 5.34a, kod povec´anja broja
izvrsˇnih jedinica programa usˇteda energije pada iz istih razloga kao i kod sustava s raznorodnom komu-
nikacijom, (slika 5.32a). Isticˇe se samo drasticˇno manja usˇteda kod postupka HEFT, s obzirom na to
da smo pokazali da ona postizˇe i bolje vremenske rezultate kod slucˇaja s homogenom komunikacijom
platforme. Za razlicˇit broj obradbenih jedinica sklopovlja, (slika 5.34b) takoder je situacija slicˇna kao i











































































Slika 5.34: Usˇteda energije kod testnih slucˇajeva generiranih alatom DAGGer, platforma s homogenom
komunikacijom.
Ovdje su primjetne i nesˇto manje vrijednosti za male platforme — usˇteda je manja zbog bolje is-
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koriˇstenosti vremenskog prostora.
Kod promjene vrijednosti cˇimbenika raznorodnosti, s druge strane, razlike su minimalne (unutar 2%),
slika 5.34c, s opet vrlo ujednacˇenim vrijednostima za razlicˇite postupke. Opet se tome nalazi uzrok u
tretiranju komunikacije razlicˇitih postupaka rasporedivanja, dakle podrsˇka za raznorodnost iste, no ovdje
je nema, tako da su postupci ujednacˇeni. Naposljetku, slika 5.34d prikazuje usˇtedu energije za razlicˇite
vrijednosti CCR-a, gdje su razlike opet minimalne (unutar 3%), time da HEFT postizˇe nesˇto vec´u usˇtedu
energije za male vrijednosti CCR-a, dok za vec´e vrijednosti to postizˇu RaNDKiP i RaNDKiP1. To
navodi na cˇinjenicu kako RaNDKiP i RaNDKiP1 kvalitetnije tretiraju pojavu komunikacije u rasporedu
i uspijevaju tome bolje prilagoditi raspored. Zajednicˇka je cˇinjenica da svi postupci i kod homogene
mrezˇe medu obradbenim jedinicama uspijevaju ostvariti znacˇajnu usˇtedu koja se u prosjeku krec´e oko
20%, tako da postupak LVI opravdava svoju upotrebu u sprezi s navedenim postupcima cˇak i za sustave
s homogenom komunikacijom.
U ovom, ali i sljedec´im slucˇajevima, nec´emo razmatrati procijenjeni utrosˇak energije u ovisnosti o
parametrima ϑ, ρ, η i ccr, jer u tim slucˇajevima on ne daje relevantne informacije. Iz istih razloga u
narednim slucˇajevima promatramo samo rasporede na racˇunalnim platformama s raznorodnim komuni-
kacijskim vezama.
Uslijed spomenutog, u iduc´em slucˇaju razmatramo programe iz repozitorija Pegasus rasporedene na
racˇunalne platforme s raznorodnom komunikacijskom mrezˇom.
5.5.3 Slucˇaj 7: energetske karakteristike programa iz repozitorija Pegasus
rasporedenih na platforme s raznorodnim komunikacijskim vezama
U ovom pododjeljku promatramo parametre utrosˇka energije kod programa iz radnih opterec´enja Pega-
sus. S obzirom na to da nam je primarni cilj analiza racˇunalnih sustava s raznorodnom komunikacijom, a
kratki prikaz parametara utrosˇka energije kod sustava s homogenom komunikacijom dan je u pododjeljku
5.5.2, ovdje c´e biti razmatran samo slucˇaj raznorodne komunikacije unutar sklopovlja. U ovoj analizi ne
provodimo postupak generiranja stvarne komunikacije, vec´ se oslanjamo na raspored kakvog ga generira
sam postupak. Time, HEFT ne prikazuje komunikaciju u rasporedu, tako da pri upotrebi postupka LVI
daje privid vec´ih usˇteda energije.
Slika 5.35 prikazuje usˇtedu energije primjenom postupka LVI u sprezi s razlicˇitim postupcima ra-
sporedivanja na programima Pegasus. Ovdje koristimo samo tri velicˇine programa (≈ 25, ≈ 50 i ≈
100) zbog toga sˇto je iduc´a velicˇina programa koja se nudi u repozitoriju Pegasus tek 1000, a koja je
prevelika za analizu. Tako slika 5.35a daje nesˇto drugacˇiji prikaz kod utrosˇka energije, nego sˇto je to
bio slucˇaj kod programa generiranih alatom DAGGer. Ovdje porast broja izvrsˇnih jedinica programa
ne prati znacˇajnije smanjenje utrosˇka energije te je ono najmanje primjetno za postupke RaNDKiP2 i
HEFT (unutar 2%), a najviˇse za RaNDKiP i RaNDKiP1 (unutar 4%). Dobivene vrijednosti ukazuju
na to da unaprijedeni postupci RaNDKiP i RaNDKiP1 imaju dobru skalabilnost te da se uniformno
ponasˇaju i bolje popunjavaju raspored porastom broja izvrsˇnih jedinica. Kod porasta broja obradbenih
jedinica sklopovlja, sˇto prikazuje slika 5.35b, svi postupci rasporedivanja imaju isti trend povec´anja
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usˇtede energije. Taj trend najbolje opet slijede RaNDKiP i RaNDKiP1, dok ostalima usˇteda energije ne
raste na platformama s viˇse od 16 obradbenih jedinica (ovdje 32).
Za razlicˇite vrijednosti cˇimbenika raznorodnosti promjene gotovo da i nema sˇto je bio slucˇaj i kod
programa generiranih alatom DAGGer u pododjeljku 5.5.1 i to prikazuje slika 5.35c. Porastom CCR-a i
ovdje usˇteda energije blago raste zbog vec´eg broja praznina u rasporedu koje se stvaraju, tj. komunikacija
zauzima sve vec´i dio vremena, slika 5.35d. Ako se promotre sve dobivene vrijednosti vidljivo je kako
primjenom postupka LVI na postupke rasporedivanja uvjerljivo najvec´u usˇtedu energije ima postupak
HEFT, sˇto dovodi do zakljucˇka da taj postupak stvara raspored s najviˇse prostora medu obradbenim
vremenskim isjecˇcima. Razlog tome naveden je na pocˇetku ovog pododjeljka, (nema prikaz komunikacije
u rasporedu). Ostali postupci daju medusobno vrlo slicˇne rezultate, s tim da su oni naviˇse dosljedni kod





































































Slika 5.35: Usˇteda energije kod testnih slucˇajeva iz repozitorija Pegasus, platforma s raznorodnom
komunikacijom.
Trendovi ukupnog utrosˇka energije slijede slucˇaj programa generiranih alatom DAGGer, tako da
analiziramo samo razlike s obzirom na tip opterec´enja. Slika 5.36 prikazuje parametre utrosˇka energije
s obzirom na strukturu programa iz repozitorija Pegasus koji se izvode na sklopovlju s raznorodnom
mrezˇom. Ako se promotri ukupna usˇteda energije, vidljivo je kako je ona najvec´a pri koriˇstenju strukture
programa Sipht iz repozitorija Pegasus, (slika 5.36a). Kao sˇto je bila situacija i u vremenskoj analizi
navedenog slucˇaja, Sipht programi imaju najvec´i stupanj paralelizma te svi postupci rasporedivanja
pokusˇavaju staviti izvrsˇne jedinice na paralelne obradbene jedinice, (da smanje njihovu komunikaciju).
No, zbog toga sˇto je obradbenih jedinica premalo da bi se svi smjestili paralelno, ostaju praznine u
rasporedu, koje u ovom slucˇaju iskoriˇstava postupak LVI. Primjetno je takoder da postupak HEFT
ostvaruje najvec´u usˇtedu energije iz razloga vec´ navedenih ranije.
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CyberShake Epigenomics Inspiral Montage Sipht
RaNDKiP 17,52 13,87 12,59 16,70 21,58
RaNDKiP1 17,65 13,90 12,51 16,94 21,67
RaNDKiP2 17,46 14,99 14,70 13,80 26,69
HEFT 28,94 24,29 32,09 36,29 35,57

















CyberShake Epigenomics Inspiral Montage Sipht
RaNDKiP 2067,41 1817,57 2221,30 2050,51 1966,21
RaNDKiP1 2059,16 1809,45 2227,82 2032,06 1969,29
RaNDKiP2 2350,64 2118,41 2466,03 2383,75 1947,35
HEFT 1930,39 1830,69 1883,68 1676,30 1673,08









(b) Ukupni utrosˇak energije.
Slika 5.36: Parametri energije u sustavu s raznorodnom komunikacijom platforme za razlicˇite strukture
programa iz repozitorija Pegasus.
Najmanje usˇtede ostvaruju se kod tipa programa Inspiral, jer kod njega postupci rasporedivanja os-
tvaruju najvec´u ucˇinkovitost rasporeda (fork-join tip programa). Unaprijedeni postupci rasporedivanja
RaNDKiP i RaNDKiP1 pokazuju najmanju usˇtedu energije jer najbolje iskoriˇstavaju raspored vremen-
skim isjecˇcima. To nije slucˇaj samo kod programa Montage, gdje LDCP i RaNDKiP2 ostvaruju manju
usˇtedu energije cˇinec´i ucˇinkovitiji raspored.
Ako se promotri ukupni utrosˇak energije, prikazan na slici 5.36b, najvec´i je kod primjene postupka
LDCP, zatim slijede RaNDKiP2, pa RaNDKiP i RaNDKiP1 te na kraju HEFT. Sa stajaliˇsta potrosˇnje
energije vidljivo je kako tip programa Sipht odgovara postupcima LDCP i RaNDKiP2, dok im Montage
i Inspiral manje odgovaraju (tip programa fork-join). Za njih je opet bolji izbor upotreba postupaka
RaNDKiP i RaNDKiP1.
Velike razlike u utrosˇku i usˇtedi energije medu razlicˇitim tipovima programa iz repozitorija Pegasus
nema. No, one su ipak primjetne i daju uvid u to kojem tipu programa u primjeni odgovara koji postupak
rasporedivanja, ako je drugi cilj osim skrac´ivanja rasporeda usˇteda energije. Usˇtede energije su znacˇajne
i krec´u se izmedu 15 i 20%, cˇime se opravdava upotreba postupka LVI pri rasporedivanju.
5.5.4 Slucˇaj 8: energetske karakteristike programa generiranih alatom TGFF
rasporedenih na platforme s raznorodnim komunikacijskim vezama
Ovim pododjeljkom dajemo josˇ sˇiri prikaz moguc´nosti usˇtede energije koriˇstenjem postupka LVI zajedno
s postupcima rasporedivanja rangiranjem izvrsˇnih jedinica programa. S obzirom na to da su slucˇajevi
generiranja programa alatom TGFF zastupljeni u vec´em broju radova, sˇto je vec´ ranije spomenuto,
iskoristit c´emo ih za prikaz energetskog aspekta rasporedivanja.
Spektar testiranja zapocˇinjemo prikazom usˇtedene energije variranjem cˇetiri glavna parametra koja
smo i dosad koristili (ϑ, ρ, η i ccr), tako da mozˇemo raditi izravnu usporedbu s prethodnim slucˇajevima.
Navedena situacija prikazana je slikom 5.37. Povec´anjem broja izvrsˇnih jedinica programa smanjuje
se i usˇteda energije (slika 5.37a), no mnogo manje nego sˇto je to bilo kod slucˇajeva generiranih alatom
DAGGer. Razlog tome je mnogo manja kompleksnost strukture programa generiranih alatom TGFF.
Pad usˇtede energije najviˇse je vidljiv kod postupaka RaNDKiP i RaNDKiP1, sˇto opet pokazuje bolju
sposobnost navedenih postupaka da ucˇinkovitije popunjavaju raspored. Zanimljivo je takoder i da se
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postupak RaNDKiP2 bolje prilagodava navedenim programima nego LDCP, zbog vec´eg paralelizma
unutar ovih programa. Nadalje, na slici 5.37b vidi se kako porastom broja obradbenih jedinica sklopovlja
raste i usˇteda energije. Ovdje svi postupci rasporedivanja osim RaNDKiP i RaNDKiP1 postizˇu tocˇku
zasic´enja na 16 obradbenih jedinica, gdje se usˇteda energije znacˇajnije povec´ava (posebice nakon 16
obradbenih jedinica sklopovlja). Daljim porastom broja obradbenih jedinica za ocˇekivati je da bi ta
usˇteda manje rasla.
Kao i dosad, za razlicˇite vrijednosti cˇimbenika raznorodnosti usˇteda energije ostaje ista i to zbog istih
razloga kao i ranije, slika 5.37c. Kod povec´anja CCR-a, slika 5.37d, opet dolazi i do vec´e usˇtede, ali samo
do η = 5, kada usˇteda opet pocˇinje padati. Ovom je opet uzrok manje nasumicˇna struktura programa
generiranih TGFF-om te se vidi kako svi postupci rasporedivanja imaju problema s popunjavanjem
rasporeda do odredene tocˇke, kada ionako veliku vec´inu rasporeda pocˇinje cˇiniti komunikacija. Samim
time i inicijalne vrijednosti energije pocˇetno su puno viˇse (nije toliko vazˇno trajanje obradbenih jedinica,
vec´ njihovo smjesˇtanje da bi se usˇtedilo na komunikaciji), tako da se postupkom LVI ne mozˇe ostvariti
vec´a usˇteda energije. Uocˇljivo je da kod postupaka RaNDKiP i RaNDKiP1 to nije slucˇaj te se usˇteda
nastavlja povec´avati sve do ccr = 10, no za ocˇekivati je da bi i navedeni postupci dosegli tocˇku zasic´enja











































































Slika 5.37: Usˇteda energije kod testnih slucˇajeva generiranih alatom TGFF, platforma s raznorodnom
komunikacijom.
Ako promotrimo sada ovisnost utrosˇka i usˇtede energije o strukturi programa generiranih alatom
TGFF (slika 5.38) primjec´ujemo znacˇajno vec´e razlike kod razlicˇitih struktura programa.







RaNDKiP 11,86 9,30 8,61 10,57 9,47 19,72
RaNDKiP1 11,92 9,39 8,94 10,55 9,45 19,97
RaNDKiP2 19,29 18,42 19,23 19,67 18,96 23,46
HEFT 28,03 24,62 26,42 27,04 26,26 30,65





















RaNDKiP 3623,15 5001,04 3905,49 3301,79 3633,86 3401,19
RaNDKiP1 3621,40 4985,89 3885,68 3305,08 3630,32 3383,09
RaNDKiP2 3734,28 5211,71 4001,80 3337,15 3684,08 3314,91
HEFT 3196,26 4716,23 3586,43 2891,36 3312,28 2989,67









(b) Ukupni utrosˇak energije.
Slika 5.38: Parametri energije u sustavu s raznorodnom komunikacijom platforme za razlicˇite strukture
programa generiranih alatom TGFF.
Naime, ako se promotri usˇteda energije na slici 5.38a, vidljivo je kako su za strukturu sp rand usˇtede
energije podjednake (HEFT se ovdje isticˇe zbog toga sˇto ne daje pravu sliku komunikacije) i relativno
visoke (programi iz repozitorija Pegasus nemaju razmjere programa od ϑ ≈ 200). Kao i kod vremenske
analize te u sprezi s istom, dolazimo do zakljucˇka da kod nestrukturiranih opterec´enja poput sp rand i
slucˇajeva generiranih alatom DAGGer padaju performanse rasporedivanja, sˇto je i za ocˇekivati. No te se
razlike najviˇse odnose na unaprijedene postupke rasporedivanja RaNDKiP i RaNDKiP1. Oni iako daju
bolje rezultate u svim dosad testiranim oblicima opterec´enja, njihove performanse se izjednacˇavaju kod
nestrukturiranih, visoko-raznorodnih programa s ostalim postupcima, gdje upotreba heuristika ionako
ne mozˇe dati univerzalno dobre rezultate. Najmanja usˇteda energije ostvaruje se kod struktura kse-
ries parallel, kseries parallel xover i simple, jer je kod njih ujedno i najvec´a strukturiranost te stupanj
paralelizma.
Ukupni utrosˇak energije prikazan je slikom 5.38b. Zanimljivo je kako je on najvec´i upravo kod struk-
ture kseries parallel, a najmanji kod packets i sp rand. Opet, stupanj paralelizma znacˇi vec´i utrosˇak
energije zbog toga sˇto svi postupci pokusˇavaju postic´i sˇto vec´u razinu paralelne obrade, tako da c´e smjes-
titi dosta izvrsˇnih jedinica na obradbene jedinice koje trosˇe viˇse energije (na kojima je vrijeme izvodenja
vec´e). Kod ostalih to nije slucˇaj. Dalje, usporedbom struktura kseries parallel i kseries parallel xover
vidljivo je da povec´anjem broja bridova grafa, (pojave komunikacije medu izvrsˇnim jedinicama programa)
utrosˇak energije postaje manji, jer je time uzrokovan i manji stupanj paralelizacije.
Navedena analiza pokazuje i dalje prisutnu moguc´nost usˇtede energije za programe generirane alatom
TGFF. Ono sˇto je specificˇno za te programe je njihova bolja strukturiranost, posebice kseries parallel,
kseries parallel xover i simple, kod kojih unaprijedeni postupci rasporedivanja RaNDKiP i RaNDKiP1
ostvaruju manju usˇtedu, no indiciraju bolje popunjen raspored. S druge strane, visoko raznorodne
strukture poput sp rand uzrokuju slicˇne vrijednosti usˇtedene energije medu razlicˇitim postupcima.
Ukratko, strukturirani programi s visokim stupnjem paralelizma uzrokuju ukupno vec´i utrosˇak ener-
gije, jer u tom slucˇaju postupci zˇrtvuju odabir jedinica sklopovlja s vec´om obradbenom moc´i za postizanje
paralelizma pod svaku cijenu, posebno kod vec´eg broja obradbenih jedinica.
Primjenjivost postupka LVI opravdana je u svim dosad analiziranim slucˇajevima i uz prosjecˇnu usˇtedu
od priblizˇno 20% ukazuje na to da je iskoriˇstavanjem praznina u rasporedu moguc´e ostvariti i neke dobitke
i to u jednom od najvazˇnijih pokazateljem kvalitete danasˇnjice — potrosˇnjom energije.
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Spomenutim smo pokazali da upotrebom unaprijedenog postupka RaNDKiP, osim sˇto postizˇemo
znacˇajno krac´i raspored nego s usporedenim postupcima, omoguc´ujemo i usˇtedu energije upotrebom
jednog od njegovih koraka — postupka LVI. Navedeni smo postupak kombinirali i sa drugim postupcima
rasporedivanja, za koje on takoder omoguc´uje usˇtedu energije, cˇak josˇ i vec´u, zbog toga sˇto navedeni
postupci rasporedivanja daju manje optimalan raspored. Time smo i opravdali RaNDKiP kao nasˇ izvorni
znanstveni doprinos D.3., uz neke od pretpostavki koje cˇine i doprinos D.2.
U sljedec´em pododjeljku analizirat c´emo nasˇ unaprijedeni postupak rasporedivanja RaPPaMaG, ali
u nesˇto drugacˇijem okruzˇenju zbog same njegove prirode.
5.6 Rezultati analize postupka RaPPaMaG
Postupak RaPPaMaG, kao sˇto je opisano u pododjeljku 4.1, je postupak rasporedivanja programa zapi-
sanih u novom obliku mijesˇanoga aciklicˇkoga grafa kakvih, prema nasˇim saznanjima, nema u postojec´oj
literaturi. Takoder, naveli smo kako mijesˇani graf sluzˇi opisu programa koji sadrzˇe sinkronizaciju, bilo
komunikacijsku (komunikacijske rutine iz MPI-ja i OpenMP-ja), bilo onom bez komunikacije, (sinkroni-
zacija na barijeri, MPI, OpenMP), kakvih je mnogo u primjeni, prema [49,50].
Navedeni postupak moguc´e je takoder primijeniti i na DAG i na TIG oblike programa. Primjena pos-
tupka RaPPaMaG prvenstveno je namijenjena situaciji kada postoji viˇse kriterija po kojima se vrsˇi ra-
sporedivanje programa na sklopovlje (kriterija optimizacije, ciljeva) i kojima su dane eksplicitne vazˇnosti
u obliku korisnicˇki zadanih parametara (tezˇina). Viˇsekriterijsko rasporedivanje vec´inom se rjesˇava raz-
nim metaheuristicˇkim postupcima koji pretrazˇuju skup rjesˇenja promatrajuc´i program u cjelini, sˇto je i
detaljnije opisano u pododjeljku 2.3.2. Navedeno uzrokuje veliku ogranicˇenost pokrivanja tog prostora
rjesˇenja, tako da ona mogu ostati u lokalnom optimumu, (vrijednosti koja je blizu optimalne, ali samo
na odredenom dijelu prostora pretrazˇivanja). Zato nasˇ postupak RaPPaMaG sadrzˇi fazu particioniranja
grafa programa na manje dijelove — faze izvrsˇavanja, cˇime drasticˇno smanjuje prostor pretrazˇivanja
omoguc´ujuc´i optimalna, (u kombinaciji s metodama koje pretrazˇuju cˇitav skup rjesˇenja, poput iscrpnog
pretrazˇivanja) ili gotovo optimalna rjesˇenja, (u kombinaciji s metaheuristicˇkim metodama vodenog lo-
kalnog pretrazˇivanja) za pojedine faze izvrsˇavanja. Particioniranje ima i nekoliko mana, a to je kada su
sustavi visoko paralelni (nekoliko neovisnih nizova paralelnih jedinica programa) s medusobno vrlo razno-
rodnim vremenima izvodenja. Najslicˇnija struktura koja pokazuje takav tip programa je kseries parallel
iz repozitorija TGFF (potpoglavlje 5.1.1). No unatocˇ tome, primjena particioniranja omoguc´uje po-
djelu i takvih programa na neovisne faze izvrsˇavanja, omoguc´ujuc´i primjenu metaheuristicˇkih metoda na
manjem prostoru pretrazˇivanja. To c´emo pokazati i u narednim pododjeljcima.
5.6.1 Slucˇaj 9: primjena postupka RaPPaMaG na programe iz repozitorija
Pegasus
U ovom pododjeljku analizirat c´emo programe iz repozitorija znanstvenih radnih opterec´enja Pegasus
pomoc´u postupka RaPPaMaG. Na dosad predstavljene primjerke navedenih programa primijenit c´emo
fazu 1 postupka RaPPaMaG prema algoritmu 1, opisanu u pododjeljku 4.1.1.
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Na slici 5.39 prikazane su faze izvrsˇavanja programa malih razmjera, (24–30 jedinica programa) iz
repozitorija Pegasus dobivene postupkom RaPPaMaG. Faze su obojane razlicˇitim bojama kako bi ih se
moglo razlikovati. Od navedenih struktura problem za rasporedivanje faza izvrsˇavanja mozˇe cˇiniti samo
Sipht 30, prikazan slikom 5.39e. Naime, to je opterec´enje s visokim stupnjem paralelizma, tako da prva
faza izvrsˇavanja ima velik broj cˇlanova u odnosu na cˇitav graf. Samim time, kombinacija kojih takva
faza mozˇe imati pri rasporedivanju je mnogo. No, za ocˇekivati je da tu fazu u primjeni cˇine priblizˇno
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Slika 5.39: Programi malih razmjera iz repozitorija Pegasus particionirani postupkom RaPPaMaG.
Usporedbe radi, na slici 5.40 prikazani su programi srednjih razmjera iz repozitorija programa Pe-
gasus podijeljeni na faze izvrsˇavanja postupkom RaPPaMaG. Vidljivo je kako je za tipove programa iz
navedenog repozitorija bolje zasebno analizirati dijelove visoke razine paralelizma, nego promatrati svaku
jedinicu programa zasebno kao entitet dodjeljivanja, (sˇto cˇini vec´ina danasˇnjih postupaka rasporediva-
nja). Kada se programi analiziraju prema fazama izvrsˇavanja programa mnogo je laksˇe iskoristiti njihovu
strukturu za odabir pretpostavki pri rasporedivanju. Primjerice, kod velikih faza rasporedivanja poput
faze 2 i 3 u programu CyberShake 30 prikazanom na slici 5.40a ili faze 2 programa Montage 25 sa slike
5.40d, zgodno bi bilo upotrijebiti homogen skup brzih obradbenih jedinica (ako su prioritet vremenski
pokazatelji kvalitete).
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Slika 5.40: Programi srednjih razmjera iz repozitorija Pegasus particionirani postupkom RaPPaMaG.
Zajednicˇka karakteristika analize programa iz repozitorija Pegasus postupkom particioniranja RaPPa-
MaG jest da je pomoc´u njihove strukture lako izdvojiti njihove glavne karakteristike, koje mogu usmjeriti
postupak rasporedivanja. Primjerice, vec´ina programa iz navedenog repozitorija ima relativno mali broj
faza izvrsˇavanja, ali s visokom razinom paralelizma. Primjena drugog koraka rasporedivanja u obliku
iscrpnog pretrazˇivanja nailazi na probleme kod velikih faza izvrsˇavanja, no uz uzimanje u obzir navedenih
karakteristika taj se korak mozˇe dodatno rafinirati.
Kako bi opravdali upotrebu particioniranja kao faze unaprijedenog postupka RaPPaMaG, u iduc´em
pododjeljku prosˇirit c´emo analizu i na programe generirane alatom TGFF.
5.6.2 Slucˇaj 10: primjena postupka RaPPaMaG na programe iz repozitorija
TGFF
U ovom pododjeljku primjenjujemo unaprijedeni postupak RaPPaMaG na programe generirane alatom
TGFF koristec´i strukture iz repozitorija TGFF opisane u pododjeljku 5.1.1. Programi srednjih razmjera
navedenih karakteristika particioniranih postupkom RaPPaMaG prikazani su slikom 5.41 (male razmjere
ne prikazujemo zbog prejednostavne strukture).
Primjena prvog koraka postupka RaPPaMaG (particioniranje) posebno je pogodna za uzˇe, stepenaste
grafove, poput kseries parallel prikazanog na slici 5.41b i kseries parallel xover prikazanog na slici 5.41c,
jer su faze izvrsˇavanja manje i obicˇno su u takvim programima jedinice programa u fazama podjednake
(primjerice, operacije nad gustim matricama iz biblioteke SCALAPACK, prema [111]). Takoder, manje
su faze izvrsˇavanja u strukturama packets i simple, prikazanih slikama 5.41d i 5.41e, no zbog njihove
raznorodne prirode njihovo rasporedivanje mozˇe biti vremenski zahtjevno. Konacˇno, u slucˇaju gotovo
neovisnih jedinica programa, poput strukture sp rand, particioniranje ne igra veliku ulogu te se u takvim
slucˇajevima mogu koristiti specificˇni postupci rasporedivanja, poput serije pohlepnih algoritama kao
u [34,48,58], algoritma Min-min poput primjera u [11,35] i drugih.
Primijenili smo takoder postupak particioniranja RaPPaMaG i na vec´e grafove iz TGFF-a (ϑ ≈ 200).
Njihova podjela na faze izvrsˇavanja prikazana je slikom 5.42.
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Slika 5.41: Programi srednjih razmjera iz repozitorija TGFF particionirani postupkom RaPPaMaG.
Prikazane su karakteristike samo za strukture kbasic task (slika 5.42a), kseries parallel (slika 5.42b),
packets (slika 5.42c) i simple (slika 5.42d), s obzirom na to da su ostale strukture slicˇne i analizirane ranije.
Mogu se uocˇiti pojedine faze izvrsˇavanja, koje su sad mnogo vec´e i njihov optimalan raspored nije moguc´e
nac´i pretrazˇivanjem cˇitavog prostora rjesˇenja u razumnom vremenu. No, kod povec´anja faza njihova
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Slika 5.42: Programi vrlo velikih razmjera iz repozitorija TGFF partic. postupkom RaPPaMaG.
raznorodnost viˇse ne predstavlja toliko znacˇajnu ulogu te je moguc´e uvesti odredena pojednostavljenja
za njihovo rasporedivanje (rasporediti ih bilo kojim redoslijedom).
Vrijeme trajanja faze particioniranja je gotovo zanemarivo, ako se uzme u obzir da za graf od 1000
jedinica programa (prikazan slikom 5.43) ono traje 15ms na jednoj procesorskoj jezgri stolnog racˇunala
s procesorom AMD Phenom II radnog takta jezgre od 3,3GHz.
Prethodnim primjerima dana je analiza prve faze nasˇeg unaprijedenog postupka RaPPaMaG, a to je
particioniranje programa u obliku grafa. Dosadasˇnji prikaz programa bio je u modelu DAG-a, za koje
postupak RaPPaMaG takoder mozˇe izdvojiti neovisne faze izvrsˇavanja (sˇto smo i pokazali eksperimen-
talnom analizom). No, navedeni je postupak primarno namijenjen upotrebi za programe predstavljene
mijesˇanim aciklicˇkim grafom, koji opisuje i vremenski slijed i sinkronu komunikaciju medu jedinicama
programa. Zbog toga, jedan takav primjer predstavljamo i analiziramo u narednom pododjeljku.
5.6.3 Slucˇaj 11: primjena postupka RaPPaMaG na program sa sinkronom
komunikacijom na mijesˇani aciklicˇki graf
Vec´ u opisu postupka RaPPaMaG u pododjeljku 4.1 spomenuto je kako je njegova glavna namjena za
programe koji sadrzˇe sinkronu komunikaciju (koja zahtijeva istovremeno sudjelovanje svih komunici-
rajuc´ih jedinica programa), poput onih koji izmjenjuju poruke u MPI okruzˇenju. Primjer jednog takvog
programa dan je mijesˇanim grafom prema modelu programa programskog okruzˇenja LOSECO na slici
5.44. Navedeni program sadrzˇi 39 izvrsˇnih jedinica T0–T38, koje c´emo zbog ujednacˇenosti nomenkla-
ture referirati kao v0, ..., v38. Nadalje, struktura primjera programa je u obliku tzv. grupno sinkronih
programa (eng. bulk-synchronous programs), slicˇnih onima koje opisuju autori u [28].
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Slika 5.44: Primjer grupno sinkronog programa u obliku mijesˇanoga grafa.
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To znacˇi da dio jedinica programa (obicˇno manji broj njih), cˇini glavni vremenski slijed (dispecˇeri,
eng. master, dispatcher), a dio cˇini entitete radnike (eng. worker, slave). U analiziranom primjeru, sa
slike 5.44, dispecˇeri su jedinice programa oznacˇene bijelom bojom (v0, v2, v8, v9, v16, v20, v24, v33, v34, v36),
dok su sve ostale jedinice programa radnici (oznacˇeni oker bojom). Struktura navedenog programa
slicˇna je i programima iz repozitorija Pegasus (pododjeljak 5.6.1), no uz vec´u raznorodnost i sinkronu
komunikaciju. Crveni bridovi, kao i broj koji sadrzˇavaju, su neusmjereni bridovi koji predstavljaju
sinkronu komunikaciju i njezin obujam, dok crni usmjereni bridovi (lukovi), predstavljaju vremenski
slijed izvodenja.
Primjenom prvog koraka postupka RaPPaMaG (particioniranje), dobivene su faze izvrsˇavanja prika-
zane slikom 5.45, gdje svaka boja oznacˇava jednu fazu (kao sˇto je to bilo kod primjera particioniranja
programa iz repozitorija Pegasus, pododjeljak 5.6.1 i programa iz repozitorija TGFF, pododjeljak 5.6.2).













































































































Slika 5.45: Program sa slike 5.44 podijeljen na faze izvrsˇavanja postupkom RaPPaMaG.
No, postoje slucˇajevi kada su faze manje i kada, ukoliko ima dovoljno obradbenih jedinica, nekoliko
grupno sinkronih dijelova mozˇe biti stavljeno u istu fazu i biti izvrsˇeno paralelno. To je slucˇaj za faze
1, 3 i 4, gdje u fazi 1 jedinice programa v2 i v8 cˇine dispecˇere koji se nalaze u istoj fazi, za fazu 3 su
to v16, v20 i v24, dok je faza 4 specijalni slucˇaj. Naime, u fazi 4 postoji sinkrona komunikacija medu
dispecˇerskim jedinicama programa (v33 i v34), koja zahtijeva njihovo paralelno izvrsˇavanje.
Postavljeni parametri su prikazani tablicom 5.5. Parametri su podijeljeni na one koji opisuju program,
one koje opisuju sklopovlje i vazˇnosti pojedinih pokazatelja kvalitete. S obzirom na to da prikazom ra-
sporedivanja programa postupkom RaPPaMaG nad mijesˇanim grafom ujedno i potvrdujemo njegovu
Rezultati analize postupka RaPPaMaG 157
primjenjivost, nec´emo ispitivati druge postavke parametara.
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) ≤ yobj ≤ yobP · (1 + η2 )
yenP 4,5, 50





w(tuk) {0, 8, 0, 2}
w(euk) {0, 2, 0, 8}
Kao sˇto je bilo rijecˇi o nacˇinu postavljanja parametara za postupak RaPPaMaG u pododjeljku 4.1.4,
parametri se zadaju apsolutno za programe i za sklopovlje. Zbog toga sada cˇimbenik raznorodnosti,
primjerice, utjecˇe samo na parametre sklopovlja. Zbog toga, a i kako bi zadrzˇali konzistentnost postavki s
testnim slucˇajevima za postupak RaNDKiP, fiksiramo obradbene zahtjeve jedinica programa (xobi = x
ob
G )













Na taj nacˇin cˇimbenik raznorodnosti ima isti utjecaj kao i do sada (za postupak RaNDKiP).
Energetske karakteristike su takoder zadane na slicˇan nacˇin, uz raspon vrijednosti yenj ∈ [3, 6], cˇime
zadrzˇavamo malu raznorodnost istih.
Naposljetku, vazˇnosti pojedinih pokazatelja kvalitete zadrzˇavamo istima kao i u primjeru iz podo-
djeljka 4.1.3, ukratko, omjer vazˇnosti 0, 8 : 0, 2 u korist vremena izvrsˇavanja. Zbirne rezultate prikazat
c´emo i za druge vazˇnosti.
U slucˇaju da se primijeni postupak rasporedivanja dobivenih faza izvrsˇavanja sa slike 5.45 i para-
metara iz tablice 5.5 u obliku iscrpnog pretrazˇivanja (prema pododjeljku 4.1.3), dobiva se raspored sa
slike 5.46. Prema modelu rasporedivanja programskog okvira LOSECO, kao i pretpostavkama postupka
rasporedivanja RaPPaMaG (njegove druge faze), dobiveni je raspored optimalan po fazama izvrsˇavanja.
Vidljivo je takoder kako postupak ujednacˇeno slazˇe jedinice programa prema fazama uz stavljanje odgova-
rajuc´ih komunikacijskih blokova prije izvrsˇavanja obradbenih dijelova programa, cˇime ispunjava zahtjeve
za sinkronizacijom komunikacije.
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Slika 5.46: Raspored dobiven iscrpnim pretrazˇivanjem.
Rasporedivanje pojedinih faza pokusˇali smo dobiti izmjenom postupka HEFT, na nacˇin da postav-
ljamo ci,j = ∞, i = j i zadavanjem drugih uvjeta koji moraju biti ispunjeni kako bi pojedina jedinica
programa bila oznacˇena kao spremna za izvrsˇavanje (prema fazama izvrsˇavanja). No, navedeni pos-
tupak i dalje ne daje raspored prema svim trazˇenim postavkama i ogranicˇenjima, s obzirom na to da
ih ne mozˇe u potpunosti uzeti u obzir, sˇto prikazuje i raspored na slici 5.47. Iako, na prvi pogled se
cˇini da daje manju duljinu rasporeda. Naime, vidljivo je kako jedinice programa nisu sinkronizirane po
izvodenju. Primjerice, u istoj fazi izvrsˇavanja jedinica programa T8 se izvrsˇava u vremenskom intervalu
0, 90652–1, 81694, dok se jedinica programa T37 izvrsˇava u intervalu 117,198–118,111.
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Slika 5.47: Raspored dobiven postupkom HEFT.
Isto tako, pojedine jedinice programa iz narednih faza izvrsˇavaju se prije nego prethodna zavrsˇava,
primjerice izlazna jedinica T36 prije T34 itd.
Zbirni rezultati dobiveni korakom 2 postupka RaPPaMaG (rasporedivanje faza izvrsˇavanja) dani su
tablicom 5.6. U navedenoj tablici vidljivo je kako je drasticˇnim povec´anjem vazˇnosti energije s 0,2 na
0,8 dobivena usˇteda od samo 0,37% uz povec´anje vremena izvrsˇavanja od 8,12%.
Tablica 5.6: Razlicˇite postavke vazˇnosti pokazatelja kvalitete i dobiveni rezultati (mala razina
raznorodnosti parametra yenj ).
tuk euk
w(tuk) = 0, 8, w(euk) = 0, 2 193,85 8681,67
w(tuk) = 0, 2, w(euk) = 0, 8 209,59 8649,18
No, to nije znak kako postupak ne uzima vazˇnosti postupka u obzir, nego razlog tome lezˇi u maloj
raznorodnosti parametara utrosˇka energije (yenj ∈ [3, 6]), prema tablici 5.5, tako da izmjenom rasporeda
ne dolazi do velike usˇtede energije, dok se u isto vrijeme duljina rasporeda mozˇe drasticˇno promijeniti
cˇime vrijednost ciljne funkcije drasticˇno raste.
Iz tog razloga testirali smo iste postavke, ali uz yenj ∈ [1, 100] odabranog nasumicˇno uniformnom
razdiobom. Spomenutim postavkama osiguravamo visoku raznorodnost karakteristike utrosˇka energije
medu obradbenim jedinicama. Uz primjernu istog postupka dobivamo vrijednosti prikazane tablicom
5.7.
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Tablica 5.7: Razlicˇite postavke vazˇnosti pokazatelja kvalitete i dobiveni rezultati (velika razina
raznorodnosti parametra yenj ).
tuk euk
w(tuk) = 0, 8, w(euk) = 0, 2 187,12 70911,31
w(tuk) = 0, 2, w(euk) = 0, 8 228,51 68597,88
Iz spomenute tablice uocˇavamo kako je povec´anje duljine rasporeda cˇak 22,12%, dok je usˇteda energije
iznosi samo 3,26%. To se dogada zbog toga sˇto bi u slucˇaju izbjegavanja energetski neucˇinkovitih jedinica
programa dobili slucˇajeve da nemamo dovoljno obradbenih jedinica sklopovlja za izvrsˇavanje najvec´e faze
izvrsˇavanja δ3 koja sadrzˇi 12 jedinica programa koje treba izvrsˇiti paralelno. Za ocˇekivati je da bi vec´im
brojem obradbenih jedinica situacija bila drugacˇija, uz vec´e usˇtede energije povec´anjem njezine vazˇnosti.
Eksperimentalnom analizom postupka RaPPaMaG dokazali smo kako ga je moguc´e primijeniti i na
programe u obliku DAG-a i to njegove prve faze — particioniranja. Podjelom grafova na manje faze
izvrsˇavanja moguc´e je primijeniti rasporedivanje i analizu po manjim skupinama izvrsˇnih jedinica pro-
grama, cˇime se potencijalno ubrzava postupak rasporedivanja. Spomenuto smo pokazali i na primjerima
programa iz repozitorija Pegasus, ali i programa generiranih alatom TGFF. Takoder, kompleksnost i
trajanje samog particioniranja neznatno je cˇak i za velike grafove (ϑ ≈ 1000).
S obzirom na to da je primarna uloga postupka RaPPaMaG primjena na programima koji sadrzˇavaju
sinkronu komunikaciju i vremenski slijed istovremeno, prikazali smo njegove obje faze i na primjeru
grupno sinkronog programa prikazanog u obliku mijesˇanoga aciklicˇkoga grafa. Napomenutim primjerom
dobili smo optimalna rjesˇenja po fazama izvrsˇavanja i pokazali kako postupak RaPPaMaG vrednuje
razlicˇite vazˇnosti pokazatelja kvalitete. Takoder, dali smo temelj za ugradnju novih postupaka raspore-
divanja kao druge faze postupka RaPPaMaG , primjerice neke od postupaka rasporedivanja rangiranjem
jedinica programa. No, takve je postupke u tom slucˇaju potrebno prilagoditi pretpostavkama koje
podrazumijeva program predstavljen u obliku mijesˇanoga grafa.
5.7 Skupna analiza eksperimentalnih rezultata
Ovim pododjeljkom dat c´emo skupni prikaz eksperimentalnih rezultata skupljenima i obrazlozˇenima
u prethodnim pododjeljcima. Navedenim c´emo dati uvid u razinu ostvarivanja izvornih znanstvenih
doprinosa u smislu evaluacije unaprijedenih postupaka rasporedivanja RaNDKiP i RaPPaMaG.
Prvim dijelom analize obuhvac´amo pokazatelje kvalitete u vremenskoj domeni upotrebom inacˇica
postupka RaNDKiP za rasporedivanje programa na racˇunalne sustave s raznorodnim komunikacijskim
kanalima. U tu svrhu obuhvatili smo prosjek svih rezultata mjerenja za cˇetiri glavna mjerena parametra:
SLR, ubrzanje, ucˇinkovitost i relativnu postotnu razliku duljine rasporeda. Prosjek se odnosi na sve
analizirane programe, tj. one generirane alatom DAGGer i alatom TGFF te programe iz repozitorija
Pegasus. Uz to treba imati na umu da se u navedenim rezultatima vec´ nalaze prosjeci od 10 uzastopnih
izvodenja. Ukupno je to 2624 ispitana slucˇajeva (×10), od toga se 256 odnosi na programe generirane
alatom DAGGer, 1408 na programe generirane alatom TGFF i 960 na programe iz repozitorija Pegasus.
Slika 5.48 prikazuje skupne rezultate postupaka RaNDKiP u usporedbi s ostalima. Najvec´i prosjecˇan
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SLR postizˇe postupak RaNDKiP2, s gotovo identicˇnom vrijednosti kao i kod postupka LDCP, sˇto se
vidi na slici 5.48a. Pokazatelj je to da raznorodno rangiranje ne igra veliku ulogu pri izradi rasporeda.
Drugim rijecˇima, iako se takvim rangiranjem razlicˇitim redoslijedom biraju jedinice programa za raspo-
redivanje, razlike su minimalne. HEFT pokazuje nesˇto manje vrijednosti, no i dalje s dvostruko vec´om
vrijednosti nego RaNDKiP i RaNDKiP1, koji ostvaruju prosjecˇan SLR od 4. Medusobno se RaNDKiP
i RaNDKiP1 gotovo i ne razlikuju, zbog toga sˇto postupak raznorodnog rangiranja ne igra veliku ulogu
u unaprjedenju postupka, vec´ je za to ponajviˇse zasluzˇno eksploatiranje raznorodnosti komunikacijskih
veza sklopovlja pri fazi azˇuriranja (nakon svakog koraka rasporedivanja). Kod ubrzanja, slika 5.48b,
situacija je nesˇto drugacˇija. Naime, HEFT pokazuje gotovo iste vrijednosti kao LDCP i RaNDKiP2, sˇto
znacˇi da ostvaruje istu razinu paralelizacije kao i oni. S druge strane, RaNDKiP i RaNDKiP1 i ovdje
daju bolje rezultate (gotovo 65% bolje). Razina ucˇinkovitosti je takoder specificˇna, sˇto pokazuje slika
5.48c. U navedenom slucˇaju HEFT pokazuje vec´e vrijednosti ucˇinkovitosti od LDCP i RaNDKiP2 i time
ukazuje na bolju skalabilnost. No najbolju skalabilnost i dalje imaju postupci RaNDKiP i RaNDKiP1.
Ukratko, slika 5.48d najbolje opisuje medusobne razlike u performansama pojedinih postupaka. Najbolje
performanse pokazuju postupci RaNDKiP i RaNDKiP1 s medusobno vrlo malim razlikama, sljedec´i je
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(d) Relativna razlika duljine rasporeda
Slika 5.48: Skupne vremenske performanse rasporedivanja programa na racˇunalne platforme s
raznorodnim komunikacijskim vezama.
Odnosi navedenih postupaka dokazuju kako unaprijedeni postupci RaNDKiP i RaNDKiP1 poka-
zuju iznimnu primjenjivost u situacijama, gdje se rasporedivanje programa odvija na visoko raznorodne
platforme, posebice pri velikim razlikama u propusnosti komunikacijskih kanala sklopovlja. To je bio i
glavni cilj nasˇega rada te jedno od svojstava nasˇih izvornih znanstvenih doprinosa D.2. i D.3. Takoder,
unaprjedenje u obliku iskoriˇstavanja raznorodnosti komunikacijskih veza sklopovlja pri rasporedivanju
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pokazalo se kao iznimno vazˇno u ostvarivanju boljih performansi rasporedivanja, cˇinec´i vec´inu nasˇeg
doprinosa D.3.
Za ispitane slucˇajeve analiziramo i energiju kao drugi pokazatelj kvalitete, za koju su prosjecˇne
vrijednosti dva glavna parametra ε i εraz prikazani slikom 5.49. Najvec´i procijenjeni utrosˇak energije
daju programi u izvodenju prema rasporedu dobivenom postupkom LDCP, slika 5.49a. Razlog je tome
sˇto, unatocˇ velikom prostoru u rasporedu koji se iskoriˇstava za labavljenje vremenskih isjecˇaka postupkom
LVI, raspored jedinica programa nije dovoljno ucˇinkovit kako bi se taj nedostatak kompenzirao usˇtedom
energije. HEFT pokazuje najmanji utrosˇak, sˇto u stvarnosti nije slucˇaj, jer je obujam komunikacije
koji daje smanjen (zbog racˇunanja prosjeka), tako da je i utrosˇak energije manji nego sˇto bi bio pri
izvodenju programa. Zbog toga ga nije moguc´e izravno usporediti s dobivenim vrijednostima kod ostalih
postupaka. Najmanji procijenjeni utrosˇak energije dobiva se izvrsˇavanjem programa prema rasporedu
dobivenom postupkom RaNDKiP1, nakon kojeg odmah slijedi RaNDKiP. Primjerice, razlika u utrosˇku
energije izmedu postupaka RaNDKiP1 i LDCP iznosi oko 6,3%, dok je ona nesˇto manja kod postupka
RaNDKiP i iznosi 6,2%. S druge strane, ako se promotri usˇteda energije primjenom postupka LVI na
rasporede dobivene razlicˇitim postupcima rasporedivanja, najvec´i je primjetan kod postupka RaNDKiP2,
sˇto prikazuje slika 5.49b. Sljedec´i po usˇtedi energije je postupak LDCP, s neznatno manjom vrijednosti
εraz, dok je najmanja usˇteda kod postupaka RaNDKiP i RaNDKiP1. Manja usˇteda energije indicira i
bolje vremenski popunjen raspored, sˇto se mozˇe zakljucˇiti i usporedbom rezultata dobivenih vremenskom
analizom. Uz to, ovdje je prikazana i prednost postupka RaNDKiP2 u odnosu na LDCP jer, iako imaju
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(b) Usˇteda energije εraz.
Slika 5.49: Dobiveni utrosˇci i usˇteda energije pri rasporedivanju programa na racˇunalne platforme s
raznorodnim komunikacijskim vezama.
Dobiveni rezultati analize utrosˇka i usˇtede energije pokazali su kako je postupak LVI kao dio una-
prijedenog postupka RaNDKiP primjenjiv i na rasporede dobivene drugim postupcima rasporedivanja,
omoguc´avajuc´i usˇtede od 14 do gotovo 20%. Sam postupak RaNDKiP unatocˇ boljim performansama u
vremenskoj analizi pokazuje prostor za usˇtedu energije od 14%, cˇime potvrdujemo i postizanje zˇeljenih
ciljeva u obliku doprinosa D.3., tj. dobivanja energetski ucˇinkovitijeg rasporeda.
Drugi nasˇ unaprijedeni postupak RaPPaMaG i njegovu analizu predstavili smo u pododjeljku 5.6.
Navedenom analizom prikazali smo kako mozˇemo smanjiti prostor moguc´ih rasporeda podjelom pro-
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grama na vremenski neovisne cjeline koje nazivamo fazama izvrsˇavanja. Takav pristup moguc´e je pri-
mijeniti ne samo na programe prikazane novim modelom u obliku mijesˇanoga aciklicˇkoga grafa, vec´ i
programe prikazane usmjerenim aciklicˇkim grafom kao najcˇesˇc´im modelom te svrhe u praksi. Tu smo
moguc´nost prikazali na postojec´im programima iz repozitorija Pegasus te programima generiranima ala-
tom TGFF. Nadalje, s obzirom na to da prema nasˇim saznanjima primjera programa u obliku mijesˇanoga
aciklicˇkoga grafa nema, predstavili smo vlastiti primjer — grupno sinkroni program, za cˇiju analizu smo
uspjesˇno primijenili i drugi korak postupka RaPPaMaG, a to je rasporedivanje faza izvrsˇavanja iscrp-
nim pretrazˇivanjem. Iscrpno pretrazˇivanje mozˇe dati optimalne rezultate za manje instance problema
(dvadesetak jedinica programa i sklopovlja), dok se za ostale mogu primijeniti drugi postupci raspore-
divanja, poput bioinspiriranih metaheursiticˇkih postupaka. Prikazanim smo primjerima pokazali kako
se particioniranjem programa na faze izvrsˇavanja olaksˇava njegova analiza, ali i povec´avaju moguc´nosti
za dobivanje boljeg rasporeda. Na taj nacˇin omoguc´ujemo alternativu postojec´im iterativnim postup-
cima rasporedivanja, koji pretrazˇuju cˇitav prostor rjesˇenja i poboljˇsavamo performanse postupka, cˇime
zaokruzˇujemo i nasˇ doprinos D.2.
Unaprijedenim postupcima rasporedivanja RaPPaMaG i RaNDKiP omoguc´ujemo viˇsestruk napre-
dak u razvoju paralelnih programa. Postupkom RaPPaMaG, kao dijelom doprinosa D.2., omoguc´ujemo
analizu programa visoke razine zrnatosti, izravnu upotrebu viˇsestrukih kriterija rasporedivanja koji mogu
imati razlicˇite vazˇnosti te podrsˇku za programe sa sinkronom komunikacijom medu izvrsˇnim jedinicama.
Postupkom RaNDKiP omoguc´ujemo izravnu podrsˇku za raznorodnost programa, sklopovlja, ali i ko-





U svrhu sˇto boljeg koriˇstenja modernih racˇunalnih platformi potrebno je prilagoditi postojec´e programe
koji se na njima izvode, ali i nove razvijati u skladu s nadolazec´im tehnologijama sklopovlja. To je po-
sebno izrazˇeno u podrucˇju racˇunarstva visokih performansi (HPC) gdje se rukuje s velikim, raznorodnim,
visoko raspodijeljenim i paralelnim sustavima goleme potrosˇnje energije. U navedenom podrucˇju, jedan
od nacˇina kako programe prilagoditi za rad na takvim sustavima jest i kvalitetno rasporedivanje pro-
grama na sklopovlje. Pritom je vazˇno postupak rasporedivanja provoditi u skladu s raznorodnom naravi
obradbenih jedinica, kao i komunikacijskih veza medu njima. Kod postojec´ih postupaka rasporedivanja
podrazumijeva se raznorodnost obradbenih sposobnosti jedinica sklopovlja, ali ne i raznorodnost komu-
nikacijske propusnosti unutar njega. Uz to, postojec´i postupci rasporedivanja cˇesto ne podrazumijevaju
viˇse od jednog pokazatelja kvalitete, unatocˇ tome sˇto je pokazatelja sve viˇse: energija, ujednacˇavanje
opterec´enja, trosˇkovi, dostupnost itd. U postojec´im postupcima rasporedivanja nije moguc´e ni zada-
vati razlicˇite tezˇine pokazateljima kvalitete, sˇto primjerice mozˇe biti iznimno vazˇno u sustavima oblaka
racˇunala gdje trosˇkovi mogu igrati vec´u ulogu od performansi. S obzirom na to da struktura postu-
paka rasporedivanja nije usustavljena i modularna, nemoguc´e je usporediti napretke koje donose razlicˇiti
postupci.
Zbog navedenih razloga, u ovoj disertaciji predstavili smo programski okvir LOSECO, kojim smo de-
finirali strukturu modularnog sustava sˇire upotrebe za rasporedivanje programa na raznorodne racˇunalne
platforme. U sklopu navedenoga okvira, izuzev modela sklopovlja, opisali smo i novi model programa
u obliku mijesˇanoga aciklicˇkoga grafa, kojim se, osim vremenskog slijeda medu jedinicama programa,
mozˇe opisati i sinkrona komunikacija medu njima. Uz ta dva modela predstavili smo i model rasporedi-
vanja prema viˇse pokazatelja kvalitete kojima se eksplicitno mogu zadavati tezˇine. Da bi iskoristili nove
perspektive koje nude spomenuti modeli, razvili smo i novi postupak rasporedivanja u dva koraka —
RaPPaMaG. Prvim korakom spomenutog postupka omoguc´uje se dijeljenje programa (particioniranje)
na tzv. faze izvrsˇavanja, cˇime se olaksˇava analiza programa s velikim brojem izvrsˇnih jedinica. Navede-
nim postupkom particionirali smo i programe zadane u obliku usmjerenoga aciklicˇkoga grafa (DAG-a) iz
repozitorija Pegasus te programe generirane alatom TGFF. Na taj smo nacˇin dokazali da je prvi korak
postupka RaPPaMaG primjenjiv, ne samo na programe zadane u novom obliku mijesˇanoga aciklicˇkoga
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grafa, vec´ i na postojec´e programe. Drugim korakom postupka RaPPaMaG omoguc´ava se rasporediva-
nje pojedinih faza izvrsˇavanja dobivenih particioniranjem za manje instance istih, sˇto smo prikazali na
primjeru grupno-sinkronog programa koristec´i dva pokazatelja kvalitete — duljinu rasporeda i energiju.
Za programe u obliku DAG-a razvili smo poseban postupak rasporedivanja, RaNDKiP, zasnovan na
rangiranju jedinica programa, kojim smo povec´ali podrsˇku za raznorodnost sklopovlja, posebice komu-
nikacijskih veza. Navedeni postupak omoguc´uje punu podrsˇku za raznorodnost komunikacijskih kanala
medu obradbenim jedinicama u fazi rangiranja jedinica programa, ali i u fazi azˇuriranja stanja na-
kon svakog koraka rasporedivanja. Eksperimentalnom analizom smo pokazali da navedenim svojstvima
postupak RaNDKiP omoguc´uje znacˇajno krac´a vremena izvrsˇavanja programa od onih koja postizˇu pos-
tojec´i postupci HEFT i LDCP, kao jedni od najboljih te vrste prema dostupnoj literaturi. U svrhu
smanjenja energije, drugog po vazˇnosti pokazatelja kvalitete u praksi, razvili smo i postupak labavljenja
vremenskih isjecˇaka (LVI) kao jednog od koraka postupka RaNDKiP. Postupkom LVI se u kombinaciji
s RaNDKiP, ali i ostalim postupcima rasporedivanja, omoguc´uje usˇteda energije na racˇunalnim susta-
vima koji podrzˇavaju dinamicˇko skaliranje napona i frekvencije (DVFS). Rezultati mjerenja pokazuju
da se usˇteda energije primjenom postupka LVI krec´e od 14 do 20% i to bez utjecaja na ukupnu duljinu
rasporeda. Takoder, pokazali smo da se u gusˇc´im rasporedima postupkom LVI sˇtedi manje energije
(primjerice kod RaNDKiP i RaNDKiP1), nego sˇto je to slucˇaj u rjedima (kod postupaka HEFT, LDCP
i RaNDKiP2).
Svojstva modularnog prikaza sustava za rasporedivanje u obliku programskog okvira LOSECO, novi
modeli prikaza programa i samog postupka rasporedivanja, kao i unaprijedeni postupci rasporedivanja
dovode do znacˇajnih usˇteda u izvodenju programa na sklopovlju sustava HPC-a. Takoder, navedeni c´e
znanstveni pomaci svakako pozitivno utjecati na buduc´e istrazˇivanje u tom podrucˇju, ali i ukazati na
nove probleme koji se do sada nisu cˇesto razmatrali.
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Sazˇetak i kljucˇne rijecˇi
Postupci rasporedivanja programa na sklopovlje vazˇan su mehanizam ucˇinkovitog koriˇstenja novih sklo-
povskih tehnologija u podrucˇju racˇunarstva visokih performansi (HPC). Postoje mnoge vrste takvih
postupaka, no najrasˇireniji i najbolji su postupci rangiranja jedinica programa te (meta)heuristicˇki pos-
tupci vec´inom zasnovani na vodenom lokalnom pretrazˇivanju. Medutim, prate ih nestrukturiranost i
nemoguc´nost da u punoj mjeri koriste raznorodnu prirodu sklopovlja, posebice komunikacijske mrezˇe
medu obradbenim jedinicama. Problem stvara i rastuc´a potreba za prac´enjem viˇsestrukih pokazate-
lja kvalitete (vrijeme izvrsˇavanja, energija, trosˇkovi itd.), kao i manjak podrsˇke za davanjem vazˇnosti
pojedinim pokazateljima kvalitete. U ovom radu predstavljamo LOSECO modularni programski ok-
vir za optimalno dodjeljivanje programa na raznorodne raspodijeljene racˇunalne sustave. U sklopu tog
okvira predstavljamo i skup modela s posebnim naglaskom na modelu programa u obliku mijesˇanoga
aciklicˇkoga grafa koji omoguc´uje istovremeni prikaz vremenskog slijeda medu jedinicama programa i
njihove sinkrone komunikacije te okvir za univerzalni model rasporedivanja pomoc´u viˇse korisnicˇki na-
glasˇenih kriterija (pokazatelja kvalitete). Uz to smo razvili i unaprijedeni postupak rasporedivanja u dva
koraka, RaPPaMaG, koji koristi navedene modele kako bi omoguc´io particioniranje programa na vremen-
ski neovisne faze izvrsˇavanja, a zatim i optimalno rasporedivanje dobivenih particija. Pokazali smo da
postupak RaPPaMaG, osim na programe u obliku mijesˇanoga grafa, mozˇemo primijeniti i na postojec´e
programe iz repozitorija Pegasus te alata za njihovo stvaranje TGFF. S druge strane razvili smo josˇ
jedan unaprijedeni postupak rasporedivanja, RaNDKiP, zasnovan na rangiranju jedinica programa, koji
omoguc´uje iskoriˇstavanje raznorodnosti mrezˇe medu obradbenim jedinicama kako bi unaprijedio dobiveni
raspored u odnosu na postojec´e postupke HEFT i LDCP. Osim skrac´ivanja vremena izvrsˇavanja pro-
grama, postupak RaNDKiP omoguc´uje smanjivanje utrosˇka energije labavljenjem nekriticˇnih vremenskih
isjecˇaka u rasporedu tzv. postupkom LVI. Postupak LVI omoguc´uje smanjenje utrosˇka energije od 14%
do 20% u prosjecˇnom slucˇaju ovisno o tipu prethodno upotrijebljenog postupka rasporedivanja.
Kljucˇne rijecˇi: Energetski svjesne heuristike, model programa u obliku mijesˇanoga aciklicˇkoga grafa,
racˇunarstvo visokih performansi, rasporedivanje, raznorodne racˇunalne platforme.
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Abstract and keywords
In high performance computing (HPC) scheduling methods are one of the most important mechanisms
that ensure the efficient use of the emergent hardware technologies. Amongst different types of scheduling,
list scheduling methods and various guided local search-based (meta)heuristics are considered as the best,
and therefore they are widely used. However, these methods lack structured approach as well as the
ability to fully exploit the heterogeneous nature of the existing hardware, mostly the heterogeneity of
its network. Another problem is the growing number of different quality attributes, such as execution
time, energy consumption, costs, etc., their simultaneous use, and their prioritization. In this thesis we
introduce LOSECO framework, a modular structure of the comprehensive scheduling system. Within this
framework we present a set of models, with one of them being the novel mixed acyclic graph software
model that allows simultaneous description of the time dependency between software units and their
synchronous communication and the other being the multiple-criteria scheduling model which allows
the use of the multiple user prioritized criteria (quality attributes). Furthermore, we have developed
RaPPaMaG, an improved scheduling method that comprises two steps: partitioning, which exploits new
structure of the software model in order to split the program into the time independent execution phases,
and the allocation step which allows their optimal allocation. We have shown that RaPPaMaG can be
applied to the mixed acyclic graph software model, as well as the directed acyclic graph representation
of the existing workloads from Pegasus and ones generated by TGFF. Additionally, we have developed a
second improved, list-based, scheduling method called RaNDKiP, which exploits network heterogeneity,
enabling shorter schedule lengths in heterogeneous systems when compared to the ones obtained by
existing HEFT and LDCP. In addition to reducing the schedule length, RaNDKiP also enables lowering
of the power consumption by slacking the non-critical time slots via LVI procedure. Our experimental
analysis has shown that in the average case LVI reduces energy consumption by 14% to 20%, depending
on the previously used scheduling method.
Keywords: Enegy-aware heuristics, mixed acyclic graph software model, high performance computing,
scheduling, heterogeneous computing platforms.
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