Abstret-There are basically two approaches, conservative and optimistic, to maintain consistency in distributed network games. In the former, players may experience network latency, depending on packet transfer delay, caused by the send-and-wait frame and acknowledgement packets. In the latter approaches, the processes do not wait for other players' packets and advance to their own frames, hence no network latency. However, when inconsistency happens the processes must roll back. These can cause irritation and confusion to players. Overall, the optimistic approaches may not be suitable for networked games. To overcome the network latency problem in the conservative approaches, this paper introduces a network system whkih can reduce network latency and bandwidth by utilizing packet-relay and shortest path algorithms. Furthermore, game efficiency comparison between lock-step and bucket-synchronization algorithms on the proposed network system is presented in this paper.
I. INTRODUCTION
Multiplayer Online Games (MOG) prefer Client/Server (C/S) network architecture to Peer-to-Peer (P2P) because of its advantages such as simplicity of consistency maintenance, better security, authentication, and easy billing system. However, C/S architecture can cause network latency and server(s) can become network bottleneck [1I. To solve the bottleneck problem, server clustering methods can be used, however these may not be cost effective.
Other types of games use P2P network architecture but the total number of players in one game session is limited because of network bandwidth problems. In addition, consistency maintenance problems must be solved in P2P architecture.
In C/S structure, clients send packets which consist of object states or user commands to the server. Subsequently the server determines the validity of the packets and sends back the result to the client. The states of all objects in the game are kept in the server side, so there is no or less inconsistency problem compared with the P2P structure. On the other hand, each node manages its own object states in the P2P structure so, inconsistency can occur in case of network delay.
As mentioned above, C/S structure can cause network latency because of the two-way packet transfer which is from Client to Server and then from Server to Client again. So, ifT is the network latency between Server and Client then 2T is required for communication. However, only IT is necessary in P2P structure because movement validations are made in each peer.
If P2P uses unicast and unstructured overlay then each node sends the same packets to all other peers and this will cause network bandwidth problems. This paper examines tree-based P2P network system which helps to resolve the P2P network latency and bandwidth problems.
In the next section, related work in consistency maintenance area is briefly reviewed. In section 3, basic architecture of Tree-Based P2P system is introduced. Experiment related facts and result are shown in section 4. Finally, conclusions and future work are presented in section 5.
RELATED WORK
The Lock-Step algorithm [2] is one ofthe simplest solutions for consistency maintenance in the P2P structure. Each peer waits for other peers' packets of current frame, makes its next move, sends packets and waits again. The drawback of this approach is that it can cause slowdown for game play ifnetwork latency is slower than the frame rate. For also utilizes the limitation of human eye perception by altering the speed of objects in networking games for hiding network latency. Time Warp [6] algorithm has been introduced to solve inconsistency and/or network latency problems by adapting optimistic approaches. However, the overhead of rollover process is unavoidable.
On the other hand, if network topology is structured by tree-based architecture then nodes will be hierarchical and fast connection nodes will be grouped together. Figure 1 shows the graph structure and network latency values between nodes.
(N- III. TREE-BASED P2P NETWORK SYSTEM To maintain fair games for all players in a game session, the game speed is synchronized with the slowest process and network latency node. There are two variables: process speed and network latency. The first variable, process speed, is easy to test before game sessions start and it is not changed dramatically during game sessions. Therefore, process speed problem can be solved by a pre-test to ascertain whether players' computers can process adequate frame rate during game sessions.
However, network latency is hard to be predicted correctly and it is also not consistent during game sessions. Therefore, a tree-based P2P system is proposed and explained in the following sections. A Graph to tree conversion Existing P2P games use a graph structure to format network topology in which each node connects to every other nodes. As explained before, this can cause bandwidth problem if unicast is used. Also, all nodes are synchronized with the slowest node, so this structure cannot take advantage of fast connections between other nodes. As it can be seen in figure 1 , the longest path from node A to other nodes is the link between A and D which takes 20 ms. Therefore, we create the A -C -E path because the total time from node A to E is 10 ms, which is shorter than 20 ms (A to D). [D] respectively. When node C receives the packet from node A, it removes itself from the destination node list and relays the packet to node E only (because node A is not in the destination node list). The following pseudo codes show the relay algorithm in detail.
E. Sinulator Architecture
The tree-based P2P network simulator is implemented in C-H-with STL and consists of three main classes, namely, Player, Simulator and Statistics. The player class utilizes three data structure types, Queue for an input buffer, Priority Queue for a re-sending buffer, and Circular Array for a game buffer to store other players' packets, to re-send dropped packets, and to gather frame data respectively. Figure 5 shows the basic architecture of the simulator.
C. Retransmission
Retransmission is unavoidable when packet drop or corruption happens, especially when frequent packet regeneration scheme [81 is not used. The Figure 6 and Table 2 show the changes of frame rate according to drop rate in the four occasions. The frame rate dropped to 24.78 and 23.9 from 25 when drop rate was 5% and 10% respectively for a bucket and tree combination. However, for bucket and graph combination Table 2 shows that the frame rates became 20.3 and 18.13 with 5% and 10% drop rate respectively. The simulator initially generated a data set for eight players with randomly generated network latency between 5 ms and 100ms. The graphs of the average packet propagation time on packet drop rate of the four combinations are shown in figure 7. As it can be seen in figure 7, the latency of the two graph-based approaches is similar and so is the latency of the two trce-based approaches. According to the table 3, the graph to tree conversion improved the network delay from 39.74 to 26.93 when the packet drop rate was 0% and the change rate was linear.
B. Comparison between graph-based and tree-based structure Frame rate and average latency were recorded on four different occasions, which were created using two consistency maintenance algorithms (bucket synchronization and lockstep) and two network types namely, graph-based, and tree-based. Table 4 , and Table 5 show the maximum frame latency in each frame on two cases: graph-based and tree-based P2P networks. For both cases, the bucket synchronization algorithm is used. The average delayed frame rates for graph-based and tree-based approaches are 14.58% and 1.58% respectively. Therefore, the tree-based peer-to-peer network system with bucket synchronization algorithm is more appropriate for the Intemet games, which suffer mainly from unpredictable network latency and packet drops. For further performance enhancements, the effect ofthe tree-based approach on network bandwidth under dynamic drop rate conditions will be investigated in future. 
