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Abstract
Laughter and speech-laughs are pervasive phenomena found in
conversational speech. Nevertheless, few previous studies have
compared their acoustic realization to speech. We investigated
in this work the suprasegmental characteristics of these two phe-
nomena in relation to speech, by means of a modulation spec-
trum analysis. Two types of modulation spectra, one encoding
the variation of the envelope of the signal and the other one
its temporal fine structure, were considered. Using a corpus
of spontaneous dyadic interactions, we computed the modula-
tion index spectrum and the f0 spectrum of the three classes of
vocalizations considered and we fitted separate generalized ad-
ditive mixed models for them. The results obtained for the for-
mer modulation showed a clear separation between speech, on
the one hand, and laughter and speech-laugh, on the other hand,
while the f0 spectrum was able to discriminate between all three
classes. We conclude with a discussion of the importance of
these findings and their implication for laughter detection.
Index Terms: laughter, speech-laugh, speech, modulation
spectrum, paralinguistics
1. Introduction
Among the non-verbal vocalizations employed in spontaneous
human-human interactions one can often encounter laughter
and speech-laughs [1]. Laughter is a phenomenon generally
produced as one or several rhythmic “bouts”, representing se-
quences of laughter syllables (calls) uttered during an exhala-
tion phase, separated by an inhalation part [2]. A typical laugh-
ter contains consonant-vowel-like calls, with the consonantal
part being an aspirated consonant. Due to these characteristics,
earlier laughter studies have considered laughter structure as be-
ing highly stereotypical (e.g. [3]). Nevertheless, more recent
acoustic studies have shown that laughter actually displays a
high degree of intra- and inter-individual variability (e.g. [4, 5]).
Despite this variability, laughter has been shown to be one of the
most recognizable emotional vocalizations, even across cultures
[6].
What makes laughter so distinguishable? It might be that its
acoustic characteristics set it apart from other vocalizations and
even from speech. In a couple of studies, Kipper and Todt [7, 8]
evaluated the perceptual quality of laughter when its rhythm and
fundamental frequency (f0) patterns were varied. They found
that the evaluation of laughter depends both on the rhythmic
structure of the bouts and the dynamic changes of the acous-
tic parameters within laughter calls. They hypothesized that
laughter evaluation involves two steps: the first one uses basic
properties of laughter, such as its rhythmic structure, to make
a decision whether a succession of vocal elements might rep-
resent laughter. If a positive decision is taken, the second step
will determine the quality of the laughter by means of evaluat-
ing parameter variations within successive laughter calls (e.g.
f0 variation). Further evidence regarding the distinct rhythm
exhibited by laughter has been found in investigations looking
at air flow, pressure and muscle activity in the case of laugh-
ter (see [9] for a review), while the specific values of f0 for
laughter have been examined in numerous acoustic studies (e.g.
[10, 3, 4, 11, 5]), showing that laughter displays higher f0 mean
values and ranges than speech.
Speech-laughs represent concurrent productions of speech
and laughter, in which neither of the two components is dom-
inant. Although they occur often in conversational speech
[11, 12], they have been less studied than laughter, with only
a small number of investigations having directly compared the
acoustic characteristics of speech-laughs, laughter and speech
(e.g. [11, 13, 14]). According to [11], speech-laughs exhibit
speech-like fundamental frequency and laughter-like rhythm
and amplitudes, while [13] showed that the spectral envelope
of speech-laughs is a combination of speech and laughter en-
velopes. Also [14], looking at several measures characterizing
the following excitation source components: f0, rate of glot-
tal closure, and opening of the glottal folds, found values for
speech-laughs falling between those for laughter and speech.
In this study, we will investigate the two prosody compo-
nents previously introduced, rhythm and f0 variation, by em-
ploying information extracted from two pertinent representa-
tions. The speech signal may be viewed as a modulated carrier
signal (e.g. [15]), composed of an amplitude modulation (AM)
and a frequency modulation (FM) component, respectively. The
former encodes the variations of the temporal envelope of the
signal, while the latter relates to the temporal fine structure of
the signal. It has been previously shown that the amplitude en-
velope of the signal and a closely linked description, the AM
spectrum, are able to discriminate between language classes
[16, 17]. Furthermore, information about the f0 variation can
be extracted from the f0 spectrum, itself a sub-part of the FM
component [17].
We examine here the role the AM and f0 spectra play in dis-
criminating between laughter, speech-laughs and speech. We
expect the AM spectrum to be able to differentiate between
laughter and speech, based on the rhythmic characteristic of the
former. Also, the f0 spectrum may be able to discriminate be-
tween laughter and speech, seeing how the two classes differ in
average f0 and f0 range, but it may differentiate the two classes
less than the AM spectrum. No clear hypotheses can be formu-
lated for the discrimination between speech-laughs, on the one
hand, and laughter and speech, on the other hand, except that
the former should have characteristics somewhere in between
those of the latter two.
Figure 1: Average modulation index spectrum obtained for the three considered classes: speech, laughter and speech-laugh. The
vertical axis represents the audio frequency, while on the horizontal axis we have the modulation rate.
2. Materials
The DUEL corpus [18] was employed for the experiments con-
ducted in this study. It contains spontaneous interactions be-
tween dyads asked to discuss one of three possible scenarios:
“Dream Apartment”, “Film Script” and “Border Control”, with
recordings being made in German, French and Mandarin Chi-
nese. The materials contain a large number of phenomena oc-
curring in conversational speech, such as disfluencies, hesita-
tions or laughter. The corpus was fully transcribed and seg-
mented at the utterance level, having also manual annotations
for the previously mentioned spoken language phenomena.
We chose here a subset of the German data, consisting of
eight dyads discussing the “Film Script” scenario. In this case,
the speakers were asked to come up with the script for a film
consisting of an embarrassing moment, with personal experi-
ence being a possible inspiration source. All but one of the con-
sidered dyads were composed of friends/colleagues, with the
dyads containing a total of 11 females and 5 males. The se-
lected subset consisted of almost two hours of recordings.
Each recording was then divided into the three classes of
vocalizations we investigated in this study: speech, laughter
and speech-laughs, based on the manual annotations. We dis-
carded utterances containing occurrences of more than one el-
ement class, as they might confound our analysis. Among the
three classes, we found that the duration of the laughter class in-
stances was significantly shorter (922 ms) than that of instances
occurring in the speech and speech-laugh classes (1510 ms and
1585 ms, respectively). Since it has been observed that the
length of the analysed stimulus has an impact on the shape of the
modulation spectrum [17], we decided to mitigate this risk, by
concatenating shorter laughter instances belonging to the same
speaker. The procedure checked whether shorter (non necessar-
ily consecutive) laughs can be concatenated into a laughter se-
quence that did not exceed the average length of the speech class
occurrences. This process resulted in laughter stimuli, having a
similar duration, on average, to that of the other two classes
(1520 ms). In total, 2964 instances of speech, 390 occurrences
of laughter and 171 speech-laughs have been analysed. A final
pre-processing step saw the root-mean-square (RMS) normal-
ization of the investigated stimuli, performed on a per-speaker
basis.
3. Methods
The elements of each of the three classes of vocalizations had
their spectra computed by means of a Matlab toolbox [19], im-
plementing the modulation spectra investigated in [17]. Of the
four types of spectra computed by the toolbox, we employ one
type of AM modulation (called modulation index spectrum -
ModSp) and the f0 spectrum (f0Sp). The modulation index
spectrum was chosen over the standard AM spectrum as it does
not represent an absolute value, but a ratio between the inten-
sity of the signal and the noise, being more closely linked to
human perception performance. Furthermore, we focused our
investigation on the f0 spectrum, since one might expect a dif-
ference between the three classes in this respect, seeing how
f0 differences have been observed between speech and laughter
(e.g. [10, 11]).
The two spectra were computed as follows: In order to ob-
tain theModSp spectrum, the signal was first band-pass filtered
using a gammatone filterbank with 30 channels. Each chan-
nel was 1 ERB-wide and their center frequencies were equally
spaced on the ERB scale. The envelopes of the resulting sig-
nals were extracted from the response of each filter channel and
each envelope was then filtered using a bank of 1/3 octave wide
Butterworth bandpass filters overlapping at -3 dB. The RMS
amplitude of each filter output was multiplied by
√
2 and the
corresponding modulation index was obtained by dividing this
output by the mean amplitude of the output of the gammatone
filter. The average across the 30 channels was taken, in order to
obtain a single modulation index spectrum. For the calculation
of the f0Sp spectrum, the f0 was first extracted, by considering
only voiced segments longer than 20 ms and having an f0 range
between 50 and 550 Hz. Once the f0 from all the stimuli was
extracted, the root of the Lomb periodogram (a generalization
of the Fourier spectrum for partially undefined functions) was
employed to compute the f0 spectrum. In this study, we limited
our analysis to the [0, 30] Hz modulation rate band, as the mod-
ulation spectra of speech contain most of their energy in this
range [17].
To investigate potentially vocalization type-induced non-
linear effects in the the modulation spectra as a function of the
modulation rate (rate), we entered the time-normalized spec-
tra ModSp and f0Sp as dependent variables into generalized
additive mixed models (GAMMs), using the R-package mgcv
[20], and following the procedures suggested in [21]. We used
thin plate regression splines as smooths to model the non-linear
variation present in the data, and checked for potential over-
smoothing. We entered vocalization type as a fixed factor with
3 levels into the models, thereby determining whether vocal-
ization type significantly influences the non-linear shape of the
modulation spectra:
1. SP = speech
2. SL = speech-laugh
3. LG = laughter
As we expect individual speakers to have an impact on the
shape of the spectra of the three vocalization types, we added
Figure 2: Fitted values for the modulation index spectrum, for
the three classes of vocalizations: speech (SP), laughter (LG)
and speech-laugh (SL).
a non-linear random factor smooth in our models to control for
this. More specifically, we entered three vocalization-type spe-
cific smooths per speaker as a function of rate. We tested the
resulting model against a base model not containing the fixed
factor using the function compareML of the R-package itsadug
[22]. To determine the regions of significant differences be-
tween the non-linear smooths for the various factor levels, we
estimated pairwise differences between the confidence bands
for non-linear smooths. Then, we considered as significantly
different those regions across the spectra where the difference
between confidence bands differs from zero.
4. Results
In Figure 1 we illustrate the average modulation index spectrum
obtained for each of the three classes, based on all the data we
included in the study. One can observe important differences
in the modulation index amplitude distribution across frequen-
cies, between the speech and laughter classes. While the former
presents medium-to-high modulation indices in the frequency
bands around 100 Hz and 1000 Hz, for modulation rates around
10 Hz, the latter has very high modulation indices in the entire
frequency range 0-1000 Hz and for a wider range of modula-
Table 1: Model overview for ModSp
intercepts estimates SE t p
LG 0.572 0.024 24.1 ***
SL -0.04 0.038 -1.17 n.s.
SP -0.16 0.027 -6.11 ***
smooth terms edf ref.df F p
fixed
s(rate):LG 14.24 16.53 60.98 ***
s(rate):SL 10.64 12.95 92.42 ***
s(rate):SP 16.46 18.15 170.56 ***
random
s(rate,spkr):LG 98.90 143 34.60 ***
s(rate,spkr):SL 52.96 107 21.09 ***
s(rate,spkr):SP 106.29 143.0 68.67 ***
Figure 3: Fitted values for the f0 spectrum, for the three classes
of vocalizations: speech (SP), laughter (LG) and speech-laugh
(SL).
tion rates than in the case of speech signals. The spectrum of
the speech-laugh class seems to resemble that of the laughter
class, while also exhibiting characteristics of the spectrum of
the speech class (lower modulation indices in the 200-800 Hz
band and a peak value around 1000 Hz).
For both the modulation index spectrum and the f0 spec-
trum, a model comparison revealed highly significant differ-
ences to a base model that does not contain the fixed factor
vocalization type.
The model predicting ModSp (adjusted r2 = 0.41), shows
a highly significant impact of vocalization type on the inter-
cept for laughter in comparison to speech, but not to speech-
laugh (upper part in Table 2), and a highly significant impact
of smooth terms for fixed (vocalization type over rate, middle
part in Table 1) and random factors (vocalization type specific
speaker-wise variation over rate, lower part in Table 1). Note
that the edf-value (effective degrees of freedom) indicates the
amount of non-linearity in the smooth, while the ref.df value
gives the number of reference degrees of freedom used for hy-
pothesis testing in relation to the associated F-value. An illus-
tration of the model smooths across vocalization types can be
found in Figure 2. A direct comparison of the smooths for the
different vocalization types revealed significant differences be-
Table 2: Model overview for f0Sp.
intercepts estimates SE t p
LG 0.432 0.016 27.9 ***
SL -0.10 0.027 -3.57 ***
SP -0.16 0.017 -9.34 ***
smooth terms edf ref.df F p
fixed
s(rate):LG 10.86 13.10 50.32 ***
s(rate):SL 11.31 13.56 15.10 ***
s(rate):SP 18.39 18.89 148.07 ***
random
s(rate,spkr):LG 99.24 143 27.86 ***
s(rate,spkr):SL 81.59 107 17.09 ***
s(rate,spkr):SP 120.12 143.0 51.27 ***
Figure 4: Differences between the fitted class models for the modulation index spectrum (top panels) and f0 spectrum (bottom pan-
els), for the three classes: speech (SP), laughter (LG) and speech-laugh (SL). The red interval on the horizontal axis represents the
modulation rate range for which the two models differ significantly.
tween speech and both laughter and speech-laugh across almost
the entire range of analysed modulation rates, but no significant
differences between laughter and speech-laugh. (Figure 4, up-
per panel).
The model predicting f0Sp (adjusted r2 = 0.49), shows
a highly significant impact of vocalization type on the inter-
cepts (upper part in Table 2, and a highly significant impact
of smooth terms for fixed (vocalization type over rate, middle
part in Table 2) and random factors (vocalization type specific
speaker-wise variation over rate, lower part in Table 2). Figure
3 illustrates the model smooths across the different vocalization
types. A comparison of the smooths, across vocalization types,
revealed significant differences between all vocalization types,
for a wide range of modulation rates (Figure 4, lower panel).
5. Discussion and conclusions
We have seen in the previous section that the obtained results
support the hypotheses put forward in the introduction. First,
the AM representation employed in this study clearly differen-
tiates between laughter and speech. Laughter exhibits different
peak rates in its ModSp spectrum compared to speech (sev-
eral peaks rates, all of them significantly higher in amplitude
than the sole peak rate obtained for speech). It did not discrimi-
nate, however, between laughter and speech-laugh, in line to the
findings of [11] that the two phenomena share a similar rhythm.
Second, the f0 spectrum information was successful in sepa-
rating the laughter class from the speech class. Moreover, and
somewhat surprisingly, f0 variation was able to discern between
the speech-laugh class and the other two vocalization classes
considered here.
Our findings back also the hypothesis proposed in [7], re-
garding the recognition of laughter. Rhythm information, ex-
tracted from the the modulation index spectrum, in conjunction
with information on f0 variation, obtained from the f0 spectrum,
may be used towards this goal. Furthermore, our results point
towards a possible use of the same mechanism also for the dis-
crimination between speech-laughs and speech. The modula-
tion spectrum can be used to discriminate laughter and speech-
laugh from speech, while information extracted from the f0
spectrum can be employed to differentiate between the former
two classes.
We have seen in this study how suprasegmental informa-
tion (related to rhythm and f0) may be used to discriminate be-
tween laughter, speech-laugh and speech. Taking into account
that laughter exhibits high inter- and intra-speaker variation, the
studied components seem to display an important characteristic,
that of being robust to such variations. These findings encour-
age us to consider this type of information in automatic laughter
detection systems. Although outside the scope of this study, we
can envisage the use of such information, not only in supervised
systems (e.g. [23]), but also in systems not employing any type
of learning (e.g. in a system implementing the laughter evalu-
ation procedure proposed in [7]). In the future, we would like
to explore also other prosodic features, such as intensity and its
variation, that might be useful for the discrimination of these
vocalization classes.
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