Abstract Graphical models are widely used to encode conditional independence constraints and causal assumptions, the directed acyclic graph (DAG) being one of the most common types of models. However, DAGs are not closed under marginalization: that is, a chosen marginal of a distribution Markov to a DAG might not be representable with another DAG, unless one discards some of the structural independencies. Acyclic directed mixed graphs (ADMGs) generalize DAGs so that closure under marginalization is possible. In a previous work, we showed how to perform Bayesian inference to infer the posterior distribution of the parameters of a given Gaussian ADMG model, where the graph is fixed. In this paper, we extend this procedure to allow for priors over graph structures.
Acyclic Directed Mixed Graph Models
Directed acyclic graphs (DAGs) provide a practical language to encode conditional independence constraints [3] . However, such a family is not closed under marginalization. As an illustration of this concept, consider the following DAG:
This model entails several conditional independencies. For instance, it encodes constraints such as X 2 ⊥ ⊥ X 4 , as well as X 2 ⊥ ⊥ X 4 | X 3 and X 2 ⊥ ⊥ X 4 | {X 3 ,U}. Directed graphical models are non-monotonic independence models, in the sense that conditioning on extra variables can destroy and re-create independencies, as the sequence { / 0, {X 3 }, {X 3 ,U}} has demonstrated.
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In many cases, however, we are interested in representing only the marginal of a subset of variables. One application is seemingly unrelated regression [7] : X 2 and X 3 could be outcome variables for a regression model on covariates X 1 and X 4 , with no direct effect corresponding to
Variable U is not relevant, and therefore it is of interest not to include it in the model -which would require extra assumptions and parameters that are not necessary. However, marginalizing U results in a model that cannot be represented in a DAG structure without removing some of the known independence constraints. Since any constraint that conditions on U has to be dropped in the marginal for {X 1 , X 2 , X 3 , X 4 } (for instance, X 2 ⊥ ⊥ X 4 | {X 3 ,U}), we are forced to include "extra" edges in the DAG representation of the remaining variables. One possibility is the
where the "extra" edge X 4 → X 2 is necessary to avoid constraints that we know should not hold, such as X 2 ⊥ ⊥ X 4 | X 3 . However, with that we lose the power to express known constraints such as X 2 ⊥ ⊥ X 4 .
Acyclic directed mixed graphs (ADMGs) were introduced in order to provide independence models that result from marginalizing a DAG. ADMGs are mixed in the sense they contain more than one type of edge. In this case, bi-directed edges are also present. In our example, the corresponding choice of ADMG could be
Independences can be read off an ADMG using a calculus analogous to d-separation. More then one Markov equivalent ADMG can exist as the result of marginalizing a DAG (or marginalizing another ADMG). A detailed account of such independence models and a Gaussian parameterization are described at length by [4, 5] . Moreover, other types of (non-independence) constraints can also result from an ADMG formulation if one allows two edges between two vertices: one directed and one bi-directed. An algorithm for maximum likelihood estimation in Gaussian ADMGs was introduced by [1] . A Bayesian method for estimating parameters of Gaussian ADMGs was introduced by [6] . In this paper, we extend [6] by allowing the ADMG structure to be estimated from data, besides the parameters. Section 2 reviews the Bayesian formulation of the problem while Section 3 sketches a sampler for inferring structure. A simple demonstration is given in Section 4.
A Review of the Gaussian Parametrization and Priors
Given a ADMG G and a p-dimensional distribution P, each random variable in the distribution corresponds to a vertex in the graph. Let X i be a vertex with parents
We define a set of parameters {λ i j } according to the regression equation
, where each error term ε i is distributed as a zero mean Gaussian. Therefore, given the covariance matrix V of the error terms, we have a fully specified zero-mean Gaussian distribution. The parameterization of V is given by a sparse positive definite matrix: if there is no bi-directed edge X i ↔ X j , then we define (V) i j ≡ v i j ≡ 0. The remaining entries are free parameters within the space of (sparse) positive definite matrices. Priors for such models were described by [6] . Priors for each λ i j are defined as independent Gaussians, while a prior for V is given by
for V ∈ M + (G ), the cone of positive definite matrices where v i j ≡ 0 if there is no edge X i ↔ X j in G . This is called a G -inverse Wishart prior. In general, there is no closed-form expression for the normalizing constant of this density function. Posterior distributions can be calculated by a Gibbs sampler scheme as introduced by [6] . Notice that is possible for two vertices X i and X j to be linked by both a directed and a bi-directed edge, but we will forbid this here.
Sampling Structure: a Gibbs Sampler Sketch
Here we consider as an application the estimation of the error structure of a latent variable model. Consider a model where a set of latent variables follows an arbitrary Gaussian distribution. Observed variables are children of the latent variables in the corresponding ADMG. We allow for bi-directed edges connecting the observed variables, representing extra latent factors that we did not include explicitly.
Our goal is to infer this bi-directed structure given knowledge about the directed structure. Non-identifiable models pose a challenge that goes beyond the scope of this paper: in Section 4 we will enforce extra constraints to ensure identifiability. Some of the issues are discussed by [2] . Sampling latent variables, their covariance matrix (to which we will give a standard inverse Wishart prior) and linear coefficients {λ i j } can be done in a standard way within Gibbs sampling. In what follows, we sketch a procedure to sample the bi-directed structure by keeping samples of the error covariance matrix V. For each observed residual X i define a parameter η i ∈ [0, 1] with a corresponding uniform prior. Let z i j be a binary variable that is equal to 1 with probability η i × η j . The prior for covariance v i j is defined to be zero with probability 1 given z i j = 0. The joint prior for the elements of V that are associated with non-zero {z i j } is a G -inverse Wishart prior. Here, G is a function of {z i j }. We sample z i j by adopting a trick similar to the sampler described by [6] .
be our residuals. For any given R i and indicator set {z i j }, the likelihood function V can be rewritten as a likelihood function for V \i,\i (the marginal error covariance matrix for all variables but R i ), a row vector
, and a positive scalar γ i , so that v i j = B i V \i, j and v ii = B i V \i,\i B T i +γ i . Coefficient b i j is a free parameter only if z i j = 1, and a function of the remaining arguments of the likelihood function otherwise [6] . In our sampler, we first draw z i j from the posterior by conditioning on {λ i j } and all elements of V \i,\i ∪ B ∪ {γ i } but b i j . This is doable since for z i j = 1 we can show b i j follows a univariate Gaussian. Given the new value of z i j , we then sample b i j (for z i j = 1) or set it deterministically (for z i j = 0). Finally, we sample γ i from its corresponding inverse gamma conditional [6] and η i by random walk Metropolis-Hastings, and reconstruct the full V.
Demonstration
For a simple demonstration of the procedure, consider a synthetic model given by a latent variable ADMG with four latent variables and 12 observed variables. Each observed variable has a single latent parent: the first three have X 1 as a common parent, the next three have X 2 , and so on. The covariance matrix of the latent variables was sampled from an inverse Wishart distribution. Bi-directed edges among indicators were generated randomly with probability 0.2. To ensure identifiability, we pick 2 out the each 3 children of each latent variable and enforce that no bi-directed edges should exist within this set of 8 indicators. More flexible combinations can be enforced in the future using the results of [2] . The figure below summarizes the MCMC analysis of the error covariance matrix and its corresponding bi-directed structure.
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