Corrigendum to ''Face identity aftereffects increase monotonically with adaptor extremity over, but not beyond, the range of natural faces'' [Vision Res. 98 (2014) 1-13] 
Our article contained a data error that invalidates a subset of the conclusions we drew, and alters which neural models the data support. The error was due to an incorrect cell reference in the data sorting protocol. The error was in the size of the aftereffects for one of the five adaptor levels tested in Experiment 2. Specifically, the mean aftereffect for 120% adaptors should have been .52 (SE = .04), and not .67 (SE = .04). We plot the corrected results for Experiment 2 in Fig. 1 . The key change from the original article is that the corrected results do not show the ''dip'' in aftereffect magnitude just beyond the natural range that was depicted in the original Fig. 6 .
Analysis of corrected Experiment 2 results
Aftereffects increased up to 120% and remained at that maximum level up to the most extreme level tested (320% antifaces) (see Fig. 1 ). This pattern was confirmed by a one-way repeated measures ANOVA, with adaptor extremity (40, 80, 120, 160, 320%) as a repeated measures factor. There was a significant main effect of adaptor extremity, F(2.57,79.55) = 34.05, p < .0001, partial eta-squared = .523. There were significant linear, F(1.31) = 44.97, p < .0001, partial eta-squared > .592, and quadratic trends, F(1,31) = 42.46, p < .0001, partial eta-squared = .578. Bonferronicorrected comparisons showed significant increases in aftereffects from 40% to 80%, t(31) = 6.27, p < .0001, and 80% to 120%, t(31) = 4.46, p < .001. There were no further increases or decreases from 120% to 160%, t(31) = 1.18, p = 1.0 (uncorrected p = .247) or 160% to 320%, t(31) = 1.65, p = 1.0 (uncorrected p = .109).
Effects on our conclusions
The following conclusions of the original article remain safe. (1) The article title is still accurate: that is, we find that face identity aftereffects increase monotonically with adaptor extremity over, but not beyond, the range of natural faces. (2) All Experiment 1 conclusions, including location of the boundary of the natural range (as falling at 140% identity strength), remain safe. (3) Regarding Experiment 2, our conclusion remains safe that aftereffects increase until the edge of the natural range is reached (original Section 3.5), as does our conclusion that there exists significant adaptation far outside the natural range, rather than adaptation dropping towards zero (original Section 4.1). (4) Our theoretical conclusion that the Experiment 2 aftereffect results support norm-based coding of face identity remains safe (original Section 5.3).
The following conclusions of the original article are invalid.
(1) The aftereffect data do not show ''Steep rise, then small but significant dip, then stability'' (original 4.2 section heading); instead the data show a steep rise, then stability. (2) All aspects of the original Section 4.2 (and original Fig. 7 ) concerned with neural modelling of the supposed ''dip'' are invalid. (3) This means that our conclusion that the results were inconsistent with a simple (two-pool) opponent coding model is invalid. The corrected results-smooth increase followed by stability-can be successfully modelled by opponent coding using S-shaped tuning functions (original Fig. 2A ). (4) Similarly, our conclusion that results were consistent with an opponent + multichannel model is invalid (because this predicts a sharp peak followed by a drop to stability, which is not present in the corrected data).
Overall, the corrected data continue to be consistent with normbased coding of identity and inconsistent with a classic multichannel coding model, as originally claimed. The corrected results can be successfully modelled by either the simple opponent (2-pool) model (in S-shaped variant) or by the 3-pool model (original Fig. 7C ). The latter requires a slight change in quantitative settings from those we originally proposed (which were needed to produce the ''dip'', see last paragraph of original Section 4.2): an increasethen-stability pattern is produced by the 3-pool model if response of the left/right S-shaped channels does not saturate until beyond the range of adaptors that stimulate the middle channel. To fit the corrected data quantitatively, both the 2-pool and the 3-pool models require that the outer pools saturate at approximately the boundary of the natural range (i.e., to explain stability of the aftereffect at identity strengths beyond this boundary). This means the original article's general conclusion regarding implications for neural efficiency in identity coding (Section 5.1) remains safe. Specifically, both our successful models are suitable for supporting the real-world functional need for good discrimination of small differences between faces within the natural range (due to crossing response functions being steep in this region), while also involving good neural efficiency of coding (i.e., only two or three pools). 
