Abstract-Condition Based Maintenance (CBM) of military helicopters are tracked by Condition Indicators (CI) calculated from Health Usage and Monitoring Systems (HUMS) vibration sensors. Even though many CIs have been proposed and implemented, they remain highly variable and difficult to interpret, leading maintainers to become desensitized to their output. Here we show that a sequential Monte Carlo algorithm operating a stochastic non-linear model of fault evolution can circumvent the shortcoming of the CI approach. The algorithm estimates fault magnitude probability distribution functions, which were compared to tear down inspections of removed components. We obtained a high accuracy rate (~95%) over all available data thanks to the excellent artifact rejection afforded by the algorithm. Data spanned all transmissions and hanger bearings over a 6-year operational history of a portion of the US military helicopter fleet, including combat operations. This approach could empower the maintainer to detect faults accurately and prior to all other existing warnings, while simultaneously reducing or eliminating false positives.
I. INTRODUCTION
From the outset, the HUMS program was predicated on reducing maintenance burdens by detecting faults in dynamic components before failures, and substituting unscheduled with scheduled maintenance. By substituting reactive with proactive actions, aircraft downtime would be minimized, resulting in increased availability at reduced cost.
HUMS hardware includes sensor banks that are mechanically coupled to various aircraft components. For instance, a current Signal Processing Unit (SPU) includes sensing for engines and transmissions, fans, thrust bearings, and hanger bearings. Some components including transmissions carry more than one sensor. Sensor suites monitor vibration (acceleration vector), but can also include flight parameters such as temperature, pressure, humidity and altitude.
During post flight operations, HUMS data is transferred and analyzed by an algorithm that estimates the health state of the monitored mechanical component. Following CBM practice, this health measure is termed a Condition Indicator, or CI. The premise is that a fault alters the dynamic response of a component, and this alteration can be detected in the vibration signature. Others have shown, for instance, that the presence of a fault can alter the response of an otherwise intact steel beam to non-harmonic frequencies [1] . As those vibrations propagate through a component, they become manifest via attached sensors. As such, we, like others, surmised that most faults are detectable from their vibrational signatures alone.
Even though faults should be detectable by HUMS, CIs have not achieved their level of promised savings by reliably pinpointing hidden conditions, or reducing unnecessary inspections in military aircraft. In this particular application, the rigors of flight and unforeseeable externalities corrupt the vibration signal and distort the CI, often causing wide fluctuations which confound the maintainer. As a result, maintainers have become desensitized, and CIs have been relegated to external engineering staff for analysis. Knowledge gained from comparing CI output to inspections has been used to adjust exceedance thresholds and in some cases to develop improved CIs, but with limited success.
CIs are derived from features in the vibration Power Spectral Density (PSD). In a typical flight regime, vibration time-trajectories are recorded for a time frame of a few seconds to minutes. This data is downloaded and the PSD is estimated using Fourier transform methods. Then, a CI is calculated from the spectrum. For instance, a CI can reflect the total power contained within a (fixed or variable) frequency range of interest. Other CIs use other spectral features, such as peak-topeak distances, peak skewness, etc. Usually, CIs are designed to reflect a particular failure mode of the component, and therefore one component often has several CIs. To produce useable information CIs are recorded with calendar times to yield time series. Then, the maintainer plots the time series to observe emerging trends and the impact of any exceedances.
Importantly, the PSD estimation step assumes that all vibrations picked up by the sensor are stationary stochastic processes. That is, all observed dynamics can be described by probability distribution functions (PDF) that do not change with time (noises). On the other hand, non-stationary stochastic processes have PDFs that change with time (artifacts). External stressors on the aircraft, such as strong crosswinds or heavy cargo loads, are random and transient, essentially nonstationary stochastic processes. Some of these perturb the vibration signal, corrupting the PSD and the CI. In theory, artifacts could be minimized by recording under controlled conditions (e.g., grounded, unladen, recent track and balance, calm weather, etc). In practice, these conditions cannot always be controlled for a given aircraft, and even less so for the entire fleet. Consequently, even if a well-designed CI extracts a fault-sensitive spectral feature, the resulting CI time-history would become corrupted.
To remedy this situation one must find a strategy to reject artifacts without also distorting the signal. To accomplish this, the numerical method must be able to distinguish the signal of interest from any artifact, which implies the use of a model of some kind. This task is not trivial because artifacts are not only non-stationary stochastic processes, but also a priori unknown and therefore impossible to model. Instead, we focus on modeling all known processes. The hope is that by developing sufficiently accurate stochastic models for all known processes, any signatures not conforming to fault physics will be effectively ignored.
II. NUMERICAL METHOD
We require a numerical method capable of estimating mechanical health from vibration signals in the context of a dynamics model. Broadly, such processes should include the appearance and growth of a fault, as well as the vibration measurement on the sensored component. Faults seem to appear and grow in rare and irreversible bursts [2] . Moreover, each burst seem to occur at random. These observations point to a dynamics model that is non-linear and stochastic. Hence, we require a numerical method that can estimate mechanical health from corrupted vibration signals based on a non-linear stochastic dynamic model of fault evolution.
It was not until the 1990s that Sequential Monte Carlo (SMC) computer algorithms were developed [3] . SMC are much more powerful and general than its predecessors-the Sigma-Point Kalman Filter, Extended Kalman Filter and the (linear) Kalman algorithms-because SMC do not make any assumptions about the stochastic model of the process or the measurement on the process. That is, nonlinearities and noises can take any form [4] . SMC methods have resulted in several engineering breakthroughs during the last decade. Examples include tracking and navigation algorithms for autonomous robots, voice recognition, and "quant" financial algorithms for stock trading optimization. More broadly, since internal variables are recursively updated given information about the external world, SMC methods represent a form of machine learning [3, 5] .
Machine learning algorithms based on SMC are the only known numerical methods that can sequentially estimate the states of non-linear systems with arbitrarily high accuracy. SMC is based on the representation of PDFs of any form as a collection of independent and identically distributed (i.i.d.) probability particles. As each particle is individually propagated through the dynamic state-space model (DSSM), a time-updated prior PDF is computed. The prior is convolved with new noisy samples (measurements) by use of the Bayesian update rule to yield the posterior PDF. As the number of particles grow large, estimates converge to true distributions and the algorithm reaches optimality. In other words, it makes the best possible use of all available information. In the practical implementation of SMC to real-world problems, the only remaining possible source of inaccuracy is the model itself. The rewriting of deterministic physical models to stochastic forms is not straightforward, and a rather heavy burden is placed on the modeler.
III. ALGORITHM DEVELOPMENT
In practical terms, we seek to develop a DSSM containing, at the very least, an accurate non-linear model of fault evolution from an intact material or mechanical component. Also, due to the mathematical structure of the method, the DSSM should be a Markov process of 1 st order. The DSSM takes on the general form:
and
That is, the hidden system state, xk (e.g., fault magnitude), propagates over time index k, according to the system model f (component), and system noise vk-1 (external stresses). In the second equation, noisy observations, yk (vibration) about the hidden states are given by the observation model h (sensor), and observation noise nk (measurement noises). Both f and h can be any nonlinear map. Also, vk and nk are not necessarily additive or Gaussian. The problem is to successively estimate hidden fault magnitude states given only noise and artifactcorrupted vibration samples. Various proprietary and opensource SMC software engines can be adapted for this purpose.
To adapt the SMC software engine for the problem at hand, we developed a DSSM that imparts the method with an accurate mathematical context for learning and interpreting vibration signals. The DSSM can be conceptually divided into three parts. The first is a description of fault evolution as a result of external stressors. Here, we model stressors as pseudorandom events applied to a part, and stochastically create a microscopic fault that subsequently grows with accumulated strain. This is coupled to a vibration model, which describes how vibration is altered during the evolution of a fault. Lastly, we have a description of the vibration transduction process, including noises associated with the non-idealities of the sensor, its digital readout, and electronic interferences from the surrounding environment. This is illustrated conceptually in Fig. 1 .
The algorithms for the various mechanical components in this study were all identical. The only exception was a set of calibration vectors which accounted for the particular response of a given component with respect to the fault magnitude. These calibration vectors were calculated straightforwardly, typically from one known normal and one known abnormal time-series of 100 to 400 datapoints. Then, the same calibration was utilized in the analysis of all cases of that given component.
IV. FAULT MAGNITUDE AND FAULT PROBABILITY
The results were reported as fault magnitudes as well as fault probabilities. In the context of the DSSM, the fault magnitude represents the size or severity of the fault, whereas the fault probability is simply the probability that a fault is present. Since very small faults may not be of concern to maintainers, we introduced an arbitrary minimum magnitude, or threshold, above which a fault is said to be present. Because the SMC algorithm is probabilistic, the fault magnitude is a PDF, even though only the mean value of that distribution is reported. On the other hand, the fault probability is the total probability greater than the fault threshold (Fig. 2) . Accordingly, a fault probability of zero indicates a normal component, whereas a probability of 0.67 indicates a 67% chance a significant fault is present. As such, the fault probability and magnitude inform the maintainer whether a fault exists and how severe is it, respectively.
V. RESULTS
A US Army provided our team with data from selected aircraft HUMS that could be utilized in this new approach. The service was primarily concerned with two issues: i) they wanted a more definitive alert for the need to take maintenance actions (true positives,) ii) while also eliminating No Evidence of Failure (NEOF) cases (false positives.)
The first case we present exemplifies the performance of the current best CIs and compares it to the present work. Fig. 3 shows the mechanical aging of an engine transmission. The CI increased significantly by sample number ~160, but then displayed wide fluctuations and multiple exceedances, especially in the last year before the replacement. This behavior confounded the maintainer and the transmission was left unchecked until the alert of a cockpit chip light, causing the grounding of the aircraft and the removal of the transmission. Upon inspection, the transmission revealed a bearing inner race that broke in multiple fragments. Those fragments caused secondary damage within the housing and the illumination of the chip warning light.
In our analysis, the algorithm initially underwent a brief learning period. This was followed by a fault magnitude plateau spanning more than 2 years. Then, the magnitude increased gradually and monotonically over several missions and up to the replacement. Correspondingly, the fault probability increased from zero to one about 680 days, or 705 flight hours, prior to the replacement. At the time the damaged component was replaced, we restarted the algorithm to erase all information related to the previous component, and start learning the new component. This action caused the fault magnitude to drop to its low, baseline value after another brief learning period, and the fault probability dropped to zero, as expected. Providing an early alert of this type would have allowed the maintenance crew to replace the transmission during a scheduled maintenance activity, reducing downtime and costs, as well as preventing secondary damage to internal components.
In another engine transmission, the bearing energy CI caused a removal which was later declared a NEOF (false positive) upon teardown and visual inspection (Fig. 4) . It was apparent that the CIs indicated a problem after Jan 2012. However, in our analysis the fault magnitude showed only a modest climb in severity, while the fault probability remained at zero. Provided to the maintenance crew, this information could have eliminated significant maintenance actions resulting in downtime and component costs.
In another aircraft, a number 1 engine transmission was removed due to the bearing energy CI (Fig. 5) . Inspection revealed abnormal wear patterns on both the input pinion and output bevel gear teeth with abnormal staining on the inner bearing race. Also, another bearing exhibited false brinelling on both inner and outer bearing races. These damages were determined by the airworthiness authority to be not significant. The component condition was set to 'green' and the removal was declared a NEOF. The fault magnitude for this component increased only slightly in early 2011 and again by late 2011. At the time of removal the fault magnitude was only ~0.2 and the probability was zero. The low fault probability would not have indicated a removal was necessary, thus supporting the operational status and eliminating the NEOF.
In the next case, two hanger bearings (#3 and #5) in another aircraft were analyzed concurrently (Fig. 6) . We note that the calibration vector set for all hanger bearings were identical. After a few data points of learning, the algorithm indicated a fault probability of ~1 for both hanger bearings. After several weeks, both were replaced during a maintenance phase. At replacement, both fault magnitudes read ~0.5, indicating a significant but not severe fault. Teardown and inspection of the pulled components revealed that both were condition 'yellow,' corroborating our results. After replacement, the fault probabilities for both components dropped to zero, and the corresponding fault magnitudes dropped to a baseline level (in this case a negative number) as expected for a new component. An actual fault magnitude PDF is shown, which was calculated by the algorithm developed in this study using 10 4 probability particles. A fault threshold is depicted (vertical dash). The fault probability is the total probability above the threshold (blue area). The reported fault magnitude is the mean value of the distribution (vertical line). During the next ~2.8 years both fault magnitudes increased only slightly. At the next replacement, both fault magnitudes were low and probabilities were zero. Teardown and inspection of these hanger bearings concluded the condition was 'green.' This unnecessary replacement would have been prevented by the algorithm. After the second reset, we observed HB#3 dropping to the same baseline level, whereas HB#5 dropped even lower. We are currently analyzing the possibility of 'crosstalk' due to vibrations propagating along the main drive shaft, affecting hanger bearing health estimates.
We note that none of the fault magnitudes in the present study were normalized, and hence their absolute values depend on the particulars of the calibration. For this reason, fault magnitudes for different types of components should not be compared with each other. For number 1 and 2 transmissions, 'greens' fall below a fault magnitude of about 0.2, and the range for 'yellows' seems narrow. For hanger bearings, 'greens' fall below about -0.15 and 'reds' are > 0.45. Other components will display other boundaries. More experience with this new tool should help define the various severity regions with more precision.
In another example two sensors were used in monitoring a single transmission. First, calibration vectors were calculated for each separate sensor from their respective ground truth datasets. Then, each vector was concatenated with their counterpart for the other sensor to obtain calibration vectors for the fusion of both sensor inputs. In this way, we were able to process both sensors simultaneously, thereby enhancing the accuracy of health estimates. In the first example for this transmission (Fig. 7) , the fault probability remained stable at ~0.4 until the time of replacement, even though the corresponding magnitude was low. This rather unique situation ensued because the probability distribution of the fault magnitude was broad and at times even multi-modal, suggesting the possibility of much larger faults than indicated by the distribution mean value alone. Teardown and inspection revealed a 'yellow' condition consistent with the fault probability. In a second similarly sensored transmission (Fig.  8) , the component was pulled and later declared a NEOF. Here, again, our algorithm calls it correctly by showing a baseline fault magnitude and zero fault probability. Replacing a good component for another good one did not alter the fault magnitude or probability.
Thus far, we have outlined a few cases of an algorithm validation study that encompassed all transmissions and hanger bearings (12 dynamic components) of a military aircraft. The study started from a total of over 200 aircraft in two fleets operating over 6 years in various scenarios, including combat operations. Out of a large number of component replacements, only 21 cases contained documented teardown inspections. All of these cases were used in the present study, and the results are summarized in Table I . Our algorithm was consistent with documented inspections in 95% of the available dataset. We have not yet ruled out the possibility of a faulty sensor in the only inconsistent case thus far. 
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Tail 04-03740 -#2 NOSE GEARBOX AIRCRAFT #6 replacement Fig. 6 . Hanger bearings. After a short learning period at the beginning, fault probabilities indicate two faulty hanger bearings, but the corresponding magnitudes suggest modest severities. Removal and inspection revealed two 'yellow' conditions. The replaced bearings and corresponding algorithm resets, dropped the fault probabilities to zero and magnitudes to a low value, indicating normal operations. These were removed again ~2.8 years later but declared NEOFs. Here, the algorithm showed two 'greens' at the time of removal. The present work has demonstrated that forgoing the CI paradigm in favor of probabilistic estimates in the context of a stochastic non-linear model of fault evolution can achieve robust artifact rejection and improve the accuracy of mechanical health estimates by several-fold.
Here, we have devised a sequential Monte Carlo algorithm operating a dynamic state-space model of stochastic non-linear fault evolution, mechanical vibration and vibration transduction. The model describes the changes in observed vibration signatures as faults appear and grow. A large number of probability particles are propagated through the model and then updated according to sensory inputs via Bayesian update. These particles sequentially update the fault magnitude PDF at each time iteration. From this PDF two scalars are reported: the mean value as the fault magnitude, and the total probability above a fault magnitude threshold as the fault probability. This machine learning algorithm adapts to the known dynamics and fault processes of individual components while ignoring all extraneous influences which inevitably corrupt vibration measurements.
With this algorithm, we analyzed vibration data from 12 mechanical components-five engine transmissions and seven hanger bearings-in two fleets with over 200 aircraft and 6 years of operation in various scenarios, including combat operations. Out of these, 21 ground truth datasets were available. That is, vibration data with associated teardown and visual inspections of removed components. The algorithm estimated correctly 20 out of the 21, an accuracy of 95%. Faults were detected not only accurately, but also early. In fact, most were detected several months prior to the actual replacement, which would have allowed the replacement to occur during a scheduled event, minimizing cost and maximizing availability. NEOFs could have been virtually eliminated, which would have also enabled significant reductions in cost and downtime. Importantly, fault magnitudes were easy to interpret because they grew gradually and monotonically. We believe this tool would give accurate and reliable information, from which the maintainer could take proactive and cost-saving actions.
The initial successes of this new approach shows that actionable maintenance information can be obtained from HUMS data, offering an opportunity that has not been demonstrated to date. We are currently working with stakeholders to expand the available ground truth set and 
