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A novel rough set approach is proposed in this paper to discover classiﬁcation rules through a process of knowledge
induction which selects decision rules with a minimal set of features for classiﬁcation of real-valued data. A rough set
knowledge discovery framework is formulated for the analysis of interval-valued information systems converted from
real-valued raw decision tables. The minimal feature selection method for information systems with interval-valued fea-
tures obtains all classiﬁcation rules hidden in a system through a knowledge induction process. Numerical examples are
employed to substantiate the conceptual arguments.
 2007 Elsevier Inc. All rights reserved.
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The discovery of non-trivial, previously unknown, and potentially useful knowledge from databases is
important in the processing and utilization of voluminous information. A basic issue of a rule-based system
is the determination of a minimal set of features (and feature values) and the corresponding set of consistent
rules for classiﬁcation or inference. All of this has to be achieved with data available. The theory of rough sets,
proposed by Pawlak [28], has recently been used to analyze data sets for such purpose. This theory is an exten-
sion of classical set theory for the study of systems characterized by insuﬃcient and incomplete information,
and has been demonstrated to be useful in ﬁelds such as pattern recognition, machine learning, and automated0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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234 Y. Leung et al. / Internat. J. Approx. Reason. 47 (2008) 233–246knowledge acquisition [14,27,30–32,46]. Rough-set data analysis uses only internal knowledge, avoids external
parameters, and does not rely on prior model assumptions such as probabilistic distribution in statistical
methods, membership function in fuzzy sets theory, and basic probability assignment in Dempster–Shafer the-
ory of evidence [7,33]. Its basic idea is to unravel an optimal set of decision rules from an information system
(basically a feature-value table) via an objective knowledge induction process which determines the necessary
and suﬃcient features constituting the rules for classiﬁcation.
Classical deﬁnitions of lower and upper approximations, sometimes called Pawlak’s rough approximations,
were originally introduced with reference to an indiscernibility relation which is assumed to be an equivalence
relation (reﬂexive, symmetric and transitive) [28,29]. This model is useful in the analysis of data presented in
terms of complete information systems and complete decision tables. Pawlak’s rough approximations may be
generalized to non-equivalence relations [10,16,37,38,41,43,47–49]. The extensions of Pawlak’s rough set
model may be used in reasoning and knowledge acquisition in incomplete decision tables [5,8,11,18–22].
A more general deﬁnition of lower and upper approximations, called fuzzy lower and upper approxima-
tions, can be deﬁned by using fuzzy relation and may be applied to fuzzy information systems
[2,6,9,15,17,26,42,44,45].
When the rough set approach is used to unravel decision rules from a given information system, two types
of decision rules may be derived. Based on the lower approximation of a decision class, certain information
can be discovered and certain rules can be derived, whereas by using the upper approximation of a decision
class, uncertain or partially certain information may be discovered and possible rules induced. Various
approaches1 using rough set theory have been proposed to discover decision rules from data sets taking the
form of decision tables [3,8,11,13,15,17–25,34–40,45,50,51].
Whilst conventional rough set models may be constructed for the analysis of categorical data, real-world
problems often involve real-valued attributes characterizing objects of interest. Under such a situation, the
Pawlak rough set model may generate an unacceptably large number of equivalence classes resulting in too
many classiﬁcation rules. Though the rules may be accurate with reference to the training data set, their gen-
eralization ability will most likely be rather low since perfect match of attribute values of the condition parts in
real numbers is generally diﬃcult if not impossible. To make the identiﬁed classiﬁcation rules more comprising
and practical, a preprocessing step which can transform the real-numbered attribute values into a suﬃciently
small number of meaningful intervals is thus necessary.
Most of the current methods focus on the discretization of continuous attribute values by dividing the range
of real numbers into a certain number of partitioning intervals [1,4,12]. Essentially, the methods transform an
attribute with real values into an attribute with discrete real-valued intervals. It is, however, diﬃcult or con-
troversial to decide on the cut-oﬀ points separating the intervals. To circumvent such a problem, other
conversion methods, such as more sophisticated statistical procedures, may be employed to preprocess a
real-valued information system into an interval-valued information system. Once the conversion is done,
the corresponding knowledge induction method needs to be investigated.
In this paper, a novel rough set approach for discovering classiﬁcation rules from interval-valued informa-
tion system is proposed. The approach involves the transformation of real-valued information into interval-
valued information, and the formulation of a knowledge induction procedure to identify classiﬁcation rules
with a minimal set of features (a reduct) for classiﬁcation with continuous attribute values. By using a reduct,
the classiﬁcation results coincide with the ones obtained by using all of the attributes.
To facilitate our discussion, we ﬁrst present some basic notions of information systems and decision tables
in the section that follows. New concepts of misclassiﬁcation rate related to interval-valued information sys-
tems are then introduced in Section 3. The a-tolerance relations are discussed in Section 4, while in Sections 5
and 6 we continue with the concept of a-classiﬁcation reduction and induction of decision rules respectively.
We then round up the paper with a summary of the proposed approach and some conclusions.1 Greco et al. [8], Grzymala-Busse [11] and Kryszkiewicz [18,19] extended the rough set model to reason in incomplete information
systems with missing values. Lingras and Yao [23] employed two diﬀerent generalizations of rough set models to generate plausibilistic
rules with incomplete databases instead of probabilistic rules generated by a Pawlak’s rough set model with complete decision tables, while
other researchers such as Hong et al. [15], Korvin et al. [17] and Wu et al. [45], used rough set models to handle fuzzy and quantitative
data.
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The notion of an information system provides a convenient basis for the representation of objects in terms
of their attributes. A complete information system S may then be deﬁned as a pair (O, A), where O is a non-
empty ﬁnite set of n objects, {x1, x2, . . ., xn}, called the universe of discourse, and A = {a1, a2, . . ., am} is a
non-empty ﬁnite set of m attributes, such that a: O! Va for any a 2 A, i.e., a(x) 2 Va, "x 2 O. Va is called
the domain of attribute a.
If the precise values of some of the attributes in an information system are not known, i.e., missing or
known only partially, then such a system is called an incomplete information system and can still be denoted
without any confusion by (O, A). Such a situation can be described by a set-valued information system in
which the attribute value function a is deﬁned as a mapping from O to the power set of Va. For example,
the missing values a(x) can be represented by the set of all possible values for the attribute, i.e., a(x) = Va;
and if a(x) is known partially, for instance, if we know that a(x) is not b,c 2 Va, then the value a(x) is speciﬁed
as Va  {b, c}.
A decision table is an information system S = (O, A [ {d}), where d, d 62 A, is a complete attribute called a
decision, and A is termed the conditional attribute set. If (O, A) is a complete information system, then
(O, A [ {d}) is referred to as a complete decision table. If (O, A) is an incomplete information system, then
(O, A [ {d}) is referred to as an incomplete decision table. We can treat the decision attribute as a kind of
classiﬁer on the universe of objects given by an expert or a decision-maker. In machine learning, decision
tables are called sets of training examples.
Without loss of generality, we assume that Vd = {1, 2, . . ., I}. We can observe that the decision d determines
a partition of the universe of discourse,O=d ¼ f½xd : x 2 Og ¼ Xd1;Xd2 ; . . . ;XdI
 
;where Xdi ¼ fx 2 O : dðxÞ ¼ ig, i = 1, 2, . . ., I. The set Xdi is termed the ith decision class of decision table
S = (O, A [ {d}). Thus i may be regarded as the label of the class Xdi .
For an information system S = (O, A), one can describe relationships between objects through their attri-
bute values. With respect to an attribute subset B  A, a binary equivalence relation RB may be deﬁned asx; y 2 O; ðx; yÞ 2 RB () aðxÞ ¼ aðyÞ 8a 2 B:
RB is referred to as the relation with respect to B derived from information system S, and we call (O, RB) the
Pawlak approximation space with respect to B induced from S. With relation B, two objects are considered to
be indiscernible if and only if they have the same value on each a 2 B. Based on the approximation space
(O, RB), one can derive the lower and upper approximations of an arbitrary subset X of U. They are deﬁned
asBðX Þ ¼ fx 2 O : ½xB  Xg; and BðX Þ ¼ fx 2 O : ½xB \ X 6¼ ;g; respectively;
where [x]B = {y 2 O:(x, y) 2 RB} is the B-equivalence class containing x. The pair ðBðX Þ;BðX ÞÞ is the repre-
sentation of X in the Pawlak approximation space (O, RB), or is referred to as the Pawlak rough set of X with
respect to (O, RB). Based on the lower and upper approximations of the decision classes X
d
i (i = 1, 2, . . ., I)
with respect to (O, RB) in the decision table (O, A [ {d}), it is easy to unravel all of the certain and possible
decision rules [29].
Given a number of facts, generalization can be performed in many diﬀerent directions [14]. If the values of
each attribute in an information system are real numbers, then such a system is commonly called a real-valued
information system in the rough set literature. If data are real-valued, then the conventional Pawlak rough-set
model may yield a very large number of equivalence classes which will eventually unravel a very large number
of classiﬁcation rules in the knowledge induction process. Having too many classiﬁcation rules, however, may
give a more deterministic result in the training data, but their generalization capability will be substantially
hampered. This is simply due to the diﬃculty in having a perfect match of attribute values in real numbers
in the condition parts of the rules. Thus, to mine rules which are more encompassing and general, it is perti-
nent to ﬁrst convert the real-valued information system into an interval-valued information system so that
attributes in the mined rules are interval-valued in nature.
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set of classes in the original real-valued decision table and A = {a1, a2, . . ., am} is a non-empty ﬁnite set of
attributes, such that akðuiÞ ¼ ½lki ; uki , lki < uki for all i = 1, 2, . . ., I and k = 1, 2, . . ., m. To obtain an interval-
valued information system, we can employ methods such as discretization or other more sophisticated statis-
tical procedures. Discretization may be based on experience or speciﬁcation of arbitrary cut-oﬀ points. Statis-
tical methods, on the other hand, may be based on the capturing of data variation under some probability
density functions depicting the attributes. For example, it makes good statistical sense to specify an interval
such as l ± 2r (l: mean, r: standard deviation) under, say, normal distribution. Similar methods can be used
for other probability density functions ﬁtting the data. It should be noted that the statistical method is just
employed for data conversion whenever appropriate. The rough-set knowledge induction approach suggested
in this contribution has absolutely no bearing on any statistical arguments.
It should however be noted that, unlike the discretization methods by which the interval-valued attribute
value interval set {ak (ui): ui 2 U} forms a partition of the set for the same attribute ak, the interval-valued
attribute set obtained by statistical methods may have non-empty intersection for distinct classes in the uni-
verse of discourse. This is rather natural, because, in the analysis of remotely sensed imagery for example, the
gray values of diﬀerent vegetations under the same spectral band in hyperspectral analysis may have strong
spectral aﬃnity.
Example 1. Table 1 depicts an interval-valued information system converted from a decision table containing
10 classes. U = {u1, u2, . . ., u10} is the universe of discourse which comprises 10 classes, A = {a1, a2, a3, a4, a5}
the set of attributes, the attribute value ak(ui) is an interval ½lki ; uki , whereTable
An int
u1
u2
u3
u4
u5
u6
u7
u8
u9
u10lki ¼ lki  2rki ; uki ¼ lki þ 2rki ;
obtained by including all real-valued data points (objects) that fall within l ± 2r under the normal distribu-
tion. Hence, we can transform the raw real-valued decision table into an interval-valued information system as
shown in Table 1.
In the sections that follow, we propose some concepts and formulate a framework for mining classiﬁcation
rules in interval-valued information systems.3. Misclassiﬁcation rates
We start by introducing some concepts for the modeling of uncertainty in interval-valued information sys-
tems. Let K = (U, A) be an interval-valued information system. For any i,j 6 I with i5 j and k 6 m, denoteakij ¼
0; if lki ; u
k
i
  \ lkj ; ukj
h i
¼ ;;
min
min uki lkj ;ukjlkif g
ukilki
; 1
 
; if lki ; u
k
i
  \ lkj ; ukj
h i
6¼ ;;
8><
>:1
erval-valued information system
a1 a2 a3 a4 a5
[2.17, 2.86] [2.45, 2.96] [5.32, 7.23] [3.21, 3.95] [2.54, 3.12]
[3.37, 4.75] [3.43, 4.85] [7.24, 10.47] [4.00, 5.77] [3.24, 4.70]
[1.83, 2.70] [1.78, 2.98] [7.23, 10.27] [2.96, 4.07] [2.06, 2.79]
[1.35, 2.12] [1.42, 2.09] [2.59, 3.93] [1.87, 2.62] [1.67, 2.32]
[3.46, 5.35] [3.37, 5.11] [6.37, 10.28] [3.76, 5.70] [3.41, 5.28]
[2.29, 3.43] [2.60, 3.48] [6.71, 8.81] [3.30, 4.23] [3.01, 3.84]
[2.22, 3.07] [2.43, 3.32] [4.37, 7.05] [2.66, 3.68] [2.39, 3.20]
[2.51, 4.04] [2.52, 4.12] [7.12, 11.26] [4.44, 6.91] [3.06, 4.65]
[1.24, 2.00] [1.35, 1.91] [3.83, 5.31] [2.13, 3.01] [1.72, 2.34]
[1.00, 1.72] [1.10,1.82] [3.58, 5.65] [1.67, 2.53] [1.10, 1.84]
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the length of the intersection of ½lki ; uki  and ½lkj ; ukj  divided by the length of the interval ½lki ; uki . If akij ¼ 0, then
objects in class ui will not be misclassiﬁed into class uj according to attribute ak. If akij ¼ 1, note that
½lki ; uki   ½lkj ; ukj  in such a case, then objects in class ui will be completely misallocated to class uj according
to attribute ak. It should be pointed out that akij ¼ akji does not hold in general.
Deﬁneaij ¼ min akij : k 6 m
n o
;where aij is the error that objects in class ui being misclassiﬁed into class uj in the system K. Moreover deﬁneai ¼ maxfaij : j 6 I ; j 6¼ ig;
where ai may be called the permissible misclassiﬁcation rate that objects in class ui being discerned (separated)
from other classes in the system K. Finally, we deﬁne the maximal mutual classiﬁcation error between classes
ui and uj, according to attribute ak, asbkij ¼ max akij; akji
n o
;where bkij ¼ bkji. If bkij ¼ 0, then we can distinguish classes ui and uj completely by using attribute ak, while if
0 < bkij < 1, we can distinguish these classes up to a mutual classiﬁcation error b
k
ij. But if b
k
ij ¼ 1, we cannot
distinguish the two classes at all.
Let us continue to deﬁne the permissible misclassiﬁcation rate between classes ui and uj in the system K asbij ¼ min
16k6m
bkij:Then, if bij 6 a, there must exist an attribute ak so that, by using ak, the two classes ui and uj can be separated
within the permissible misclassiﬁcation rate a. If bij = 0, they can then be distinguished completely. If bij = 1,
they cannot be separated in the system K. If 0 < bij < 1, they can possibly be separated to a certain extent.
For a given permissible misclassiﬁcation rate a, if bij 6 a, then there exists an attribute ak 2 A such that the
classes ui and uj can be separated. If bij > a, then there is no attribute in A such that ui and uj can be separated
within the permissible misclassiﬁcation rate. In such a case, we claim that the two classes ui and uj cannot be
distinguished in the system within a.
Deﬁnebi ¼ maxfbij : j 6 m; j 6¼ ig; i 6 I :
where bi is called the permissible misclassiﬁcation rate such that class ui can be separated from other classes in
the system, that is, if bi 6 a, within the given classiﬁcation error a, the class ui can be discerned.
Deﬁne, moreover, the minimal permissible misclassiﬁcation rate such that all classes can be pairwise sep-
arated in the system asb ¼ maxfbij : i 6 I ; j 6 I ; i 6¼ jg:
That is, if b 6 a, then within the given misclassiﬁcation rate a, any pair of classes in the system can be sepa-
rated. In such a case, all classiﬁcation rules derived from the system are consistent in the sense of a. If b > a,
classes cannot be pairwise distinguished within the given classiﬁcation error a.
Example 2. The classiﬁcation errors for the information system described in Table 1 are displayed in Table 2.
For example, a16 = 0.19 means that the error of having objects in class u1 misclassiﬁed into class u6 is 0.19,
from which we can ﬁnd an attribute (e.g., a5) such that the rate of misallocating objects from class u1 to class u6
will not be more than 0.19. On the other hand, a61 = 0.13 means that the error of having objects from class u6
misallocated to class is 0.13. It is obvious that a1 = 0.64, which means that the permissible misclassiﬁcation
rate of separating objects in class u1 from other classes in the system is 0.64; and a3 = 0 implies that there must
exist some attributes such that, by using these attributes, objects in class u3 can be unmistakenly distinguished
from other classes.
Table 2
The classiﬁcation errors for information system described in Table 1
aij 1 2 3 4 5 6 7 8 9 10
1 1 0 0 0 0 0.19 0.64 0 0 0
2 0 1 0 0 0.88 0.035 0 0.49 0 0
3 0 0 1 0 0 0 0 0 0 0
4 0 0 0 1 0 0 0 0 0.07 0.26
5 0 0.68 0 0 1 0 0 0.31 0 0
6 0.13 0.05 0 0 0 1 0.16 0 0 0
7 0.46 0 0 0 0 0.13 1 0 0 0
8 0 0.43 0 0 0.38 0 0 1 0 0
9 0 0 0 0.07 0 0 0 0 1 0.19
10 0 0 0 0.17 0 0 0 0 0.16 1
Table 3
The permissible misclassiﬁcation rates for the information system described in Table 1
bij 1 2 3 4 5 6 7 8 9 10
1 1 0 0 0 0 0.19 0.64 0 0 0
2 0 1 0 0 0.88 0.05 0 0.49 0 0
3 0 0 1 0 0 0 0 0 0 0
4 0 0 0 1 0 0 0 0 0.07 0.26
5 0 0.88 0 0 1 0 0 0.38 0 0
6 0.19 0.05 0 0 0 1 0.16 0 0 0
7 0.64 0 0 0 0 0.16 1 0 0 0
8 0 0.49 0 0 0.38 0 0.08 1 0 0
9 0 0 0 0.07 0 0 0 0 1 0.19
10 0 0 0 0.26 0 0 0 0 0.19 1
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system described in Example 1. For instance, b85 = 0.38 implies that the permissible misclassiﬁcation rate
between classes u8 and u5 is 0.38; b25 = 0.88 indicates that u2 and u5 are very similar and, thus, very hard to
distinguish; b8 shows a permissible misclassiﬁcation rate of 0.49 for separating class u8 from other classes,
while b = 0.88 implies that the minimal permissible misclassiﬁcation rate for pairwise separation of all classes
is 0.88 in this example.4. a-Tolerance relations
This section continues to deﬁne a-tolerance relations in an interval-valued information system crucial for
the search of the minimal number of features and the notion of attribute reducts to be discussed in the follow-
ing section.
Let K = (U, A) be an interval-valued information system. For a given permissible misclassiﬁcation rate
a 2 [0, 1] and an attribute subset B  A, we deﬁne a binary relation, denoted by RaB, on U asRaB ¼ ðui; ujÞ 2 U  U : bkij > a 8ak 2 B
n o
:Two classes ui and uj have relation R
a
B if and only if they cannot be separated by the attribute set B under the
misclassiﬁcation rate a. We call RaB the a-tolerance relation with respect to B.
Obviously, RaB is reﬂexive and symmetric, but it may not be transitive. Thus, R
a
B is a tolerance relation which
satisﬁesRaB ¼ \b2B Rfbg:
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v 2 SaBðuÞ if and only if u and v cannot be distinguished according to attributes in B within the misclassiﬁcation
rate a. It is easy to see that 0 6 a 6 c 6 1 implies RaB  RcB, SaBðuÞ  ScBðuÞ, for all B  A and u 2 U.
Example 3. It should be noted that bkij > a for all ak 2 A iﬀ bij > a. If we consider the interval-valued
information system given in Table 1 and assume that a permissible misclassiﬁcation rate a = 0.2 is given, then
we can obtain from Table 3 the Boolean matrix corresponding to R0:2A as follows:R0:2A ¼
1 0 0 0 0 0 1 0 0 0
0 1 0 0 1 0 0 1 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 1
0 1 0 0 1 0 0 1 0 0
0 0 0 0 0 1 0 0 0 0
1 0 0 0 0 0 1 0 0 0
0 1 0 0 1 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 1
0
BBBBBBBBBBBBBBBBBB@
1
CCCCCCCCCCCCCCCCCCAConsequently,S0:2A ðu1Þ ¼ S0:2A ðu7Þ ¼ fu1; u7g; S0:2A ðu2Þ ¼ S0:2A ðu5Þ ¼ S0:2A ðu8Þ ¼ fu2; u5; u8g;
S0:2A ðu3Þ ¼ fu3g; S0:2A ðu4Þ ¼ S0:2A ðu10Þ ¼ fu4; u10g; S0:2A ðu6Þ ¼ fu6g; S0:2A ðu9Þ ¼ fu9g:Hence under the given permissible misclassiﬁcation rate a = 0.2, classes u3, u6, and u9 can be separated from
other classes, and any one of the remaining classes cannot be discerned from others.5. a-Classiﬁcation reduction and a-classiﬁcation core
One fundamental aspect of rough set theory involves the search for particular subsets of attributes which
provide the same information for classiﬁcation purposes as the full set of available attributes. Such subsets are
called attribute reducts. To acquire concise decision rules from systems, knowledge reduction is, thus, neces-
sary. Many types of attribute reducts and decision results have been proposed in the rough set literature. For
example, Kryszkiewicz [20] has established static relationships among conventional types of knowledge reduc-
tion in inconsistent complete decision tables. Zhang et al. [50] have introduced a new kind of knowledge reduc-
tion, called a maximum distribution reduct, which preserves maximum decision rules. Mi et al. [25] have
proposed approaches to knowledge reduction based on variable precision rough set model [51]. In this section,
we study knowledge reduction in interval-valued information systems which can be used in the construction of
optimal classiﬁcation rules from the interval-valued information systems.
Let K = (U, A) be an interval-valued information system, with a 2 [0,1] and B  A. If RaB ¼ RaA, then B is
called an a-classiﬁcation consistent set in K. If B is an a-classiﬁcation consistent set, B  {b} is not an a-clas-
siﬁcation consistent set in K for all b 2 B, i.e. RaBfbg 6¼ RaA, then B is termed an a-classiﬁcation reduct in K. The
set of all a-classiﬁcation reducts in K is denoted by rea(K). The intersection of all a-classiﬁcation reducts is
called the a-classiﬁcation core in K.
If SaBðuÞ ¼ SaAðuÞ, then B is called an a-classiﬁcation consistent set of u in K. If B is an a-classiﬁcation con-
sistent set of u in K, B  {b} is not an a-classiﬁcation consistent set of u in K for all b 2 B, i.e.
SaBfbgðuÞ 6¼ SaAðuÞ, then B is called an a-classiﬁcation reduct of u in K. The set of all a-classiﬁcation reducts
of u in K is denoted by rea(u). The intersection of all a-classiﬁcation reducts of u is called the a-classiﬁcation
core of u in K.
An a-classiﬁcation consistent set in K is a subset of the attribute set that preserves the a-tolerance classes of
all classes, while an a-classiﬁcation reduct is a minimal a-consistent set that preserves the a-tolerance relation
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dant, and their removal does not aﬀect the classiﬁcation in the sense of a.
Let us deﬁne the a-discernibility set of the two classes ui and uj in K asDaij ¼ fak 2 A : bkij 6 ag; i 6¼ j; and Daii ¼ ; for all i ¼ 1; 2; . . . ; I :Then Daij consists of a set of attributes separating classes ui and uj with a misclassiﬁcation rate being not greater
than a. Deﬁne, moreover, the a-discernibility matrix:Ma ¼ Daij : i; j ¼ 1; 2; . . . ; I
n oand letMa0 ¼ Daij : Daij 6¼ ;
n o
:Then we can use the following theorem to determine an a-classiﬁcation consistent set according to the a-dis-
cernibility matrix.
Theorem 1. Let K = (U, A) be an interval-valued information system, a 2 [0, 1], then B  A is an a-classification
consistent set in K, i.e. RaB ¼ RaA, iff B \ D 6¼ ; 8D 2 Ma0.
Proof. ‘‘)’’ Suppose that RaB ¼ RaA. If D 2Ma0, then by deﬁnition of Ma0, there exist 1 6 i, j 6 I with i5 j such
that D ¼ Daij 6¼ ;. By deﬁnition of RaA we can see then that ðui; ujÞ 62 RaA. Since RaB ¼ RaA, we have ðui; ujÞ 62 RaB,
which implies that there exists an attribute ak 2 B such that bkij 6 a, that is, ak 2 Daij. Hence ak 2 B \ D5 ;.
‘‘(’’ Assume that B \ D5 ; 8D 2Ma0. If by contradiction RaB 6¼ RaA, then we know from RaA  RaB that
RaA  RaB. Thus, there exists ðui; ujÞ 2 RaB such that ðui; ujÞ 62 RaA. By ðui; ujÞ 62 RaA we see that Daij 6¼ ;. Then there
exists ak 2 A such that bkij 6 a. Hence ak 2 Daij, from which we can conclude that Daij 2Ma0. Since by
assumption B \ Daij 6¼ ;, there exists al 2 B such that al 2 Daij. This means blij 6 a. Hence ðui; ujÞ 62 RaB, which
contradicts ðui; ujÞ 2 RaB. Therefore, RaB ¼ RaA. h
Remark. According to Theorem 1, we can see that B  A is an a-classiﬁcation reduct in K iﬀ B is the minimal
set satisfying B \ D5 ; 8D 2Ma0.
Theorem 2. Let K = (U, A) be an interval-valued information system, a 2 [0, 1], then ak 2 A is an element of
a-classification core in K iff there exists D 2 Ma0 such that D = {ak}.
Proof. ‘‘)’’ Assume that ak 2 A is an element of the a-classiﬁcation core in K. Let
Mak ¼ fD 2Ma0 : ak 2 Dg:If card(D)P 2 for all D 2Mak , deﬁne
B ¼ [
D2Ma0
ðD fakgÞ:It is easy to see thatB \ D 6¼ ; 8D 2Ma0:
By Theorem 1 we know that B is an a-classiﬁcation consistent set in K. Then there exists C  B such that C is
an a-classiﬁcation reduct in K. Clearly, ak 62 C, this contradicts ak being an element of the a-classiﬁcation core
in K.
‘‘(’’ Suppose that there exists D 2Ma0 such that D = {ak}. Then there exist 1 6 i,j 6 I with i5 j such that
Daij ¼ fakg. By deﬁnition, we have bkij 6 a and blij > a for all l5 k with 1 6 l 6 m. Consequently,
ðui; ujÞ 2 RaAfakg and ðui; ujÞ 62 RaA. It follows thatRaAfakg 6¼ RaA:
Table 4
The 0.2-discernibility set for the information system given in Table 1
u1 u2 u3 u4 u5 u6 u7 u8 u9 u10
u1
u2 A
u3 {a3} {a1, a2, a4, a5}
u4 A A {a3, a4}
u5 {a1, a2, a5} {a1, a2, a5} A
u6 {a5} {a1, a2} {a5} A {a1, a2}
u7 A {a3} A {a1, a2, a4, a5} {a3}
u8 {a3, a4, a5} {a4, a5} A {a4} {a3, a4, a5}
u9 A A {a3, a4} {a3} A A {a1, a2, a5} A
u10 A A A A A {a1, a2, a4, a5} A {a5}
Y. Leung et al. / Internat. J. Approx. Reason. 47 (2008) 233–246 241Note that ak is an element of the a-classiﬁcation core in K iﬀ R
a
Afakg 6¼ RaA. Therefore, ak is an element of the a-
classiﬁcation core in K. h
Example 4. In the information system described in Table 1 and under the given permissible misclassiﬁcation
rate of a = 0.2, the discernibility sets are obtained as shown in Table 4. Since Daij ¼ Daji, for simplicity, we only
list Daij’s with 1 6 j < i < I. According to Theorems 1 and 2, it can easily be shown that the 0.2-classiﬁcation
reducts in the system are the two sets: {a1, a3, a4, a5} and {a2, a3, a4, a5}; and the 0.2-classiﬁcation core is
{a3, a4, a5}.
Reduct computation can also be translated into the computation of prime implicants of a Boolean function.
It has been shown by Skowron and Rauszer [35] that the problem of ﬁnding reducts of a given Pawlak
(complete) information system may be solved as a case in Boolean reasoning. The idea of Boolean reasoning is
to represent a problem with a Boolean function and to interpret its prime implicants2 as solutions to the
problem. This approach is very useful to the calculation of reducts of classical information systems. We will
generalize this approach to interval-valued information systems here. It should be pointed out that we are
interested in implicants of monotone Boolean functions only, i.e. functions constructed without negation.
Let K = (U, A) be an interval-valued information system. An a-discernibility function f aK for the interval-
valued information system K is a Boolean function of m Boolean variables a1; a2; . . . ; am corresponding to the
attributes a1, a2, . . ., am, respectively, and deﬁned as follows:2 An
underf aKða1; a2; . . . ; amÞ ¼ ^ _Daij : Daij 2Ma0
n o
;where _Daij is the disjunction of all variables a such that a 2 Daij, while ^ denotes conjunction.
Theorem 3. Let K = (U, A) be an interval-valued information system. Then an attribute subset B  A is an a-clas-
sification reduct in K iff ^ak2Bak is a prime implicant of the a-discernibility function f aK .
Proof. ‘‘)’’ Assume that B  A is an a-classiﬁcation reduct in K. By Theorem 1 we have
B \ Daij 6¼ ; for all Daij 2Ma0:We claim that "b 2 B there must exist Daij 2Ma0 such that B \ Daij ¼ fbg. In fact, if card B \ Daij
 	
P 2 for all
Daij 2Ma0 with b 2 Daij, let B 0 = B  {b}. Then by Theorem 1 we can see that B 0 is an a-classiﬁcation consistent
set in K, which contradicts that B is an a -classiﬁcation reduct. It follows that ^B is a prime implicant of the a-
discernibility function f aK .
‘‘(’’ If ^B is a prime implicant of the a-discernibility function f aK . Then B \ Daij 6¼ ; for all Daij 2Ma0, and
moreover, "b 2 B, there exists Daij 2Ma0 such that B \ Daij ¼ fbg. Consequently, B  {b} is not an
a-classiﬁcation consistent set in K. Thus, we conclude that Bis an a-classiﬁcation reduct. himplicant of a Boolean function f is any conjunction of literals such that for each valuation v of variables, the value of the function f
v is also true if these literals are true under v. A prime implicant is a minimal implicant.
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n o
¼ _tl¼1 ^slq¼1apq
 	
;where ^slq¼1apq , l 6 t, are all the prime implicants of the a-discernibility function f aK , then Bl ¼ fapq : q 6 slg,
l 6 t, are all the a-classiﬁcation reducts in K.
In what follows, we shall write ak instead of ak without any confusion.
Example 5. In the interval-valued information system given in Table 1 and, under the given classiﬁcation error
a = 0.2, we obtain the Boolean function:f 0:2K ða1; a2; . . . ; a5Þ ¼ ða1 _ a2 _ a3 _ a4 _ a5Þ ^ a3 ^ ða1 _ a2 _ a5Þ ^ a5 ^ ða3 _ a4 _ a5Þ
^ ða1 _ a2 _ a4 _ a5Þ ^ ða1 _ a2Þ ^ ða3 _ a4Þ ^ a3 ^ ða4 ^ a5Þ ^ a4:After simpliﬁcation (using the absorption laws) we obtain the prime implicants representation of the Boolean
function asf 0:2K ða1; a2; . . . ; a5Þ ¼ ða1 _ a2Þ ^ a3 ^ a4 ^ a5 ¼ ða1 ^ a3 ^ a4 ^ a5Þ _ ða2 ^ a3 ^ a4 ^ a5Þ:
Hence there are two 0.2-classiﬁcation reducts in the system: {a1, a3, a4, a5} and {a2, a3, a4, a5}.
If we instead construct a Boolean function by restricting the conjunction to run over only column i (instead
of over all columns) in the a-discernibility matrix, we then set the so-called ia-discernibility function, denoted
by f ai . That is,f ai ða1; a2; . . . ; amÞ ¼ ^
j:Daij2Ma0f g
ð_DaijÞ; i ¼ 1; 2; . . . ; I :The set of all prime implicants of function f ai determines the set of all a-classiﬁcation reducts of ui in K. These
a-classiﬁcation reducts reveal the minimum amount of information needed to discern class ui from all other
classes which are not included in the a-tolerance classes of ui. We summarize this into the following theorem
without proof.
Theorem 4. Let K = (U, A) be an interval-valued information system, ui 2 U. Then an attribute subset B  A is
an a-classification reduct of ui in K iff ^ak2Bak is a prime implicant of the ia-discernibility function f ai .
Example 6. Under the given permissible misclassiﬁcation rate a = 0.2, we can obtain the Boolean function
with respect to ui, for i = 1, 2, . . ., 10. The a-classiﬁcation reduct of each class can then be calculated as
follows.
Sincef 0:21 ða1; a2; . . . ; a5Þ ¼ ^
j:Da
1j2Ma0
 ð_D0:21j Þ ¼ ða1 _ a2 _ a3 _ a4 _ a5Þ ^ a3 ^ ða1 _ a2 _ a5Þ ^ a5 ^ ða3 _ a4 _ a5Þ
¼ a3 ^ a5;
{a3, a5} is the unique 0.2-classiﬁcation reduct of u1.
Similarly, sincef 0:22 ða1; a2; . . . ; a5Þ ¼ ^
j:Da
2j2Ma0
 ð_D0:22j Þ ¼ ða1 _ a2 _ a3 _ a4 _ a5Þ ^ ða1 _ a2 _ a4 _ a5Þ ^ ða1 _ a2Þ
¼ a1 _ a2;
there are two 0.2-classiﬁcation reducts of u2 in the system: {a1} and {a2}.
Likewise,f 0:23 ða1; a2; . . . ; a5Þ ¼ a3 ^ a5; re0:2ðu3Þ ¼ ffa3; a5gg;
f 0:24 ða1; a2; . . . ; a5Þ ¼ a3; re0:2ðu4Þ ¼ ffa3gg;
f 0:25 ða1; a2; . . . ; a5Þ ¼ a1 _ a2; re0:2ðu5Þ ¼ ffa1g; fa2gg;
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re0:2ðu6Þ ¼ ffa1; a3; a4; a5g; fa2; a3; a4; a5gg;
f 0:27 ða1; a2; . . . ; a5Þ ¼ ða1 ^ a3Þ _ ða2 ^ a3Þ _ ða3 ^ a5Þ;
re0:2ðu7Þ ¼ ffa1; a3g; fa2; a3g; fa3; a5gg;
f 0:28 ða1; a2; . . . ; a5Þ ¼ a4; re0:2ðu8Þ ¼ ffa4gg;
f 0:29 ða1; a2; . . . ; a5Þ ¼ a3 ^ a5; re0:2ðu9Þ ¼ ffa3; a5gg;
f 0:210 ða1; a2; . . . ; a5Þ ¼ a5; re0:2ðu10Þ ¼ ffa5gg:6. Induction of classiﬁcation rules
After an a-classiﬁcation reduct Ba of class ui has been calculated, classiﬁcation knowledge corresponding to
ui hidden in the interval-valued information system may be discovered and expressed in the form of a a-clas-
siﬁcation rule of the following kind:If akðxÞ 2 ½lki ; uki  for all ak 2 Ba, then object x should be classiﬁed into one of the classes in SaBðuiÞ within
a permissible misclassiﬁcation rate a.If the cardinality of SaBðuiÞ is one, that is, SaBðuiÞ ¼ fuig, then the rule is regarded as certain in the sense of a.
In such a case, the class ui can be discerned from other classes under the permissible misclassiﬁcation rate a. A
certain a-classiﬁcation rule can then be derived and represented asIf akðxÞ 2 ½lki ; uki  for all ak 2 Ba, then object x should be classiﬁed into class ui within the permissible mis-
classiﬁcation rate a.Obviously, with the increase of permissible misclassiﬁcation rate, more certain rules from the system may be
derived. If the cardinality of SaBðuiÞ is not one, then the corresponding classiﬁcation rules are referred to as
uncertain or possible. A certain 0-classiﬁcation rule is called a completely certain classiﬁcation rule. In such
a case, the corresponding class can be discerned without error.
Now we deﬁne two measures that reﬂect the separation accuracy of classes under a permissible
misclassiﬁcation rate. The a-separated accuracy of the interval-valued information system K is deﬁned as
follows:ga ¼
P
i: SaAðuiÞj j¼1;i6If g1
I
:That is, the a-separated accuracy is the ratio of the number of classes which can be correctly classiﬁed within
the permissible misclassiﬁcation rate a to the total number of classes.
The pairwise separated accuracy under the permissible misclassiﬁcation rate a in the system K, denoted by
ca, is deﬁned as follows:ca ¼
P
ði;jÞ:16i<j6I;Daij 6¼;f g1PI1
i¼1 i
:It is easy to verify0 6 a 6 b 6 1) gb P ga; cb P ca:Thus, the greater the permissible misclassiﬁcation rate, the higher is the (pairwise) separated accuracy.
Example 7. In the information system given by Table 1, within the given permissible misclassiﬁcation rate
a = 0.2, and based on the a-classiﬁcation reduct of each class provided in Example 6, all certain and uncertain
classiﬁcation rules hidden in the interval-valued information system can be discovered and expressed as
follows.
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r1(u3): If a3(x) 2 [7.23, 10.27] and a5(x) 2 [2.06, 2.79], then x should be classiﬁed into class u3.
r2(u6): If a1(x) 2 [2.29, 3.43], a3(x) 2 [6.71, 8.81], a4(x) 2 [3.30, 4.23], and a5(x) 2 [3.01, 3.84], then x should
be classiﬁed into class u6.
r02ðu6Þ: If a2(x) 2 [2.60, 3.48], a3(x) 2 [6.71, 8.81], a4(x) 2 [3.30, 4.23], and a5(x) 2 [3.01, 3.84], then x should
be classiﬁed into class u6.
r3(u9): If a3(x) 2 [3.83, 5.31] and a5(x) 2 [1.72, 2.34], then x should be classiﬁed into class u9.
Within the permissible misclassiﬁcation rate a = 0.2, the uncertain decision rules are
r4(u1): If a3(x) 2 [5.32, 7.23] and a5(x) 2 [2.54, 3.12], then x should be classiﬁed into u1 or u7.
r5(u2): If a1(x) 2 [3.37, 4.75], then x should be classiﬁed into u2 or u5 or u8.
r05ðu2Þ: If a2(x) 2 [3.43, 4.85], then x should be classiﬁed into u2 or u5 or u8.
r6(u4): If a3(x) 2 [2.59, 3.93], then x should be classiﬁed into u4 or u10.
r7(u5): If a1(x) 2 [3.46, 5.35], then x should be classiﬁed into u2 or u5 or u8.
r07ðu5Þ: If a2(x) 2 [3.37, 5.11], then x should be classiﬁed into u2 or u5 or u8.
r8(u7): If a1(x) 2 [2.22, 3.07] and a3(x) 2 [4.37, 7.05], then x should be classiﬁed into u1 or u7.
r08ðu7Þ: If a2(x) 2 [2.43, 3.32] and a3 (x) 2 [4.37, 7.05], then x should be classiﬁed into u1 or u7.
r008ðu7Þ: If a3(x) 2 [4.37, 7.05] and a5 (x) 2 [2.39, 3.20], then x should be classiﬁed into u1 or u7.
r9(u8): If a4(x) 2 [4.44, 6.91], then x should be classiﬁed into u2 or u5 or u8.
r10(u10): If a5(x) 2 [1.10, 1.84], then x should be classiﬁed into u4 or u10.
The 0.2-separated accuracy g0.2 in the information system described in Table 1 is 0.3 and c.0.2 = 40/45. It
can easily be computed that g0 = 0.1, c0 = 34/45, g0.5 = 0.5, c0.5 = 42/45, g0.9 = 1, c0.9 = 1.
We can see that although the pairwise separated accuracy under a permissible misclassiﬁcation rate a is
high, the a-separated accuracy may be low. In general, gaP ca.7. Summary and conclusions
In this paper we have developed a general framework for mining of classiﬁcation rules in interval-valued
information systems. In the approach, an interval-valued information system is ﬁrst converted from a real-val-
ued decision table by means of a statistical method. Useful concepts related to rough set data analysis in inter-
val-valued information systems have been proposed subsequently. The concept of a-misclassiﬁcation rate is
employed to compare diﬀerent classes of objects. Under a given permissible misclassiﬁcation rate a, a-classi-
ﬁcation reducts and a-classiﬁcation core can be calculated. This is very important in classiﬁcation tasks involv-
ing a large number of features. After an eﬀective reduction of dimensions has been achieved, minimal feature
sets determining the classiﬁcation can be found and knowledge hidden in the systems can be unraveled and
expressed in the form of a-classiﬁcation rules. Such an extension of rough set theory enables rough set models
to analyze eﬀectively real-valued data commonly encountered in real-life applications.Acknowledgement
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