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Abstract
Self-consistent closure theory for passive-scalar turbulence has been developed on the basis of
the Hessian of the scalar field. As a primitive indicator of local scalar structures, we employ
Hessian into the core of the closure theory to properly characterize the timescale of scalar field
itself. The resultant model is now endowed with several realistic features (i.e. scale-locality of
interscale interaction, detailed balance relation, and memory-fading effect on the Hessian field)
which eventually leads to reasonable predictions for the Obukhov-Corrsin spectrum.
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I. INTRODUCTION
There are in nature a number of phenomena realizing highly disordered flows of gases
and fluids, where turbulence plays indispensable roles in transporting varieties of physical
properties; e.g., energy, momentum, mass, chemicals, charge, etc. Whereas these trans-
ported properties themselves can actively change the flow properties, many fundamental
aspects can still be studied from their passive convection. In particular, passively-convected
scalar has been studied as the simplest model of transportation phenomena caused by tur-
bulence, providing a prototypical understanding of turbulence-mixing effect. In case of high
Reynolds and Prandtle numbers, one may observe a well-developed inertial-convective range
where scalar statistics represent universal scaling laws irrespective of the forcing scale nor
dissipation-scale mechanisms of both velocity and scalar fields, which is achieved by the
classical Kolmogorov-Obukhov-Corrsin theory using a dimensional analysis [1, 2]. Let θ be
a homogeneous isotropic scalar field and subjected to homogeneous isotropic turbulence. An
extension of Kolmogorov’s analysis [3] to scalar turbulence yields
〈[θ(x+ r)− θ(x)]2〉 ∝ 〈ǫ〉−1/3〈χ〉r2/3 (1.1)
for spatial separation r within the inertial-convective range, where 〈ǫ〉 and 〈χ〉 are the mean
dissipation rates of energy and scalar. An equivalent statement may be made in the Fourier
space; scalar variance spectrum Eθ(k) satisfying
1
2
〈θ2〉 =
∫∞
0
Eθ(k)dk may take a universal
power law within the inertial-convective range:
Eθ(k) = Kθ〈ǫ〉
−1/3〈χ〉k−5/3, (1.2)
where Kθ – the Obukhov-Corrsin constant – is widely believed to be a universal constant.
Since its discovery a number of works have examined this universality from both experimen-
tal and numerical aspects [4–8].
Besides the primitive knowledge of the passive-scalar turbulence based on a dimensional
analysis, more profound understanding can be reached via dynamical equations of the scalar
field itself. Among others, Lagrangian-history direct-interaction approximation (LHDIA [9])
and Lagrangian-renormalization approximation (LRA [10, 11]) theories enable systematic
derivations of the closure model of the scalar variance without relying on any empirical
parameters. Due to its Lagrangian formalism properly removing the sweeping effect, both
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theories successfully depicted the scale-local transfer of the scalar variance, reproducing
the −5/3-power law of the scalar spectrum predicted by the Kolmogorov-Obukhov-Corrsin
theory. Then the Lagrangian formalism should be firmly recognized as a key ingredient for
the self-consistent closure of passive-scalar turbulence.
In spite of these remarkable successes, Lagrangian closures applied to passive scalar tur-
bulence suffers from its deficiency arising from the nature of the passive scalar itself; unlike
vectors and tensors, scalar field does not reflect distortion of fluid elements, which makes
the memory-fading effect caused by fluids straining motion indescribable. To see a rough
sketch of the problem, we consider the governing equation of the passive scalar θ:
(∂t + ui∂i)θ = κ∆θ, (1.3)
where u is the fluid velocity field and κ is the diffusion coefficient. Now the Lagrangian
derivative of θ may vanish in the inertial-convective range (essentially equivalent to a limit
case κ → 0), so the scalar value may be conserved along the Lagrangian trajectory. As
a result, Lagrangian closure based on the scalar field overestimates the turbulence-mixing
effect of scalar, lacking a quantitative predictability in scalar-variance spectrum. As carefully
remarked by Refs. [10], turbulence closure may be improved by alternative choice of the
representative variables properly representing the physics of our concern, which is the central
issue of the present work. A pioneering work of the rotation-invariant strain-based LRA
(RI-LRA [12]) choose the pure-strain statistics as alternative representatives to conventional
Lagrangian velocity statistics, which is essentially inspired by the idea of strain-based LHDIA
[13]. Application of RI-LRA to two-dimensional passive-scalar turbulence yields, with the
help of DNS data and some additional approximations, better prediction of the scalar-
variance spectrum, which is substantially due to consideration of the random scrambling
motion of fluid. Likewise, modification of the representative still has some possibilities to
improve predictability of the scalar-closure models.
This paper provides a self-consistent closure model of 3D passive-scalar turbulence on
the basis of LRA. In contrast to RI-LRA focusing on the velocity statistics, we modify
the representatives of scalar field; instead of the scalar field itself, we treat its second-
order derivative which effectively characterizes local scalar distribution via Hessian matrix.
Then we reach an alternative theory – hereafter Hessian-based LRA or simply HBLRA –
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which provides a self-consistent closure model for scalar statistics. Based on the Hessian
of two-rank, its two-point statistics are eventually four-rank correlation tensors. Whereas
constructed from such complex quantities, the resultant closure equations are enough simple
and feasible in the actual calculation. In Sec. II we provide the general formulation of
HBLRA. In Sec. III, the Obukhov-Corrsin spectrum of the scalar-variance spectrum is
derived by applying HBLRA to inertial-convective range of well-developed turbulence, where
the universal Obukhov-Corrsin constant is theoretically derived by full analysis of HBLRA
equations.
II. FORMULATION
In the present study, we focus our attention on homogeneous turbulence, so Fourier
analysis offers a convenient platform for the foregoing discussions. We utilize the Fourier
transformation defined by the following integral operation F|kx×;
F|kx × = (2π)
−3
∫
d3x × (2.1)
which provide a one-to-one mapping from an arbitrary field function f(x) to the corre-
sponding Fourier spectrum f(k) (the same main symbol employed for simple notation); i.e.
f(k)=F|kxf(x).
A. Scalar field
Applying the Fourier transformation to Eq. (1.3) yields the scalar dynamical equation in
the Fourier space; (
∂t + κk
2
)
θ(k, t) =
1
i
ka[k;p,q]ua(p, t)θ(q, t), (2.2)
where [k;p,q] ≡
∫∫
d3p d3q δ3(k− p− q)× represents a convolution in the wavenumber
space. Following Ref. [10] the Lagrangian picture is introduced using the Lagrangian po-
sition function ψ(x′, t;x, t′) governed by ∂tψ(x, t;x
′, t′)+∂j [uj(x, t)ψ(x, t;x
′, t′)]= 0, whose
Fourier space component ψ(k′′, t;k, t′) obeys
∂tψ(k
′′, t;k, t′) = ik′′b [k
′′;−p,q]ub(p, t)ψ(q, t;k, t
′), (2.3)
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with ψ(k′, t′;k, t′) = δ3(k′−k) (in this paper we define ψ(k′, t;k, t′) ≡ (2π)3F−k
′
x′ |
k
xψ(x
′, t;x, t′)).
In the Fourier representation, the Lagrangian scalar field reads:
θ(k, t′|t) =
∫
ψ(k′′, t;k, t′)θ(k′′, t) d3k′′, (2.4)
which is governed by
∂tθ(k, t
′|t) = O(κ). (2.5)
In high-Schmidt-number limit (∂tθ(k, t
′|t) → 0), Lagrangian scalar would keep its value,
representing a memory effect of infinitely long time. Due to its invariance under arbitrary
frame transformations, scalar field does not reflect the distortion and rotation of fluid ele-
memt, but only the translation is cast into the scalar-field dynamics. In order to capture
the memory fading due to straining motion, we need to extract some nature of scalar field
that vary under the frame transformation.
B. Hessian field
When focusing on spatial distribution in finite local domains, one may observe some
nontrivial structures of scalar field caused by turbulence mixing. Such a distribution has
the directional characteristics dependent on frame transformation thus can be utilized in
our closure strategy. Local distribution of the scalar may be typically characterized by its
derivatives. A pioneering work [12] has discussed a possibility of closure based on the scalar
gradient which is although not suitable in our case for its insufficient memory-fading effect.
Then, other than the gradient vector, Hessian – defined by ∂i∂jθ in physical space – may be
the simplest and reasonable variable minimally characterizing the structure of the local scalar
distribution. In addition, Hessian is capable of characterizing local maximum, minimum,
and saddle points of the scalar distribution which could provide us more physically relevant
properties compared with the scalar field itself. One thing we should note, however, that
Hessian may be too much sensitive to sub-Kolmogorov-scale structures for its derivative
operations. Thence, in this paper, we deal with its non-local expression ∆−1∂i∂jθ to focus
our attention on broader scale of our interest. In the Fourier space, this is amount to
normalize the Hessian spectrum kikjθ(k, t) by the wave number:
Hij(k, t) =
kikj
k2
θ(k, t), (2.6)
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which we term normalized Hessian in this paper. The governing equation of the normalized
Hessian is simply derived from Eq. (2.2):
(
∂t + κk
2
)
Hij(k, t) =
1
i
ka[k;p,q]ua(p, t)Hij(q, t)
+
1
i
ka[k;p,q]Xij(k,q)ua(p, t)θ(q, t),
(2.7)
where we separate the convection term (the first term on the right side) from the total
nonlinear term. Note that a geometrical factor Xij(k,q) ≡ kikj/k
2 − qiqj/q
2 is traceless
(Xii = 0), which guarantees the trace part of Eq. (2.7) to be the Eulerian-scalar equation
(2.2). Following the conventional LRA procedure, we shall introduce the Lagrangian variable
of the Hessian:
Hij(k, t
′|t) =
∫
ψ(k′′, t;k, t′)Hij(k
′′, t)d3k′′ (2.8)
which obeys
∂tHij(k, t
′|t) =
∫
d3k′′ψ(k′′, t;k, t′)
{
−κk′′2Hij(k
′′, t) +
1
i
k′′a [k
′′;p,q]Xij(k
′′,q)ua(p, t)θ(q, t)
}
.
(2.9)
Here we should focus on the trace part of Eq. (2.9) reproducing the Lagrangian-scalar
equation (2.5). In other words, the non-linear coupling of Lagrangian Hessian is insensitive
to its trace part. This enables a natural extension of our Hessian Hij in its trace part;
providing ξ be an arbitrary real number, we redefine our Hessian Hij as
Hij(k, t) ≡ Tij(k)θ(k, t), Tij(k) =
kikj
k2
− ξδij , (2.10)
which again obeys Eq. (2.9). As had been remarked in Ref. [10], so called moment-closure
approximation in non-linear systems demands suitable choices of the representative variables
with carefully considering their physical meanings, which will be conducted for passive scalar
turbulence in this study. The physical significance of the generalized Hessian Hij depends
on ξ; in addition to the normalized Hessian (ξ = 0), one may define traceless (ξ = 1/3) and
solenoidal Hessian (ξ = 1) as physically relevant examples:
Hij(k, t) =


(
kikj
k2
−
1
3
δij
)
θ(k, t) (traceless)(
kikj
k2
− δij
)
θ(k, t) (solenoidal)
(2.11)
The traceless Hessian is the deviatric part of the normalized Hessian ∆−1∂i∂jθ. Unlike the
normalized Hessian containing θ in its trace, the traceless Hessian is completely free from
6
long-time memory of θ, which yields the shortest correlation timescale among others. The
solenoidal Hessian may be understood as the non-local representation of ∂i∂jθ−δij∆θ which
becomes dominant at saddle points while diminishing at local-minimum or maximum points.
Then the tube-like or sheet-like structures of the scalar distributions may be emphasized by
the solenoidal Hessian.
In what follows we should describe all the dynamical equations in terms of Hessian re-
garded as a principal dynamical variable, for which we need to express θ(k, t) in terms
of Hij(k, t). Then we consider a projection operator, say Z, from the Hessian-valued to
scalar-valued functions: Zij(k)Hij(k, t) = θ(k, t), where
Zij(k) ≡
Tij(k)
T 2
(T ≡ ‖T‖ =
√
TabTab). (2.12)
Now Eq. (2.9) can be rewritten in terms of Hessian alone:
∂tHij(k, t
′|t)
=
∫
d3k′′ψ(k′′, t;k, t′)
{
−κk′′2Hij(k
′′, t) +
1
i
k′′a [k
′′;p,q]Xij(k
′′,q)Zbc(q)uc(p, t)Hbc(q, t)
}
=
∫
d3k′′ψ(k′′, t;k, t′)
{
−κk′′2Hij(k
′′, t) + [k′′;p,q]Yij.a.bc(k
′′,q)ua(p, t)Hbc(q, t)
}
,
(2.13)
where Yij.a.bc(k
′′,q) = Xij(k
′′,q)k′′aZbc(q)/i.
C. Lagrangian response
Following LRA procedure, we shall introduce the response of Hij(k, t
′|t) against infinites-
imal disturbance. For this sake, we consider an infinitesimal disturbance δfθ on the scalar
field θ of Eq. (2.2):
(
∂t + κk
2
)
θ(k, t) =
1
i
ka[k;p,q]ua(p, t)θ(q, t) + δfθ(k, t
′)δ(t− t′). (2.14)
By multiplying this by Tij(k) yields a disturbed Eulerian Hessian equation:
(
∂t + κk
2
)
Hij(k, t) =
1
i
ka[k;p,q]ua(p, t)Hij(q, t) + [k;p,q]Yij.a.mn(k,q)ua(p, t)Hmn(q, t)
+ Tij(k)δfθ(k, t
′)δ(t− t′).
(2.15)
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The infinitesimal variation δHij(k, t) may be written as a linear functional of δfθ(k
′, t′),
which may be expressed by the functional derivative. We further rewrite this as
δHij(k, t
′) =
∫
d3k′
δHij(k, t)
δfθ(k′, t′)
δfθ(k
′, t′) =
∫
d3k′
δHij(k, t)
δfθ(k′, t′)
Zlm(k
′)Tlm(k
′)δfθ(k
′, t′),
(2.16)
where δ/δfθ(k
′, t′) is functional derivative operation. Regarding δFij(k, t) ≡ Tij(k)δfθ(k, t)
as the disturbance tensor applied to Hij(k, t), the Eulerian response function of the Hessian
may be
G
E
ij.lm(k, t;k
′, t′) =
δHij(k, t)
δfθ(k′, t′)
Zlm(k
′). (2.17)
In the same manner, the Lagrangian response function read
G
L
ij.lm(k, t;k
′, t′) =
δHij(k, t
′|t)
δfθ(k′, t′)
Zlm(k
′). (2.18)
Functional derivative on Eq. (2.13) yields the equation for the Lagrangian response function
GLij.lm(k, t;k
′, t′):
∂tG
L
ij.lm(k, t;k
′, t′) =
δ
δfθ(k′, t′)
∂tHij(k, t
′|t)Zlm(k
′)
=
∫
d3k′′ψ(k′′, t;k, t′)[k′′;p,q]Yij.a.bc(k
′′,q)ua(p, t)
δHbc(q, t)
δfθ(k′, t′)
Zlm(k
′)
−
∫
d3k′′ψ(k′′, t;k, t′)κk′′2
δHij(k
′′, t)
δfθ(k′, t′)
Zlm(k
′)
=
∫
d3k′′ψ(k′′, t;k, t′)[k′′;p,q]Yij.a.bc(k
′′,q)ua(p, t)G
E
bc.lm(q, t;k
′, t′)
−
∫
d3k′′ψ(k′′, t;k, t′)κk′′2GEij.lm(k
′′, t;k′, t′).
(2.19)
D. Perturbation analysis
Here we review the dynamical equations which our LRA procedures are based on. Then
our system is totally described by the following equations:
(
∂t + κk
2
)
H
E
ij (k, t) = λ
1
i
Tij(k)kc[k;p,q]Zab(q)uc(p, t)H
E
ab(q, t), (2.20)
(
∂t + κk
2
)
G
E
ij.lm(k, t;k
′, t′) = λ
1
i
Tij(k)kc[k;p,q]Zab(q)uc(p, t)G
E
ab.lm(k, t;k
′, t′), (2.21)
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∂tH
L
ij (k, t
′|t) =λ
∫
d3k′′ψ(k′′, t;k, t′)[k′′;p,q]Yij.a.bc(k
′′,q)ua(p, t)H
E
bc (q, t)
− κ
∫
d3k′′ψ(k′′, t;k, t′)k′′2H Eij (k
′′, t),
(2.22)
∂tG
L
ij.lm(k, t;k
′, t′) = λ
∫
d3k′′ψ(k′′, t;k, t′)[k′′;p,q]Yij.a.bc(k
′′,q)ua(p, t)G
E
bc.lm(q, t;k
′, t′)
− κ
∫
d3k′′ψ(k′′, t;k, t′)k′′2GEij.lm(k
′′, t;k′, t′),
(2.23)
∂tψ(k
′′, t;k, t′) = λik′′b [k
′′;−p,q]ub(p, t)ψ(q, t;k, t
′), (2.24)
where we attach the subscripts “L” and “E” on the Lagrangian and Eulerian Hij for clarity
of notations. Also we attach λ as a bookkeeping parameter for later perturbation analysis.
In addition to scalar, we shall introduce Lagrangian and Eulerian variables for velocity field,
which are essentially equivalent to those given by Ref. [10] (see in Appendix A). Then we
define non-perturbative dynamics by O(λ0) analysis of Eqs. (2.20)-(2.24) and Eqs. (A·3)-
(A·4) in Appendix A:
(
∂t + κk
2
)
H˜ij(k, t) = 0,(
∂t + κk
2
)
G˜ij.lm(k, t;k
′, t′) = 0,(
∂t + νk
2
)
u˜i(k, t) = 0,(
∂t + νk
2
)
G˜ij(k, t;k
′, t′) = 0,
∂tψ˜(k
′′, t;k, t′) = 0,
(2.25)
where the Eulerian and Lagrangian equations reduce to identical forms. In the primitive
perturbation analysis, all the dynamical fields can be expanded in terms of non-perturbative
fields; e.g. Eulerian Hessian can be expanded as
H
E
ij (k, t) =H˜ij(k, t)
+ λ
∫ t
t0
ds
∫
d3k′ G˜ij.lm(k, t;k
′, s)
1
i
Tlm(k
′)kc[k
′;p,q]Zab(q)u˜c(p, s)H˜ab(q, s)
+O(λ2),
(2.26)
where t0 is the initial time. As a consequence, all the statistical quantities are expanded by
the non-perturbative statistics:
H˜ij.lm(k, t;k
′, t′) ≡ 〈H˜ij(k, t)H˜lm(k
′, t′)〉, (2.27)
9
Q˜ij(k, t;k
′, t′) ≡ Pia(k)〈u˜a(k, t)u˜j(k
′, t′)〉. (2.28)
E. Lagrangian renormalization
The LRA machinery enables a systematic derivation of the closed system for the two-time
correlations and the averaged responses:
Hij.lm(k, t;k
′, t′) ≡ 〈H Lij (k, t
′|t)H Elm(k
′, t′)〉,
Gij.lm(k, t;k
′, t′) ≡ 〈GLij.lm(k, t;k
′, t′)〉,
Qij(k, t;k
′, t′) ≡ Pia(k)〈u
L
a(k, t
′|t)uEj (k
′, t′)〉,
Gij(k, t;k
′, t′) ≡ Pia(k)〈G
L
ab(k, t;k
′, t′)〉Pbj(k
′),
(2.29)
where Pij(k) (≡ δij − kikj/k
2) is the solenoidal operator. Due to homogeneity, these are
further simplified asHij.lm(k, t;k
′, t′) = δ3(k+k′)Hij.lm(k; t, t
′), Gij.lm(k, t;k
′, t′) = δ3(k−k′)
Gij.lm(k; t, t
′), Qij(k, t;k
′, t′) = δ3(k+k′) Qij(k; t, t
′), Gij(k, t;k
′, t′) = δ3(k+k′) Gij(k; t, t
′).
In the context of renormalization theories, these statistical variables are treated as the
renormalized variables, while the non-perturbative counterpart recognized as the bare ones.
To summarize the core idea of the Lagrangian renormalization, we employ below some
symbolic notations; we denote correlation tensors only by their main symbol; e.g. H stands
for Hij.lm(k; t, t
′). According to Ref. [10], an arbitrary unclosed correlation can be closed in
the following steps:
(i) Assume both velocity and scalar fields at initial time instant t0, i.e. ui(k, t0) and θ(k, t0),
to be all independent Gaussian random, where the non-perturbatibve solutions (λ-zeroth-
order solutions) of velocity and Hessian, say u˜i(k, t) and H˜ij(k, t), become also independent
Gaussian random. Then an arbitrary unclosed correlation, say J , can be expanded in terms
of the correlation of the non-perturbative variables; i.e. H˜, G˜, Q˜, and G˜:
J = J(0)[H˜, G˜, Q˜, G˜] + λJ(1)[H˜, G˜, Q˜, G˜] +O(λ2), (2.30)
where J (n)[· · · ] are functionals.
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(ii) In the same manner, expand H, G, Q, and G in terms of H˜, G˜, Q˜, and G˜:
H = H˜ + λ2A(2)[H˜, G˜, Q˜] +O(λ4),
G = G˜ + λ2B(2)[H˜, G˜, Q˜] +O(λ4),
Q = Q˜+ λ2C(2)[Q˜, G˜] +O(λ4),
G = G˜+ λ2D(2)[Q˜, G˜] +O(λ4),
(2.31)
where A(n)[· · · ], B(n)[· · · ], C(n)[· · · ], and D(n)[· · · ] are all functionals (odd orders vanish for
the Gaussianity).
(iii) Invert Eqs. (2.31) (To be precise, there is an ambiguity in the reverse-expansion tech-
nique. See Appendix B for more details.):
H˜ = H− λ2A(2)[H,G, Q] +O(λ4),
G˜ = G − λ2B(2)[H,G, Q] +O(λ4),
Q˜ = Q− λ2C(2)[Q,G] +O(λ4),
G˜ = G− λ2D(2)[Q,G] +O(λ4),
(2.32)
(iv) By substituting Eqs. (2.32) into Eq. (2.30), J can be expressed by representative
variables H, G, Q, and G:
J = J(0)[H,G, Q,G] + λJ(1)[H,G, Q,G] +O(λ2), (2.33)
(v) Truncate the renormalized expansion (2.33) at the lowest order.
For instance, let the exact dynamical equation ofH be ∂tH = λI (I is a triple correlation).
Now the renormalization procedure (i)-(v) yields
I = λI(1)[H,G, Q] +O(λ2)
truncation
−→ λI(1)[H,G, Q], (2.34)
which then results in
∂tH = λ
2I(1)[H,G, Q]. (2.35)
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Likewise, dynamical equations for all representatives can be closed by themselves. In an
explicit manner, the spectral closure equations for scalar may be
(∂t + 2κk
2)Hij.lm(k, t, t)
=2Tij(k)Tlm(k)[k;p,q]
∫ t
t0
dsQLab(q; s, t) {kakbH(p; s, t)GH(−k; t, s)− kaqbH(−k; s, t)GH(p; t, s)}
(2.36)
(∂t + κk
2)Hij.lm(k; t, t
′)
=− [k;p,q]Xij(k,q)Tlm(k)qaqb
∫ t
t′
dsQab(p; t, s)H(−k, t, t
′)
− [k;p,q]Xij(k,q)Tlm(k)kaqb
∫ t
t0
dsQab(p; t, s)GH(q; t, s)H(−k; s, t
′)
+ [k;p,q]Xij(k,q)Tlm(k)kakb
∫ t′
t0
dsQab(p; t, s)H(q; t, s)GH(−k; t
′, s),
(2.37)
(∂t + κk
2)Gij.lm(k; t, t
′)
=− [k;p,q]Xij(k,q)Zlm(k)qaqb
∫ t
t′
dsQab(p; t, s)GH(k, t, t
′)
− [k;p,q]Xij(k,q)Zlm(k)kaqb
∫ t
t0
dsQab(p; t, s)GH(q; t, s)GH(k; s, t
′),
(2.38)
whereH(k; t, t′) andGH(k; t, t
′) are projected components ofHij.lm(k; t, t
′) and Gij.lm(k; t, t
′):
H(k; t, t′) = Zij(k)Hij.lm(k; t, t
′)Zlm(k), (2.39)
GH(k; t, t
′) = Zij(k)Gij.lm(k; t, t
′)Tlm(k). (2.40)
Now Eqs. (2.36)-(2.38) form a closed set of equations for totally twelve components of
Hij.lm(k; t, t
′) and Gij.lm(k; t, t
′). On the other hand, we soon realize that only H(k; t, t′) and
GH(k; t, t
′) appear in the right sides of Eqs. (2.36)-(2.38), suggesting only limited degrees of
freedom among the twelve are relevant in the total dynamics. Indeed, Eq. (2.36) ×ZijZlm,
Eq. (2.37) ×ZijZlm, and Eq. (2.38) ×ZijTlm lead to a closed set of equations for H(k; t, t
′)
and GH(k; t, t
′):(
∂t + 2κk
2
)
H(k; t, t)
= 2[k;p,q]
∫ t
t0
dsQab(q; t, s) {kakbH(p; t, s)GH(−k; t, s)− kaqbH(−k; t, s)GH(p; t, s)} ,
(2.41)
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(
∂t + κk
2
)
H(k; t, t′)
=−
1
T 2
kakb
k2
[k;p,q]Xab(k,q)qcqd
∫ t
t′
dsQcd(p; t, s)H(−k, t, t
′)
−
1
T 2
kakb
k2
[k;p,q]Xab(k,q)kcqd
∫ t
t0
dsQcd(p; t, s)GH(q; t, s)H(−k; s, t
′)
+
1
T 2
kakb
k2
[k;p,q]Xab(k,q)kckd
∫ t′
t0
dsQcd(p; t, s)H(q; t, s)GH(−k; t
′, s),
(2.42)
(
∂t + κk
2
)
GH(k; t, t
′)
=−
1
T 2
kakb
k2
[k;p,q]Xab(k,q)qcqd
∫ t
t′
dsQcd(p; t, s)GH(k, t, t
′)
−
1
T 2
kakb
k2
[k;p,q]Xab(k,q)kcqd
∫ t
t′
dsQcd(p; t, s)GH(q; t, s)GH(k; s, t
′),
(2.43)
where T 2 ≡ Tab(k)Tab(k). It is remarkable that a common factor T
2 appears in the right sides
of Eqs. (2.42) and (2.43). Then the choice of representatives does not alter the structure of
equations but determines the characteristic time scales of H(k; t, t′) and GH(k; t, t
′).
F. Relation to scalar-based LRA
The two-time correlation and response are to be decomposed into the trace and traceless
parts:
Hij.lm(k; t, t
′) =
[
Aij(k; t, t
′) +
(
1
3
− ξ
)
δijΘ(k; t, t
′)
]
Tlm(k), (2.44)
Gij.lm(k; t, t
′) =
[
Bij(k; t, t
′) +
(
1
3
− ξ
)
δijGθ(k; t, t
′)
]
Zlm(k), (2.45)
where Aij and Bij are traceless; i.e. Ajj = Bjj = 0. Thus our representative variables
Hij.lm(k; t, t
′) and Gij.lm(k; t, t
′) are endowed with ten degrees of freedom from Aij and Bij
besides two scalar functions Θ and Gθ. Operations (2.39) and (2.40) yields
H(k; t, t′) =
1
T 2
kikj
k2
Aij(k; t, t
′) +
(
1−
2
3T 2
)
Θ(k; t, t′), (2.46)
GH(k; t, t
′) =
1
T 2
kikj
k2
Bij(k; t, t
′) +
(
1−
2
3T 2
)
Gθ(k; t, t
′). (2.47)
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Thus our closure variables H(k; t, t′) and GH(k; t, t
′) are generalization of the Lagrangian
scalar statistics Θ(k; t, t′) and Gθ(k; t, t
′) by incorporating traceless components Aij(k; t, t
′)
and Bij(k; t, t
′). Indeed, Eq. (2.37)×δijZlm, and Eq. (2.38)×δijTlm read
(∂t + κk
2)Θ(k; t, t′) = 0, (2.48)
(∂t + κk
2)Gθ(k; t, t
′) = 0, (2.49)
which are consistent with the rigorous relations Θ(k; t, t′) = Θ(k; t′, t′) and Gθ(k; t, t
′) = 1
for high-Pe`clet-number limit (κ→ 0).
III. APPLICATION TO INERTIAL CONVECTIVE RANGE
A. HBLRA for isotropic turbulence
For homogeneous isotropic cases, all the statistical functions take isotropic forms;
H(k; t, t′) = H(k; t, t′), (3.1a)
GH(k; t, t
′) = GH(k; t, t
′), (3.1b)
Qij(k; t, t
′) = Pij(k)Q(k; t, t
′), (3.1c)
where k = ‖k‖. The resultant equations for H(k; t, t′) and GH(k; t, t
′) are
(
∂t + 2κk
2
)
H(k; t, t)
= 2π
∫∫
△
dp dq kpq(1− y2)
∫ t
t0
dsQ(q; s, t) {H(p; s, t)GH(k; s, t)−H(k; s, t)GH(p; s, t)} ,
(3.2)
(
∂t + κk
2
)
H(k; t, t′)
=−
π
T 2
∫∫
△
dp dq kpq(1− y2)(1− z2)
∫ t
t′
dsQ(p; t, s)H(k; t, t′)
−
π
T 2
∫∫
△
dp dq kpq(1− y2)(1− z2)
∫ t
t0
dsQ(p; t, s)GH(q; t, s)H(k; s, t
′)
+
π
T 2
∫∫
△
dp dq kpq(1− y2)(1− z2)
∫ t′
t0
dsQ(p; t, s)H(q; t, s)GH(k; t
′, s),
(3.3)
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(
∂t + κk
2
)
GH(k; t, t
′)
= −
π
T 2
∫∫
△
dp dq kpq(1− y2)(1− z2)
∫ t
t′
dsQ(p; t, s) {GH(k; t, t
′) +GH(q; t, s)GH(k; s, t
′)} ,
(3.4)
where the geometrical factors y ≡ (q2 + k2 − p2)/(2kq), z ≡ (q2 + k2 − p2)/(2kq), and
△ ≡ {(p, q)| |k − p| ≤ q ≤ k + p} reflect the triad interaction between three wavenumber
modes; second-order nonlinearity allows an interaction between three modes when k, p, and
q can form the legs of a triangle. Then three factors x(≡ (p2 + q2 − k2)/(2pq)), y, and z
are introduced as cosines of three interior angles opposite the legs k, p, and q, respectively
[10, 15]. The integration domain △ arises from an existence condition for such triangle.
Also note that a common geometrical factor kpq(1−y2)(1−z2) appears in the wavenumber
integration of Eqs. (3.3) and (3.4). This is indeed equivalent to the one in the timescale
integral of the velocity-closure model of LRA (see Eqs. (2.50) and (2.52) in Ref. [10]). This
geometrical factor sufficiently reduces both large and small scale contributions, which is the
very key to reproducing scale-local interaction consistent with the Kolmogorov-Obukhov-
Corrsin theory.
B. Obukhov-Corrsin spectrum
Let us apply Eqs. (3.3)-(3.4) to the inertial-convective range. We first assume both ve-
locity and scalar fields are sustained by some source at sufficiently large scale while viscosity
and diffusivity act at very small scale, so that a broadband inertial-convective range is re-
alized under quasi-stationary state. Scale-locality of velocity-scalar coupling brings about
constant spectral flux of the scalar variance, yielding universal scaling law of scalar-variance
spectrum in a parallel manner to the LRA analysis of Ref. [11] where the inertial-range
solution of Q had been obtained:
Q(k; t, t′) =
Ko
2π
〈ǫ〉2/3k−11/3g(〈ǫ〉1/3k2/3|t− t′|), (3.5)
where Ko ≈ 1.72 is the Kolmogorov constant and g is a dimensionless function given by
Fig. 1. Now we shall solve the scalar statistics H and GH using Eqs. (3.2)-(3.4) of the
present HBRLA framework. A simple dimensional analysis applied to Eq. (3.4) tells us that
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GH(k; t, t
′) has the timescale of the inertial range, i.e. 〈ǫ〉−1/3k−2/3 while the same analysis
holds for H(k; t, t′) in Eq. (3.3). Thus the following may be allowed as the scale-similar
solution of Eqs. (3.2)-(3.4):
H(k; t, t′) =
Kθ
4π
〈ǫ〉−1/3〈χ〉k−11/3h(〈ǫ〉1/3k2/3(t− t′)), (3.6a)
GH(k; t, t
′) = gH(〈ǫ〉
1/3k2/3(t− t′)), (3.6b)
where Kθ is the Obukhov-Corrsin constant, 〈ǫ〉 and 〈χ〉 are averaged dissipation rate of
energy and scalar variance, h(τ) and gH(τ) are dimensionless functions. In what follows, we
consider quasi stationary state truly independent from the initial fields at t0, so the initial
time t0 in Eqs. (3.2)-(3.4) is to be taken as an infinite past time, i.e. t0 → −∞. Substituting
the scale-similar solutions (3.6) into Eqs. (3.3) and (3.4) yields (pˆ, qˆ ≡ p/k, q/k):
d
dτ
h(τ) =−
Ko
2T 2
∫∫
△ˆ
dpˆ dqˆ pˆ−8/3qˆ(1− y2)(1− z2)
∫ τ
0
dσ g(pˆ2/3σ)h(τ)
−
Ko
2T 2
∫∫
△ˆ
dpˆ dqˆ pˆ−8/3qˆ(1− y2)(1− z2)
∫ ∞
0
dσ g(pˆ2/3σ)gH(qˆ
2/3σ)h(τ − σ)
+
Ko
2T 2
∫∫
△ˆ
dpˆ dqˆ pˆ−8/3qˆ−8/3(1− y2)(1− z2)
∫ ∞
0
dσ g(pˆ2/3(τ + σ))h(qˆ2/3(τ + σ))gH(σ),
(3.7)
d
dτ
gH(τ) = −
Ko
2T 2
∫∫
△ˆ
dpˆ dqˆ pˆ−8/3qˆ(1−y2)(1−z2)
∫ τ
0
dσ g(pˆ2/3σ)
{
gH(τ) + gH(qˆ
2/3σ)gH(τ − σ)
}
,
(3.8)
where pˆ, qˆ ≡ p/k, q/k. Here note that Kθ disappears from the above equations, so h(τ)
and gH(τ) can be solved irrespective of Kθ. With the help of Ko ≈ 1.72 and g(τ) obtained
from LRA equations, the dimensionless Eqs. (3.7) and (3.8) can be numerically solved in
terms of h(τ) and gH(τ) whose configurations are given respectively by Figs. 3 and 2. These
dimensionless functions characterizes timescales of the representative variables in the unit
of the inertial-range timescale 〈ǫ〉−1/3k−2/3:
Ig =
∫ ∞
0
gH(τ)dτ =


0.748 (normalized Hessian),
1.13 (solenoidal Hessian),
0.595 (traceless Hessian),
∞ (scalar),
(3.9)
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FIG. 1. Configuration of the dimensionless function g(τ) obtained from LRA equations of Ref.
[11]. g(τ) is monotonically decaying as the dimensionless time τ passes.
Ih =
∫ ∞
−∞
h(τ)dτ =


1.63 (normalized Hessian),
2.23 (solenoidal Hessian),
1.32 (traceless Hessian),
∞ (scalar).
(3.10)
Here we should note that our Hessian field generally gives shorter correlation time scales
than that of velocity field; i.e.
∫∞
0
g(τ)dτ = 1.19 [11].
Multiplying Eq. (3.2) by 4πk2 yields the dynamical equation for the scalar-variance
spectrum Eθ(k) (≡ 4πk
2H(k; t, t)):
(∂t + 2κk
2)Eθ(k, t) = Tθ(k, t), (3.11)
where the scalar-transport function Tθ(k, t) reads
Tθ(k, t) =
1
2
∫∫
△
dp dq Sθ(k; p, q|t), (3.12)
Sθ(k; p, q|t) = 8π
2k3pq
∫ t
−∞
ds
[
(1− y2)Q(q; t, s) {H(p; t, s)GH(k; t, s)−H(k; t, s)GH(p; t, s)}
+(1− z2)Q(p; s, t) {H(q; s, t)GH(k; s, t)−H(k; s, t)GH(q; s, t)}
]
.
(3.13)
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Ig =
∫
∞
0
gH(τ)dτ =
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
0.748 (normalized Hessian),
1.13 (solenoidal Hessian),
0.595 (traceless Hessian),
∞ (scalar).
(3.8)
Ih =
∫
∞
−∞
h(τ)dτ =


1.63 (normalized Hessian),
2.23 (solenoidal Hessian),
1.32 (traceless Hessian),
∞ (scalar).
(3.9)
Multiplying Eq. (3.2) by 4pik2 yields the dynamical equation for the scalar-variance
spectrum Eθ(k) (≡ 4pik
2H(k; t, t)):
(∂t + 2κk
2)Eθ(k, t) = Tθ(k, t), (3.10)
where the scalar-transport function Tθ(k, t) reads
Tθ(k, t) =
1
2
∫∫
△
dp dq Sθ(k; p, q|t), (3.11)
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Multiplying Eq. (3.2) by 4pik2 yields the dynamical equation for the scalar-variance
spectrum Eθ(k) (≡ 4pik
2H(k; t, t)):
(∂t + 2κk
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dp dq Sθ(k; p, q|t), (3.11)
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FIG. 2. Configuration of the universal function gH(τ) which rapidly decays within finite timescale.
Unlike the scalar field preserving long-time memory, Hessian field loses its memory in the inertial-
range timescale.
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FIG. 3. Configuration of the universal function h(τ) which rapidly decays as |τ | increases. Unlike
the velocity auto-correlation, h(τ) is asymmetric in time reversing.
Now the triad intera tion between hree modes k, p, and q are mediated by Sθ(k; p, q|t)
which is symmetric under the exchange between p and q; i.e. Sθ(k; p, q|t) = Sθ(k; q, p|t).
Then the integral range can be reduced to half:
Tθ(k, t) =
∫ ∞
0
dp
∫ p+k
max(p,k−p)
dq Sθ(k; p, q|t). (3.14)
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Due to the sine theorem (1 − x2)/k2 = (1− y2)/p2 = (1− z2)/q2, detailed-balance relation
holds:
Sθ(k; p, q|t) + Sθ(p; q, k|t) + Sθ(q; k, p|t) = 0, (3.15)
which guarantees the conservation of the scalar variance 〈θ2〉 in the limit κ → ∞. The
spectral flux is given by
Πθ(k, t) =
∫ ∞
k
dk′
∫ ∞
0
dp′
∫ p′+k′
max(p′,k′−p′)
dq′ Sθ(k
′; p′, q′|t). (3.16)
In the inertial-convective range, this scalar flux may balance with 〈χ〉. For further progress
we should calculate Πθ(k, t) of Eq. (3.16), which, however, is an integral over an infinitely
large domain in the wavenumber space. Following a similar procedure provided by Ref. [14]
on the velocity statistics, we rewrite Eq. (3.16) as an integral over a finite domain. Due to
the detailed balance (3.15), the integration (3.16) over the range {(k′, p′, q′)|k′, p′, q′ > k}
vanishes. Then Eq. (3.16) is reduced to
Πθ(k, t) =
∫ ∞
k
dk′
∫ k
0
dp′
∫ p′+k′
max(p′,k′−p′)
dq′ Sθ(k
′; p′, q′|t). (3.17)
In the inertial-convective range, a scale-similar transformation Sθ(k
′; p′, q′|t) = a3Sθ(ak
′; ap′, aq′|t)
holds. Here we choose a = k/k′, b = ap′, and q = aq′, so that Eq. (3.17) becomes
Πθ(k, t) =
∫ ∞
k
dk′
k
k′
∫ k2/k′
0
db
∫ b+k
max(b,k−b)
dq Sθ(k; b, q|t), (3.18)
By setting p = k2/k′ Eq. (3.19) turns into
Πθ(k, t) =
∫ k
0
dp
k
p
∫ p
0
db
∫ b+k
max(b,k−b)
dq Sθ(k; b, q|t). (3.19)
Partial integration by k′ yields
Πθ(k, t) =
[
k ln
(p
k
)∫ p
0
db
∫ b+k
max(b,k−b)
dq Sθ(k; b, q|t)
]k
0
−
∫ k
0
dp k ln
(p
k
)∫ p+k
max(p,k−p)
dq Sθ(k; p, q|t)
=k
∫ k
0
dp ln
(
k
p
)∫ p+k
max(p,k−p)
dq Sθ(k; p, q|t).
(3.20)
Scale-similar transformation Sθ(k; p, q|t) = k
−3Sθ(1; pˆ, qˆ|t) (pˆ ≡ p/k, qˆ ≡ q/k) further sim-
plifies the above, leading to
Πθ(k, t) =
∫ 1
0
dpˆ ln
(
1
pˆ
)∫ pˆ+1
max(pˆ,1−pˆ)
dqˆ Sθ(1; pˆ, qˆ|t). (3.21)
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Now the right side is independent from k, suggesting that the spectral flux Πθ(k, t) takes
a constant value in the inertial-convective range. With the help of Eq. (3.13), Eq. (3.21)
becomes
Πθ = KoKθ〈χ〉
∫ 1
0
dpˆ ln
(
1
pˆ
)∫ pˆ+1
max(pˆ,1−pˆ)
dqˆ
∫ ∞
0
dτ
×
[
(1− y2)qˆ−8/3pˆ g(qˆ2/3τ)
{
pˆ−11/3h(pˆ2/3τ)gH(τ)− h(τ)gH(pˆ
2/3τ)
}
+(1− z2)pˆ−8/3qˆ g(pˆ2/3τ)
{
qˆ−11/3h(qˆ2/3τ)gH(τ)− h(τ)gH(qˆ
2/3τ)
}]
.
(3.22)
Using Πθ = 〈χ〉, we reach
1
Kθ
= Ko
∫ 1
0
dpˆ ln
(
1
pˆ
)∫ pˆ+1
max(pˆ,1−pˆ)
dqˆ
∫ ∞
0
dτ
×
[
(1− y2)qˆ−8/3pˆ g(qˆ2/3τ)
{
pˆ−11/3h(pˆ2/3τ)gH(τ)− h(τ)gH(pˆ
2/3τ)
}
+(1− z2)pˆ−8/3qˆ g(pˆ2/3τ)
{
qˆ−11/3h(qˆ2/3τ)gH(τ)− h(τ)gH(qˆ
2/3τ)
}]
.
(3.23)
Substituting Ko ≈ 1.72 into the above yields
Kθ =


0.956 (normalized Hessian),
0.753 (solenoidal Hessian),
1.14 (traceless Hessian),
0.337 (scalar).
(3.24)
In comparison with experimental and numerical assessments (Kθ = 0.6 ∼ 0.9 [4–8]), Hessian-
based closure predicts reasonable values ofKθ, while the scalar-based closure underestimates
it.
IV. CONCLUSION
In the present work, we have constructed a closure theory HBLRA for the passive-scalar
turbulence on the basis of the Hessian field of the scalar. Following the systematic LRA
procedures, a self-consistent closure model is derived for second-order statistics of the Hessian
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field. The resultant closure model has realistic features as a physical model such as the
detailed-balance relation (3.15) and scale-locality of the non-linear interacion, all of which are
the very key to consistency with the Kolmogorov-Obukhov-Corrsin theory. This fact should
be recognized as a remarkable success. In particular, the scale-locality of the nonlinear self-
interaction strictly regulates possible candidates for representatives, and our Hessian field
Hij successfully meets this physical requirement.
It is worth mentioning the difference between the current and pioneering RI-LRA as
another branch of LRA [12]. RI-LRA employs pure strain tensor besides the scalar field so
that the memory fading of the scalar is accounted by the timescale of the pure straining
motion [16], while the current HBLRA introduces the timescale of the Hessian of the scalar
itself; to be brief, RI-LRA focuses on the velocity field, while HBLRA on the scalar field.
At the present stage we cannot decide which is better treatment. Instead we found in
our HBLRA a hidden feature similar to RI-LRA; both auto correlation and response of
the Hessian incorporate the timescale of the pure strain field just like in RI-LRA. Then
the rotation invariance mentioned by Refs. [12, 13] could be a guiding principle in further
understanding the scalar convection likewise the Galilean invariance as one of the central
ideas in classical Kolmogorov’s theory.
Fully theoretical analysis of the inertial-convective range has been performed, where the
known Kolmogorov-Obukhov-Corrsin scaling has been obtained as the solution of HBLRA.
Our self-consistent approach now derives the Obukhov-Corrsin constant reasonably close to
DNS and experimental values Kθ ≈ 0.6 ∼ 0.9. Here we have not yet reached any conclusive
arguments to decide what is the best choice for representative variable among normalized,
solenoidal, traceless Hessian. A recent large-scale DNS of Ref. [17] suggests that the true
inertial range, if exists, could be observed at the scale even larger than 100η. Thence the
true validation of Obukhov-Corrsin theory, which also relies on the classical Kolmogorov
scaling, may be postponed until even larger scale DNS in future studies.
Besides the inertial-convective scaling, there are still many aspects to be explored by
HBLRA; inertial-diffusive and viscous-convective ranges where other scaling laws are ex-
pected as universal features of high and low Schmidt-number turbulence subjected to high
Reynolds numbers. Not only for simple passive cases, but HBLRA may extend its applicabil-
ity to more general scalar field subjected to active interactions; buoyancy-driven turbulence,
turbulent chemical reaction, and turbulent particle-clustering [18] may be typical examples
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where theoretical supports may be even more needed to account for their complex physics.
Appendix A: Eulerian and Lagrangian velocity fields
In the present manuscript, the Eulerian and Lagrangian velocity spectra may be governed
by the following set of equations:
(
∂t + νk
2
)
uEi (k, t) = λ
1
i
Mi.ab(k)[k;p,q]u
E
a(p, t)u
E
b (q, t), (A·1)
(
∂t + νk
2
)
GEij(k, t;k
′, t′) = 2λ
1
i
Mi.ab(k)[k;p,q]G
E
aj(p, t;k
′, t′)uEb (q, t), (A·2)
∂tu
L
i (k, t
′|t) =λ
∫
d3k′′ψ(k′′, t;k, t′)
ik′′i k
′′
ak
′′
b
k′′2
[k′′;p,q]uEa(p, t)u
E
b (q, t)
− ν
∫
d3k′′ψ(k′′, t;k, t′)k′′2uEi (k
′′, t),
(A·3)
∂tG
L
ij(k, t;k
′, t′) =2λ
∫
d3k′′ψ(k′′, t;k, t′)
ik′′i k
′′
ak
′′
b
k′′2
[k′′;p,q]uEa(p, t)G
E
bj(q, t;k
′, t′)
+ λ
∫
d3k′′Ψj(k
′′, t;k;k′, t′)
ik′′i k
′′
ak
′′
b
k′′2
[k′′;p,q]uEa(p, t)u
E
b (q, t)
− ν
∫
d3k′′ψ(k′′, t;k, t′)k′′2GEij(k, t;k
′, t′)
− ν
∫
d3k′′Ψj(k
′′, t;k;k′, t′)k′′2uEi (k, t;k
′, t′),
(A·4)
∂tΨj(k
′′, t;k;k′, t′) =ik′′a [k
′′;−p,q]GEaj(p, t;k
′, t′)ψ(q, t;k, t′),
+ ik′′a[k
′′;−p,q]uEa(p, t)Ψj(q, t;k;k
′, t′),
(A·5)
where Mi.ab (≡ (Piakb + Pibka)/2) is another solenoidal operator, Ψj is the response of the
position function against disturbance applied to the velocity field. Applying the renormal-
ization procedure of Sec. II E, we reach the closure model for Qij(k; t, t
′) and Gij(k; t, t
′)
identical to what is obtained by Ref. [10].
Appendix B: Symmetric renormalization
Unlike the Eulerian formalism, Lagrangian correlation Hij.lm(k; t, t
′) is asymmetric in two
times:
Hij.lm(k; t, t
′) 6= Hij.lm(k; t
′, t), (B·1)
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which may cause an uncertainty in the renormalization procedure. Simple perturbation
expansion of them read
H(t, t′) = H˜(t, t′) + λ2A[H˜, G˜, Q˜](t, t′) +O(λ4), (B·2a)
H(t′, t) = H˜(t′, t) + λ2A[H˜, G˜, Q˜](t′, t) +O(λ4), (B·2b)
where component indices and wave vectors are abbreviated. Then their reverse expansion
are given by
H˜(t, t′) = H(t, t′)− λ2A[H,G, Q](t, t′) +O(λ4), (B·3a)
H˜(t′, t) = H(t′, t)− λ2A[H,G, Q](t′, t) +O(λ4). (B·3b)
Note that left sides of Eqs. (B·3a) and (B·3b) take the same value (H˜(t, t′) = H˜(t′, t)
by definition), while the finite truncation of right sides results in their difference. In case
of the lowest-order truncation, this is equivalent to replace H˜(t, t′) with either of H(t, t′)
or H(t′, t), where no evident selection rule exists so far. Fortunately, at the lowest-order
renormalization, either of Lagrangian or Eulerian times of every H can be determined from
their origins. For example, regarding the second term of the right side of Eq. (2.37),
Lagrangian time t of H(−k; t, t′) originates from the expansion of the Lagrangian Hessian,
while the remaining t′ does from the Eulerian Hessian. In more general case, however, the
ambiguity problem cannot be removed by such a simple algorithm. Here we see another
renormalization procedure of wider applicablity for future progress of Lagrangian closures.
The ambiguity exactly comes from the time-asymmetry of the representative variable. In
stead of the Lagrangian correlation, we choose its time-symmetric part as another represen-
tative; i.e.
HS(t, t′) ≡
1
2
[H(t, t′) +H(t′, t)] , (B·4)
where the superscript S stands for time-symmetrization. Likewise we did for H in Sec. II E,
HS can be expanded as
HS(t, t′) = H˜(t, t′) + λ2AS[H˜, G˜, Q˜](t, t′) +O(λ4), (B·5)
which now is uniquely reverted as
H˜(t, t′) = HS(t, t′)− λ2AS[HS,G, Q](t, t′) +O(λ4). (B·6)
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Now the reverse expansion uniquely determine the renormalization at an arbitrary order of
truncation. Then Eqs. (2.41) and (2.42) become
(
∂t + 2κk
2
)
H(k; t, t)
= 2[k;p,q]
∫ t
−∞
dsQab(q; t, t
′)
{
kakbH
S(p; t, s)GH(−k; t, s)− kaqbH
S(−k; t, s)GH(p; t, s)
}
,
(B·7)
(
∂t + κk
2
)
H(k; t, t′)
=− [k;p,q]Xab(k,q)Zab(k)qcqd
∫ t
t′
dsQcd(p; t, s)H
S(−k, t, t′)
− [k;p,q]Xab(k,q)Zab(k)kcqd
∫ t
−∞
dsQcd(p; t, s)GH(q; t, s)H
S(−k; s, t′)
+ [k;p,q]Xab(k,q)Zab(k)kckd
∫ t′
−∞
dsQcd(p; t, s)H
S(q; t, s)GH(−k; t
′, s),
(B·8)
while Eq. (2.43) is not to be altered.
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