ABSTRACT Aiming to recognize persons of interest cross cameras in different locations, the technique of person re-identification (re-ID) has attracted unprecedented attention in the field of public security. However, most of the existing work ignores the influence of background noise and pedestrian's partial information on recognition accuracy. Moreover, the tracking procedure which has a great importance on the real world is often stripped out of the re-ID framework. Therefore, this paper proposes an end-toend noise-weakened person re-ID and tracking model with adaptive partial information. First, to suppress the background noise and improve the feature discriminability, Mask R-CNN is applied to extract the foreground ''pedestrians'' out of the complicated background for feature supplement. Second, an adaptive pose estimation model is proposed to make an in-depth analysis of every human body part, thus boosting the robustness against the posture change and individual difference. Finally, to fuse the tracking procedure, a scope prediction scheme based on the pedestrian's moving speed is presented to replace the traditional full domain estimation approach, thus greatly reducing the computational complexity. The extensive experiments have been conducted and the results demonstrate that our method achieves 89.78% and 81.87% rank 1 accuracy on Market-1501 and DukeMTMC-reID with real-time tracking capability, which exhibits great superiority than the state-of-the-art methods.
I. INTRODUCTION
World is not peaceful now, many extremist organizations carry out terrorist attacks all around the world. As shown in Fig. 1 , imagine such a real-life scenario where person reidentification (re-ID) can be applied. The intelligence reports that a suspected terrorist is plotting a terrorist attack, one of his/her image from the criminal dataset is supplied but the location and time he/she plans to conduct attack are unknown.
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At this time, the police applies the person re-ID system to find the terrorist from the massive surveillance videos in real time and then tracking him/her continuously for a period of time. When everything is already, the terrorist will be arrested at planed time and location. Thus, both person re-ID and tracking play significant roles for our world, especially the public security field.
As a fundamental technique, person re-ID aims to recognize all related persons from the massive gallery when given a probe person. Focus on this idea, many interesting work have been proposed and achieved encouraging results by exploiting the powerful convolutional neural networks (CNN) [1] , [2] . These methods comprise the global CNN-based methods and the local CNN-based methods. The former extracts CNN features from the whole image for identification, such as the famous deep Siamese network [3] , adaptive weighted triplet loss (AWTL) method [4] and camera style adaptation (CamStyle) method [5] . The latter divides pedestrians into partitions and extracts their corresponding CNN feature for detailed comparison, such as the global-local-alignment descriptor (GLAD) [6] , spindle net [7] , pose sensitive embedding (PSE) method [8] , maskguided contrastive attention model (MGCAM) [9] and eliminating background-bias method [10] .
However, because of the background noise, pose variance, occlusion scenarios and other complicated situations, person re-ID is still a difficult task worth further research. By carefully analyzing the existing methods, we conclude their limitations as follows. 1) Ignorance of the background noise. Since our target is only the human body, its surrounding background is actually a kind of noise affecting the re-ID performance. However, most of the work just use a rectangular bounding box to outline the foreground for feature extraction (see Fig. 2(a) ). Although the areas of human bodies are tightly aligned with this approach, its surrounding is still contaminated with background cluster. 2) Disturbance of pose variance. To make in-depth analysis on the human body parts for more accurate match, local CNN-based person re-ID methods apply numerous region partition approaches, e.g., division as horizontal stripes, partition into gridding cells [11] . However, human bodies in real life exhibit different poses, thus leading to the mismatch of human body part (see Fig. 2(b) ). Although some pixel-level fine-grained segmentation approaches [20] , [37] and feature maps-based approaches solve the location alignment problem to some extent, their fixed human body way which assumes adjacent components must exist simultaneously shows poor robustness against information loss and occlusion scenarios. 3) Neglect of tracking model. One of the ultimate purposes of person re-ID is tracking pedestrian of interest in different cameras. Meanwhile, the tracking results in one frame is a natural prior information for its adjacent frames for person re-ID. However, most of the work ignore this spatio-temporal context information and conduct full domain computation for every image frame, leading to high computational complexity.
To solve the aforementioned limitations, this paper proposes an end-to-end noise-weakened person re-ID and tracking model with adaptive partial information. Here, ''endto-end'' indicates that our system is able to output person re-ID and tracking results simultaneously when inputting a clip VOLUME 7, 2019 of video; ''Noise-weakened'' refers to the capability of background noise suppression in feature extraction and attribute identification; ''Adaptive partial information'' means we design an improved human body partition scheme which can make dynamic adjustment in different situations.
To be specific, the proposed method first revises the advanced Mask R-CNN model for mask extraction of human body. On one hand, original Mask R-CNN has the pixellevel instance segmentation capability. On the other hand, we fine-tune the original model with large-scale pedestrian images in low resolution, thus improving the segmentation ability for real life person re-ID task. Then, with the location information of segmented human body, foreground CNN features are extracted via ResNet-50 without the interference of background clutter. By combining with the panoramic CNN features, the global CNN features are generated with capability of weakening background noise. Subsequently, to make in-depth analysis on the detailed human body parts with strong robustness against pose variance, an adaptive pose estimation model is proposed. Our model applies the AlphaPose toolbox [12] which divides the human body into 7 partitions based on 17 key points. Remarkably, an adaptive body composition scheme which allows the absence of some body parts is presented to boost the performance under occlusion situation. Afterwards, local CNN features representing the body regions' information are extracted via ResNet-18. Together with the global CNN feature representing the distribution of body regions, similarity scores are computed to output the identification results from gallery. Finally, with targets in key frames indicated via re-ID procedure, tracking procedure is performed with a scope prediction scheme based on the pedestrian's moving speed. The shrink of scope rapidly reduces the time complexity and space complexity.
The main contributions of this paper are summarized as follows.
1) We weaken the interference of background noise via an improved Mask R-CNN segmentation approach. By projecting the location of human body outline, foreground CNN features are extracted only on the pure body parts. Compared with the traditional bounding box approach, our pixellevel segmentation reduced the interference caused by the surrounding background, thus boosting the identification accuracy.
2) We propose an adaptive pose estimation model for accurate body partition and dynamic distribution. By combining the local CNN features from detected body parts and global CNN feature from the whole body, feature discriminability is strengthened for recognition accuracy improvement. Also, our scheme permits dynamic distribution of body parts in complicated situation, thus enhancing the robustness against occlusion.
3) We introduce the tracking procedure into the re-ID framework with a fast scope prediction scheme. With person re-ID results from key frames, our method is able to track persons of interest in a clip of videos captured with different cameras. Moreover, our speed based scope prediction scheme is a narrow band computation which improves the efficiency compared with the conventional full domain computation way.
II. RELATED WORK
This section briefly reviews the most relevant techniques in our system, i.e., object detection, person re-ID and pose estimation.
A. OBJECT DETECTION
The first processing step for person re-ID is detecting the persons from images (i.e., ''object'' detection), and its performance directly affects the accuracy of person identification. Object detection aims to find the location and category of an object, and one of the most popular methods is the deformable part models (DPM) [13] . Actually, numerous person re-ID datasets, such as CUHK03 [14] , MARS [15] , apply DPM to label the bounding box and the corresponding category for each person. However, limited by the discriminability of low-level feature used in DPM, its accuracy is unsatisfactory. Along with the success of high-level CNN feature for image classification and recognition, more and more region-based CNN (R-CNN) methods were proposed for object detection. The original R-CNN method [16] introduces a selective search algorithm outside the CNN framework, leading to the increase of calculated amount owing to the repetitive region extraction. Therefore, improved versions, such as SPPNet [17] , Fast R-CNN [18] , and Faster R-CNN [19] , were presented to embed the region proposal network (RPN) into the CNN framework for replacing selective search algorithm. Recently, by combing the attention mechanism and segmentation branch, Mask R-CNN [20] achieved favorable performance on object detection and instance segmentation simultaneously.
B. PERSON RE-ID
Based on the explored feature, person re-ID systems can be divided into two categories, i.e., hand-crafted systems and deeply-learned systems.
In hand-crafted systems, low-level features designed by human beings, such as color and texture, are used for pedestrian description. For example, Zheng et al. [21] extracts 128-D SIFT descriptor as the person features and applies the bag-of-words (BoW) framework for re-ID; Liao et al. [22] designs a local maximal occurrence representation (LOMO) and thus achieves better robustness against illumination and viewpoint change. Moreover, some spatial-temporal descriptors were proposed for video-based person re-ID. For example, Klaser et al. [23] combines the histograms of oriented gradient (HOG) and histograms of optical flow (HOF) for generating a 3D descriptor called HOG3D.
However, along with the explosion of data, low-level features lacking the self-learning process are hard to extract common information from similar objects, and thus promotes the appearance of deeply-learned systems for person re-ID. Owing to the deep structure imitated from human brain and large-scale data learning process, CNN is one of the most popular feature extraction instruments for deeply-learned person re-ID. Generally, according to the different understanding of image components, person re-ID exhibits two feature learning manners, i.e. global feature learning and local feature learning. Most of the conventional methods belong to the global feature learning which extracts deep features from the whole image. As for local feature learning, pose estimation is taken into account and pedestrians are divided into different body parts for feature extraction [24] . In practice, the accuracy of local feature learning lies to the rationality of body partition and robustness against pose change.
Another important problem is the tracking task in person re-ID. Actually, tracking for person re-ID is different with traditional tracking approaches [25] - [27] because of their requirements and evaluation approaches. As for requirements, since all pedestrians are assumed to appear in the re-ID datasets, tracking pedestrians may be much easier with features extracted by re-ID and object detection. For evaluation, purely tracking task focuses on the prediction accuracy of all objects among adjacent frames, while tracking in person re-ID cares much about the precision and recall of target person in the whole video. Recently, Zheng et al. [28] proposes a dataset for the multi-target and multi-camera tracking (MTMCT) in person re-ID scenario, and evaluates its performance with a new pair of precision-recall measurement.
C. POSE ESTIMATION
By making in-depth analysis on the person's parts and posture information, the results of re-ID can be boosted owing to the fine division. In earlier times, hand-crafted features such as HoG were exploited for body analysis. To build the spatial relationships among body partitions, graph structures are usually explored, such as the pictorial structures and loopy structures. Afterwards, deep learning features such as CNN are used to achieve better performance. The most straightforward approaches include the image stripping and hierarchical gridding [11] . However, the fixed partition manner is not robust against pose variance and view change. To introduce the human structure information, skeleton-based methods are proposed and achieved better performance. Zheng et al. [29] applies key points detection with affine transformation for pose alignment. Similarity, spindle net [7] uses key points to determine several regions of interest (ROI) for feature extraction, and fuses them in different layers. GLAD [6] divided the whole body into three regions with the global average pooling, and thus improves the identification accuracy with reduced computations. Recently, to solve the automatic pose alignment problem for real application, an AlignedReID model [24] is proposed by exploring the shortest path algorithm. Additionally, for practical toolbox, the DeepPose [30] is the first one attempting to use deep convolutional neural networks (DCNNs) for feature learning. Due to the importance of pose estimation, both Detectron [31] and Tensorflow have provided special models. Besides, the OpenPose toolbox [32] has achieved favorable performance. Recently, the AlphaPose toolbox [12] capable of detecting more key points with higher accuracy has been widely used in practical application.
III. PROPOSED METHOD
We propose an end-to-end noise-weakened person re-ID and tracking model with adaptive partial information. Our method solves the problems of background noise interference, unadaptive body distribution and tracking procedure missing in conventional methods. This section first makes an overview of the proposed method, and then details each innovation.
A. OVERVIEW OF THE PROPOSED METHOD
As shown in Fig.3 , our method is composed of two modules, i.e., person re-ID module and person tracking module.
Given a query image containing target person without ID information, person re-ID module aims to identify its detailed ID in the large-scale gallery. There are two stages in our person re-ID module, i.e., Mask R-CNN-based background suppression and adaptive body partition. In Mask R-CNNbased background suppression, Mask R-CNN is conducted to detect all pedestrians together with their boundary information. Here, to enhance the ability of human body segmentation in person re-ID task, we fine-tune the original Mask R-CNN model with large-scale pedestrian images in low resolution. With the pixel-level segmentation result, the foreground mask can be determined and projected to the feature maps. Thus, foreground CNN feature of human body can be extracted via ResNet-50 [33] without the interference of background clutter. By combing with the panoramic CNN feature extracted from the whole image, the global CNN feature is generated which can not only possess powerful discriminability but also weaken the background noise. Subsequently, adaptive body partition is conducted for detailed analysis of each body part, such as legs, arms and head. Here, ''adaptive'' has two-fold meaning. On one hand, to improve the robustness against posture change, AlphaPose toolbox is applied to achieve wellaligned partitions. Here, each human body is divided into 7 parts based on 17 key points. On the other hand, owing to the difference of viewing angle, some parts may not be observed. Thus, an adaptive body composition scheme is presented to permit dynamic parts distribution. Afterwards, local CNN features of all body parts are extracted via ResNet-18. Finally, person identification is performed by measuring the similarity of global and local CNN features between target person in the query image and all persons in the gallery image.
Inputting the target person with its ID, person tracking module aims to first find the same target person in a specific video frame and then keep tracking this person in the whole video. Firstly, person detection and identification is performed for a specific video frame following the same way as person re-ID module. By measuring the similarity of global and local CNN features between target person and all persons in this video frame, the location of this target can be determined. Secondly, bounding box transferring is conducted to the next frame for bounding box prediction. Considering the pedestrian's speed and other prior knowledge, scope prediction is performed to determine the candidate bounding box. Owing to the shrink of computational domain, time cost and space complexity can be greatly reduced. Finally, by repeating this operation frame after frame, person tracking can be achieved.
Generally, the proposed method exhibits three innovations, i.e., Mask R-CNN-based background suppression, adaptive body partition and scope prediction-based person tracking. In the next sections, we introduce them with in-depth analysis.
B. MASK R-CNN-BASED BACKGROUND SUPPRESSION
Conventional person re-ID models use rectangular bounding boxes to outline the pedestrians, which inevitably introduce the background noise in marginal areas and thus affect the identification performance (see Fig. 2(a) ). Therefore, an intuitive idea is to weaken the background and enhance the foreground person for feature extraction. Based on this idea, Mask R-CNN is refined and applied to achieve pixel-level human segmentation and feature extraction together. Fig. 4 shows the diagram of the proposed background weakened person re-ID model. As original Mask R-CNN model is trained on COCO dataset [34] with insufficient pedestrian images, we fine-tune it with large-scale person re-ID dataset in low resolution. In practice, boundary of person in training dataset is labeled by LabelMe software [35] with at least 100 points.
Inputting a test image, our fine-tuned Mask R-CNN model based on ResNet-101+FPN structure is able to output the human body location together with the feature maps. Then, panoramic CNN feature CN N p is extracted with ResNet-50 by using the output of the last convolutional layer from the whole feature map domain. To enhance the human target and weaken the background noise, foreground CNN feature CN N f is extracted from the output of the last convolutional layer from the narrow-band feature map domain. Here, the narrow-band feature map domain is determined by location projection from the segmentation result, and it only covers the foreground human body and removes the surrounding background. By combing CN N p and CN N f , a global CNN feature CN N g = {CN N p , CN N f } is generated. Compared with the conventional person re-ID methods only using panoramic CNN feature, the proposed global CNN feature is higher in discriminability and stronger in background robustness. On one hand, by adding additional CNN feature CN N f , more information is considered with a longer feature length, thus improving the representational capability. On the other hand, owing to the foreground CNN feature as supplementary, information of pixel-level human body outline is embedded to not only enhance the person but also suppress the background.
C. ADAPTIVE BODY PARTITION
The global CNN feature represents the general structure of human body and distribution of all parts. However, pose difference and occlusion problem may lead to mismatch, e.g., the same body distribution may from different pedestrians with different ''legs'', and different body distributions may from the same pedestrians because of posture change. Thus, making an in-depth analysis of each body part is necessary. Actually, there are some region partition methods solving this problem, such as the simple stripping [11] and skeletonbased GLAD [6] which divides the pedestrian image into several fixed-length strips and three main regions (head, upper-body, and lower-body), respectively. However, these methods exhibit some limitations. 1) Fixed template approach is not robust against pose variance and view change; 2) Conventional skeleton-based approach is either easily influenced by occlusion or not detailed enough; 3) Due to the background interference, they may encounter non-aligned and key points detection failure problems.
To solve the above problems, we propose an adaptive body partition algorithm. Our algorithm adopts the detailed partition scheme which divides the human body into 7 parts based on 17 key points. Such scheme is not only adaptive to pose occlusion and view change but also able to reflect more details. Also, compared with conventional skeleton-based approach which must determine all body parts in each image, we propose a dynamic part distribution scheme permitting some parts missing due to occlusion. Remarkably, both key points detection and region partition are conducted on the segmented foreground image without background interference, thus reducing the misalignment to some extent.
Specially, we use the AlphaPose [12] 
where (x j , y j ) is the coordinates of the detected key points in part region P s . Due to the occlusion and view limits, some pedestrian images may lack several key points. If we still conduct part partition following the aforementioned approach as conventional methods, false detection may appear. Thus, we propose a dynamic part distribution scheme permitting some parts missing. If the lacking key points are little, organization still follows the original way. If some key points are missing which affect the organization (a region is determined at least two key points), we delete the corresponding region. For example, lacking 7 and 9 may result in the missing of P5, and we only retain 6 body regions P = {P 1 , P 2 , P 3 , P 4 , P 6 , P 7 } (illustrated in Fig. 5(b) ). The deleted regions are ignored in the model training and feature extracting procedures, and its similarity score is regarded as the average value of other body parts. as half-body absence and the loss effectiveness of key points detection in low resolution image, thus improving the robustness compared with conventional fixed body partition scheme.
In practice, compared with the global CNN feature extracted from the whole image using ResNet-50, the part region images are small with less information. Still using ResNet-50 to extract part region's feature may lead to overfitting and reduce the model robustness. Thus, we exploit seven ResNet-18 and extract CNN feature of each part region CN N P s (s = 1, · · · , 7) from the output of the last convolutional layer. Then, the regional CNN feature of the pedestrian image is generated as CN N r = {CN N P 1 , CN N P 2 , · · · , CN N P 7 }. Together with the global CNN feature CN N g , the total CNN feature can be obtained by cascading them as CN N t = {CN N g , CN N r }. In person identification, the ID of the target person in query image Q is determined by measuring its similarity score from all people in the gallery images G. Here, the total similarity score SS(Q, G) is composed of the global similarity score SS g (Q, G) and local similarity score SS l (Q, G), i.e.,
SS(Q, G)
where λ 1 and λ 2 are global and local weight parameter, and a higher λ 1 means that we care more about the distribution of body regions than the body regions themselves. dis(·) is the Euclidean distance between two feature vectors. Finally, person in gallery with the highest similarity score is regarded as the ID of the target person.
D. SCOPE PREDICTION-BASED PERSON TRACKING
Since surveillance videos update at every second, tracking is an important module in person re-ID framework. Although conventional single frame-based methods are capable of locating detailed position of each person in each frame, they are very time-consuming owing to the ignorance of spatialtemporal relationship between adjacent frames. In this paper, we propose a simple and effective tracking method. Our method exploits the walking speed information of pedestrians and thus presents a scope prediction scheme to reduce the computational domain. Meanwhile, the false positives can be suppressed owing to the scope constraint.
The diagram of our tracking module is illustrated in Fig. 6 . Inputting a specific video S = v 1 , v 2 , · · · , v n , person detection is first conducted for the first two frames v 1 , v 2 via Mask R-CNN. Then, person re-ID is performed by measuring the similarity scores between query person with its ID and detected people without ID. Meanwhile, the central positions of bounding boxes surrounding the target person in v 1 and v 2 are marked as (x 1 , y 1 ), (x 2 , y 2 ). Subsequently, bounding box transferring is performed with a scope prediction scheme for video frames beginning at the third frame. Specifically, the central position (x n , y n ) of bounding box surrounding target person in v n frame is predicted based on the n − 1 and n − 2 frames as
where ( x n−1 , y n−1 ) is the moving distance based on the pedestrian's speed, and is calculated as
Meanwhile, the size of the bounding box is determined as
where b w n and b h n are the width and height of bounding box in nth frame, and they are related with the former two frames with parameter α and β. Thus, the computational domain for detection and tracking is shrunk from the total image into a narrow band predicted bounding box. Meanwhile, owing to the removal of disturbance of persons outside the predicted bounding box, false positives can be reduced to some extent.
Afterwards, scope image in the bounding box is inputted into the Mask R-CNN for person detection with N candidate persons and their locations. If N = 1, this person is actually our target; if N ≥ 2, person re-ID is conducted for determining the target person from candidate persons. When the real location and size of bounding box are calculated, they are utilized for predicting the information of the next frame via Eq. (7). Finally, by repeating this operation from frame to frame, person tracking is finished.
IV. EXPERIMENTS
To prove the effectiveness of the proposed method, we conduct massive experiments on different datasets. The accuracy and computational complexity in person re-ID and tracking are measured by mAP [21] and time cost for processing one image, respectively. We first introduce the datasets and experimental settings, and then prove the effectiveness of our three main innovations, i.e., Mask R-CNN-based background suppression, adaptive body partition and scope predictionbased person tracking. Finally, by comparing with the stateof-the-art methods, the superiority of the proposed method is demonstrated.
A. DATASETS AND EXPERIMENTAL SETTINGS
We select two commonly used public datasets for evaluating person re-ID performance, i.e. Market-1501 [21] and DukeMTMC-reID [28] , [36] . Here, DukeMTMC-reID is designed for tracking task and we use it to visualize our person tracking process. In practice, there are two groups of parameters affecting the person re-ID and tracking performance, i.e., global and local weight parameter λ 1 and λ 2 , and predicted width and height parameter α and β. Actually, the choice of λ 1 and λ 2 depends on the images in different datasets, and we choose empirical values λ 1 = 0.52 and λ 2 = 0.48. For α and β, large value may result in more computational cost but high recall, and small value may lead to lower recall but little computational cost. Also, too small or large value may decrease the person re-ID precision. In our experiments, α = 0.7 and β = 0.7 are chosen for balancing the accuracy and computational cost.
B. EFFECTIVENESS OF MASK R-CNN-BASED BACKGROUND SUPPRESSION
To prove the effectiveness of the proposed Mask R-CNN-based background suppression, we compare three approaches, i.e., 1) Panoramic: only use CNN features extracted from the whole image including foreground and background; 2) Foreground: only use CNN features extracted from the foreground image obtained via Mask R-CNN; 3) Panoramic+Foreground: the proposed approach which combines the panoramic CNN feature and foreground CNN feature. Table 1 shows the comparison result of person re-ID accuracy for methods using different background consideration. It can be seen that only considering the foreground CNN feature decreases the rank 1-10 and mAP. This result does not accord with our common sense and is probability because of the edge sharping effect. However, by combing the panoramic CNN feature and foreground CNN feature, the person re-ID performance is boosted (rank 1 improves 1.81% and 1.43% on Market-1501 and DukeMTMC-reID, respectively; mAP improves 2.68% and 3.80% on Market-1501 and DukeMTMC-reID, respectively). We attribute this improvement to the feature fusion which empowers the global CNN feature the ability of weakening the background noise and keeping the smooth outline simultaneously.
C. IMPORTANCE OF ADAPTIVE BODY PARTITION
Our adaptive body partition scheme is based on the human skeleton, which is much more reasonably than the simple stripping and gridding approaches. Also, we conduct multiscale and detailed partition, i.e., rough partition with 3 macro regions and detailed partition with additional 4 micro regions based on abundant key points. Moreover, the adaptive scheme is applied to improve the robustness against pose change and occlusion situation.
To demonstrate the importance of the above innovations, we compare five approaches, i.e. The comparison result of person re-ID accuracy using the above methods is illustrated in Table 2 . We can see that along with the addition of rough regions and detailed regions, both rank 1 and mAP improves to some extent, thus demonstrating the effectiveness of local CNN feature extracted from human body regions. By observing the accuracy gap between panoramic+R+D (without adaptive) and panoramic+R+D (with adaptive), the superiority of our adaptive scheme is demonstrated. Remarkably, the proposed method exploiting all schemes achieves rank 1 89.78% (+2.88%) and 81.87% (+1.98%) on Market-1501 and DukeMTMC-reID, respectively, and their corresponding mAP are 71.69% (+3.53%) and 65.31% (+3.84%), respectively.
To make a visualization comparison of the baseline and the proposed method, we give two example re-ID results (rank 1-10) from Market-1501 and DukeMTMC-reID in Fig. 7 . The correct result is marked with green solid dot, and we find that our method recommends more persons with the same ID as the query person to the front.
D. SUPERIORITY OF THE SCOPE PREDICTION-BASED PERSON TRACKING
The main innovation of our person tracking module is the scope prediction scheme based on person's moving speed. Thanks to the shrink of computational domain, the time cost is reduced. In our experiment, average time cost for processing one frame of image without and with our scope prediction scheme are 0.034±0.008 (s) and 0.201±0.016 (s), respectively. Obviously, the proposed scope prediction makes the processing procedure almost ten times faster.
On the other hand, along with the reduction of processing scope in each image frame, some false positives can be reduced. As shown in Fig. 8 , this image sequences contain two firemen wearing the same uniform. If applying tracking without scope prediction, person detection and re-ID are conducted on the whole image domain, leading to the mismatch in the third frame. By performing our model with scope prediction, this mismatch can be avoided owing to the scope constraint. Fig. 9 shows one example of tracking result using the proposed method. It can be seen that our method successfully tracks the target person in all frames.
E. COMPARISON WITH THE STATE-OF-THE-ART METHODS
We compare our method with the state-of-the-art methods to prove its superiority. The comparison methods comprise the most advanced models in recent two years and have been introduced in the introduction section and related work section. Table 3 shows the comparison result on person re-ID using different methods. Noting that to make a fair comparison, GLAD method adopts the training without parameter sharing approach (WO/S). It can be seen that the AWTL and CamStyle achieve 89%+ rank 1 accuracy, while AWTL and MGCAM get the best mAP among the stateof-the-art methods in Market-1501. As for DukeMTMCreID, AWTL achieves better rank 1 and mAP. Owing to the background suppression and adaptive body partition scheme, the proposed method obtains superior performance with the best values of rank 1 and mAP on both Market-1501 and DukeMTMC-reID. 
F. ANALYSIS OF RESULTS WITH POOR PERFORMANCE
In our experiments, there still exhibits results with poor performance. One of the main reasons leading to the wrong recognition is the bad pose detection results. As shown in Fig. 10 , images with bad pose detection always lead to false recognition compared with images with good pose detection.
V. CONCLUSION
This paper proposes an end-to-end noise-weakened person re-ID and tracking model with adaptive partial information. Our method aims to solve the problems of background clutters interference, body occlusion situation and tracking module absence. Accordingly, we propose three new solutions, i.e., Mask R-CNN-based background suppression, adaptive body partition and scope prediction-based person tracking. In the first innovation, we apply the Mask R-CNN to extract the foreground ''pedestrians'' out of the complicated background for feature supplement, thus boosting the person re-ID accuracy. In the second innovation, in-depth analysis on human body including macro and micro part division is made for further improving the feature discriminability. Additionally, the adaptive distribution scheme allows part absence because of occlusion or low resolution, and therefore increases the robustness against posture change and individual difference. In the last innovation, a scope predicted scheme based on the pedestrian's walking speed is presented to replace the full domain computation way. Hence, the computational complexity is reduced with less false positives. Experimental results demonstrate the effectiveness of the proposed three innovations, while the superiority of our method is proved compared with the state-of-the-art methods.
In the future, we will try to improve the pose detection accuracy and explore other effective approaches for background suppression. Additionally, weighting different human body regions based on their importance on person re-ID is also a problem for further research.
