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Abstract. In this paper we study the ionization rate and the Stark shift of
a one-dimensional model of the H+2 ion. The finding of these two quantities
is reduced to the solutions of a complex eigenvalue problem. We solve this
problem both numerically and analytically. In the latter case we consider the
regime of small external electrostatic fields and small internuclear distances. We
find an excellent agreement between the ionization rate computed with the two
approaches, even when the approximate result is pushed beyond its expected
validity. The ionization rate is very sensitive to small changes of the external
electrostatic field, spanning many orders of magnitude for small changes of the
intensity of the external field. The dependence of the ionization on the internuclear
distance is also studied, as this has a direct connection with experimental methods
in molecular physics. It is shown that for large distances the ionization rate
saturates, which is a direct consequence of the behavior of the energy eigenvalue
with the internuclear distance. The Stark shift is computed and from it we extract
the static polarizability of H+2 and compare our results with those found by other
authors using more sophisticated methods.
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1. Introduction
The quantum study of the hydrogen molecular ion is almost as old as quantum
mechanics itself [1]. This molecular ion is the simplest system we can think of in
molecular physics. It consists of a three body fermionic problem, where two of the
fermions are the identical protons and the third one is the electron binding the two
protons together. This system configures a three-body problem. The wave functions,
energy levels, and equilibrium distances are known from numerical calculations [2] or
from variational approaches [3, 4, 5, 6]. When acted upon by a static electric field the
system can ionize following two different channels [7, 8]: (i) the Coulomb explosion
channel (or ionization channel), where the reaction has the form H+2 → p + p + e;
(ii) the dissociation channel, where the reaction form has the form H+2 → p + H.
These two channels have different probabilities to occur, depending on whether we are
considering an electrostatic field or a laser field, from which a number of photons can
be absorbed.
The motion of the three particles involved in the dynamics of the H+2 ion can be
separated in two different types of motion: (i) slow motion of the heavy protons; (ii)
the fast motion of the electron. As noted, solving the three-body problem considering
the motion of the three particles in the same footing is virtually impossible from
an analytical point of view. However, because of the two very different time scales
involved in the motion dynamics we can separate the motion of the protons from
the motion of the electron. This approach is at the heart of the Born-Oppenheimer
approximation. Therefore, one usually considers a time interval where the protons’
motion is frozen and the electron dynamics is considered as the only relevant process.
Taking into account the Born-Oppenheimer approximation, analytical expressions
for the ground state wave function of H+2 are obtained using an appropriate set
of coordinates [4]. The ionization of the ion requires adding an extra term to the
Hamiltonian that describing the interaction of the electron with the static electric field.
This apparently simple term, linear in position, immediately renders the molecular
problem intractable, even within the Born-Oppenheimer approximation. This is a
consequence of the known difficulty of solving the Coulomb problem in the presence
of an external electric field [9].
All the aforementioned difficulties can be overcome by studying simpler models,
which still contain the basic physical traits of the problem. It is in this context that
simpler one-dimensional models [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 6, 23]
are usually proposed for studying the ionization of atoms and molecules by static
electric fields. In these types of models, the Coulomb interaction is replaced by a short
range potential, typically a Dirac δ-function potential, whose strength is adjusted to
produce the observed ionization energy of the atom or molecule in case (see procedure
further down in the text). In addition to this, the coupling to the external electrostatic
field is added via the dipole approximation. These models are much simpler than the
Coulomb problem, since the short range nature of the potential guaranties that the
effect of the external field can be obtained exactly.
Many different problems related to this topic have been studied. As
mentioned above, approaches based on numerical and variational methods have
been implemented. Methods based on cylindrical [2], elliptic [4] and parabolic [24]
coordinates have been used. Ionization by static and laser fields [25, 18, 26] has
been analyzed. In addition, the use of sum rules has been considered to study the
problem of a single δ−function in Ref. [27] and the problem of dissociation and
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Stark effect in non-rigid dipolar molecules in Ref. [28]. The delta function approach
to the Coulomb potential in 1D has been used by many authors. In Ref.[25] the
problem of a δ−function potential in a strong field is treated numerically. In Ref.
[14], absolutely convergent periodic-orbit expansion techniques are used to obtain an
analytical solution for the compressed Hydrogen atom, where the finite-range Coulomb
potential is replaced by a zero-range δ−function potential. In Ref. [23] a simple
model of a diatomic ion using δ−functions is compared with more complex methods.
The δ−function potential has also been used to unveil the optical response of one-
dimensional semiconductors, that is the response to an electric field oscillating in time
[29].
The success of the δ−function potential to describe the basic physics of Coulomb
explosion of simple molecules and ions has been so impressive that we follow the same
path in this paper and analyze a different approach to the calculation of the ionization
rate of the H+2 ion, which has not been considered before in the literature to our best
knowledge.
The paper is organized as follows: in Sec. 2 we introduce the molecular-ion model,
which has already been studied by many authors, mainly to defined the problem and
to fix the notation used throughout the paper. In Sec. 3, the ionization rate and
the Stark shift for our one-dimensional ion model are computed. In Sec. 4 we give a
summary of our results.
2. Model
In this section, we introduce the model for the molecular ion and define the different
quantities used throughout the text. We start solving the problem in the absence
of an external static electric field, thus computing the bound states of the system.
When an external electric field is present the bound states become quasi-bound states,
presenting an energy shift relative to the zero field case, as well as a finite spectral
width. This will be studied in the next section.
The Schrödinger equation, in atomic units, describing our one-dimensional model
of the H+2 ion reads
− d
2
dx2
ψ(x)−W [δ(x− a) + δ(x+ a)]ψ(x) + Fxψ(x) = −κ2ψ(x), (1)
where W = 2µZ (with Z playing the role of the nuclear charge), F = 2µλ (playing
the role of the electric force), and κ2 = −2µE, with E the binding energy associated
with the wave function ψ(x). Both W and F are positive quantities, and E < 0
when F → 0 but is otherwise a complex number. he quantities µ, Z, λ, and a
refer to the reduced mass, potential strength or nuclear charge, force field strength,
and half the internuclear separation (half the proton-proton distance), respectively.
In the Born-Oppenheimer approximation, where the electronic and nuclear motions
are decoupled, this equation can be seen as a one-dimensional model of a homo-
nuclear diatomic molecule, such as H+2 . In this particular case, the two protons have
an equilibrium distance given by 2a, and the single electron experiences two δ−like
potentials associated with each of the two protons. This specific example will be the
object of our attention later in the text. In a more realistic model, the single electron
should interact with the two protons through the Coulomb interaction. However,
these two potentials, the δ−function potential and the Coulomb potential, share some
common features, namely: both diverge at the origin; the virial theorem is the same in
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both cases [17], and both respect the property xV ′(x) = −V (x), with V (x) = δ(x) or
1/|x|. These similarities, combined with the simplicity the δ−function potential brings
to the problem, make this a popular choice to model 1D systems. With this said, one
should keep in mind that the δ−function potential is still significantly different from
the Coulomb potential, which inevitably reduces the accuracy of the final results.Still,
previous works report a fair agreement between the δ−function and the Coulomb
potential, when both are used to model the same system [19]. One way to overcome
the differences between the δ−function potential and Coulomb potential is to ascribe
a value for W that reproduces the ground state energy of the Coulomb potential (this
is the strategy we use later in the paper).
We now focus on the case where the external electric field is absent, that is
F = 0. In this case, when x 6= ±a, the general solution of the Schrödinger equation
corresponds to a superposition of real valued exponentials
ψ(x) = Aeκx +Be−κx, (2)
with A and B some coefficients determined by the constraints of the problem, such
as boundary conditions, continuity, and normalization. The three different regions of
our system will present particular cases of this general solution. For x < −a in order
to have a finite wave function, only the exponential with a positive argument can
exist. Following the same reasoning, for x > a only the exponential with a negative
argument is allowed to be present. In the middle region, −a < x < a, we use the
symmetry of the system with respect to the origin to state that the wave functions
must have either even or odd parity, that is, ψ(x) = C cosh(κx) or ψ(x) = C sinh(κx),
respectively, with C some constant. These two cases have to be studied separately.
The introduction of a specific parity to our solution simplifies the problem, since now
we only need to study the boundary conditions at either a or −a.
Imposing the continuity of ψ(x) at x = a, ψ(a+) = ψ(a−), as well as the
discontinuity of its derivative, which is a direct consequence of the δ−functions in
the Schrödinger equation, ψ′(a+) − ψ′(a−) = −Wψ(a), one obtains a system of two
equations with two unknowns. In order to guarantee the existence of non-trivial
solutions, we require the determinant of the system to vanish. From here an implicit
relation defining the binding energy in the absence of the electric field is obtained as
tanh(κeven0 a) =
W
κeven0
− 1, (3)
coth(κodd0 a) =
W
κodd0
− 1, (4)
where κeven/odd0 =
√
−2µEeven/odd0 , with Eeven/odd0 the energy, in the absence of the
field, of the even/odd solution. Equations (3) and (4) define two real eigenvalue
problems. From the inspection of the two previous relations we note that the first
one, related to the even case, always has a solution. However, the second one,
associated with the odd wave function, only has a solution when aW > 1. This
is easily understood from the asymptotic behavior of the equation. When κodd0 a→ 0,
the left hand side diverges as coth(κodd0 a) ∼ 1/κodd0 a while the right hand side goes
as aW/κodd0 a. In the opposite limit, when κodd0 a→∞, the left hand side approaches
1, while the right hand side approaches −1. In order to find a solution both sides of
the equation have to intercept at some specific value of κodd0 a. This is only possible
if the right hand side is more divergent than the left hand side when κodd0 a → 0,
which is equivalent to saying that a solution only exists when the condition aW > 1 is
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fulfilled. Finally we observe that as a increases the energies of the odd and even states
get closer to each other and to the saturation value −W 2/2µ. Saying it differently,
the bonding and anti-bonding molecular orbitals separate from each other as the
internuclear distance is decreased due to hybridization of the two atomic orbitals.
3. Ionization rate and Stark shift
In this section, we draw inspiration from Ref. [12] to extend the previous discussion to
the case where the external electric field is present. In the first part of this section we
will obtain an approximate analytical expression for the Stark-shift and the ionization
rate. Afterwards, we will focus on the specific case of the hydrogen molecule ion H+2
and study how the Stark-shift and ionization rate depend on the parameters of the
system. In the end, we will compute the static polarizability and compare it with
previously published results, both theoretical and experimental.
In the presence of an external electric field, F 6= 0, the Schrödinger equation when
x 6= ±a becomes
d2
dx2
ψ(x)− F
(
x+
κ2
F
)
ψ(x) = 0. (5)
With the change of variable y = F 1/3(x+κ2/F ), the equation can be cast in the form
d2
dy2
ψ(y)− yψ(y) = 0, (6)
which is nothing but the Airy differential equation, whose solution is a superposition
of the Airy functions Ai(y) and Bi(y) [30, 31]. We can now proceed in a similar way
to what was done in the previous section, only this time we will be working with Airy
functions instead of real valued exponentials, a clear sign of the change of behavior
of the system in the presence of an external electrostatic field. The main difficulty
relatively to what was done before is that, in the presence of the external electrostatic
field, we can no longer use the parity of the wave function to simplify the problem.
This implies that the boundary conditions have to be evaluated at both x = a and
x = −a, transforming the problem into a more involved one.
Let us now briefly go over the reasoning behind solving Eq. (6) in the three
different regions of the system. As was said before, the solution of the Airy equation
will be a superposition of Airy functions, so, in the region x < −a, the wave function
has the general form
ψ(y) = AAi(y) +BBi(y), (7)
In the previous section, we were able to simplify the solution in this region by looking
at the limit x → −∞ and demanding the wave function to be finite. In the present
scenario, the same limit proves to be useful, although the employed physical argument
differs slightly. In the presence of an electrostatic field, when x → −∞, the wave
function has to present a traveling wave nature. From the appropriate series expansion
of both Airy functions, we see that Ai(y) and Bi(y) are proportional to sines and
cosines, respectively. We thus see that in order to recover a traveling wave in the
x→ −∞ limit, the superposition coefficients A and B have to be related as A = iB.
In the opposite region, where x > a, the solution is once more a superposition of Airy
functions that can be simplified upon analysis of the correct limiting case. Studying
the limit x → ∞, we note that the Airy function Bi(y) is proportional to the real
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valued exponential ey. Since this asymptotic behavior would lead to a divergence of
the wave function, it is clear that the coefficient associated with Bi(y) must vanish.
Finally, in the intermediate region, −a < x < a, we once again find the solution to be
a superposition of Airy functions, only this time there are no symmetry or physical
arguments that allow us to relate the coefficients of the superposition, and the general
solution has to be used.
With the wave function found in the three regions of interest, apart from some
undetermined constants, we can formulate a complex eigenvalue problem, from which
the value of the energy of the quasi bound state can be obtained. Applying the
boundary conditions at x = a and x = −a, and requiring the determinant of
the resulting system to vanish, we find the following implicit relation defining the
eigenenergy as
F 2/3
Wpi
= F 1/3Ai(ya)Ci(ya) + F
1/3Ai(y−a)Ci(y−a)
+ WpiAi2(ya)Bi(y−a)Ci(y−a)−WpiAi(ya)Ai(y−a)Bi(ya)Ci(y−a),(8)
with y±a = F 1/3(±a + κ2/F ) and Ci(z) = Bi(z) + iAi(z). In order to arrive
at this result it was useful to consider the identity Ai(z)Bi′(z) − Ai′(z)Bi(z) = 1/pi,
which is nothing but the Wronskian of the two Airy solutions. Equation (8) has a
higher degree of complexity than the one found for the problem of a single δ−function
[12]. The increased difficulty arises from the necessity of evaluating the boundary
conditions at two different coordinates, which transforms the eigenvalue problem from
a 2×2 to a 4×4 matrix problem. Although Eq. (8) can be solved exactly numerically,
an analytical solution is not readily available and is highly desirable. In order to find
one, we will look at the weak field limit F  1 (also corresponding to y±a  1), and
follow a perturbative approach. We now introduce the following series representation
of the Airy functions in the limit of interest [30, 31]
Ai(z) ∼ 1
2
√
pi
z−1/4e−ζ
∞∑
k=0
(−1)kζ−kck, ζ = 2
3
z3/2 (9)
Bi(z) ∼ 1√
pi
z−1/4eζ
∞∑
k=0
ckζ
−k, (10)
where
c0 = 1 ck =
Γ(3k + 1/2)
54kk!Γ(k + 1/2)
, k > 0. (11)
To continue with the calculation we insert the series expansions into Eq. (8). From
the simultaneous analysis of the series expansions and of Eq. (8), one clearly sees that,
even if only the zero–th order term of each series was considered, a compact solution
to the eigenvalue equation would still be elusive due to the pre-factors in Eqs. (9)
and (10). With this difficulty in mind, we introduce the first approximation in our
procedure by substituting all the y±a that appear in the pre-factors by y0 = κ2/F 2/3.
Although at first sight this may seem too crude an approximation, the fact that we will
be concerned with the weak field limit justifies this approach, since we can expect κ2/F
to be considerably larger than a, and thus y±a ≈ y0 for a small enough field strength.
Furthermore, we stress that this approximation is only applied to the pre–factors, and
not to the exponentials, where even a small change in the argument could still lead to
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a significant difference in the final result. This approximation simplifies our problem,
since we were now able to isolate a single κ (which is directly linked to the energy)
on one side of the equation. After this is done, one approximation remains: all the κ
that appear on the opposite side of the equation are substituted by their value in the
absence of the electrostatic field, κ0, as given in Eq. (3). Considering only the lowest
order terms in the different sums, a simple compact expression for κ is reached, which
reads
κ ≈W + iW
4
(
1 +
W
2κ0
)
e−
4
3F (κ
2
0Fa)
3/2
+ i
W
4
(
1− W
2κ0
)
We−
4
3F (κ
2
0−Fa)
3/2
, (12)
from which the energy E can be obtained if one recalls that κ =
√−2µE. The real
part of E gives the energy of the Stark shifted energy level, while the imaginary part
yields the ionization rate Γ according to the relation Γ = −2ImE/~. A comment on
the quality of this approximate result is now in order. As we will shortly see, this
result produces an excellent description of the ionization rate as a function of the
field strength λ and as a function of the internuclear distance 2a. However, the same
cannot be said regarding the real part of the energy. On the one hand, the lowest
order approximation, although acceptable for the ionization rate, fails to capture any
information regarding the dependence of the Stark shift on the field (below we show
how to improve the value of real part of the energy); for that to happen, higher order
field terms must be introduced in the calculation. On the other hand, the zero–th
order term, which can be seen from Eq. (12) to be κ = W , or E = −W 2/2µ, does
not correspond to the exact energy of the bound state in the absence of the field. In
fact, this is the energy we would obtain from Eq. (3) if we took the limit a→ 0. It is
important to note that, since the binding energy in the absence of the field is given by
an implicit relation, Eq. (3), one should not expect to find the correct zero–th order
term with the approach we followed, contrary to what would happen if the problem
of a single atom was treated [12], since in this case the analytical expression for the
energy of the ground state is known. Indeed, only the limit a → 0 should appear,
which is exactly what we find. However, when higher order terms are included, the
Stark shift (to be discussed below) should be accurately determined, which, as we will
see, it is.
Let us now explicitly put Eq. (12) to the test by applying it to the case of the
Hydrogen molecular ion. To do so, we will consider the parameters given in Table 1.
In panel a of Fig. 1, we depict the ionization rate as a function of the field strength
λ from the numerical solution of Eq. (8) and from the analytical expression given in
Eq. (12), for different values of a. There we observe an excellent agreement between
the approximate analytical expression and the exact numerical results, even for values
of a ∼ 1, which are beyond the expected validity limit of our approximation. The
ionization rate spans vast orders of magnitude over a small range of field strengths,
emphasizing the extreme sensitivity of the former relative to the latter. Moreover, we
note that the ionization rate increases with increasing a for the same field strength.
This is a result at the reduced binding energy. For higher values of a this increase
becomes less noticeable. In fact, we found reasonable results even for a > 1, but due
to its similarity with the already depicted cases, we chose not to present them. In
the panel b of the same figure, we study the dependence of the ionization rate on
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µ (m0) a (a0) Z (Eha0) Eeven0 (eV)
1 1 0.99 −16.45
Table 1. Parameters used to model the Hydrogen molecular ion. The reduced
mass µ was set equal to 1 bare electron mass (m0), the equilibrium length 2a was
chosen to be equal to 2 Bohr radii (a0), and the potential strength was chosen
as 0.99 Eha0 (with Eh corresponding to the Hartree unit). This choice of a and
Z reproduces the total energy of H+2 (which we associate with the ground state
energy of the electron in the ion), which is known to be equal to −16.45 eV,
according to Ref. [32]. Also, the equilibrium internuclear distance of 2a = 2a0 is
in agreement with what is known for the ground state of H+2 [33, 34, 32].
the position a of the protons, for three different values of the field strength. This
is a relevant behavior to study due to its appearance in experimental works [35, 36].
Once more, the agreement between the numerical and analytical results is self–evident.
Furthermore, we observe a saturation of the ionization rate as a increases, which is
consistent with the behavior of the binding energy as a function of a, which tends
for a finite value , E = −W 2/(2µ), when a  1. Again we note that the agreement
between the data sets extends beyond the expected validity region.
2 4 6
·10−2λ (a.u.)
10 20 30
10−14
10−7
100
107
1014
λ (V/nm)
Γ
(s
−
1
)
a/a0 = 0.5
a/a0 = 0.75
a/a0 = 1.0
0.5 1 1.5 2
10−4
100
104
108
1012
a/a0
λ = 15 V/nm
λ = 20 V/nm
λ = 25 V/nm
a b
1
Figure 1. Ionization rate of the one dimensional H+2 ion. Panel a : Ionization
rate Γ as a function of the field strength λ for different values of the internuclear
separation. The solid lines represent the numerical solution; the dots represent
the approximate analytical result. The agreement between the two data sets is
clear and extends across the different values of a. Panel b: Ionization rate Γ as
a function of a for three different electric field strengths. Again, the solid lines
represent the numerical solution; the dots represent the approximate analytical
result. A good agreement between the numerical and analytical solutions is seen.
The ionization rate seems to saturate as a increases, similarly to the binding
energy in the absence of the field, which also saturates for large enough a. In
both panels, we see that the analytical solution (dots) slightly underestimates the
ionization rate. The values of Table 1 were used in both panels.
Now, we turn to the Stark shift for the hydrogen molecular ion. As we previously
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mentioned, Eq. (12) produces an excellent description of the ionization rate, but fails
to describe the correction to the real part of the energy. We now wish to improve on
this result and obtain the field dependence of the energy shift. As was discussed before,
and is now stressed, the zero–th order term in the real part of the energy will never
agree with the result in the absence of the field, since the energy of the ion in zero field is
given by the solution of a transcendent equation. Because of this, we will be concerned
with the Stark shift rather than the shifted energy itself, that is, we will ignore the
zero-th order term, and only be interested in the terms containing information about
the electric field strength. Since now we are only interested in the real part of the
energy, we note that only the real terms in Eq. (8) need to be considered in further
calculations (the imaginary ones are multiplied by vanishing exponentials, which may
be neglected in the study of the Stark shift). When this simplification is performed,
we introduce the series expansions of the Airy functions in the eigenvalue equation and
consider the first two terms of the sums, an improvement regarding our first approach
where only the zero-th order was kept. Afterwards we expand the different terms in
the equation up to third and second order in F and in a, respectively, solve for κ and
once again expand up to second order in both F and a. Following this procedure, we
obtain
κ ≈W (1− aW + 2a2W 2)
+
(
5
32W 5
+
25a
32W 4
+
37a2
32W 3
)
F 2. (13)
From here the Stark shift is obtained using κ ≡ √−2µE and subtracting the lowest
order term. In Fig. 2 (panel a), we plot the Stark shift as a function of the field
strength for three different values of the internuclear distance. A good agreement
between the analytical and numerical results is seen for small a. As this parameter
increases the approximation becomes worse, as expected, because we are moving
outside its validity region. We note that for the Stark shift the analytical results
start to fail for lower values of the internuclear distance than what was found for the
ionization rate, even after an improved expansion with higher order terms considered.
The reason behind this lies in the completely different nature of these phenomena.
The ionization rate is mainly described by a real-valued exponential that is always
present even if only the lowest order is consider; this allows us to obtain excellent
results even with the simplest approach. The Stark shift, however, is described by a
power series, which requires a lot more care to accurately capture the physics involved.
In Fig. 2 (panel b), we depict the static polarisability, α‖, defined via
E(2) = −1
2
α‖λ2
≈ −1
2
(
5
64Z4µ3
+
5a
8Z3µ2
+
11a2
8Z2µ
)
λ2, (14)
where E(2) is the term associated with λ2 in the expansion of the real part of the
energy, as function of the a parameter. The first term of the previous expansion does
not vanish as a → 0 and corresponds to the polarizability of the ion He+. Note that
the polarizability decreases as the “nuclear charge” Z increases, as expected since the
electron would be more tightly bound.
Our analytical result is compared, in Fig. 2, with the data available (circles and
diamonds) in the literature using calculations considering the full three-dimensional
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nature of the problem; the experimentally measured value for the equilibrium
internuclear distance is also depicted (triangle). Given the simplicity of our approach,
we believe we found a good agreement between the two types of calculations. As
expected, our result excels in the region of small internuclear distance, and worsens
as a increases. At a = 1, which gives the experimental polarizability of the H+2 , our
result is off by a factor of approximately 3, which, although not ideal, we consider to
be good for the approximations involved. The results of Eq. (14) can be considerably
improved at large a if the analytical exact polarizability of the system is computed,
which, in this case, is actually possible, although not particularly illuminating. Still,
in panel
¯
of Fig. 2 we also represent the polarizability computed numerically (green
curve) from the exact eigenvalues of Eq. (8). The agreement between the analytical
formula, given by Eq. (14), and the numerical result is excellent up to a/a0 . 0.4.
From hereon the numerical curve departs from the result of Eq. (14) growing faster
with a/a0. Given the simplicity of our model, we consider that a good agreement
was found between the analytical/numerical polarizability and the data from other
authors obtained from the three dimensional study of the Hydrogen molecular ion.
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0 0.2 0.4 0.6 0.8 1
0
2
4
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8
10
a/a0
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||
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.)
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(1)
(2)
(3)
a b
1
Figure 2. Stark shift and polarizability of the one dimensional H+2 ion. In
panel a the Stark shift, E − E0, as function of the electrostatic field strength
is depicted for three different positions of the proton. The solid lines represent
the numerical solution; the dots represent the approximate analytical result. A
quadratic behavior with the field strength is observed, since higher order field
terms are less relevant in the weak field regime we depict. As a increases, the
approximation becomes worse, in agreement with the hypothesis of the expansion
used. In panel b the static polarizability of the one dimensional H+2 ion computed
from Eq. (14) is compared with that from Ref. [37] (1) and Ref. [38] (2). The
“experimental” value of α‖, estimated via the relation α = (α‖ + 2α⊥)/3, is
represented by a red triangle (the value of α⊥ was taken from Ref. [38]). The
experimental value of α was retrieved from Ref. [39, 40] (3). Also represented is
the numerical calculation of the static polarizability obtained from the numerically
exact eigenvalues of Eq. (8).
4. Summary
In this work, the ionization rate and Stark shift of the hydrogen molecule ion H+2 in
the presence of an external static electric field were studied. From the Stark shift
the static polarizability was extracted. To model this system, we introduced a one
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field, studying the existence of its bound states and their respective binding energies.
Afterwards, the problem in the presence of a finite electrostatic field was considered.
Solving the Schrödinger equation in the three different regions of the system, we were
able to write an eigenvalue problem, from which an implicit relation defining the energy
of the quasi-bound states was obtained. This energy corresponds to a complex number
whose real part gives the central value of the binding energy, which is Stark shifted
relative to the zero field case, while the imaginary part is linked to the line-width
of the quasi-bound state or, saying it differently, to the ionization rate. To find an
approximate analytical expression describing the energy we focused on the weak field
and small internuclear distance limit. Considering the leading order terms, we found
an expression for the ionization rate in excellent agreement with the exact numerical
results, even when the approximate solution was pushed beyond its expected validity.
We observed that the ionization rate was very sensitive to the external electrostatic
field strength, spanning many orders of magnitude for small changes on the field’s
intensity.
The study of the dependence of the ionization rate on the internuclear distance
revealed that for large distances this quantity saturates, which is a direct consequence
of the dependence of the energy eigenvalue on the same parameter. Although the
leading order approximation produced excellent results for the ionization rate, the
same did not apply to the real part of the energy. To improve this, higher order
terms had to be considered. Doing so allowed us to obtain results for the Stark shift
in good agreement with the numerical ones. However, the zero–th order term of the
real part of the energy failed to replicate the result in the absence of the electrostatic
field. This is easily understood because the exact eigenenergy comes from the solution
of a transcendental equation. Therefore, the zero-th order term is the value of the
energy for small a, which is to be expected given the approximations made. Finally,
the static polarizability was computed and compared with data previously published
in the literature (for the three-dimensional ion) and a good agreement was found.
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