Notation
• We write N 0 for the set of non-negative integers.
• We use Landau asymptotic notation, where all asymptotics are with respect to N , defined below. We write f (N ) N ) ).
• Throughout, I will use ∂ i to indicate the partial derivative with respect to the i th cooordinate and D to denote the total derivative operator: if F : R n → R m , (DF) = (∂ j F i ) ij
• R K + = {x ∈ R K : x i ≥ 0, i = 1, . . . , K}.
• If x, y ∈ R K , we write x ≤ y if x i ≤ y i for all i, x < y if x ≤ y and x i < y i for at least one i, and x ⊳ y if x i < y i for all i.
• Given a Polish space Ω, D Ω [0, ∞) denotes the space of Ω-valued càdlàg functions endowed with the Skorohod topology.
• We use X N D −→ X to denote convergence in distribution for a sequence {X N (t)} of càdlàg stochastic processes,i.e.
for all f : D Ω [0, ∞) → R continuous in the compact uniform topology.
Introduction

Competitive density-dependent population processes
To begin, I will introduce the object of study, intended to encompass a variety of models considered in population dynamics, population genetics, and community ecology. Throughout, I will consider
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1 a population consisting of a finite number of discrete individuals. Each individual has a type, which is indexed by an integer in the set {1, . . . , K}. All individuals of a given type are identical.
Denote the number of individuals of type i ∈ {1, . . . , K} at time t by X N i (t) and let X N (t) = X N 1 (t), . . . , X N K (t) . I assume that the number of individuals of each type changes when there occurs (1) a reproduction event in which some individual of type i produces a clutch consisting of |n| def = n 1 + · · · + n K offspring, of which n j are of type j, or (2) the death of an individual of type i.
Thus X N (t) is a Markov chain on N K 0 , which may be represented as
where B N i,n (t) and D N i (t) are counting processes with intensities In this work, we focus on identifying and providing rigourous proofs of limiting processes. Elsewhere, we discuss in detail the biological implications of applications of this approach to population genetics [9] .
3.1. Assumptions. I will assume that for all compact sets K ⊆ R K ,
and that
uniformly on compact sets, while for all i, j and all compact
Thus, with probability tending to 1 as N → ∞, all offspring are of the same type as the parent, i.e. mutation is rare.
While these summability assumptions are made for technical reasons, they are eminently plausible from a biological perspective, as they simply requires that the mean and variance in the number of offspring produced in any single reproductive event are both finite. Both are readily satisfied by assuming some fixed maximal clutch size.
3.2.
Mutation. In this section, I will introduce new notation that allows the birth-death-mutation process to more closely resemble the forms considered in the Wright-Fisher diffusion. Let
β N i (x) is thus the expected total reproductive output of an individual of type i per unit time in environment x, while µ N ij (x) is the fraction of the expected number of offspring which are of type j. By assumption, µ
Law of Large Numbers
and define F :
and let
We then have the following Law of Large Numbers for Y N (t), which will be proven below in Section 9.1 Proposition 1. Let x ∈ R K + , and fix 0 < r < s < 1 and ε > 0 so that
Then there exists a constant B x,ε such that
In particular, for all t > 0,
Based upon this, I will say that the Markov process X N (t) is competitive if the dynamical system (6) is competitive [5] , i.e.β i (x) and δ i (x) are C 1 and
for all j = i.
4.1.
Competitive Dynamical Systems. Subsequent to Proposition 1, I will always assume X N (t) is competitive, and further that the dynamical system (6):
(1) is dissipative: there is a compact set K that uniformly attracts each compact set of initial values, (2) is irreducible: the matrix ∂ j β i (x) − δ i (x) is irreducible for all x ∈ int R K + , (3) has a source at the origin, and (4) 
Again, each of these assumptions has a biological interpretation: the first requires that the population remain finite, the second that all types interact with all other types, and the third that populations will grow when started from small initial densities. The last is required 5. Linear Birth-Death Process Approximation 6. Quasi-Neutrality and Weakly Selected Quasi-Neutrality
Henceforth, we will say that the process X N (t) is quasi-neutral if there exist C 2 functions γ :
R(0) = 1, and {x ∈ R K + : R(x) ≥ 0} is compact, and (3) (DR)(x) ⊳ 0 for all x ∈ R K + .
Under these assumptions,
is an attracting, compact, co-dimension one C 1 -submanifold of equilibria for the dynamical system (6), as can be seen by considering the Lyapunov function V (x) = R 2 (x).
6.1. Geometry of Ω. Ω is diffeomorphic to the standard simplex
via the radial projection map
This has partial derivatives
and is thus differentiable when restricted to Ω, where the denominator is non-vanishing.
To see that this is invertible, consider f x (t)
which, by Assumption (2) is strictly positive. Thus F −1 exists and is differentiable; in particular, f −1 x (0) exists, is unique, and is differentiable in x, so x → f −1
We will henceforth write
x (0), a naming convention whose origin will be discussed in greater detail below.
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6.2. Local Dynamics Near Ω. Recalling (7), we see that
Thus, (DF)(x * ) has two distinct eigenvalues, 0 and λ(x * ), where
The former has corresponding eigenspace (DR)(x * ) ⊥ = T x * Ω, whilst the latter corresponds to the single eigenvector F(x * ).
6.3. The Projection Map and a Time Change. Let ψ t denote the flow of (6), and let
From the definition of T x , we see that
whence τ (ψ t x) = T x (t), a relation we shall need later.
Results
7.
1. Quasi-Neutral Processes. Using these definitions, we show that Y N will approach Ω-limit set with probability tending to 1 as N → ∞:
Proposition 2. Let ε and B x,ε be as in Proposition 1.
. Then for all r ′ < r < s < 1, and N sufficiently large,
This establishes that the for N sufficiently large, Y N (t) will come arbitrarily close to Ω. In fact, the process, having arrived at Ω, remains there. To do show this, I consider the process on a longer time-scale: let
Let r ′ be as above, and fix 0 < δ < r ′ . Suppose τ (Z N (0)) < N −δ , and let
Then, as N → ∞, for any fixed T > 0,
Recalling that z = φ τ (z) π(z), the continuous mapping theorem gives us Corollary 1. Under the assumptions above,
We now prepare for our main result by introducing some additional notation. Let
N component of the net reproductive rate (that the limit exists is guaranteed by Assumptions (2) - (5), let
be the rescaled rate of mutation, and leť
With these, we have
∈ Ω, and that the Martingale problem for
converges weakly to a diffusion process Π(t) with this generator.
In general, well-posedness for degenerate diffusions remains an open-problem, and uniqueness is not guaranteed when the coefficients fail to be Lipschitz; in section 9.5.5 I discuss sufficient conditions to ensure uniqueness.
Note that the assumption that
∈ Ω is necessary to obtain weak convergence in the results above; Propositions 1 and 2 tell us that in general,
Thus, the limiting process fails to satisfy the Feller property. We may still obtain a global convergence result, by considering a variant of the original process:
ThenZ N D −→Z, a diffusion process with generator (11) as above.
In keeping with the convention in population genetics of considering relative frequencies, rather than absolute numbers of types, we consider the process P(t) = ρ(Π(t)), where Applying Itô's formula to ρ(Π(t)) yields the following:
Where we adopt the notation
Lastly, we observe that when all types are identical to order O 1 N , i.e.
we obtain the following process, which naturally generalises the Wright-Fisher diffusion and the diffusion approximation to Gillespie's fecundity-variance model [3, 4] :
8.2. The Double Monod Model.
8.3.
Results for K = 2.
9. Proofs
Thus,
Next, recall that F is C 2 and thus locally Lipschitz, so there exists a constant B x,ε such that
Now, define a stopping time
and consider the stopped process Y N (t ∧ τ N ε ).
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From ??, we have
while applying the Cauchy-Schwartz inequality gives
Applying Jensen's inequality gives
so by assumption, we have
Lastly, Doob's inequality gives
and again, assumptions made on the intensities insure that
Combining these, we have
for a constant C x,ε . Applying Gronwall's inequality, we have
x,ε T , from which, taking T =
ln N , we obtain
for N sufficiently large.
Lastly, we observe
from which our result follows.
9.2. The Projection Map and its Derivatives. We begin by considering a new dynamical system, with trajectories identical to (6), but traversed backwards in time, away from Ω.
Lemma 1. Let φ t be the flow of
Proof. Recall that
D R A F T
First, assume that x is a rest point for (6); then, for all t, ψ t x = x and R(ψ t x) = 0. Thus, T x (t) ≡ 0 and
as desired.
If x is not a rest point, then R(ψ t x) is strictly positive or strictly negative for all t ∈ R, and thus the inverse function T −1 x is everywhere defined and has derivative
while lim
The result then follows from uniqueness of solutions.
Henceforth, I will use φ t in favour of ψ t when considering the trajectories of (6). In particular, taking t = 0 in (16) gives the following essential identity:
As a first application, this may be used to find the derivatives of π(x) and τ (x). Differentiating (17) yields
where we have exploited the identities [6] d dt φ t x = −F(φ t x) and (Dφ t )(x) = e
(DF)(φsx) ds .
Differentiating R(π(x)) = 0, we have
(DF)(φsx) ds , Substituting this into the expression for (Dπ)(x), above, we have
(DF)(φsx) ds
(DF)(φsx) ds . 
13
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(DF)(φsx) ds du.
Some matrix manipulations give
The various partial derivatives can then be obtained via the identities (∂
To end this section, we develop several other identities that will be useful: first, note that
and, in particular,
(DF)(φsx) ds F(x).
9.3. Proof of Propostion 2. By the defintiion of T x (t) and (20), we have
where
Applying Grönwall's Inequality gives
ln N , we have
x,ε τ (x). Lastly τ (x) is C 2 and thus locally Lipschitz, so
Thus, provided r < |λx,ε| |λx,ε|+12B 2 x,ε and r ′ < r < s < 1, then −r < λ x,ε
, and, if N is sufficiently large,
The result then follows from Proposition 1.
9.4. Proof of Theorem 1. Our strategy will be to show that τ 2 (Z N (t ∧ τ δ )) converges weakly to 0. Then
as N → ∞. This allows us to conclude that τ (Z N (t)) D −→ 0. We begin with a few preliminaries that are essential to our argument.
First, we recall that we have assumed that λ(x * ) < 0 for all points x * ∈ Ω. Since Ω is compact, we can fix δ > 0 such that λ(x) < 0 for all x ∈ Ω δ ,
By virtue of the joint continuity of φ t x in t and x and the compactness of Ω, Ω δ is a compact set.
Then, (17) gives
is compactly contained for all t > 0 and all N .
Next, as before, we have the following integral equation for Z N (t):
is a square integrable martingale with component-wise quadratic variations
and corresponding Meyer process
In particular, we recall that by our assumption, sup N ∈N 0 n∈N K 0 nβ N i,n (Z N (s)) and sup N ∈N 0 δ N i (Z N (s)) are uniformly bounded on Ω δ . Thus, for t ≤ τ δ , there exists a constant C ε such that
We now turn to the core of our argument. Since Z N (t) is a quadratic pure jump process for all N , Itô's Formula takes the following simple form when applied to τ [10] (26)
Formally expanding the he right hand side of (26) in powers of N , and recalling that F N (x)−F(x) = O 1 N uniformly on on compacts, we see that the highest order term is
which, using (22) simplifies to
Lastly, from (21), this is
For t < τ δ and N sufficiently large, there exists λ + > 0 such that
We proceed by imitating the proof of linearised stability [6] , where −N λ + acts in the role of an upper bound to the eigenvalues of the Jacobian, To this end, consider
Again using Itô's formula to this function, we have, after some simplification,
By our choice of λ + the second term on the right is always non-positive, so
By assumption the first converges in distribution to 0. Theorem 4.1 in [2] tells us to show weak convergence to 0, it suffices to show that the remaining terms converge to 0 in probability.
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We have assumed that
N uniformly on on compacts, so the third term is bounded above by a constant multiple of
The fourth term is a square-integrable martingale with Meyer process
We recall Lenglart's inequality [8] : for 0 < p ≤ 2, there exists a constant C p such that
In particular, when p = 1, the above, combined with Jensen's inequality gives
Applying this, and remembering that τ , ∂ i τ are differentiable, and thus uniformly bounded on compacts, we see that the third integral is bounded by a constant multiple of
, which, by (25), is bounded above by a constant multiple of
Lastly, Taylor's theorem gives
N , so, as before, there is a constant C such that this is bounded above by
Thus, since Z N is a quadratic pure-jump process,
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D R A F T and, as above,
for some constant C ′ .
Combining all the above, we see that
9.5. Proof of Theorem 2. Theorem 2 is a consequence of Theorem 5.4 in [7] ; we begin Itô's formula to π i (Z N (t)), from which we obtain an SDE for Π N (t).
We consider each of the components individually:
9.5.1. Finite variation terms. The first three lines in (11) arise from considering those terms in (29) arising from the finite variation component,
Gathering terms appropriately, this equals
(DF)(φsZ N (s−)) ds .
Theorem 1 shows that τ (Z N (s−))
D −→ 0; taking the limit as N → ∞ on both sides gives
where we have used Corollary 1 to obtain convergence of Z N (s−) to π(Z(s−)).
First, by assumption, N µ N ij (x) → θ ij (x), which combined with some simple manipulations show that multiplying (31) by (∂ i π i )(Z N (s−)) and summing over i yield the first two terms in (11).
In a similar fashion, observing that (32) converges to σ(π(Z(s−))), we obtain the third line in the generator (11).
It remains to show that (33) vanishes. To that end, we observe that
while from (19), we have
Thus, recalling from (8) that λ(x) = (DR)(x) · F(x) we have
9.5.2. Quadratic variation terms. We next consider the terms
We begin by recalling from (??) that
while rescaling and rearranging (1) gives
Moreover,
Combining these with assumptions (3) and (4), it follows that as N → ∞,
Lastly, noting that for x ∈ Ω, δ i (x) =β i (x), we have
Lengthy, yet essentially rote, calculations using (??) and (35) show that in the limit as N → ∞,
gives the fourth through eighth lines in (11).
D R A F T 9.5.3. Martingale terms. Then,
, which, using (1), equals From our expression (??) for (∂ i ∂ j π k )(x), it can be seen that this function is locally Lipschitz continuous, so
so η N (t) weakly converges to 0 as N → ∞, by arguments similar to those above. 
