After a droplet has broken away from a slender thread or jet of liquid, the tip of the thread or jet recoils rapidly. At the moment of break-off, the tip of the thread/jet is observed to have the shape of a cone close to the bifurcation point. In this paper, we study the evolution of an ideal fluid which is initially conical, where the only force acting on the fluid is due to surface tension. We find an asymptotic solution to the problem in terms of the aspect ratio of the cone which is assumed to be small. Using a similarity transformation, which is valid for small times after the bifurcation, we identify a rapidly oscillating nonlinear wave which propagates away from the tip, as observed in experiments.
Introduction
photographed the breaking of a water drop away from its parent body of liquid. Just before the drop breaks off, a thin column of liquid called the liquid bridge connects the drop to the rest of fluid. At the moment of bifurcation, when the drop is at the point of breaking away from the rest of the water mass, the liquid bridge is observed to be approximately conical close to the bifurcation point. After the bifurcation has occurred, surface tension gives rise to an impulse at the tip of the conical liquid bridge which causes rapid recoil and strong free surface deformation. A smaller spherical blob is observed to form on the tip of the recoiling liquid bridge immediately following the bifurcation of the droplet and capillary waves accelerate upwards from the tip of the liquid bridge. Peregrine et al. (1990) observed the local bifurcation events to have an overall time span of about 100 μs. For water at room temperature, they calculated a viscous length scale L = ρν 2 /σ = 14 × 10 −9 m (ρ is liquid density, σ surface tension and ν kinematic viscosity) so that viscous effects are unlikely to be important except in a narrow boundary layer. They also suggested that the flow near to the tip of the liquid bridge is self-similar. This is in agreement with the work of Keller & Miksis (1983) , who identified the self-similar nature of some flows governed by surface tension and inertia only.
The flow is also likely to be irrotational. For a low-viscosity liquid, such as water, little or no vorticity will be generated in the liquid bridge by the bifurcation. Due to the fast recoil of the liquid bridge following the bifurcation, there is insufficient time for any pre-existing vorticity to be amplified, so that the flow will be irrotational. This will certainly not be true for liquids with high or moderate viscosity, such as oil. Consequently, an appropriate model for the evolution of the post-bifurcation liquid bridge, in the vicinity of the bifurcation point, is a cone of ideal fluid starting from rest. The flow is assumed to be irrotational and driven by surface tension alone. We neglect gravity in our model: the effects of surface tension will dominate over those of gravity since the time-scale is so short.
This problem has previously been considered by Keller et al. (1995) , who calculated the flow field in the spherical region at the tip of the recoiling liquid bridge. However, they were unable to asymptotically φ r = φ z μ z + μ t (1.1) and Bernoulli's equation
where σ is the coefficient of surface tension and ρ is the liquid's density. Note that gravity is neglected in Bernoulli's equation since the recoil events are very rapid and surface tension is dominated. We also impose a symmetry condition on the axis of the cone, namely, that φ r = 0 when r = 0. Initially, the fluid is stationary and the free surface is conical so that μ = z when t = 0, where is the aspect ratio of the cone. We initially consider all values of in this subsection, but will take to be small in the rest of this paper. The tip of the cone is assumed to become blunted as soon as the motion commences. Some justification for this can be found in the photographs in Peregrine et al. (1990) . Consequently, if the tip of the evolving free surface is located at z = z 0 (t), then μ = 0 and ∂μ/∂ z = ∞ at z = z 0 (t) for t > 0. Also, z 0 (0) = 0. We look for solutions which approach a stationary cone in the far field so that μ → z and ∇φ → 0 as z → ∞.
It can be seen immediately that the initial condition that the free surface is conical (μ = z at t = 0) is inconsistent with the smooth-tip boundary condition (μ z = ∞ at z = z 0 (t) for t > 0) when t = 0. We deal with this by introducing a self-similar description of the flow (as in Keller & Miksis, 1983) in Section 2 that is valid for t > 0 which describes the evolution of the free surface close to the recoiling tip but only once a smooth free surface has been formed at the recoiling tip. (How this smooth free surface is formed is an open question, and will be discussed briefly later.)
Hence, the mathematical problem that is studied in this paper is Laplace's equation ∇ 2 φ = 0 to be solved for t > 0 subject to the following boundary conditions: (1.1) and (1.2) on r = μ(z, t), φ r = 0 on r = 0, μ → z and ∇φ → 0 as z → ∞ and μ = 0 and μ z = ∞ at z = z 0 (t). The initial conditions are z 0 → 0, μ → z and ∇φ → 0 as t → 0. From Section 2 onwards, we shall restrict ourselves to seeking only similarity solutions to this problem because of the experimental observations of Peregrine et al. (1990) .
We initially consider the small-time asymptotics and pose the following asymptotic expansions:
where the time t is small. At leading order, we find Laplace's equation ∇ 2 φ 1 = 0, the symmetry condition φ 1r = 0 on r = 0, the kinematic condition φ 1r = φ 1z + 2μ 1 (1.4) on r = z and Bernoulli's equation
on r = z. This is a linear problem which can be easily solved to give 1.6) and μ 1 = 0 so that the modification to the free surface is o(t 2 ). This solution will tend towards a stationary cone as z → ∞, and breaks down as z → z 0 (0) = 0 where the solution becomes singular. Also, both boundary conditions at the tip are not satisfied by (1.3). Clearly, there is another asymptotic region close to the tip at z = z 0 (t) for t > 0.
Summary of the asymptotic structure of the solution presented in this paper
In Section 2, a similarity transformation is presented which gives rise to this new asymptotic region close to the tip of the evolving free surface for the above problem for z → z 0 (t) for small times. This subsection summarizes the calculations carried out in the rest of this paper to understand these selfsimilar tip region equations. We examine these similarity tip region equations for a slender cone in the limit → 0. This gives rise to inner and outer asymptotic regions in for these similarity equations. The outer region is described in Section 3, where slender jet equations are found. The far field (i.e. large z) of this outer region is found to correspond to the solution identified in (1.3-1.6). A typical solution for the free surface in this slender jet region is shown in Fig. 3 . On top of this leading-order outer solution, small-amplitude weakly nonlinear waves in the free surface are identified in Section 6. A composite solution showing these small waves on top of the leading-order solution is illustrated in Figs 6 and 7. These waves propagate away from the tip and were observed by Peregrine et al. (1990) .
The inner region to these similarity equations is described in Section 4. The leading-order solution for the free surface in this inner region is found to consist of linked spheres, similar to beads on a string. Matching between these inner and outer regions is described in Section 6. Here, a non-linear wave is shown to emerge out of this beads-on-a-string solution for the free surface in the inner region, and this wave is gradually modulated to become the weakly non-linear wave on a slender jet which matches with the outer region described in Section 3. Figure 8 illustrates what the composite solution, resulting out of this matching between the inner and the outer regions, looks like. The inner region gives at leading order a series of linked spheres of equal radii. However, in the composite asymptotic solution, these linked spheres become the linked sphere-like objects illustrated in Fig. 8 . In Fig. 8 , the tip of the recoiling free surface is at the far left of the diagram. The free surface is seen to be a wave which starts off being similar to linked spheres, and this wave decays and modulates, matching with the outer (slender jet) solution containing higher-order weakly non-linear waves. This is illustrated in Fig. 9 for a larger value of . This wave modulation can be considered in the phase plane (see Fig. 10 ).
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At leading order in the inner region, the free surface forms a series of linked spheres, which gives rise to discontinuities in the gradient of the free surface between each sphere. Therefore, between each neighbouring linked sphere in the inner region, further smaller asymptotic regions are identified and described in Section 5. These further smaller asymptotic regions ensure that each neighbouring sphere in the inner region is connected smoothly without a discontinuity in the gradient of the free surface. It is these smaller sphere connection asymptotic regions between each sphere which give rise to the modulated wave described in the previous paragraph. It will be seen in Section 5 that between each neighbouring sphere in the inner region, the free surface reaches a local minimum. This is illustrated in Fig. 8 which is an example of what the neighbouring linked spheres look like when these smaller sphere connection regions are included in a composite solution. Each sphere can be seen to be connected by a smooth free surface with a local minima which increases as the distance from the tip increases (looking from left to right). Consequently, these sphere connection regions between neighbouring spheres described in Section 5 are essentially related to the matching between the inner and the outer regions described in Section 6, and both need to be considered in this paper. (Figure 1 shows a sketch of the asymptotic structure of these inner-most sphere connection regions. In fact, these inner-most regions consist of two separate asymptotic regions: in one, the free surface appears as a cut in the plane; in the other, the cut is 'opened out' to form the smooth free surface.) Section 7 describes an alternative 1D approximate model of the dynamics of the slender cone, and the results are compared to those of the axisymmetric self-similar model presented in Sections 2-6. This enables the 1D approximation to be tested in the limit → 0. Section 8 contains a short discussion of the main results of this paper.
Self-similar equations for a slender cone
At this point, we rescale into the tip region arising out of (1.3-1.6) for small z and small t. To do this, we pose
for small times, where n, m and p are to be determined. Looking for a distinguished limit in the governing equations, we find n = m = 2/3 and p = 1/3, which agrees with Keller & Miksis (1983) . Since there is no length scale (we have neglected gravity and viscosity), this small-time asymptotic balance is a similarity transformation which we rewrite here as
So the velocity potential isφ(ζ, η) and the free surface is at η = R(ζ ). The velocity potential satisfies Laplace's equationφ
3) subject to the symmetry conditionφ
on η = 0, and the boundary conditionsφ
on η = R. This small-time, self-similar rescaling gives rise to a cone of infinite length in this asymptotic region. The tip of the evolving free surface will be located at a constant position in these similarity variables. Let the tip be located at ζ = ζ 0 , η = 0, where ζ 0 is a constant to be determined. We impose the conditions that R = 0 and R ζ = ∞ at ζ = ζ 0 so that the tip is blunted immediately after break-up occurs. In the far field, the free surface tends towards a stationary slender cone so that the far field of this region matches with (1.3-1.6). So R ∼ ζ and ∇φ ∼ 0 as ζ → ∞. This self-similar scaling means that we are investigating the behaviour of the solution to the model in the vicinity of the singularity that is inherent in the model at rupture (e.g. see Eggers, 1998; Papageorgiou 1995 Papageorgiou a,b, 1996 , for a discussion of this). This singularity means that the model does not describe the physical behaviour of the rupture at t = 0 (i.e. at the moment of rupture). Therefore, the model itself is invalid for very small positive values of t. There are various suggestions for how to address this issue by introducing extra physics into the model such as van der Waals forces, variable surface tension or instead using a molecular dynamics model for very small t (e.g. see Eggers & Evans, 2004; Koplik & Banavar, 1994; Shikhmurzaev, 2005) . However, here we are not concerned with how to remove this singularity from the model, but instead to investigate the solutions of the classical inviscid irrotational model in the vicinity of the singularity inherent in this model for solutions which most closely resemble the situation seen in the experiments of Peregrine et al. (1990) .
Examining (1.3-1.6) and (2.1-2.6), we see that the self-similar equations describe the flow close to the tip of the recoiling liquid and the small-time equations from Section 1.1 describe the flow further away from the recoiling tip for small times. Also from (2.2), the axial length scale z associated with the self-similar domain shrinks to zero as t decreases to zero for fixed ζ . Thus, as the time t increases, the flow associated with the self-similar region increases the size of its physical domain, and later it will be seen that this agrees with experimental observations. This means that as time decreases towards zero, the self-similar domain shrinks to zero, and the far-field conditions on the self-similar domain provide the dominant behaviour over almost the whole physical flow domain except for a small region close to the recoiling tip, and this small region shrinks to zero as t → 0. This is the sense in which the physical flow domain approaches a stationary cone as t → 0 since this feature of the flow becomes dominant as t → 0 in all but a vanishingly small region close to the tip. 1 So far, we have not considered any ordering on the aspect ratio . To simplify our problem, from now on we will consider to be small so that 0 < 1. In fact, this limit is particularly interesting. In actual experiments, can sometimes observed to be small. Also, this set of equations can be solved computationally when = O(1). However, as → 0, convergence of the computational scheme becomes 1 This is clearly a consequence of us looking for solutions with a blunted smooth recoiling tip that satisfy the conditions that R = 0 and R ζ = ∞ at ζ = ζ 0 since this blunt-tip boundary condition is obviously not consistent with a cone. This self-similar model makes sense in that we are examining the initial recoiling motion of a cone which is immediately blunted at its tip. In fact, there is no solution of the classical continuum model (viscous or inviscid) that can take a cone with a sharp tip and in finite time transform that to a smooth free surface while keeping the solution of the physical variables bounded. These issues all arise from the singularity which is inherent in the classical model at t = 0 and are reflected in the singular nature of the self-similar solutions as t → 0. Since these self-similar models have successfully described some experiments, it is certainly worth investigating them in further detail, as is done here, but one must remember that this leaves open the issue of how the liquid gets from the point of rupture to this self-similar state, and it is clear that this classical continuum model is not the right one with which to investigate this feature. Instead of molecular dynamics simulations, van der Waals forces, a variable surface tension model, or some other approach must be needed to resolve this singularity, and there is much debate as to which is the best way to proceed.
7 of 32 increasingly difficult (Schulkes, 1994) . Also, the dynamics of the recoiling cone appears particularly complex for small (Schulkes, 1994; Decent & King, 2001.) We look for a distinguished limit for → 0. The tip will move a large distance immediately following the bifurcation, due to the large effects of surface tension. This can clearly be seen in the photographs of Peregrine et al. (1990) . We therefore scale
where ζ * 0 is a rescaled constant and δ is a small parameter to be determined. We rescale the coordinates and variables as follows:
where the velocity potential is rescaled to be Φ(y,η), the free surface position becomesR(y) and the tip has been shifted to y =η = 0. A distinguished limit is found to occur when τ = 2 and ν = −2, which is chosen to give rise to the slender jet described in Section 3. Rescaling the far-field boundary condition on the free surface, R ∼ ζ as ζ → ∞, we find the relationship between δ and to be δ = 1/3 . The resulting system of equations is
subject to the axial condition
onη =R and Bernoulli's equation
onη =R. The conditions at the tip are thatR = 0 andR y = ∞ at y = 0. The far-field conditions arê R ∼ ζ * 0 + y and ∇Φ ∼ 0 as y → ∞.
Outer region: slender jet
We look for a solution to the above equations, which will correspond to an outer solution, or a slender jet theory. We pose the expansion
for the velocity potential, which satisfies Laplace's equation and the axial condition, where 'h.o.t.' denotes higher-order terms. The kinematic condition at leading order then gives 1 2R
and Bernoulli's equation gives
The far-field condition on the free surface isR ∼ ζ * 0 + y as y → ∞. Equations (3.2) and (3.3) then imply that
as y → ∞. The tip conditions,R = 0 andR y = ∞ at y = 0, clearly cannot be satisfied by (3.2) and (3.3). Consequently, there is an inner region (boundary layer) near the tip at y = 0. Note that the far field of this outer solution corresponds to (1.3-1.6) for small .
Inner region: linked spheres
We scale into a region close to the tip. We find a distinguished limit when y = ζ . This gives Laplace's equation
2) onη = 0, and the boundary conditions
onη =R, and
onη =R. The conditions at the tip are thatR = 0 andRζ = ∞ atζ = 0. We pose the expansions
This gives
and
where φ 0 and φ 1 are constants. Bernoulli's equation at leading order gives
so that the curvature is constant. Solving this, we find that the free surface is a sphere of constant radius ρ 0 given by
The tip of the recoiling thread is atζ = 0. We will later determine values for these constants ρ 0 , ζ * 0 and φ 0 . Equations (4.6-4.10) agree with the solution obtained by Keller et al. (1995) .
The kinematic condition gives
This must be solved with Laplace's equation ∇ 2 Φ 2 = 0 and the condition Φ 2η = 0 on η = 0. Keller et al. (1995) found Φ 2 by transforming to spherical polar coordinates (centred on the centre of the sphere). They expressed Φ 2 as an infinite series of Legendre polynomials. We find their solution inconvenient, and we sum their infinite series to obtain
(4.12) where φ 2 is a constant. Note that Φ 2 comprises of a stream, a source and a log term. Both the source and the log-term have singularities atζ = 2ρ 0 ,η = 0, which is at the opposite end of the sphere to the tip of the recoiling thread of liquid.
This solution is unsatisfactory, as it stands, since we must be able to integrate the equations in the inner region fromζ = 0 toζ = ∞. So far we have only solved the equations in the inner region for 0 ζ < 2ρ 0 . Examining the above solution in greater detail, we see how we can rectify our solution. Bernoulli's equation at leading order implies that the curvature of the free surface is constant in the inner region from (4.8). Consequently, we can have more than one sphere. A more appropriate solution for the free surface at leading order is to have an infinite number of connected spheres, linked like a string of beads. The free surface in the inner region then becomes
for 2nρ 0 <ζ < 2(n + 1)ρ 0 and for n = 0, 1, 2, 3, . . ., where n is the sphere number starting for n = 0 with the first sphere closest to the tip, with n increasing with each sphere as one moves away from the recoiling tip. We must recalculate Φ 2 for n 1, i.e. for all other spheres. We find
(4.14)
for 2nρ 0 <ζ < 2(n + 1)ρ 0 and for n = 1, 2, 3, . . .. Note that φ (n) 2 are constants. Therefore, there are sinks atζ = 2nρ 0 and sources atζ = 2(n + 1)ρ 0 .
In summary, our inner solution contains a string of connected spheres. The tip of the evolving free surface is atζ = 0. There is a source term atζ = 2ρ 0 . At this point, the first sphere (corresponding to n = 0) is connected to a second sphere (corresponding to n = 1). This second sphere has a sink at ζ = 2ρ 0 and a source atζ = 4ρ 0 . Atζ = 4ρ 0 , the second sphere is connected to a third sphere in another source/sink combination. This pattern continues. The number of spheres inside the inner region is of O( −1 ).
This solution in our inner region poses two questions. Firstly, how are the spheres connected? There must exist a small length scale between any two neighbouring spheres in which a smooth transition occurs between the spheres. We address this issue in Section 5. The second question concerns the asymptotic matching between the inner and the outer regions. This is addressed in Section 6 by considering a multiple scales matching approach. However, we shall see that these two issues are essentially related.
Sphere connections within inner region
There must be a smooth transition between neighbouring spheres in the inner region. We must be able to scale into a small asymptotic region between any two spheres in the inner region and show that the free surface is smooth.
In order to simplify our notation, we initially restrict this section to a discussion of the connection region in the neighbourhood of the meeting point of the first and second spheres atζ = 2ρ 0 . In order to analyse this region, we change to spherical polar coordinates. We letζ = 2ρ 0 +r cos α andη =r sin α so that α = 0 points along theζ -axis towards the second sphere and α = π points along theζ -axis towards the first sphere. We taker 0. The velocity potential is a function ofr and α. The free surface is located atr = S(α). Laplace's equation becomes
The boundary condition on the axis becomes Φ α = 0 on α = 0, π . The kinematic condition becomes
11 of 32 onr = S(α), and Bernoulli's equation becomes
3) onr = S(r ), where the curvature κ is
and where
Rewriting the solution obtained in the inner region in these spherical polar coordinates, we find that the free surface position in the first sphere becomes S = −2ρ 0 cos α from (4.9). While from (4.7) and (4.12),
in this coordinate system. We make an a priori assumption that this asymptotic region between the two spheres is symmetric about the line α = π/2. This gives us extra conditions Φr = 0 and S α = 0 at α = π/2. Note that S α = 0 at α = π/2 ensures that the free surface is smooth where the two spheres are connected. We therefore only need to solve this region for π/2 α π .
We rescale withr = n s and look for an asymptotic balance in the vicinity of where the two neighbouring spheres meet. We find a new balance when n = 1/2. The free surface is then at S = √ Ŝ (α). Substituting this rescaling into the velocity potential, we find that
as s → ∞.
We note that the free surface is not a smooth curve in this new asymptotic region since the free surface position in the first sphere isr = S = −2ρ 0 cos α andr = √ s, S = √ Ŝ (α) in this region. Therefore, cos α must be asymptotically small for s = O(1) on the free surface, and hence in this new asymptotic region, the free surface has been mapped to the line α = π/2. Hence in this new asymptotic region, the free surface is a cut in the plane at α = π/2. We will therefore need to scale into another asymptotic region close to α = π/2, to open out this cut, which we shall do in Section 5.1. We must now pose an expansion for the velocity potential in this region. By examining (5.9), we choose
where Ψ (i) satisfies Laplace's equation
The boundary condition on the axis is Ψ (i) α = 0 at α = π , for i = 1, 2. The symmetry condition becomes Ψ (i) s = 0 on α = π/2 (though only for values of s which correspond to points below the free surface cut, see Section 5.1). The matching conditions with the first sphere in the inner region are that Ψ (1) ∼ −4ρ 3 0 /(3s) and Ψ (2) ∼ 2ρ 2 0 ln(s(1 − cos α))/3 as s → ∞ from (5.9). We shall label the above problem the 'first sphere connection region' problem. Before we can solve this, we need to scale into a further region at α = π/2 where the free surface will become a smooth surface, rather than a cut in the plane. This new region close to α = π/2 will be called the 'second sphere connection region' problem. Once we have examined the equations in this second region, we will be able to find matching conditions at α = π/2 between the first and second sphere connection regions. Only then we will be able to solve the above equations for the first sphere connection region. Figure 1 shows a sketch of these two asymptotic regions, showing the cut in the plane where the free surface is located in the first sphere connection region described above, and how the free surface appears as a smooth surface in the second region.
It can be seen in Fig. 1 that the free surface in the above first sphere connection region is a cut at α = π/2 for s s 0 , where s 0 is some constant to be determined. Hence, the symmetry condition in the first sphere connection region is Ψ (i) s = 0 on α = π/2 for 0 s < s 0 . The matching conditions between the first and second sphere connection regions will be applied on the line α = π/2 for s s 0 . These will be determined in Section 5.1.
Second connection region
We rescale here by writingr = n s and α = π/2 + mα . The free surface becomes S = nŜ (α). The distinguished limit is found to be n = m = 1/2 by examining Bernoulli's equation. In this region, Laplace's equation becomes
Sketches of the asymptotic regions between neighbouring spheres within the inner region. The top graph shows a sketch of the location of the free surface within the first sphere connection region, and the bottom graph shows a sketch of the location of the free surface within the second sphere connection region. On both sketches, the fluid within the sphere closest to the tip of the recoiling thread is located on the left-hand side of the picture, while the fluid furthest from the tip is located on the right-hand side. On the top graph, the free surface is a cut in the plane, while on the lower picture, which is on a narrower asymptotic scale, the free surface becomes a smooth curve. The coordinate system in both cases is spherical polar. In the upper picture, the angle α is the angle with respect to the right-hand horizontal axis so that the vertical axis in the upper picture is α = π/2, with s the distance from the origin 0. In the lower picture, the angle α has been rescaled to be close to π/2, thus opening out the free surface onto a smooth curve.
The symmetry condition becomes Φ s = 0 atα = 0 (for values of s inside the fluid). Substituting the above rescalings into the velocity potential solution for the first sphere from the inner region, we find
as s → ∞. This leads us to pose the following expansion for the velocity potential in this region:
(5.14)
Substituting the above expansion into Laplace's equation in this region, (5.12) gives
Next, we must obtain matching conditions between the first and second sphere connection regions. To do this, we substitute the rescaling α = π/2 + √ α into the equations for the first sphere connection region presented in (5.10-5.11) and compare with the above expansion. This gives the matching condi-
We can also determine the kinematic condition and Bernoulli's equation in this second sphere connection region. At leading order, the kinematic condition gives B(s) = −2ζ * 0Ŝ /3 for s =Ŝ(α). The free surfaceŜ(α) will vary between some lower bound s 0 and infinity. (We must determine this constant s 0 , see Fig. 1 .) Therefore, s 0 Ŝ (α) < ∞. This then gives the result that Ψ
α (s, π/2) = 0 for all s s 0 , using the above result for the matching of B between the first and second sphere connection regions with the equation from the kinematic condition, namely B(s) = −2ζ * 0 s/3 for all s s 0 . At the next order, the kinematic condition gives
on s =Ŝ(α). At leading order, Bernoulli's equation becomes
on s =Ŝ(α). Note that the first two terms in the above equation are inertial, and the latter three come from the curvature of the free surface. It is possible to extend the results in this region to higher order to find equations on the free surface for C(s) and c(s), but we do not find that this is necessary. The above dynamic boundary condition can be generalized, retaining the full expression for the curvature κ of the free surface, following Eggers et al. (1994) and others. This gives
To complete our description of the second sphere connection region, we must find matching conditions between this region and the inner region described in Section 4. The matching condition on the free surface isŜ ∼ 2ρ 0α asα → ∞. Since we have already been careful to match the velocity potential between the first and second sphere connection regions asα → ∞ and we already have matching conditions between the first sphere connection region and the inner region as s → ∞, the matching of the velocity potential between the second sphere connection region and the inner region occurs automatically, as one would expect, and this can be verified with a little algebra.
Before we attempt to solve the above equations to find the free surface and velocity potential in this region, we must return to the first sphere connection region and solve the leading-order equations there.
Solution of leading-order first sphere connection region equations
As seen in Section 5.1, matching between the first and second sphere connection regions gives that Ψ 
Solution of leading-order second sphere connection region equations
Using the above expression for A(s) in (5.18) gives a second-order non-linear differential equation for the position of the free surfaceŜ(α) in this inner-most asymptotic region. The far-field matching condition on this equation is thatŜ ∼ 2ρ 0α asα → ∞. The symmetry condition gives thatŜ = 0 at α = 0. We also have the condition atα = 0 thatŜ = s 0 ; this condition will specify the value of the parameter s 0 . Equation (5.18) can be solved numerically subject to the above boundary conditions. We will find later in this paper that ρ 0 = 2.647. Using this value for ρ 0 , we find, using a shooting method, that s 0 = 5.1537. We shall show this numerical solution, and others, at the end of this section, but first we will discuss the asymptotics of it. We can determine the smallα asymptotics of our computational solution. We find thatŜ 
Hence, this solution tends towards a minimum asα → 0 and δ ∼ δ 0 + s 0α 2 (sinceŜ = 0 atα = 0), where δ 0 is an o(1) constant. Solving (5.19) computationally gives solutions very similar to those for (5.18) so long as is small. As in Eggers et al. (1994) , we might expect these solutions obtained from (5.19) using the full expression for the curvature to be more accurate than those obtained from (5.18) using only the leading-order curvature.
Also, the large s asymptotics can be found using (5.17) with (5.18) or (5.19). This gives a ∼ 2ρ 2 0 /3 as s → ∞ in both cases. This agrees with the large s asymptotics of Ψ (2) α on α = π/2, as should be expected since a(s) = Ψ (2) α (s, π/2).
Ψ (2) Problem
Ψ (2) satisfies Laplace's equation (5.11) together with the boundary condition on the axis Ψ (2) α = 0 at α = π . The matching condition with the inner region is Ψ (2) ∼ 2ρ 2 0 ln(s(1 − cos α))/3 as s → ∞. The matching condition between the first and second sphere connection regions gives that Ψ (2) α (s, π/2) = a(s) for all s s 0 . For 0 s < s 0 , we have the symmetry condition Ψ (2) s = 0 on α = π/2. However, we do not find it necessary to solve this problem here in order to obtain our solution to the required order of approximation. However, Ψ (2) could be found by using the finite-difference method in this region.
Connections between other spheres
The above calculations can now be easily repeated between any two neighbouring spheres. This gives
in the place of (5.21) for each sphere n = 0, 1, 2, 3, . . .. We can now determine s 0 for each value of n. The results of this are shown in Table 1 . Note that s 0 (n) increases as n increases. It appears that s 0 → ∞ as n → ∞. Note that the local minimum value of the free surface R 0 between each neighbouring sphere (in inner region scalings) is √ s 0 (n). Therefore, this local minimum value in R 0 between each neighbouring sphere increases with the sphere number n. Hence, the connections between neighbouring spheres become larger between each sphere.
We can now solve the composite inner problem computationally, showing the first few spheres with their smooth connections. This 'composite' solution uses the full curvature equation for the free surface in the connection regions (5.19), with the extra higher-order terms in necessary to capture the beadson-a-string free surface inner solution from Section 4. (Though using (5.18) instead of (5.19) produces results which look almost identical.) Thus, the equation solved computationally here has both the solutions found in Sections 4 and 5 as a subset (on appropriate asymptotic length scales). For a composite solution, we naturally must choose a value for . We choose rather large values for to highlight the effects of these connection regions. Figure 2 shows R 0 plotted againstζ for the first few spheres, including their smooth connections, for = 0.002 and also for = 0.01 (these solutions are shown by the solid lines). In both cases, we can see solutions which start off (on the left of the diagram) close to being smoothly connected spheres, but the solutions quickly change asζ increases to form an oscillation. This is because s 0 increases with the sphere number n, making the local minimum value in R 0 between each neighbouring sphere greater with each sphere (from left to right). Clearly, for a smaller value of , the local minimum values in R 0 between each sphere would be closer to zero. The resulting flow can be seen to form a travelling capillary wave, propagating away from the tip.
In summary, Section 4 presents an inner region where the free surface is a series of linked spheres of equal radii. In Section 5, connection regions between each neighbouring sphere are identified and the resulting equations are solved to find a smooth free surface between each sphere. The size of these 18 of 32 S. P. DECENT AND A. C. KING connection regions increases with each sphere, so making the local minimum value of the free surface R 0 = √ s 0 (n) between neighbouring spheres greater with each sphere as n increases.
Matching between inner and outer regions
The inner region consists of a string of constant radius spheres at leading order. The outer region is a slender jet. Next, we must consider the matching between these inner and outer regions. Clearly, the shape of the free surface in the inner and outer regions presents a problem. The first thing to note is that the first two terms of the velocity potential expansion in the inner and outer regions can be made to match easily (compare (3.1) with (4.5), (4.6), (4.7) and (4.14)). Choosing
at y = 0 in the outer expansion achieves this matching. Substituting the above into the outer equations (3.2) and (3.3) implies thatR = ρ 0 /2 at y = 0. The outer problem has three unknown constants: ζ * 0 , ρ 0 and φ 0 . These can be obtained by solving (3.2) and (3.3) numerically using a shooting method starting from these initial conditions (6.1) andR(0) = ρ 0 /2 and integrating forward using Runge-Kutta towards the far-field conditions (3.4). We find ζ * 0 = 1.5, ρ 0 = 2.647 and φ 0 = −0.7667. Figure 3 shows the resulting graphs of A andR plotted against y. Note that ζ * 0 = 1.5 was also obtained by Sierou & Lister (2004) , who solved the full problem computationally and examined fairly small in their numerical solutions.
To see how this outer solution matches with our inner solution, we must investigate the far field of the inner region asζ → ∞. Let us reconsider the expansion developed in Section 4 in light of Section 5. We claim here that the linked spheres inner solution given in Section 4 is the solution near the recoiling tip, but that the sphere connection regions (Section 5) take the solution away from the linked spheres solution to form a travelling capillary wave which propagates away from the tip, as seen in Fig. 2 , forming a decaying oscillation. FIG. 3.R (top) and A (bottom) in the outer region (3.2) and (3.3) plotted against y for ζ * 0 = 1.5, ρ 0 = 2.647 and φ 0 = −0.7667.
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For largeζ in the inner region, we claim that the solution is given by (4.5-4.7) plus
where |a| is small compared to ρ 0 /2 and 'c.c.' denotes the complex conjugate, i.e. we assume that the solution for R 0 is the constant value ρ 0 /2 with additional small linear waves. Substituting this into (4.8) gives
so that R 0 = ρ 0 /2 is an equilibrium point which is a centre in (4.8). This observation motivates our matching procedure. We claim that the sphere connection regions between each neighbouring sphere (Section 5) take the free surface away from connected spheres, onto a travelling wave solution which is initially non-linear, but decays and gradually becomes linear as the distance from the tip increases. In the outer region, these waves will become higher-order smallamplitude waves on top of the slender jet. (The free surface R 0 must change to form a small-amplitude wave. We shall see how this happens in Section 7.)
In order to analyse this matching with this decaying oscillation, we use a multiple scales approach and consider the solution here on both y andζ length scales, in a region which overlaps both the inner and the outer regions. This will smoothly take the free surface solution away from the wave which is observed to emerge in Fig. 2 towards the outer solution shown in Fig. 3 .
Seeking a distinguished limit, we are led to pose
in this matching region, where I n is the modified Bessel function of order n and β, κ, τ , σ , μ, ν, ω and ζ are complex functions of y in the above equations, with the other functions real. Also,
Equation (6.4) then satisfies Laplace's equation (2.9) and the boundary condition (2.10) in the outer region, and (6.4) generalizes (3.1), allowing waves on top of the slender jet solution. The boundary conditions (2.11) and (2.12) are now considered. At leading order, we obtain (3.2) and (3.3) (withR replaced by R 0 ) and the dispersion relation
Solving at each order and examining secularity in e i −1 α(y) gives, after considerable algebra and using standard methods for multiple scales and weakly non-linear waves (see, e.g. Craik, 1985; Nagata, 1989) ,
where c 1 and c 2 are real functions of y, which are shown in Fig. 4 , along with the solution to the dispersion relation α (y) from (6.8). Note that c 2 (y) → ∞ as y → ∞, and c 2 is a monotonically increasing function of y.
As y → 0, we find
From (6.13), the amplitude of the waves in Φ are zero at y = 0 at leading order. Also as y → 0, we find that c 1 → 0 and c 2 ∼ 8/ρ 3 0 so that
as y → 0, where r 0 and θ 0 are constants. Equation (6.9) can be solved computationally using Runge-Kutta by writing μ(y) = r (y) exp(iθ(y)). The numerical solution for r (y) and θ(y) is shown in Fig. 4 , using r 0 = 1 and θ 0 = 0. We can see that r decreases as y increases so that the amplitude of the free surface waves decrease, as required for matching with the outer solution.
As y → ∞, we obtain
so that the amplitude of the waves quickly decays away from the recoiling tip.
We can now see that this solution will match the end of the inner solution and start of the outer solution together since as y → 0, this expansion gives weakly non-linear waves of the right form to match with the inner region (see (6.2), (6.3), (6.11) and (6.12) in particular), and as y increases, the waves quickly decay to give us the outer region solution (in particular see (6.23)). Using a 1D approximation, Section 7 shows how the small-amplitude wave is produced at the end of the inner region. It is the sphere connection region which produces this wave in the self-similar equations (2.3-2.6). We can interpret the above multiple scales solution in the R 0 -R 0 y phase plane. In this phase plane, there is a fast oscillation on theζ -scale, associated with an oscillation around a centre. (The centre corresponds to the leading-order slender jet and the oscillation is the wave.) This centre drifts slowly through the phase plane on the slow y length scale. As y increases, the amplitude of the oscillation about the slowly drifting centre decreases to zero so that the centre becomes a stable focus when viewed on the y-scale. We can also determine computationally the envelope in which the wave amplitude is modulated, see Fig. 5 . This shows an -independent wave envelope in which the fast oscillation occurs. Comparing Fig. 5 to Fig. 3 , we see the decaying waves given by (6.4) and (6.5) around the slender jet.
One-dimensional model
We now seek an extension to the slender jet equations (3.2) and (3.3) to form a 1D approximation to the self-similar model (2.3-2.6). We wish to include extra terms so that the resulting equations are an approximation to both the leading-order inner and outer solutions. If this is achieved, then it is reasonable to expect that any intermediate behaviour between the inner and outer solutions examined here must also be captured. Following Eggers et al. (1994) , we propose the differential equations 1 2R
incorporating the full expression for curvature, extending (3.2) and (3.3). Equation (7.1) is the same as the kinematic condition in the outer region (3.2). Equation (7.2) is a combination of Bernoulli's equation in the outer region (3.3) and Bernoulli's equation in the inner region (4.8) (withζ 's replaced by −1 y's). We pose the initial conditionsR
and (7.4) as y → 0. These come from the inner solution close to the recoiling tip from (4.6), (4.7) and (4.9). Note that as y → 0, dR/dy = O( −1 ). Then, the string of spheres inner solution (4.6), (4.7) and (4.9) satisfies the above equations. When y = O(1), dR/dy = O(1). Therefore, (7.1) and (7.2) at leading order give the outer equations (3.2) and (3.3) when y = O(1). Consequently, (7.1-7.4) form a 1D approximation of the axisymmetric model solved in Sections 2-6. We integrate these equations numerically. We start from the initial conditions (7.3) and (7.4) and integrate forward in y until the outer solution discussed in Section 6 is hit. Therefore, the far-field condition (3.4) is achieved. We find that the non-linear constants ζ * 0 , φ 0 and ρ 0 remain approximately unchanged for small values of , as would be expected, though they become weakly dependent upon as increases. The free surfaceR and velocity potential function A are plotted in Figs 6 and 7 for two different values of . We see here a fast wave which decays quickly to zero. The frequency of this wave increases as decreases. This wave is an oscillation about the outer solution shown in Fig. 3 . Moreover, this oscillation lies inside a modulated wave envelope on the long length scale y, and this envelope of solutions can be seen to be approximately independent of and similar to We can also consider this oscillation in the phase plane for this 1D model. Figure 10 shows these solutions plotted in the R 0 -R 0 y phase plane for various , showing the fast oscillation on the short scale coupled with the slow drift of the attractor through the phase plane on the long scale, as expected from the comments made at the end of Section 6 (withR labelled as R 0 ). In each case, the maximum value of y to which the solution has been plotted has been varied in each figure to highlight the structure of the slowly drifting attractor. Figure 2 shows the solution to the 1D model for the free surface position plotted for small values of y (i.e. O(1) values ofζ ) for = 0.01 and = 0.002 (dotted lines). In each case, the solution to the 1D model can be compared to the solution obtained from the composite solution of the inner region problem (including sphere connection regions) found in Sections 4 and 5. It can be seen that the solutions to the 1D model are very good when compared to the axisymmetric solutions found in Sections 4 and 5. Since we would expect that the 1D solution would perform worst close to the tip of the recoiling cone, this provides very good evidence for the validity of the 1D approximation. Figure 11 shows Φζ and Φη plotted againstζ on the free surface. In both cases, two results are shown: one produced from the composite solution from Sections 4 and 5 (solid line) and the other produced from the 1D model (dotted line). It can be seen that the agreement between the two models for these surface velocity components is not as good as that for the free surface. In particular, Φζ changes sign in the 1D model, but not in the composite solution model obtained from Sections 4 and 5. Also, the magnitude of these velocity components is quite different. The solution of this 1D model is instructive, but the model is ad hoc, with higher-order terms included without rational justification. We can gain some more insight into this 1D model by analysing the equations in a way similar to that done in section 6. We are led to pose
to analyse (7.1) and (7.2). Note the differences between (7.5) and (6.4) caused because Φ in (6.4) depends upon η and y and must satisfy Laplace's equation. Substituting (7.5) and (7.6) into the 1D model (7.1) and (7.2) gives
as well as
11) and 13) where * represents the complex conjugate (except in ζ * 0 which is a real constant), and the secularity conditions
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Using the expression for α , ω and τ can be eliminated from the above equations to give a single differential equation for γ . This can be solved numerically, but of course, the solutions merely look like those already obtained for (7.1) and (7.2) computationally in Figs 6-10. This was discussed in Decent & King (2001) . We can solve these equations asymptotically for small y to compare to the solutions found in the equivalent situation for small y discussed in section 6. Here, we might expect there to be the greatest differences between the two approaches. We find
and α ∼ 2/ρ 0 + 2ζ * 0 y/9 as y → 0, where r 0 and θ 0 are constants. Hence, we see that the leading-order free surface wave amplitude is identical to (6.17) obtained from the alternative model. But the leadingorder wave amplitude β(y) in the velocity potential A is different for small y to (6.13). This shows why the comparison in Fig. 2 between the two approaches for calculating the free surface position was rather good, while Fig. 11 revealed that the 1D model does not do so well at calculating velocities.
Finally, we may use this 1D method to construct equations to model a simplified version of the largê ζ -behaviour in the inner region in Section 4 which describes how the small-amplitude wave emerges. Examining (4.5-4.7), we pose the 1D expansions (7.17) so incorporating a multiple scales formulation into a 1D version of the inner region. The leading-order 1D equations then become
= 0 (7.19) from (7.1) and (7.2). The initial conditions are R 0 ∼ 2ρ 0ζ and A 1 ∼ 2 3 ζ * 0ζ asζ → 0. By replacing y by ζ , the above equations may be solved numerically by choosing a small value for , giving highfrequency oscillations. Figure 12 shows such a solution for = 0.1. This agrees with the observations at the start of the section 6 (compare with (6.2)). We see that R 0 oscillates about ≈ρ 0 /2 asζ increases, with the amplitude of that oscillation decreasing. This shows how the wave appears out of the inner region in the 1D model, and must be a reasonable representation of how this occurs in the full axisymmetric problem, as discussed in section 6, where the weakly non-linear wave is produced.
Finally, it is worth noting that the computational solutions of Schulkes (1994) agree very well with the 1D model solutions for the smallest values of used in Schulkes (1994) .
Discussion
In summary, we have identified the asymptotic structure to the inviscid recoil of a cone for small times after bifurcation and for small aspect ratios. We find a solution which agrees well with Sierou & Lister (2004) , both finding ζ * 0 = 1.5. We use a combination of matched and multiple scales asymptotics to describe the wave which propagates from the recoiling tip. This wave becomes weakly non-linear as it propagates upstream.
We found that small asymptotic regions between connected spheres in the inner region close to the recoiling tip were vital to the behaviour here, creating a travelling capillary wave which takes the free surface from the beads-on-a-string solution to a form of a wave which propagates away from the tip. The free surface reaches a local minimum value described by (5.23). However, the curvature in this expression is not bounded at the minimum. (It would be possible to scale into an even smaller asymptotic region close to this minimum to resolve this singularity. However, this new region would not have any leading-order effects on the rest of the solution.) We can instead use the full expression for the curvature of the free surface using (5.19), which gives a finite curvature at the minimum, given by (5.25).
Also, the 1D model for this problem has been determined. This approximate model works very well for calculating the free surface position, but less well at determining the velocity components (see Figs 2 and 11 and the Wentzel, Kramers, Brillouin type calculations in Sections 6 and 7). This paper shows how complicated the solution to the self-similar model is for small , and this will inevitably be difficult to capture in a full computational solution for small , which explains the problems found in obtaining a converged computational solution for small seen, e.g. in Schulkes (1994) . As → 0, the wavelength of the waves approaches zero, though the amplitude of these waves in the solution remains finite, giving the computational difficulties.
To get an idea of the pressure in the thread, −A/3 + 2(y + ζ * 0 )A /3 − A 2 /2 is plotted against y using the 1D model for = 0.1 in Fig. 13 . The pressure can be determined at the bifurcation using the results from this paper. The self-similar model gives (in dimensional terms)
for the pressure p at the tip of the recoiling free surface as the time t → 0 and the aspect ratio → 0. Here, the surface tension is σ , the liquid density is ρ, the atmospheric pressure is p 0 and ρ 0 = 2.647. Then for water, with taken from Sierou & Lister (2004) , the pressure in the liquid at the tip p is one bar below atmospheric pressure about 5 μs after rupture, and the pressure continues to increase towards atmospheric pressure at this point in the flow as time t increases. This time interval from rupture, when the pressure at the tip is one bar away from atmospheric, increases as decreases so that narrower threads have more violent pressure singularities. The speed of the tip can also be found, giving for t → 0 where ζ * 0 = 1.5. This paper has concentrated on small aspect ratios. Sierou & Lister (2004) suggest that this angle should be about 18 degrees, which would make ≈ 0.3. However, smaller aspect ratios no doubt exist, and the experimental observation of this bifurcation still requires further more detailed work in a wider variety of scenarios at smaller times closer to bifurcation. In particular, the very narrow microthreads observed by Kowalewski (1996) at bifurcation (for which appears to be much smaller) deserve further FIG. 13 . Plot of − A/3 + 2(y + ζ * 0 )A /3 − A 2 /2 against y for = 0.1 using the 1D model.
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31 of 32 experimental investigation, and fine structures close to bifurcation are by their nature difficult to observe. The dynamics of the flow at small aspect ratios has been revealed to be interesting, with a string-ofbeads-type solution observed. This has been seen in the free surface in other quite different situations recently, see, e.g. Clasen et al. (2003) and Wong et al. (2004) .
