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Abstract 
Let Zl (S) be the maximum chromatic number for all graphs which can be drawn on a surface 
S so that each edge is crossed by no more than one other edge. It is proved that if 2 is a primitive 
root modulo 4n+5,  n>~ 1, n~ l mod3, then z~(Ns,,2)=F(Ns,2), where F(S)=[_½(9+ 
V/81 - 32E(S))J is Ringel's upper bound for zl(S), E(S) is the Euler characteristic of S and 
N8,2 is the nonorientable surface of genus 8n 2. Some number-theoretic arguments are advanced 
in favour of that it may be an infinite number of such integers nthat 2 is a primitive root modulo 
4n+ 5, n>~ l ,n~ lmod3. 
1. Introduction 
A graph is called 1-immersable into a surface if it can be represented on this surface 
so that each edge is crosssed over by no more than one other edge. The 1-chromatic' 
number zl(S) of a surface S is the maximum chromatic  number for all graphs 
1-immersable into S. We denote the or ientable surface of genus p by Sp and the 
nonor ientable surface of genus q by Nq. 
In what follows, the letters p, q, n, m, k, h denote nonnegative integers, unless other- 
wise specified. 
Let us denote 
F(S) -- L½(9 + x/81 - 32E(S)) J ,  
where E(S) is the Euler characterist ic of S: E(S) equals 2 - 2p if S = Sp and 2 - q if 
S=N~. 
Ringel [7] derived Heawood- type upper formula 
Zl(S) ~ f (S)  for S ;~ So (1) 
and for even zI(S) 
z , (S )~<[ l (13+x/161- -72E(S) ) J~F(S)  fo rS~So,  (2) 
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Ringel conjectured that equality holds in (1) or (2) whichever case applies, but he 
suspected that there are several exceptions in the lower genus area. Borodin [2] 
proved that Z1 (So) = 6 = F(So), so Ringel's upper bound (1) is valid for all surfaces. 
It was proved that the 1-chromatic number equals Ringel's upper bound for 
81, $89,N2 (Ringel [7]). 
and for another nine surfaces (see [5, Section 5]). Schumacher [8] showed that 
z I (N I )  = 7 < 8 = F(N1). Furthermore, the author [5] proved that 
F(S)  - 34 ~< z,(S) 
for an arbitrary surface S, but in the course of the proof of this lower bound there was 
no need to find the 1-chromatic number for some surfaces. Thus, the 1-chromatic 
number was found for 14 surfaces only, and for 13 of which the 1-chromatic number 
was found to be Ringel's upper bound. 
In this paper we consider the problem of construction of an infinite series of surfaces 
whose the 1-chromatic numbers equal Ringel's upper bound. The main result of the 
paper is the following. 
Theorem 1. I f  2 is a primitive root modulo 4n + 5, n >1 1, n ~ l mod3, then 
Z~ (Ns, 2) = F(Ns,Q. 
Recall that given an integer p an integer is said to be a primitive root modulo p if 
p - 1 is the least positive integer t such that r t --- 1 mod p. 
The author, using a personal computer, found that the interval [1, 8000] contains 
exactly 637 values of n satisfying the hypothesis of Theorem 1, so we have a series of 
637 nonorientable surfaces whose the 1-chromatic numbers equal Ringel's upper 
bound. This series can be extended. 
Now we advance some arguments in favour of that there may be an infinite number 
of integers n satisfying the hypothesis of Theorem 1. 
Well-known Artin's conjecture [4, Ch. 4] states that given an integer m such that 
m is not the square of another integer and m ¢ - 1, there are infinitely many prime 
p such that m is a primitive root modulo p. As for the number 2, the stronger version of 
Artin's conjecture is known: the prime numbers p such that 2 is a primitive root 
modulo p, have positive density in the set of all prime numbers. These conjectures are 
still very much open. By the law of quadratic reciprocity [4, Ch. 5], 2 can be 
a primitive root modulo p only if the prime p is of the form 8k + 3 or 8k + 5 (that is, 
4n + 5, n - 0 mod 2). Since 8 and 5 are mutually prime, then, in view of well-known 
Dirichlet's theorem [4, Ch. 16], the arithmetic progression 8k + 5, k --- 1, 2, 3, ... con- 
tains an infinite number of prime integers. 
Hence it might be suggested that the arithmetic progression 4n + 5, n = 1, 2 .... 
contains infinitely many such prime integers p of the form 8k + 5, k ~ 1 mod 3, that 
2 is a primitive root modulo p. In this connection it is interesting to observe the 
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following. With the table of prime numbers, one can easily verify that the interval 
[1,200] contains exactly 81 values of k such that 24k + 5 is prime, and for 72 of these 
k the number 2 is a primitive root modulo 24k + 5. 
Theorem 1 is proved in the following way. By means of current graphs we 
construct a 1-immersion of the complete graph Ksn+4 into N8,2, n >~ 1, thereby 
proving 8n + 4 ~< zl(N8,2). Then we show that F(N8,2) = 8n + 4, so the theorem is 
true. 
The paper is organized as follows. In Section 2 we briefly review the theory of 
current graphs for later use. A current graph is introduced in Section 3 and it is shown 
that if the current assignment of the current graph satisfies ome special conditions, 
then this current graph creates a 1-immersion of Ks,+4 into N8,2, n >~ 1. The existence 
of the required current assignment is proved in Section 4. The last section completes 
the proof of Theorem 1. 
2. Current graphs 
The current graph technique was developed in the course of the proof of the Map 
Color Theorem [6] and is a powerful tool for constructing cellular embeddings of 
graphs with high symmetry. To make the proof in this paper easier to read, we here 
briefly review the theory of current graphs in the form being used in the paper. We 
refer the reader to [3] for a more detailed development of the material sketched 
herein. A good review on this subject is in [1]. 
Let G---(V,E) be a connected graph whose edges have all been given plus and 
minus direction. Hence each edge e gives rise to two reverse arcs e + and e of G. 
A rotation of a vertex of G is a cyclic permutation of all arcs directed out of the vertex. 
The collection of rotations, one per vertex, is called a rotation of G. 
Let G ~ S be a cellular embedding of G into a (possibly nonorientable) surface S. 
We can arbitrary fix an orientation at each vertex of this embedded graph. This 
collection of local orientations determines a rotation of G where the rotation of 
a vertex is induced by the choice of local orientation at the vertex. Given the rotation 
of G, the type of each edge is determined as follows: we define an edge to be of type 0 (a 
'straight edge') if and only if the local orientations on the edge ends agree, and of type 
1 (a 'twisted edge') otherwise. The term 'edge type' comes from the band decomposi- 
tion of an embedding. By this way a cellular embedding of G generates a rotation and 
edge types of G. On the other hand, the graph G with given rotation and edge types 
describe a cellular embedding of G (see [-3, p. 113]). 
Given the edge types, let q~ be a function from the arc set of G into a group • such 
that ~o(e-) = q~(e + )- 1 for every edge e of type 0 and q~(e- ) = ~0(e + ) for every edge e of 
type 1. The values of ~o are called currents and • is called the current 9roup. Given the 
rotations of all vertices and the edge types, the pair (G ~ S, q)) is called a current 
9raph. Let F be the face set of the embedding G ~ S. The number IF] is called the 
index of the current graph. 
140 ld P. Korzhik / Discrete Mathematics 173 (1997) 137-149 
We can form a derived graph G from the current graph by using the current 
assignment, he rotation and the edge types. Denote by Oc the reverse of an arc c of 
a graph. The vertex set of I~, is F x 4~. The edge set of G is E x ~b and defined as follows: 
if the rotation at the initial vertex of an arc a = e ~, e e { +,  - } of G carries face f to 
face g across a, then the edge e e E 'lifts' to I~b] edges (e, fl) in (~, where (e, f l) joints the 
vertex ( f /3)  to (9,/3q)(a)) for each/3 e 4~. For  the purpose of describing oriented face 
boundaries in (~ we define arcs of the edges (e,/3) in the following way. The arc a 'lifts' 
to I4~l arcs (a,/3) in G where (a,/3) is directed from (f,/3) to (g,/3q)(a)) for each/3 s ~b. If 
the edge e is of type 0, then the rotation at the initial vertex of Oa carries g to f, and the 
arc Oa 'lifts' to I~bl arcs (Oa,/3) in G, where (Oa,/3) is directed from (g,/3) to 
(f,/3~o(Oa)) = (f,[hp(a) -1) for each /3 e ~b, that is the arcs (a,/3) and (Oa,/3q~(a)) are 
reverse arcs of the edge (e.g). If the edge e is of type 1, then the rotation at the initial 
vertex of Oa carries f to  9, and the arc Oa 'lifts' to I q~l arcs (Oa, fi) in G, where (Oa,/3) is 
directed from (f,/3) to (9,/3q)(Oa)) = (g,/3q)(a)) for each/3 E ~b, that is the arcs (a,/3) and 
(Oa,/3) are the same arc of the edge (e,/3). 
The current graph (G ~ S, q)> induces the derived embedding of the derived graph 
in the following way. We begin by fixing an orientation on each face and let 
(al,a2,.. . ,ak) be the oriented boundary walk (circuit) of face f in the induced 
direction. We will say that the pair ai_ 1, a~ is reversed (a_ 1 = ak) if the rotation of the 
initial vertex of a~ carries a~ to Oa~_ 1. Then the rotation of the vertex (f,/3) of (~ is 
(cil,ci2 . . . . .  ~)  where the arc di (i = 1,2 .. . .  ,k) is defined as follows: if ai = e ~, 
e e { +,  - }, and the pair a~_ 1, ai is not reversed (resp., is reversed), then d~ = (a~,/3) 
(resp., = O(ai,~q)(ai)-1)) and cii is an arc of an edge lying above the edge e of G (see 
Fig. 1 where 6~ is depicted as a dashed arc). 
Remark  1. It is easy to verify that if we denote by (9, flzi) the terminal vertex of the arc 
cii, then the cyclic sequence (rl, re . . . . .  rk) is the log of the circuit (al, ae ....  , ak), which is 
determined in a well-known manner (see [-6]). 
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Fig. 1. 
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We next need to define the types of edges of (~. Let f and ,q be the faces incident 
with an edge e. If the orientations on f and ,q induce opposite directions on e, then 
each edge (e, fl) of G is of type 0. If the induced directions agree then each (e, fi) is of 
type 1. 
The rotations and edge types of (~ determine the derived embedding of G. The face 
set of the embedding is described as follows. There is a mapping from the face set onto 
the vertex set of the current graph. Given a vertex of the current graph, the faces 
mapping into the vertex will be called the faces induced by the vertex, and they are 
determined by Theorem 4.4.1 [3] which is true for the nonorientable case too. We 
restrict ourselves in the paper to current graphs with the current group Z, (the cyclic 
group of integers modulo n) only. In this case if the sum of the currents on the arcs 
directed out of a vertex of a current graph equals zero then it will be said that the 
vertex satisfies KCL (Kirchhoff's Current Law). 
Taking into account the definition of arcs of G given above, we obtain Lemma 
1 which is the version of Theorem 4.4.1 [3], which is used in sequal. 
Lemma 1. Let v be a vertex of valenceJ'our oJ'a current ,qraph {G--* S,(p) with the 
current ,qroup Z,.  Let (al ,az,as,a4) be the rotation of v and suppose that the rotation 
carries face f ro  face ,q across al and as, and carries ,q to f across a 2 and a4 (see Fi`q. 
2(a)). Let qo(ai) = 7i and suppose that KCL  holds, that is 71 + 72 + 73 + 74 = O. Then 
the set of faces induced by v consists of n quadrilaterals Fo, F1 . . . . .  Fn- 1 such that the 
cycle ofi vertices ,qivin,q the closed walk boundin,q the.face Fi (i = O, 1, ..., n - 1) is 
(%i),(,q,i + y~),(Jli + 71 + 72),(,q,i + 71 + Yz + ;'3), 
where i is considered as an element of Z ,  (see Fi,q. 2(b)). 
al 
® ® 
¥4 
a~ m T ;N2 
® ® 
a 3 
(a) 
a 2 
(Z,i) (g,i+ ~I) 
(g,i+ ~I+ ~2 + ~3) 
(b) 
(f,i+ ~I+ ~2 ) 
Fig. 2. 
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3. Current graphs and l-immersions 
In this paper current graphs are used for constructing a 1-immersion of Ks,+4 into 
N8,2 in the following way. We construct using a current graph, denoted by F(8n + 4), 
a quadrangular embedding of the complete bipartite graph K(4n + 2,4n + 2) into 
N8,2, such that the embedding has the property that after we add the remaining edges 
in the faces, a 1-immersion of Kan+4 into Ns,~ is obtained. 
The current graph F(8n + 4) with the current group Zs, + 4, n >~ 1 is depicted in Fig. 
3. All its vertices have clockwise rotation and are depicted, as is the convention, as 
solid vertices. The two edge ends marked by the same letter A or B are identified. The 
arcs of type 1 edges are depicted as broken arcs. The current graph has index two, the 
two faces are designated by (0)  and (1); in the figure the oriented boundary walk 
(circuit) corresponding to a face is designated as the face designation. As is customary, 
a circuit is depicted as dashed or solid line depending on whether the pair of successive 
arcs of the circuit is reversed or not. To avoid cluttering the figure of the current graph, 
we indicate only some separate 'pieces' of the circuits, the reader easily restore 'pieces' 
omitted here. 
Each vertex of the current graph has valence four. The current graph has exactly 
4n + 2 edges. The currents ctl, e2 . . . . .  ctz,+ 1 are assigned to the arcs displayed in the 
figure, each of these currents is assigned to exactly two arcs. By inspection it is easily 
verified that F(8n + 4) satisfies the following condition: 
(C1) Each edge is traversed by both circuits. The log of each circuit consists of 
4n + 2 currents cq, c~2, ..., ~2n+ I, --~1, --0~2, - ' " ,  --~2n+ 1 each of which exactly once 
appears in the log. 
We need the following designation. Let U and U' be two subsets of the element set 
of Z8,+4, such that IU[ = IU'[. We will write U,,~U' if there is a 1-1 mapping 
~: U --* U' such that if ~(ct) = fl then ~ ~ {fl, - f l},  in other words, U can be obtained 
from U' by inversing of some elements of U'. The following designations for the 
subsets of the element set of Za,+4 are used: the subset Vo = {0,2,4, ...,8n + 2} of 
even elements; the subset V1 = (1,3,5, ... ,8n + 3} of odd elements; V = Vou V1. 
Denote / t~ k = (~k+l - -  ~k, /']k ~ ~k+l  ~- (Xk for k = 1,2, ... ,2n. 
The following theorem shows that if the current assignment of F(8n + 4) satisfies 
some special conditions, then the current graph creates a 1-immersion of Ka,+4 into 
Nsn . 
Theorem 2. Let the currents ~1,~2, .-.,O~2n+l (n ~ 1) be all distinct (then we denote 
W = {~1, ~2 . . . . .  ct2, + a}) and let them satisfy the following conditions: 
(C2)  ~1 ~ 1, 0~2n+l ~ 4n + 1, 
(ca) W ,.~ { 1, 3, 5,...,  4n + 1 }, 
(C4) {~1,/~2 .... ,#2,,2el} ~ {2,4,6, ... ,4n + 2}, 
(C5) {ql, r/2 . . . . .  q2,,e2,+~ + e~} "~ {2,4,6 . . . . .  4n + 2}, 
(C6) W contains 3 or 4n - 1. 
Then K8. + 4 is 1-immersable into N8,2. 
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Zsn+~ A 
<o,l ÷<~> <o,~i~<~> 
<? '#2 
, HA  
: : 
£-I  i I : ~;-I 
ct2n , _ - J l  2n 
'.~: X 
<o> T(t <o,+ t+ 
Fig. 3. 
n>~1 
Proof. We consider the derived embedding of the derived graph of such a F(8n + 4) 
which satisfies (C2)-(C6) with the aim of showing that there exists a 1-immersion of 
K8,+4 into Nsn2. 
The derived graph of F(8n + 4) has the vertex set {(<0), x): x e V } w {(< 1 ), y): 
y e V}. From (C1) and (C3), taking into account Remark 1, it follows that the vertex 
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((0),  x) is adjacent to all vertices ( (1 ) ,x  + z), z e V1 and only to those vertices. So, we 
have that each vertex ( (0 ) ,  x), x e Vo (resp., x e VI) is adjacent exactly to all vertices 
((1),y), y ~ V1 (resp., y e Vo), hence the derived graph consists of two connected 
components. The vertex set of the first component is {((0),x): x ~ Vo}w{( (1) ,y ) :  
y e 1/1 } and this component is isomorphic to K(ti, ri), where we denoted ri = 4n + 2. 
The other vertices of the derived graph lie in the second copy of K(ri, ri). Consider the 
first copy which will be called the derived K(ti, ri). Denote the vertex ((0),  x) by x for 
all even x and the vertex ((1),y) by y for all odd y. Then the vertex set of the derived 
K(ri, ri) is V = Vow V1 and the following holds. 
(a) each vertex of Vo is adjacent o each vertex of 1/1. 
Consider the derived embedding of the derived K(ti, ri) into a surface S. Taking into 
account (C2), one can easily verify that each vertex of the current graph satisfies KCL. 
Then from Lemma 1, it follows that for k = 1, 2, ..., 2n the vertex of the current graph 
shown in Fig. 4(a) induces 4n + 2 quadrangular faces of the derived embedding shown 
in Fig. 4(b) where x goes through all the elements of Vo (the remaining 4n + 2 induced 
faces are in the derived embedding of the second copy of K(ri, ti)). Since ek is odd, it is 
easily seen that if we add the pair of crossing diagonals in each of these 4n + 2 faces, 
then each vertex x e Vo becomes adjacent o the vertices x __+ r/k, and each vertex 
y ~ 1/1 becomes adjacent o the vertices y ___ #k. Notice that if ilk or #k equals 4n + 2 
then adding all these 4n + 2 pair of crossing diagonals we obtain multiple edges. For 
example, if ~Tk = 4n + 2 then joining the vertices x and x + r/k in one of the faces, and 
the vertices x + t/k and x + 2t/k = x in the another, we obtain two edges joining x and 
X + rlk. 
The vertex of the current graph shown in Fig. 5(a) induces 4n + 2 quadrangular 
faces shown in Fig. 5(b) where x goes through all the elements of Vo. After we add all 
crossing diagonals, each vertex x e Vo becomes adjacent to the vertices 
x + (:~J + c~2,+ 1), and each vertex y e 1/1 becomes adjacent to the vertices y + 2cq. By 
(C2), ~1 + c~2,+1 = 4n + 2, so the multiple edges appear. 
<°, I 
x+ #. k + -~k 
ik  " ' 
I(I). 
k+l 
 4o> 
rl  + ~ ~'k 
k+l 
X+~k 
(a) 
Fig. 4. 
v 
(b) 
x+~ k 
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,t 2n+1 
4.1 
(a) 
x+& 2n+.l+2& "3 x 
x+ O- 2n+-1 + 4.  "1 x+~ 2n+1 
(b) 
Fig. 5. 
If x, z e Vr, r e {0, 1 } then x - z ~ Vo. From this, taking into consideration (a), (C4), 
and (C5), it follows that adding all crossing diagonals in all faces of the derived 
embedding of the derived K(& ri), we obtain a graph G 1-immersed into S, such that 
every pair of vertices of Vr is adjacent (r = 0, 1). Thus, Ks,+4 being a subgraph of G is 
1-immersed into S. 
To prove that S is a nonorientable surface it suffices to show [3, p. 110] that the 
derived K(ri, g) has a cycle with an odd number  of type 1 edges. Denote by (x; z) the 
edge of the derived K(r~, ri) joining vertices x and z. In Fig. 3 it is seen that W is exactly 
the set of all such currents which are recorded in the log of the circuit (0 )  when (0 )  
passes through the edges traversed twice in the same direction by the circuits. By 
Remark 1, we obtain 
(b) the set of type 1 edges of the derived K(ri, r~) is { (x; x + 7): x e Vo, 7 e W }. 
Since the edge (x; x + 7), x e V0 is the edge (y; y - 7), 3' = x + 7 e V1 we obtain 
(c) the set of type 0 edges of the derived K(~, ri) is { (y; 3' + 7): Y e V1,7 ~ W } 
Lemma 2. U'thefol lowing holds 
(d) there exist )'1,),'2 . . . . .  )'2mU=_ W such that m --- lmod2,  71 + "22 + " ' "  + )'2m = 0 
then the derived K(~, ~) has a cycle with an odd number of  type 1 edges. 
Proof. Consider the path 
(Xl; X1 Jr- )'l),(X2; X2 -{- )'2) . . . .  ,(X2rn; X2m Jr )'2m), 
where x 1E Vo; Xi+ 1 =x iq -} '  i for i=  1,2, . . . ,2m. If (d) holds then x2m + T2m = 
xl + 71 + ,'2 + "'" + 72,. = xl and the path is a cycle. Since, 7~ e W ___ 1/1 for all i and 
xl e Vo, we have x l ,x3  . . . .  ,Xe,, 1 ~ Vo and Xz,X4 . . . . .  x2,, ~ I/1. Then, by (b) and (c), 
the cycle has exactly m -- 1 mod2 type 1 edges (x~; x~ + 7i), i = 1,3 . . . . .  2m - 1, and 
the other edges (x~; xl + 71), i = 2,4 . . . . .  2m are of type 0. [] 
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Now we want to show that (C6) implies (d). By (C2), 1 ~ W. If 3 ~ W, then we put 
m=4n+l ,  7 i=1 for i=1 ,2  . . . . .  8n+l ,  and 78 ,+3=3,  hence (d) holds. If 
4n - 1 6 W, then we put m = 2n + 3, 71 = 1 for i = 1,2 . . . . .  4n + 5, and 
]24n+ 6 = 4n - 1, so that (d) holds in this case too. Hence, S is a nonorientable surface. 
It remains to evaluate the genus q of the surface S = Nq. The derived K(ff, if) is 
quadrangularly 
nl =/~2 = (4n + 
1 hence n2 = 5n1. 
no - -  n l  q- 
we getq=8n 2. 
embedded into Nq. This graph has no = 8n + 4 vertices and 
2) 2 edges. If n2 is the face number of the embedding then 4n2 = 2nl, 
Substituting no, nl, and n2 in the Euler's formula 
n2 =2- -q ,  
The proof  of Theorem 1 is complete. []  
4. A current assignment with the required properties 
Theorem 3. I f2  is a primitive root modulo 4n + 5, n >~ 1, n ~ 1 mod 3, then there exist 
pairwise distinct ~z, ~2, -.., 72,+ 1 E 1/1 satisfyin9 (C2)-(C6). 
Proof. Since 2 is a primitive root modulo 4n + 5, we have 
(e) 2 4" +4-1=0mod4n+5 and 2" - l~0mod4n+5 for every 0<m< 
4n+4.  
For  k - -1 ,2  . . . . .  2n + 1 denote by (2 k) the integer belonging to the interval 
[0,4n + 4], such that 2 k -= (2k) mod4n + 5. 
Lemma 3. (i) (22"+1) = 2n + 2, 
(ii) all (2k), k = 1, 2, . . . ,  2n + 1 are pairwise distinct, and (2 k) + (2  h )  5 ~ 4n + 5for 
every l <~ k < h <~ 2n + l. 
Proof. By (e), 2 4n+4 - -  1 = (2 2"+2 - 1)(2 2n+2 + 1) ~ 0mod4n + 5 and 2 2"+2 - 1 
0mod4n + 5, hence 2 2n+2 q- i ~ 0mod4n + 5 or, equivalently, 2 2n+2 ~ 4n + 
4 mod 4n + 5. Dividing both sides of the last congruence by 2, we obtain (i). 
Let 1 ~< k < h ~< 2n + 1. I f (2  k) = (2 n) then 2 h -  2kmod4n + 5, whence 2 h -k -  1 
-0mod4n+5,  0<h-k<2n,  contrary to (e). If (2 k )+(2  h )=4n+5 then 
2 h +2 k -  0mod4n + 5, whence 2 h-k + 1 -= 0mod4n + 5. Multiplying both 
sides of the last congruence by 2 h -k -  1, we get 2 2(h-k)-  1 =0mod4n + 5, 
0 < 2 (h - k) < 4n, contrary to (e). These contradictions imply (ii). [ ]  
We define the currents a l ,0~ 2 . . . . .  ~2n+l  ~ 1/i as follows 
~k = 2(2  k) -- 3 (3) 
for k = 1,2 . . . . .  2n + 1. In (3) and in what follows we consider (2 k) as an element of 
Zs,+4, and Z8,+4 is considered not only as a group, but also as the ring of integers 
modulo 8n + 4 (multiplication is defined in a natural way), that is all arithmetic is 
V.P. Korzhik/Discrete Mathematics 173 (1997) 137 149 147 
performed in the ring Z8,+4. By (ii) of Lemma 3, (2 k) v e (2 h) for k ¢ h, hence 
C~k V e eh and all ~k are pairwise distinct. Now we want to show that (C2)-(C6) hold for 
these 7k. 
By (3) we have ~1 = 1, and by (i) of Lemma 3 we obtain ~2,+ 1 = 4n + 1, hence (C2) 
holds. 
All C~k are distinct and the set {1,3,5 . . . . .  4n + 1} consists of2n + 1 elements, so to 
prove that (C3) holds it suffices to show that ek ¢ -  eh for distinct k, h 
{1,2, ... ,2n + 1}. If ek + eh = 2((2k)  + (2h))  -- 6 = 0 then either (2 k) + (2 h) ---- 3 
or (2 k) + (2 h) = 4n + 5. Since all (2 k) are not equal to 0 (4n + 5 is odd) or to 1 (by 
(e)), we have (2 k) + (2 h) ¢ 3. By (ii) of Lemma 3, (2 k) + (2 h) ¢ 4n + 5. Hence (C3) 
holds. 
Note that many of the above calculations work for arbitrary primitive roots. But to 
prove that (C4) and (C5) hold we must use 2 as a primitive root. Here we need the 
following lemma. 
Lemma 4. (i) I f  ~kE {1,3, . . . ,4n -- 1}, then #k --- 3 + ~k, ~k = 3 + 3~k. 
(ii) I f  C~k6{4n+5, 4n+7 ....  ,8n+3},  then #k= - - (3+( - -~k) ) ,  r/k-------(3+ 
3(--C~k)). 
Proof. If ~k=2(2  k ) -3~{1,3  .... ,4n - - l} ,  then (2 k )~{2,3 , . . . ,2n+l}  hence 
(2 k+l)  = 2(2  k) = 3 + ~k, and so ~k+l = 3 + 2C~k. This implies (i). If~k = 2(2  k) -- 3 
{4n + 5,4n + 7 ....  ,8n + 3} then (2 k) ~ {2n + 4,2n + 5 . . . . .  4n + 3}, hence 
(2 k+1)=2(2  k ) - (4n+5)=3+~k- (4n+5) ,  and so ~k+1=2(2  k+1) -3= 
--3 + 2~k -- (8n + 4) = -- 3 + 2:tk. This implies (ii). []  
Now we are in a position to prove that (C4) and (C5) hold. Note that, by (C2), 
~2,+1 =4n+ 1, hence, by (C3), {~1,~2 . . . . .  ~2,+1} ~ {1,3,5 ....  ,4n -1} .  Then, by 
Lemma 4, (C2) and (C3), we get 
{#k: k = 1,2 . . . . .  2n} ~ {3 + t: t = 1,3 .... ,4n - -  1} = {4,6,8, . . . ,4n + 2}, (4) 
{qk: k = 1,2 . . . . .  2n} ~ {3 + 3t: t = 1,3, . . . ,4n -- 1} = {3t:t = 2,4 ....  ,4n}. (5) 
By (C2), 2cq = 2, and then, in view of (4), we see that (C4) holds. By (C2), 
ct2,+ ~ + ~1 = 4n + 2, and then, taking into account (5), we see that (C5) follows from 
the following lemma. 
Lemma 5. In Z8.+4 it holds that 
{3t : t=2,4  . . . . .  4n}~{2,4 ,6  . . . . .  4n} fo rn>~l ,n~lmod3.  
Proof. Consider first the case n=3m,  that is 8n+4=24m+4.  Denote M= 
{2,4,. . . ,4n} = {2,4 . . . . .  12m}, M1 = {2,4 . . . . .  4m}, M2 = {4m + 2,4m + 4 . . . . .  Sin}, 
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M 3 = {8m + 2, 8m + 4 .... ,12m}. Note that M = M 1 L )M 2 uM3 is a partitioning. It is 
easily verified that 
{3f: f E ml}  = {6, 12, 18, ..., 12m}, 
{3t:t ~ M2} ~ {24m + 4 - 3t:t ~ M2} = {3(8m-  t) + 4: t E M2} 
= {4,10,16,. . . ,12m - 2}, 
{3t:t 6 m3} ~ {3t -  24m-  4: t ~ m3} = {3( t -  8m-  2) + 2:t  e M3} 
= {2,8, 14 .... , lZm-  4}, 
whence {3t: t e M} ~ {2,4,6 .... ,12m}. Thus, the lemma is true for n = 3m. 
The case n = 3m + 2 is proved analogously by using the partitioning M1 = 
{2,4 .... ,4m + 2}, Me = {4m + 4,4m + 6 . . . . .  8m + 6}, M3 = {8m + 8,8m + 
10 .... ,12m+8}.  [] 
It remains to prove that (C6) holds. By (C3), W = {el, e2 . . . . .  ~2n+ 1} contains either 
3 or -3 .  Hence, to prove that (C6) holds it suffices to show that if -3  e W then 
4n-  1 e W. Suppose -3  = ek = 2(2  k) -- 3, k E {2,3,... ,2n}. Now we want to show 
that ek-1 = 4n - 1. We have (2 k) -¢ 0, hence 2(2  k) = 8n + 4 and (2 k) -- 4n + 2, 
that is 2 k = 4n + 2 + N(4n + 5), where N is even. This implies that (2 k 1) = 2n + 1, 
whence ~k-l = 4n -- 1 e W, thus (C6) holds. 
The proof of Theorem 3 is complete. []  
Remark 2. Lemma 5 is not true for the case n = 3m + 1, since in this case 
3t = 8n + 4 = 0 for the element = 8m + 4 of Z8,+4. 
5. The Proof of Theorem 1 
By Theorems 2 and 3, if 2 is a primitive root modulo 4n + 5, n ~> 1, n ~ 1 mod 3, 
then K8,+4 is 1-immersable into N8,2, hence 
8n + 4 ~< z1(N8,2) ~< F(N8,0.  
Lemma 6. F(Ns,~) = 8n + 4 for n ~> 1. 
Proof. We have F(Ns.O = [_½(9 + , /81  - 32(2 - 8n2))] = [_½(9 + x/162n 2 + 17)J. 
Denote x/162n 2 + 17 = 16n + 6, 6 > 0. Squaring both sides of the last equality, we 
obtain 17 = 32n6 + 32, whence 1 > (17/32n) > 6 for n/> 1. Thus, we obtain 
F(Ns.~) = L½(9 + 16n + 6)_ I = 8n + 4 + L½(1 + 6)J = 8n + 4. [ ]  
This completes the proof  of Theorem l. [ ]  
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