Abstract. Genetic adaptation to external stimuli occurs through the combined action of mutation and selection. A central problem in genetics is to identify loci responsive to specific selective pressures. Over the last two decades, many tests have been proposed to identify genomic signatures of natural selection. However, the power of these tests changes unpredictably from one dataset to another, with no single dominant method. We build upon recent work that connects many of these tests in a common framework, by describing how positive selection strongly impacts the observed site frequency spectrum (SFS). Many of the proposed tests quantify the skew in SFS to predict selection. Here, we show that the skew depends on many parameters, including the selection coefficient, and time since selection. Moreover, for each of the different regimes of positive selection, informative features of the scaled SFS can be learned from simulated data and applied to population-scale variation data. Using support vector machines, we develop a test that is effective over all selection regimes. On simulated datasets, our test outperforms existing ones over the entire parameter space. We apply our test to variation data from Drosophila melanogaster populations adapted to hypoxia, and identify new loci that were missed by previous approaches, but strengthen the role of the Notch pathway in hypoxia tolerance.
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Natural selection works by preferentially expanding the pool of beneficial (fit ) alleles. At the genetic level, the increased fitness may stem either from a de novo mutation that is beneficial in the current environment, or from a new environmental stress leading to increased relative fitness of standing variation. Over time, haplotypes carrying these variants start to dominate the population, causing reduced genetic diversity. This process, known as a 'selective sweep', is mitigated by recombination and is therefore mostly observed in the vicinity of the beneficial allele. Improving our ability to detect the genomic signatures of natural selection is crucial for shedding light on genes responsible for adaptation to selective constraints, including disease.
Following Fu [1], let ξ i denote the number of polymorphic sites at frequency i/n in a sample of size n. The site frequency spectrum (SFS) vector ξ, and the scaled SFS vector ξ , are defined as:
In a constant sized population evolving neutrally, it has been shown [1] that E(ξ i ) = θ/i for all i = (1, . . . , n − 1). This implies that each ξ i (= iξ i ) is an unbiased estimator of θ, and that the scaled SFS ξ is uniform in expectation. However, for populations evolving under directional selection this is not the case. Individuals carrying a favorable allele are preferentially chosen to procreate with probability ∝ 1+s, where s is the selection coefficient. As a result, the frequency of the favored allele and of those linked to it rises exponentially with parameter s, eventually reaching fixation at a rate dependent on s. Not surprisingly, directional selection has a dramatic effect on the scaled SFS. Near the point of fixation, the scaled SFS is characterized by an abundance of very high frequency alleles, and a near-absence of intermediate frequency alleles. Notably, the scaled SFS of regions evolving under directional selection differs from that of regions evolving neutrally even in the pre-fixation and post-fixation regimes. Many tests of neutrality have been proposed based on the site frequency spectrum [2] [3] [4] . To a first approximation, these tests operate by quantifying the 'skew' in the SFS of a given population sample, relative to the expected under neutral conditions. A subset of these tests do this by comparing different estimators of the population scaled mutation rate θ = 4N e μ, where μ is the mutation rate and N e the effective population size. Under neutrality, any weighted linear combination of ξ yields an unbiased estimator of θ. Thus, known estimators such as Tajima's θ π and Fay & Wu's θ H [2, 3] can be re-derived simply by choosing appropriate weights [5] . Since different estimators of θ are affected to varying extents by directional selection, many tests of neutrality, such as Tajima's D and Fay & Wu's H, are based on taking the difference between two estimators. These, also, can be defined as weighted linear combinations of ξ . In both cases, the expected value of (D, H) is 0 under neutral evolution, but < 0 for populations evolving under directional selection. A potential caveat of these tests is that although the scaled SFS changes considerably with time under selection (τ ), and with the selection coefficient (s), the test statistic applies a fixed weight function. It is therefore not surprising that the performance of these tests varies widely depending on the values of s and τ .
Here, rather than inferring selection using fixed summary statistics (such as θ-based tests) on the scaled SFS, we propose inferring it directly using supervised learning. Specifically, we use Support Vector Machines (SVMs) trained on data from extensive forward simulations of the Wright-Fisher model under various parameters. Being uniform in expectation under neutrality, the scaled SFS provided a natural choice of features to learn from. We considered the relative importance of features for classifying neutrality from different regimes of positive
