Quantitative photoacoustic tomography is a novel imaging method which aims to reconstruct optical parameters of an imaged target based on initial pressure distribution, which can be obtained from ultrasound measurements. In this paper, a method for reconstructing the optical parameters in a Bayesian framework is presented. In addition, evaluating the credibility of the estimates is studied. Furthermore, a Bayesian approximation error method is utilized to compensate the modeling errors caused by coarse discretization of the forward model. The reconstruction method and the reliability of the credibility estimates are investigated with two-dimensional numerical simulations. The results suggest that the Bayesian approach can be used to obtain accurate estimates of the optical parameters and the credibility estimates of these parameters. Furthermore, the Bayesian approximation error method can be used to compensate for the modeling errors caused by a coarse discretization, which can be used to reduce the computational costs of the reconstruction procedure. In addition, taking the modeling errors into account can increase the reliability of the credibility estimates.
Introduction
Photoacoustic tomography (PAT) is a novel hybrid imaging modality developed during the past few decades [1] . In PAT, images of an initial pressure distribution caused by absorption of an externally introduced light pulse are reconstructed from photoacoustic measurements made on the boundary of the target. The method combines high contrast due to optical absorption and accurate resolution due to ultrasound propagation. The optical contrast is provided by absorption by different light absorbing molecules, chromophores. Chromophores of interest include, for example, haemoglobin, melanin, and various contrast agents [2] . PAT can be used to image biological tissues such as blood vessels and microvasculature of tumors in medical imaging and small animals in biomedical applications [3] [4] [5] [6] [7] [8] . Furthermore, instrumentation is moderately simple and cheap, and there has been no reported evidence of health risks [4] . These properties make PAT attractive for medical imaging and biomedical studies.
In quantitative photoacoustic tomography (QPAT), one aims at estimating the absolute spatially varying concentrations of chromophores from photoacoustic images. Thus, it can be regarded as a second step after the conventional PAT. Sometimes, the conventional PAT is referred to as the acoustic inverse problem of QPAT and the following step, i.e., estimation of the optical parameters, is referred to as the optical inverse problem of QPAT [9] . QPAT is an ill-posed problem which needs to be approached in the framework of inverse problems. The ill-posedness means that even small errors in measurements or modeling can cause large errors into the reconstructions [10] .
In QPAT, the distributions of the chromophore concentration can be estimated directly from the photoacoustic images obtained at multiple wavelengths, or first by reconstructing the absorption coefficients from photoacoustic images and then computing the concentrations utilizing the absorption spectra of known chromophores [9, [11] [12] [13] [14] [15] . In addition to absorption, scattering effects need to be taken into account in order to obtain accurate results [12, 16, 17] . Estimation of more than one optical parameter in QPAT is, in general, a non-unique problem if only one illumination or wavelength is used [18, 19] . To overcome the non-uniqueness, multiple illuminations [16, [20] [21] [22] [23] or wavelengths [11] [12] [13] 15] can be used. Furthermore, combining QPAT with diffuse optical tomography has also been shown to improve the accuracy of the reconstructions [24] [25] [26] [27] . Recently, one-step approaches in which the optical parameters are estimated directly from the photoacoustic time-series have been proposed [28] [29] [30] [31] [32] [33] .
In addition to quantitative estimates of the optical parameters, reliability of the these tomographic images is of interest. Especially in applications where illumination of the tissue is possible only from one side, for example imaging of skin, reliability of the estimates depends on the distance from the sensors [34] . Therefore, methods for evaluating the reliability of the estimated parameters are needed. However, evaluating the reliability of tomographic images obtained with PAT or QPAT has only been investigated in few recent studies [28, 35, 36] .
In this paper, we consider estimating optical absorption and scattering from photoacoustic images. We assume that the initial pressure distribution has been reconstructed and that the Grüneisen parameter, which connects the initial pressure and absorbed optical energy density, is known. This inverse problem is approached in the framework of Bayesian inverse problems [10] . Thus, following the framework, all parameters are modeled as random variables which are characterized by their probability distributions. Combining the model describing physics of QPAT imaging situation, i.e., light propagation and absorption, together with measurements and probability distributions of prior information of the optical parameters, the posterior distribution can be formulated. The posterior distribution is the full solution of the inverse problem and basically it could be solved using Markov Chain Monte Carlo (MCMC) methods [10] . However, these methods are computationally prohibitively too expensive in large dimensional tomographic inverse problems, and thus, point estimates of the posterior distribution are computed. In this work we consider maximum a posteriori (MAP) estimate which leads to formulation of the image reconstruction problem as a minimization problem in which the squared norm between the data and forward model predictions together with an additive penalization term obtained by prior information are minimized. This minimization problem can be solved using methods of computational optimization. Furthermore, in this work, reliability of the estimated parameters are evaluated. These are based on forming a local Gaussian approximation of the posterior distribution and evaluating the reliability through credible intervals.
Iterative solving of a non-linear image reconstruction problem, such as computing the MAP estimate, requires repetitive solutions of the forward model. Due to the ill-posedness of the problem, an accurate model to describe light propagation and absorption is required. On the other hand, in practical tomographical applications, fast and efficient reconstruction methods are crucial. The radiative transfer equation (RTE) can be used to describe the light transport accurately in biological tissue [37] . However, it is computationally expensive. The most commonly used model in optical imaging is the diffusion approximation (DA) of the RTE [38] . The DA describes light propagation accurately relatively far from a light source and when scattering coefficient is significantly higher than absorption coefficient. In practice, the solution of the forward model is numerically approximated using a numerical method in a discretized basis, for example finite element (FE) method. If too sparse discretization of the model is used, it may cause significant modeling errors to the solution. On the other hand, sparse discretization would be favorable in the sense that the computation costs, for example memory usage and computation times, can be reduced. In this work, we consider QPAT in diffuse regime, i.e., highly scattering medium of size several millimeters, and use the DA as the model for light transport. In addition, modeling of approximation errors due to using coarse FE-discretization and its impact on both MAP estimates and credible intervals are studied through Bayesian framework.
In this work, Bayesian approximation error (BAE) modeling [10, 39] is used for modeling of errors in QPAT. In the BAE modeling, systematic differences between accurate and inaccurate solutions (for example fine and coarse discretization) are approximated as a Gaussian random variables and this approximation is included into the solution of the inverse problem. Previously, BAE modeling has been utilized in QPAT in reduction of modeling errors caused by marginalization of scattering coefficient [17] and compensation of inaccuracies due to the numerical approximation of an acoustic solver [40] . In other optical and acoustic imaging modalities, BAE approach has been utilized, for example in diffuse optical tomography in model reduction [41] [42] [43] [44] , and compensating uncertainties in optode positions and boundary shape [45] [46] [47] and in full-waveform ultrasound tomography in compensating errors due to reduced discretization and approximate boundary models [48] .
The rest of the paper is organized as follows. Forward model, inverse problem and BAE approach for QPAT are described in Section 2. In Section 3, numerical setup and methods are presented. Results are given in Section 4, and discussion and conclusions of the results are given in Section 5.
Materials and Methods

Forward Model
In QPAT, the tissue region of interest is illuminated by a short pulse of light. As light propagates within the tissue, it is absorbed by chromophores. This generates localized increases in pressure. This pressure increase propagates through the tissue as an acoustic wave and can be detected by ultrasound sensors on the boundary of the tissue. The propagation of the acoustic wave occurs approximately five orders of magnitude slower than propagation and absorption of light. Therefore, the total absorbed optical energy density is of interest and the rate of the absorption does not need to be modeled. Thus, in QPAT, light propagation can be modeled using a time-independent model of light transport. In this work, both Monte Carlo simulations [43, 49, 50] and the diffusion approximation [37] are used to model light propagation. The DA is of the form
where Φ(r) is the photon fluence at spatial position r, κ(r) = (d(µ a (r) + µ s (r)(1 − g))) −1 is the optical diffusion coefficient, g is the mean of the cosine of the scattering angle, µ a (r) is the optical absorption coefficient, µ s (r) is the optical scattering coefficient, d is the dimension (d = 2, 3), ξ d is a dimension dependent scaling factor (ξ 2 = 1/π and ξ 3 = 0.25), ν is the outward boundary normal, A describes light reflectivity, s(r) is the inward light current on the boundary ∂Ω of the domain Ω, and is the position of the light source. In this work, the solution of the DA (1) is numerically approximated using the Galerkin finite element method (FEM). Absorption, scattering and fluence are discretized using piecewise linear basis functions. For more detailed formulation of the FE approximation, see e.g., [16, 17, 28] . Furthermore, the absorbed optical energy density H(r) is related to photon fluence by H(r) = µ a (r)Φ(r) (2) and the initial acoustic pressure p 0 (r) is
where G(r) is the Grüneisen parameter which is used to identify photoacoustic efficiency [9] . The propagation of resulting photoacoustic wave can be modeled using equations of linear acoustics [51] .
Inverse Problem
In this work, the inverse problem of QPAT, i.e., estimation of distributions of the optical parameters from photoacoustic images, is considered. We assume that the acoustic inverse problem is already solved and that the Grüneisen parameter is known, and thus, the data of the inverse problem is absorbed optical energy density. The acoustic inverse problem can be solved, for example, using backprojection method [52] , methods based on eigenfunction expansion [53, 54] , time-reversal [55] [56] [57] , penalized least squares [58] [59] [60] [61] and Bayesian approach [35, 36] . Let us denote the data vector by y = [H 1 , H 2 , . . . , H M ] T ∈ R M , where M is the number of data points, which is in this case is the number of illuminations multiplied with the number of nodes in FE-discretization that represent the data space. Further, let us denote the distribution of the optical parameters by
In the case of an additive noise model, an observation model for QPAT can be written as
where f is the forward model which maps the optical parameters to the data and e ∈ R M denotes the noise. In practice, the observation model and the parameters are usually discretized as f → f h :
where N is the number of FE nodes in the parameter grid. In this work, the discretized forward model f h (x) is based on the FE-approximation of the DA (1) and absorbed optical energy density (2). Discretized observation model is then
In the Bayesian approach [10] , the variables x, y and e are considered as random variables. Solution of the inverse problem is the posterior probability density π x|y (x|y), which can be computed using Bayes' formula as
where π x (x) is the prior density, π y|x (y|x) is the likelihood density and π y (y) is the normalization constant. Prior density describes the beforehand information about the unknown x and likelihood density describes the likelihood of a specific measurement outcome with given parameters. Probability density π y (y) is constant for a given measurement, and therefore we can write the posterior as
Further, if x and e are uncorrelated, the posterior distribution can be written in the form
where π e is the probability density of the noise e. In this work, distributions π x (x) and π e (e) are modeled as Gaussian distributions with
where η x ∈ R 2N and η e ∈ R M are the means and Γ x ∈ R 2N×2N and Γ e ∈ R M×M are the covariance matrices [10] . With these models, the posterior density can be written as
For more information on Bayesian approach to QPAT and modeling of noise, see e.g., [40] . As stated in Section 1, computing the full posterior distribution is typically computationally too expensive in practical tomographic imaging problems, and therefore, point estimates are considered. In this work, the MAP estimate is computed. It can be obtained by minimizing the negative of the exponent term of the posterior distribution
wherex is the MAP estimate and
e L e are the Cholesky decompositions of the inverse of the covariance matrices. In this work, we refer to the solution of (10) as the MAP estimate with the conventional error model.
Bayesian Approximation Error Modeling
Assume that the continuous model (4) can be approximated by a densely discretized finite-dimensional model
The discretized observation model, which is assumed to be numerically accurate within measurement precision, is of the form
In the Bayesian approximation error approach [10, 39] , the observation model is written in the form
where f h (x) is the reduced model and ε(x) is the modeling error. The modeling error describes the discrepancy between the accurate forward model and the reduced model. The reduced model can be, for example, a model that is an approximation of the accurate physical model or a model with a coarse discretization. In the BAE modeling, the modeling error and the total error n = ε + e are approximated as Gaussian
where η n = η e + η ε and Γ n = Γ e + Γ ε . If the mutual dependence of x and ε is ignored, we get an approximation that is referred to as the enhanced error model [10] and the posterior density becomes
The MAP estimate using BAE is obtained aŝ
where
In this paper, we refer to the solution of (15) as the MAP estimate obtained with an enhanced error model.
In order to apply the approximation error statistics in the solution of the inverse problem, the statistics needs to be determined. In practice, the approximation error statistics can be approximated by investigating samples of the errors between an accurate model and a reduced model as follows [10, 40] . First, a set of samples x ( ) , = 1, . . . , L are drawn from the prior distribution of the optical parameters. Next, the forward problem is solved using the accurate and reduced models.
Result is a set of forward solutions f δ (x ( ) ) and f h (x ( ) ) . Samples of the approximation error can then be computed as
and the mean and the covariance of the approximation error can be estimated as
Computing the approximation error statistics can be time consuming, but it is only required once per specific geometry and prior information. Thus, it can be done off-line before the measurements and image reconstruction.
Evaluating Credibility
In addition to point estimates for the unknown parameters, the Bayesian framework can be used to evaluate the reliability of the estimates. Credibility intervals would be the standard choice for the error estimates [39] but computing the intervals would again be computationally too expensive. In this paper, we approximate the posterior distribution as a locally Gaussian at the MAP estimate and evaluate the reliability similarly as in [28] .
The forward model is approximated using the first order Taylor series
where J(x) is the Jacobian matrix of f (x) evaluated at pointx. By substituting the Taylor approximation into the observation model, a Gaussian approximation for the posterior distribution can be achieved
whereη =x is the MAP estimate and
is the covariance matrix. For a Gaussian distribution, credibility intervals can be computed from the standard deviation (SD) of the distribution. For example, for a true Gaussian posterior distribution, the true value of the parameter x j lies in the interval [ηx j − 3σx j , ηx j + 3σx j ], where ηx j and σx j are the mean and the standard deviation ofx j , with probability of 99.7%. In this work, we compute these credibility intervals [ηx − pσx, ηx + pσx] with different values of p. The standard deviation of the parameterx j is obtained from the diagonal values of the covariance matrix of the posterior approximation
Simulation Studies
Bayesian approach for image reconstruction and reliability estimation with and without discretization errors was studied with two-dimensional (2D) simulations. Compensation of the approximation errors through Bayesian approximation error modeling was studied. In the simulations, a rectangular domain of size 15 × 10 mm was considered. Two targets were investigated: (I) large smooth inclusions; and (II) blood-vessel-mimicking inclusions. In the simulations, absorption and scattering coefficients were chosen to be in the scale of the optical properties of fat tissue and blood [2, 62, 63] . Further, scattering anisotropy parameter of g = 0.8 and light reflectivity A = 1 were used.
Data Simulation
To simulate data, the domain was first illuminated by a planar illumination of uniform intensity covering one side of the rectangular domain. The photon fluence was simulated using a Monte Carlo method [43, 49, 50] in a piecewise constant triangular discretization H s . Then, the absorbed optical energy density was computed using Equation (2) . To avoid making an inverse error, the simulated data was interpolated to the data space of the inverse problem which was piecewise linear representation of the absorbed optical energy density in a discretization H h . Random Gaussian noise was added to the simulated optical energy density data, with zero mean and standard deviation of 0.1 % of the maximum value of the simulated data. This process was repeated for all four sides of the domain each acting as light illumination side on their turn, resulting in four data vectors. The number of data obtained was then 4 × N n , where N n is the number of the nodes in the data space. Strength of the inward light source was set to 1 and the number of photon packets used in the simulations was 10 8 . The number of elements and nodes of the FE discretizations utilized in this study are given in Table 1 . 
Inverse Problem
The inverse problem was solved using the methodology described in Section 2. Two discretizations for the representation of the fluence were considered: a fine mesh H δ , which can be considered to be accurate, and a coarse mesh H h , which can be assumed to be too coarse to approximate light propagation accurately. The number of nodes and elements in these discretizations are given in Table 1 . The unknown absorption and scattering parameters were presented in piecewise linear bases in H h . Two MAP estimates were studied: a MAP estimate with the conventional error model (MAP-CEM) which was obtained by minimizing (10) and a MAP estimate with the enhanced error model (MAP-EEM) which was obtained by minimizing (15) . In both cases, the fluence was represented in a piecewise linear basis in the coarse discretization H h . For comparison, a MAP estimate with the conventional error model using a fine discretization for the fluence in the mesh H δ (MAP-REF) was solved. This can be considered as a reference of the best available solution. In all reconstructions, the noise was modeled as Gaussian distributed using the known noise level, i.e., with mean η e = 0 and constant standard deviation of 0.1% of the maximum value of the full data vector.
The estimated parameters were scaled in the solution space to ensure the numerical stability of the reconstruction algorithm. Scaled parametersx = [μ a ,μ s ] T were computed bỹ
where η µ a and η µ s are the means of the priors for the absorption and scattering, respectively. The minimization problems (10) and (15) were solved by Gauss-Newton method. The solution was obtained by iterations
wherex i is the scaled MAP estimate at iteration i, k is the step length parameter and J(x i ) is the scaled Jacobian matrix of the forward model at pointx i . In this work, the step length parameter k was chosen by a projected line-search algorithm ensuring the positivity of the estimated parameters. An initial value for the Gauss-Newton algorithm was chosen to be the mean of the prior. Solution was assumed to be converged, when the total change in the norm which was minimized was smaller than 10 −3 in three consecutive iterations. In order to evaluate the reliability of the reconstructed images, the credible intervals were approximated as described in Section 2.4. Thus, a local Gaussian approximation (20) for a linearized problem was considered in the position of the MAP estimate, and the approximation for the covariance was obtained by Equation (21) . The standard deviations for the estimated parameters were obtained from the diagonal values of the posterior covariance matrix (22) . These were then used to form the credible intervals.
Prior Model
In this work, Ornstein-Uhlenbeck prior model was used [64] . Ornstein-Uhlenbeck prior is a Gaussian distribution with the covariance matrix defined as
where σ µ is the standard deviation of the prior distribution and
is the unit covariance matrix describing the spatial correlation of the Gaussian random field, i and j denote the row and column indices of the matrix, r i and r j denotes the grid node coordinates and l is the characteristic length scale parameter. The length scale parameter can be chosen such that we assume significant correlation within distance l. Full prior model utilized in this work was then
In the reconstructions, absorption values of the target were assumed to be within the interval [0, 0.4] mm −1 . The mean of the prior distribution was chosen to be the mean of that interval, and the standard deviation was chosen such that the interval is within one standard deviation from the mean. For the scattering, values were assumed to be within the interval [0, 12] mm −1 , and the mean and the standard deviation were chosen similarly. The mean, standard deviation and characteristic length of the priors for the absorption and scattering used in this work are given in Table 2 .
Approximation Error Statistics
The statistics of approximation error was computed as described in Section 2.3. 10,000 samples {x ( ) } were drawn from the prior distributions for absorption and scattering with prior parameters described in Table 2 . In case of negative parameters were drawn, they were set to the value 10 −6 in order to keep the model physical. Solution of the forward model, i.e., the FE-approximation of the DA was computed using fine and coarse meshes (H δ and H h , respectively), resulting in fluences Φ δ (x ( ) ) and Φ h (x ( ) ) , respectively. Absorbed optical energies H δ (x ( ) ) and H h (x ( ) ) were computed using Equation (2) . Samples of the approximation error were computed from (16) using these absorbed optical energy densities, and the mean and the covariance of the approximation error were computed using (17) and (18) . 
Reliability of the Credibility Intervals
In order to investigate the effect of the Bayesian approximation error modeling on the credibility intervals, the Gaussian approximations of the posterior distributions were compared to the true Gaussian distribution. This was done as follow. First, a set of 400 samples of optical parameter distributions {x (q) , q = 1, . . . , Q} were drawn from the prior distributions with parameters given in Table 2 using mesh H b . Then, these parameters were interpolated to the piecewise constant basis H s in which Monte Carlo method was used to simulate data. In Monte Carlo simulations, 10 8 photon packets were used for each illumination. The simulated data was interpolated to the piecewise linear data space in discretization H h , which was also used to present the optical parameters. Uncorrelated noise with zero mean and standard deviation of 0.1% of the maximum value of the data was added to the data. Then, MAP-CEM and MAP-EEM estimates and approximations of the posterior distribution were computed in mesh H h similarly as earlier using the known noise statistics and previously defined statistics for the approximation error model.
The amount of true optical parameters within the credibility intervals were computed for each of the reconstructions as follows. Letμ 
where i is the index of the node, p = 1, 3, and 1 is the indicator function
For the scattering, this can be computed similarly. These values can be compared to the true Gaussian distribution, in which the corresponding percentages are 68.2% and 99.7%, respectively. For more studies of the feasibility of this approach, see [28] .
Results
Results were compared visually and by computing relative errors of the estimated parameters by
where the norm is Euclidean norm. Further, computation times were compared. The simulations were performed in MATLAB (R2016b, The MathWorks Inc., Natick, MA, USA). The reconstruction algorithm utilized in this work was not optimized, and therefore the computation times should be considered only as a qualitative comparison.
Simulation I: Smooth Inclusions
The simulated (true) optical parameters and the MAP estimates obtained with conventional error model in the fine discretization (MAP-REF) and coarse discretization (MAP-CEM) and enhanced error model (MAP-EEM) are shown in Figure 1 . Visually inspecting it seems that there are no large differences between the absorption and scattering estimates obtained with different approaches. The absorption estimates are qualitatively better and the reconstructed inclusions resemble the original targets, whereas the scattering estimates suffer from artefacts. This difference in quality of absorption and scattering estimates is typical for QPAT and most likely due to more severe ill-posedness of the scattering estimation problem. It has also been noticed in other studies [11, 21, 40, 65] . However, looking at the MAP-CEM estimate, the absorption estimates differ from the other estimates and the true values slightly. This is especially evident in the location of the highly absorbing inclusion in the top left corner of the domain. These differences can also be noticed in the relative errors of the estimates which are presented in Table 3 .
The standard deviations of the posterior distributions are shown in Figure 2 . In all approaches, the SDs are larger in the interior of the domain where the photon fluence and absorbed optical energy density are weakest. Thus, the MAP estimates within those regions can be considered to be less reliable than the MAP estimates closer to the boundaries of the target. When comparing the SDs of the different approaches, it can be noticed that the estimates obtained using the conventional error model in the fine and the coarse mesh resemble each other. However, the SDs obtained using the enhanced error model in the coarse mesh are slightly larger especially close to the boundaries of the domain. Thus, in the case of the conventional error model, the obtained standard deviations are small for the fine mesh and the coarse mesh, although, the MAP estimates are not equally accurate. Utilizing the enhanced error model increases the standard deviations which indicates that they can be regarded as more realistic in this case.
The MAP-estimates with credible intervals along the cross-section through the domain (black dashed line in Figure 1 Marginal densities of the posterior distributions in two points inside the domain are presented in Figure 4 in the first and second column. Points are marked with × and in Figure 1 . When looking at the absorption estimates, it can be noticed that the MAP-EEM estimates are closer to the true target values when compared to the MAP-CEM estimate. Higher uncertainty of the MAP-EEM absorption estimates can also be seen. The posterior approximations of the scattering are very similar. However, in the point within highly scattering and absorbing region close to the boundary (point ), there is a difference in the MAP-CEM and MAP-EEM estimates and posterior approximations of scattering, and the MAP-EEM estimate is closer to the true value than the MAP-CEM estimate.
MAP-REF MAP-CEM MAP-EEM
Computation times in seconds for Gauss-Newton algorithm in MAP-REF, MAP-CEM, and MAP-EEM reconstructions are presented on the first row of Table 4 . The number of iterations in which the solutions converged varied, but computing the estimates in the coarse mesh clearly required significantly less computational effort compared to the fine mesh. 
Simulation II: Blood-Vessel-Mimicking Inclusions
The simulated optical parameters and the MAP estimates obtained with conventional error model (MAP-REF and MAP-CEM) and enhanced error model (MAP-EEM) are shown in Figure 5 . Similarly to the previous simulation, by visual inspection there are no large differences between the estimates, and the absorption estimates are qualitatively better than the scattering estimates. Differences between the the reconstructions can be seen more clearly in the relative errors, which are presented in Table 3 . Marginal densities of the posterior distributions in two points inside the domain are presented in Figure 4 in the third and fourth column. In the absorption estimates, it can be seen that the MAP-EEM estimate is closer to the true value than the MAP-CEM estimate. Similarly, in the scattering, the MAP-EEM estimates are closer to the true value than the MAP-CEM estimates, but the differences are smaller than in the case of absorption. Higher standard deviations of the MAP-EEM estimates are also visible, especially in the absorption estimates in the point .
Computation times in seconds for Gauss-Newton algorithm in the MAP-REF, MAP-CEM, and MAP-EEM reconstructions are presented in the second row of Table 4 . Similarly to the Simulation I, computing the estimates in the coarse mesh required a significantly less computational effort compared to the fine mesh. 
Discussion and Conclusions
As seen in the simulations, estimates obtained utilizing the Bayesian approximation error method (MAP-EEM) are more accurate than estimates obtained by conventional noise model (MAP-CEM) when comparing them visually or by relative errors computed against the true target. Modeling errors caused by the coarse discretization are mostly due to the fast decrease of the photon fluence when distance to the light source increases. This change resembles exponential decay, which the coarse discretization is unable to present accurately. Although MAP-EEM estimates are not as accurate as the reference estimates computed with the fine discretizations (MAP-REF), computation cost was significantly reduced by utilizing the enhanced error model and coarse discretization. Absorbed optical energy density, which was used as the data for the inverse problem, is the product of photon fluence and absorption coefficient. This causes the absorption to effect the data more than the scattering. This leads to more accurate estimates of the absorption compared to the scattering. This can also be seen in the posterior approximations: posterior of the absorption was significantly narrower, indicating that the estimates are more reliable than the scattering estimates.
In addition to providing more accurate estimates, standard deviation of the MAP-EEM estimates were larger compared to the MAP-CEM estimates, and thus, the credibility intervals were wider. Enhanced error model can be used to provide more reliable credibility estimates, which was observed when the statistics of the posterior approximation were compared to the true Gaussian values. The shape of the standard deviation distributions seemed to correlate with the distributions of the estimated parameters. This is caused by the fact that the posterior approximation is computed using the MAP estimate. Comparison between the approximation and the true posterior distribution could be done, but it would require computationally expensive methods, such as Markov chain Monte Carlo methods. Therefore more research would be required to study the validity of the Gaussian approximation of the posterior distribution.
Even though the inclusions in the simulations were smooth, the prior model utilized in this work does not represent the inclusions accurately especially in the case of the blood-vessel-mimicking inclusions. Still, accurate reconstructions could be achieved with this model. Samples for computing the statistics of the Bayesian approximation method and analyzing the reliability of the credible intervals were drawn from prior distribution with lower standard deviation than the prior distribution utilized in the reconstruction algorithm. High SD of the prior may generate absorption distributions with significantly higher values compared to the simulated inclusions, which may cause unrealistically large absorption close to the boundaries and weaken the photoacoustic signal from the central parts of the domain. Also, in case the approximation errors between the accurate and reduced model are too large, they cannot be approximated by a Gaussian distribution accurately [44] . The optimal prior distribution for the BAE statistics was not investigated in this work, and would require additional research.
The structures of the inclusion considered in the simulations were simple. Especially the blood-vessel-mimicking inclusions were too coarse to represent realistic blood vessels found in biological tissues. Reconstructing more complex structures necessitates on usage of finer discretization of the parameters, which decreases the modeling errors caused by the discretizations but increases computational burden. Further, the domain utilized in this work was large enough that the DA could be used to obtain accurate reconstructions from the data simulated with a Monte Carlo method. Considering realistic applications, the target may be smaller, and thus, the DA may not be a valid approximation and the RTE should be used as the light transport model. These could suggest a need for further development of methods for model reduction in QPAT.
In the simulations, the realization of the random measurement noise affected the overall accuracy of the estimates (results not shown ), i.e., the relative errors of the reconstructions varied depending on the realization of the noise. However, the general results remained unaffected. This was caused by the fact that the standard deviation of the random noise was proportional to the maximum value of the signal, which leads to a very low signal-to-noise ratio near the center of the domain. Furthermore, additive random noise was introduced to the measurement data due to the stochastic nature of the Monte Carlo method utilized in the data simulation. In order to minimize the amount of this stochastic Monte Carlo related noise, a large amount of photon packets was used in each simulation and thus, amount of this noise could be assumed to be small compared to the additive random noise.
The reconstruction problem considered in this work is only a part of the process required to obtain quantitative photoacoustic images in practical applications. In practice, first step would be the reconstruction of the initial pressure distribution and computing the absorbed energy density distribution from the photoacoustic signal measured from the surface. Furthermore, in this work the domain was illuminated from all sides, which may not be possible in clinical applications and could affect the accuracy of the reconstructions, especially far away from the light source. In that situation, reliable credibility estimates would be necessary when interpreting the reconstructions.
In conclusion, the Bayesian framework can be utilized to provide accurate estimates of the optical parameters and a method to assess the reliability of the estimates in the inverse problem of QPAT. Moreover, Bayesian approximation error method can be utilized to alleviate the modeling errors caused by a coarse discretization of the photon fluence. This can be utilized in the model reduction of the inverse problem. Furthermore, modeling of the errors can increase the reliability of the credibility estimates. 
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