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In the scope of nonassociative geometry we present a new effective model that extends the statis-
tical treatment of complex networks, accounting for the effect of nonlocal curvature. Our model can
be applied to the study of complex networks embedded in a space of global positive, null, or negative
curvature, or even in a space of arbitrary curvature. We use this approach to study the Internet
as a complex network embedded in a hyperbolic space. The nonlocal space curvature affects the
connectance probability, leading to an inhomogeneous distribution. We show that our model yields
a remarkable agreement with available empirical data.
PACS numbers: 89.75.Hc, 89.20.Hh
Keywords: complex networks; statistical mechanics; nonassociative geometry
The study of networks yields important information
about their structure and the flow of resources across
them. In particular, Complex Networks (CNs) have ben-
efitted from the adoption of statistical mechanics as a
rigorous theoretical framework on which to construct re-
alistic models [1–5].
Increasing attention to the geometrical and topologi-
cal properties of CNs is focused on four main directions:
characterization of the hyperbolicity of networks, emer-
gence of network geometry, characterization of brain ge-
ometry, and network topology [6]. In particular, in [7–9]
a duality between a highly heterogeneous degree distribu-
tion in a network and an underlying hyperbolic geometry
was found and exploited for the realistic modeling of the
Internet.
The exponential expansion of the hyperbolic space il-
lustrated in Fig.1, allows one to map the exponentially
growing network in a hyperbolic space. In this context,
the emergence of scaling in CNs such as the Internet, so-
cial networks, airport networks, the brain functional net-
works, the biological networks of the cell, etc. can be ex-
plained by the hidden hyperbolic geometry [10–14] (fun-
damental concepts concerning complex networks, their
statistical description and relation to hyperbolic geome-
try are treated in detail in [1, 2, 4–10, 13, 15–20]).
The successful embedding of a CN in a geometric space
invites the possibility of further exploiting the geometric
properties of such a space, namely by the known methods
of differential geometry. The insights and calculational
benefits of statistical mechanics could thus be comple-
mented with those from geometry to form a more com-
plete model. However, it is not obvious how methods of
differential geometry would apply to networks, which are
fundamentally discrete structures unlike manifolds stud-
ied in differential geometry. The main challenge is to
define the curvature of networks. This is a hot mathe-
matical topic, and different approaches to resolve it can
be found in the literature [6, 16, 21–23].
Nonassociative geometry [25–27], yielding an unified
algebraic description of discrete spaces and smooth man-
ifolds as well, opens a novel venue for studying network
FIG. 1. Tiling of the Poincare´ disk illustrating the exponen-
tial expansion of space. All patterns are of the same size in
the hyperbolic space. The number of patterns exponentially
increases with the distance from the origin, while their Eu-
clidean size exponentially decreases. (Constructed with the
Poincare´ tool [24].)
geometry. The presence of curvature in a nonassociative
space results in a non-trivial elementary holonomy, which
is an equvialent of (nonlocal) curvature.
In this Letter, we show how the nonassociative geom-
etry can be used to treat CNs. Specifically, we use el-
ementary holonomy to incorporate explicitly the contri-
bution from nonlocal curvature into a general model for
networks embedded in geometric spaces of known global
curvature. Our approach can be applied as well to com-
plex networks with hidden geometry of space with arbi-
trary curvature [8, 16, 17, 28–30].
We will begin with a description of two-dimensional
homogeneous spaces in the framework of nonassociative
geometry. Then we present our nonassociative model
of complex networks and summarize its predictions for
the Internet. Finally, we compare our results with those
available in the literature.
Nonassociative geometry of homogeneous spaces. –
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2The main algebraic structures arising in nonassociative
geometry are related to nonassociative algebra and the
theory of quasigroups and loops (for detail and review
see Refs. [25, 31–33]).
Consider a loop 〈Q, ·, e〉, i.e. a set with a binary op-
eration (multiplication) (a, b) 7→ a · b and the condition
that each of the equations a·x = b, and y·a = b has a
unique solution: x = a\b, y = b/a. In addition, a two-
sided identity holds: a·e = e·a = a, where e is a neutral
element. A loop that is also a differential manifold with
an operation a·b that is a smooth map is called a smooth
loop.
Nonassociativity of the operation is described by the
identity a·(b·c) = (a·b)l(a,b)c, where l(a,b) is an associator.
If l(a,b) = 1 , we obtain a·(b·c) = (a·b) ·c and, thus, a loop
Q becomes a group. The multiplication of elements a, b ∈
Q can also be written as a·b = Lab, where La is a left
translation. In terms of left translations, the associator
is given by l(a,b) = L
−1
a·b ◦ La ◦ Lb. The foundations of
FIG. 2. Parallel translation of the geodesic (ay) along the
geodesic (ax).
FIG. 3. Elementary holonomy ha(b,c) describes the parallel
translation of the geodesic (ax) along the geodesic triangle
(abc) .
nonassociative geometry are based on the fact that in a
neighborhood of an arbitrary point a on a manifold M
with an affine connection one can introduce the geodesic
local loop, which is uniquely defined by means of the
parallel translation of geodesics along geodesics (Fig. 2).
The curvature of a nonassociative space is described by
elementary holonomy,
ha(b,c) = (L
a
c )
−1 ◦ Lbc ◦ Lab , (1)
where Lab denotes a left translation with a being a neutral
element of the local loop. The elementary holonomy de-
scribes the parallel translation of the geodesic along the
geodesic triangle (see Fig. 3). As one can see, it is some
integral (nonlocal) curvature. If ha(b,c) = 1 , we have a
space with a null curvature.
As a particular example, first we consider a nonassocia-
tive description of the Poincare´ model of the hyperbolic
two-dimensional space H2. The hyperboloic space, being
realized as the upper part of a two-sheeted unit hyper-
boloid, has a natural loop structure defined as follows.
Let D be the open unit disk: D = {ζ ∈ C : |ζ| < 1}. We
define the nonassociative binary operation ∗ as
Lζη = ζ ∗ η = ζ + η
1 + ζ¯η
, ζ, η ∈ D, (2)
where the bar denotes complex conjugation. Inside D
the set of complex numbers with the operation ∗ forms
the two-sided loop QH(2) [34, 35]. The isomorphism be-
tween the loop QH(2) and the hyperbolic space H2 is
established by ζ = eiϕ tanh(θ/2), where (θ, ϕ) are inner
coordinates on H2.
The associator l(ζ,η) on QH(2) is determined by
l(ζ,η)ξ =
1 + ζη
1 + ηζ
ξ. (3)
Since the hyperboloid is a symmetric space, the elemen-
tary holonomy is determined by the associator: h(ζ,η) =
l(ζ,L−1ζ η)
[31]. The computation yields
h(ζ,η)ξ =
1− ζη
1− ζη ξ. (4)
We define the left-invariant distance on H2 as
`(ζ, ξ) =
2|ξ − ζ|√
(1− |ζ|2)(1− |ξ|2) . (5)
For a hyperbolic space H2 with curvature K = −1/R2
the previous formula should be modified to read
`(ζ, ξ) =
2R|ξ − ζ|√
(1− |ζ|2)(1− |ξ|2) . (6)
The Poincare´ disk model is associated to the hyperbolic
metric d(ζi, ζj), assigning to each pair of points ζi, ζj ∈ D
the distance [17]
cosh(κdij) = cosh θi cosh θj − sinh θi sinh θj cosϕij , (7)
where ϕij = ϕi − ϕj and κ =
√−K. This can be recast
as: cos(κd) = 1 + (κ`)2/2. For d 1 we obtain d ≈ `.
3If the neutral element is chosen at the point ζ0, the
nonassociative binary operation (2) is modified as follows:
Lζ0ζ η =
ζ˜(ζ0, ζ) + η˜(ζ0, η)
1 +
¯˜
ζ(ζ0, ζ)η˜(ζ0, η)
, (8)
where
ζ˜ = tanh
(θ − θ0
2
)
ei(ϕ−ϕ0), (9)
η˜ = tanh
(θ′ − θ0
2
)
ei(ϕ
′−ϕ0). (10)
The computation of the associator and elementary holon-
omy yields
lζ0(ζ,η)ξ =
1 + ζ˜ ¯˜η
1 + η˜
¯˜
ζ
ξ˜, hζ0(ζ,η)ξ =
1− ζ˜ ¯˜η
1− η˜ ¯˜ζ
ξ˜. (11)
In general, for any three vertices i, j, and k, the ele-
mentary holonomy with respect to i can be written as
hijk =
1− ζij ζ¯ik
1− ζ¯ijζik
, (12)
where
ζij = tanh
(θi − θj
2
)
ei(ϕi−ϕj). (13)
Now we consider a nonassociative model of the two-
dimensional sphere S2 with radius R. Let C be the com-
plex plane and ζ, η ∈ C. The complex numbers with the
non-associative operation, ?, defined as
ζ ? η = Lζη =
ζ + η
1− ζη/R2 , ζ, η ∈ C, (14)
form the loop QC [34, 35]. The neutral element, e, coin-
cides with the origin of the coordinate system.
This loop is isomorphic to the local two-parametric
loop associated with the two-sphere S2R. The isomor-
phism between points on the sphere and points on the
complex plane C is established by stereographic pro-
jection from the south pole of the unit sphere, ζ =
R tan(θ/2)eiϕ. The entire sphere may be covered by two
local (partial) loops, one of them with the neutral element
at the north pole and other with the neutral element at
the south pole of the sphere.
The associator and elementary holonomy are given by
l(ζ,η)ξ =
1− ζη/R2
1− ηζ/R2 ξ, h(ζ,η)ξ =
1 + ζη/R2
1 + ζη/R2 ξ. (15)
The geodesic distance between two points on S2R is re-
lated to the left invariant distance, `12, as follows:
cos
d12
R = 1−
`212
2R2 , (16)
where
`12 =
2|ξ1 − ξ2|√
(1 + |ξ1|2/R2)(1 + |ξ2|2/R2)
. (17)
For d12/R  1 we obtain d12 ≈ `12. Using spherical
coordinates, one can show that (16) can be recast as the
the cosine rule in spherical trigonometry,
cos θ12 = cos θ1 cos θ2 + sin θ1 sin θ2 cosϕ12, (18)
where θ12 = d12/R, θ1 = 2 tan−1 |ξ1|, θ2 = 2 tan−1 |ξ2|
and ϕ12 = ϕ1 − ϕ2.
Finally, for any triplet of vertices, (i, j, k), the elemen-
tary holonomy with respect to i is given by
hijk =
1 + ζij ζ¯ik/R2
1 + ζ¯ijζik/R2
, (19)
where
ζij =R tan
(θi − θj
2
)
ei(ϕi−ϕj). (20)
Thus, for each triplet of nodes (i, j, k) the elementary
holonomy, hijk, can be used as a measure of nonlocal
curvature around i.
Complex networks in the framework of nonassociative
geometry. – A network is a set of N vertices connected
by L links or edges. One can describe the network by
an adjacency matrix, aij , where each existing or nonex-
isting link between pairs of nodes (ij) is indicated by a
1 or 0 in the i, j entry. Individual nodes possess local
properties such as node degree ki =
∑
j aij , and cluster-
ing coefficient ci =
∑
jk aijajkaki/ki(ki − 1) [2, 4, 36].
The network as a whole can be described quantitatively
by its degree distribution P (k) and connectance pij , i.e.,
the probability that a node i is connected to another node
j. These properties and more can be studied using the
methods of statistical mechanics [1, 2, 4, 5].
Here we introduce a new statistical model for an undi-
rected network. In our approach, the Hamiltonian de-
scribing the network generalizes the weighted two-star
Hamiltonian introduced in [5] and takes the form
H =
4J
N − 1
∑
ijk
hijkaijaik − 2B
∑
ij
αijaij , (21)
where aij is the adjacency matrix of the (undirected) net-
work, J , B are coupling constants, and hijk denotes the el-
ementary holonomy associated with the vertices (i, j, k).
The variables aij can be thought of as Ising pseudo-
spins, σij , representing the edges connecting (ij) pairs of
nodes in a network. We can thus map the network to the
Ising model by setting σij = 2aij − 1, such that
σij =
{
1 if i is connected to j
−1 otherwise (22)
4Inserting σij into Eq. (21), after some algebra we ob-
tain
H =
J
N − 1
∑
ijk
hijkσijσik −
∑
ij
Bijσij , (23)
where
Bij = Bαij − 2J
N − 1
∑
k
hi(jk), (24)
and we have used the notation hi(jk) =
1
2
(
hijk + h
i
kj
)
.
Within the mean field (MF) approximation, the Hamil-
tonian (23) is replaced by,
H = J
N − 1
∑
i,j,k
hijk〈σij〉〈σik〉 −
∑
ij
σijh
(e)
ij , (25)
where 〈. . . 〉 denotes an expectation value, and the effec-
tive field, h
(e)
ij , is given by
h
(e)
ij = Bij −
2J
N − 1
∑
k
hi(jk)〈σik〉. (26)
Then one can write the total Hamiltonian of the system
as follows: H = ∑ij Hij . Here Hij = H0ij −σijh(e)ij is the
Hamiltonian for a single pseudo-spin located on the edge
(ij), and
H0ij =
2J
N − 1
∑
k
hi(jk)〈σij〉〈σik〉. (27)
Since the pseudo-spins in the MF approximation are
decoupled, the partition function factorizes into a prod-
uct of independent terms: Z =
∏
Zij . The computation
yields
Zij = 2 cosh(βhij)e
−βH0ij , (28)
where β = 1/T stands for inverse “temperature” of the
network.
The equilibrium state of the system is defined by the
minimum of the Helmholtz free energy F = −β−1 lnZ:
F =
∑
ij
(H0ij − β−1 ln(2 cosh(βhij))). (29)
Minimizing the free energy, one can show that the equi-
librium state of the system is defined by the condition
〈σij〉 = tanh(βh(e)ij ). (30)
Inserting 〈σij〉 into Eq. (26), we obtain a self-consistent
system of transcendental equations to determine the ef-
fective field,
h
(e)
ij =Bij −
2J
(N − 1)
∑
k
hi(jk) tanh
(
βh
(e)
ik
)
. (31)
We are now in position to calculate the connectance of
the network described by pij ≡ 〈aij〉 = (1/2)(1 + 〈σij〉).
Employing Eq. (2), we obtain
pij =
1
2
(
1 + tanh(βh
(e)
ij )
)
=
1
1 + e−2βh
(e)
ij
. (32)
Note that our model can be applied to the study of
complex networks with hidden geometry of space with
arbitrary curvature. In what follows we explore in detail
complex networks embedded in a hyperbolic space.
Hyperbolic complex networks. – A hyperbolic complex
network is the exponential random graph model with an
underlying hyperbolic geometry. In this case, the ele-
mentary holonomy, hijk, is given by Eq. (12). The gen-
eral expression for the connectance of the network, (32),
can now be simplified by a few approximations and as-
sumptions that make them more amenable for the nu-
merical modeling of complex networks. First, we assume
that nodes are densely and uniformly distributed in their
angular coordinates. Then, as it is shown in the Su-
plemental Material (SM), the effective field, written as
h
(e)
ij = hij + ∆hij , can be approximated by
hij = h
0
ij −
2J
cosh2
θij
2
(
1 + tanh(βh0ij)
)
, (33)
where θij = θi − θj , and we set h0ij = Bαij .
We can neglect the contribution of the perturabations,
∆hij , of the effective field and use a more simple expres-
sion for the connectance between nodes:
pij =
1
2
(
1 + tanh(βhij)
)
, (34)
if |∆hij |  pij . Roughly, the validity of this approxima-
tion holds for 2βJ . 1 (see SM).
The Internet as a complex hyperbolic network. – We
turn now to the study of the Internet as a particular case
of a complex network embedded in a hyperbolic space
H2, as considered in [7–9]. The nodes and edges in the
network represent autonomous systems and their con-
nections. Nodes are mapped to a hyperbolic space of
radius R and curvature K < 0 by assigning to each a
random angular coordinate ϕ in the interval [0, 2pi], and
an adimensional radial coordinate θ = κr according to
the radial node density
ρ(θ) =
ακ sinh(αθ)
cosh(αθ0)− 1 , (35)
where κ =
√−K, θ0 = κR, and α = 1/2.
In what follows, we will adapt our holonomy-inclusive
model to compare its predictions with the model for the
Border Gateway Protocol (BGP) data, first studied in [7],
and for the Internet Archipelago collected by the Cooper-
ative Association for Internet Data Analyisis (CAIDA),
presented in [9]. As in Ref. [7], we consider the distance
between nodes as the independent variable. When the
5coupling constant J = 0, our model coincides with the
model presented in [7], if we identify the field h0ij with
h0 = (κ/4)/(R − d). (Note that in Ref. [7] the authors
use x for distance rather than d.)
As follows from Eq.(33), the main contribution of the
elementary holonomy to the effective field is from the
nodes located at the same distance from the origin, θij =
0. Using Eq.(7), we obtain
cosh(κd) = cosh θi cosh θj − sinh θi sinh θj cosϕij . (36)
This equation can be employed to exclude one of the
variables, θi = κri or θj = κrj , in Eq.(33) for the effective
field.
There are two important cases, when (36) is simplified
drastically: (1) |ϕij | ≈ pi and (2) |ϕij | ≈ 0. In the first
case we obtain d ≈ ri + rj , and in the second one we
have d ≈ |ri − rj |. Using these approximations, one can
write the effective field, hij = h(d), in a simpler form (for
detail see SM in the Appendix.):
h = h0 − 2J(1 + tanh
(
βh0)
) δ0
cosh2
(
κ(r0−d)
2
) + δ1
cosh2
(
κ(2r1−d)
2
) + δ2
cosh2
(
κ(2r2−d)
2
)
 , (37)
where h0 = (κ/4)(R − d) and δ0 + δ1 + δ2 = 1. The
parameters δ’s control the relative “weight” of “nodes” 0,
1 and 2. Splitting contributions to holonomies into these
three components corresponds to accounting for the two
general situations described above: first, δ0 is the weight
given to holonomies from node pairs that are at very close
angular coordinates to each other, i.e., ϕij ∼ 0. In this
case, one can write ri − rj ≈ d− r0. For node pairs with
|ϕij | ≈ pi, we approximate rj ≈ d − r1 and ri ≈ d − r2.
Finally, the connectance as a function of the distance can
be written as
p =
1
2
(
1 + tanh(βh)
)
=
1
1 + e−2βh
. (38)
In Figs. 4 and 5 we present the results of our numerical
simulations and compare them with BGP and CAIDA
data and predictions of the model presented in [7, 9]. In
Fig. 4 we adapted the connectance data for the BGP
view of the Internet directly from [7], and plotted them
along with the graph obtained from Eq.(38) and numer-
ical results presented in [7]. For a better comparison
with the results of Ref. [7], we adopt the same values for
T = 0.6 and K = −0.83. As one can see, the prediction
of our model (blue curve) is in excellent agreement with
the empirical data (red diamonds).
For CAIDA, we downloaded the empirical autonomous
system connection data directly from the supplementary
material of [9] and depicted them in Fig. 5 (red dia-
monds). We compare our results (blue solid curve) to
what is found in [9] (green-dashed line). As in the BGP
case, we were able to fit our results more closely to the
empirical data than the theoretical model presented in
[9]. The local minima in vertex connectance around
d ≈ 2, 11 and 17.5, respectively, are not artifacts in the
empirical data but rather effects of nonlocal curvature.
FIG. 4. Connectance for the BGP data (red diamons) com-
pared to the fitted model from expression (38) (blue) and
the results obtained in [7] (green dashed line). Parameters:
J = 0.37, T = 0.93, K = −0.83, R = 24, δ0 = 0, δ1 = 0.75,
δ2 = 0.25, r1 = 8.15, r2 = 10.25 (In [7], the value of R was
taken as R = 26.).
Discussion and Conclusions. – The rule for mapping
the network in question to a geometric space is perhaps
the most important one to define. For instance, for a
hyperbolic embedding, the radial coordinate was used to
represent node degree, whereas the angular coordinate
was assigned randomly. In [7–9] this angular coordinate
was later adjusted to reflect the real-world geographical
distribution of nodes in the network. The study of dif-
ferent networks would in principle benefit from different
embeddings and mapping rules, depending on their par-
ticular characteristics.
In our model the contribution of nonlocal curvature to
connectance, pij , is independent from the contribution
of hidden hyperbolic metrics. Its impact is important to
6FIG. 5. Top: Connectance for the Internet Archipelago data
from [9] (red diamonds) compared to the holonomy-inclusive
model for expression (38) (blue) and numerical results ob-
tained in [9] (green-dashed . Bottom: The detail of the fit can
be better appreciated on a linear scale. Parameters: J = 2.52,
T = 0.83, K = −0.83, R = 25, δ0 = 0.585, δ1 = 0.315,
δ2 = 0.1, r0 = 1, r1 = 5.4 and r2 = 8.75 (in [9] R = 27 is
used, with T = 0.69).
understand the anomalies appearing in the connectance
distribution of real networks, like the Internet. Our ap-
proach can be applied to the study of networks with an
arbitrary hidden geometry as well, and contributes to a
deeper understanding of network structure.
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Supplemental Material
Here we explain the calculations, approximations, and intermediate steps of our paper. First, we would like to
calculate the connectance pij between two nodes i and j separated by a distance d taking holonomy into account. We
can already state the form of peij as
peij =
1
1 + e−2βh
e
ij
, (39)
where β is an inverse “temperature”. The effective field heij satisfies the equation
heij = h
0
ij −Aij −
2J
N − 1
∑
k
hi(jk) tanh(βh
e
ik), (40)
where hi(jk) = (1/2)
(
hijk + h
i
kj
)
, h0ij = Bαij , the total number of vertices being N , and
Aij =
2J
N − 1
∑
k
hi(jk). (41)
Further, we consider a network with a large number of nodes, N  1. Computation of hi(jk) yields
hi(jk) = 1−
2|ζji|2|ζki|2 sin2 ϕjk
1− 2|ζji||ζki| cosϕjk + |ζji|2|ζki|2 , (42)
where ϕjk = ϕj − ϕk. Using the identity
1
2
(
1 + coshx cosh y
)
= cosh2
x
2
cosh2
y
2
+ sinh2
x
2
sinh2
y
2
, (43)
one can show that
hi(jk) = 1−
4 sinh2
θij
2 sinh
2 θik
2 sin
2 ϕjk
1 + cosh θij cosh θik − sinh θij sinh θik cosϕjk . (44)
Our first important assumption, essential for the estimation of Aij , is that nodes are densely and uniformly dis-
tributed in their angular coordinates. Then we can replace the sum over ϕk in (41) by an integral in the angular
coordinate, 0 ≤ ϕ ≤ 2pi, to get after some algebra,
Aij =
2J
N − 1
∑
θk
Nk
(
1− tanh2
(θij
2
)
tanh2
(θik
2
))
, (45)
8where θij = θi − θj , and Nk is the number of nodes located at the distance θk from the origin of coordinates. In the
limit of N  1 one can replace the sum in (45) by an integral and write
Aij = 2J
(
1− f2(θi) tanh2
(θij
2
))
, (46)
where
f2(θi) =
∫ θ0
0
tanh2
(θi − θ
2
)
ρ(θ)dθ. (47)
Now, we are looking for solution of Eq.(40) in the form: heij = hij + ∆hij , where ∆hij is a perturabation of the
effective field. Writing peij = pij + ∆pij , where
pij =
1
2
(
1 + tanh(βhij)
)
=
1
1 + e−2βhij
, (48)
we find that
∆pij =
βJ∆hij
2 cosh2(βhij)
. (49)
When |∆pij |/pij  1 one can neglect the perturbation of the connectance, ∆pij , and use Eq.(48) instead of the exact
expression given by Eq.(39). To obtain this estimate we need to find the unperturbed effective field, hij , and the
perturbation ∆hij .
To proceed further we write the effective field as, heij = h
0
ij+γij . Assuming |γij |  |h0|, in the linear approximation
we obtain
γij = −Aij − 2βJ
cosh2(βh0ij)
· 1
N − 1
∑
k
hi(jk)γik. (50)
The solution of this equation can be written as,
γij = −Aij +O
( 1
N
)
. (51)
Substituting γik into equation h
e
ij = h
0
ij + γij , in the linear approximationwe we obtain
heij ≈ h0ij −Aij +
2βJ
cosh2(βh0)
· 1
N − 1
∑
k
hi(jk)Aik. (52)
Next, after replacing the sum by an integral and employing (46), we find that the effective field can be written as
heij = hij + ∆hij , where
hij = h
0
ij −
2J
cosh2
θij
2
(1 + tanhβh0ij). (53)
The perturbation of the effective field is found to be
∆hij = 2J(1 + tanh(βh
0
ij))
((
1− f2(θi)
)
tanh2
θij
2
+
2βJ
cosh2(βh0ij)
(
1− f22 (θi)− f2(θi)
(
1− f4(θi)
)
tanh2
θij
2
))
, (54)
where
f4(θi) =
∫ θ0
0
tanh4
(θi − θ
2
)
ρ(θ)dθ. (55)
Approximating of connectance pij
The expressions derived above for hij , (53) and (54), give its exact value. However, it would be better still if we
could avoid calculation ∆hij altogether. For this, we need to calculate the impact of including ∆hij in the calculation
9FIG. 6. Estimated ratio between perturbations and approximate solutions to pij . Left panel: θ0 = 25, 2βJ = 1, θi = θ0/2.
Right panel: θ0 = 25, 2βJ = 5, θi = θ0/2
of pij . What we want to know is the ratio of corrections ∆pij vs. pij calculated without ∆hij , as in (48) and (49);
that is, we want to see if
Z =
∣∣∣∣∆pijpij
∣∣∣∣ 1. (56)
Explicitly, this means calculating the quotient
Z =
∣∣∣∣∆pijpij
∣∣∣∣ =
∣∣∣∣∣ β∆hij(1 + tanh(βh0ij)) cosh2(βh0ij)
∣∣∣∣∣ = ∣∣β∆hij(1− tanh(βh0ij))∣∣ , (57)
for fixed parameters 2βJ , θ0 and θi. When Z  1 over a large range of variables θij and h0ij , we can neglect the
contributions from ∆hij and use (53) for calculation of the effective field hij in pij . Performing the exact calculation
of this quotient for different parameter values, we obtain the results in Figure 6, where we see that the contribution to
the connectance from ∆hij is nearly zero across most values of θij and h
0
ij , except for a sharp peak at θij and h
0
ij equal
to zero. The case shown in the right panel of the Fig. 6 is one of the worst-case scenarios, where the approximation
fails near the points θij ≈ 0 and βh0ij ≈ 0. For 2βJ . 1, the value of Z is several orders of magnitude smaller, and we
obtain Z  1 for −θ0 < θij < θ0 and −∞ < βh0ij <∞ (left panel).
Internet embedded in the hyperbolic space
To adapt our model to the empirical Internet data, such as BGP and CAIDA, we implement a numerical solution
as described in the main text, according to
pij =
1
2
(
1 + tanh(βhij)
)
, (58)
hij =h0 − 2J
cosh2
θij
2
(
1 + tanh(βh0ij)
)
, (59)
where h0 = (κ/4)(R − d). We consider d as the independent variable in our calculations, thus allowing direct
comparison to the results in [7] (the authors there use x for distance rather than d).
Our task is to eliminate the dependence on θij in Eq.(59). As one can see, the main contribution of the elementary
holonomy to the effective field is from the nodes located on the equal distance from the origin, θij = 0. Using(7) from
the main paper, we obtain
cosh(κd) = cosh θi cosh θj − sinh θi sinh θj cosϕij . (60)
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One can employ this equation to exclude one of the variables, θi = κri or θj = κrj , in Eq. (59) for the effective field.
There are two important cases when (60) can be simplified drastically: (1) |ϕij | ≈ pi ± ε and (2) ϕij ≈ ±ε, where
ε 1. In the first case we obtain d ≈ ri + rj , and in the second one we have d ≈ |ri − rj |.
To proceed further, we use the identity:
1
cosh2
θij
2
≡ δ0
cosh2
θij
2
+
δ1
cosh2
θij
2
+
δ2
cosh2
θij
2
, (61)
where δ0 + δ1 + δ2 = 1. We split contributions to holonomies into these three components taking into account the
two general situations described above. For node pairs that are at very close angular coordinates to each other, i.e.,
|ϕij | ∼ 0, one can write ri − rj ≈ d− r0. For node pairs with |ϕij | ≈ pi, we approximate rj ≈ d− r1 and ri ≈ d− r2.
Using these results, we replace
1
cosh2
θij
2
→ δ0
cosh2
(
κ(r0−d)
2
) + δ1
cosh2
(
κ(2r1−d)
2
) + δ2
cosh2
(
κ(2r2−d)
2
) , (62)
where the δ’s control the relative “weight of nodes” 0, 1 and 2. The parameters r0, r1 and r2 determine critical
points in the behavior of the effective field due to nonlocal curvature and should be fixed by comparing with available
experimental data.
