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Re´sume´
Nous nous inte´ressons aux structures de Poisson analytiques singulie`res en un point
et de partie line´aire non-nulle en ce point. En utilisant des travaux re´cents de l’auteur sur
la normalisation holomorphe de familles commutatives de champs de vecteurs holomor-
phes singuliers, nous donnons des re´sultats de normalisation holomorphe de certaines
structures de Poisson.
Abstract
We are interested in analytic singular Poisson structures with a non zero linear part
at the singularity. Using recent work of the author about holomorphic normalization of
commutative familly of singular vector fields, we obtain results about normalization of
holomorphic Poisson structures.
1 Introduction
Soit M une varie´te´ analytique de dimension N. Une structure de Poisson est la donne´e
d’un crochet {., .} qui assigne, a` un couple (f, g) de germes de fonctions holomorphes en
un point x de M , un germe {f, g} de fonction holomorphe en x ve´rifiant les proprie´te´s
suivantes :
• {., .} est biline´aire et antisyme´trique,
• {f, {g, h}} + {g, {h, f}} + {h, {f, g}} = 0 (identite´ de Jacobi),
• {f, gh} = {f, g}h + {f, h}g (identite´ de Leibniz).
Il revient au meˆme de de´finir un champ de 2-vecteurs que l’on peut e´crire, dans un
syste`me de coordonne´es locales,
P =
1
2
∑
1≤i,j≤N
Pi,j(x)
∂
∂xi
∧
∂
∂xj
=
∑
1≤i<j≤N
Pi,j(x)
∂
∂xi
∧
∂
∂xj
avec Pi,j = −Pj,i
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et qui ve´rifie l’identite´ de Jacobi∑
1≤l≤N
(
Pi,l
∂Pj,k
∂xl
+ Pj,l
∂Pk,i
∂xl
+ Pk,l
∂Pi,j
∂xl
)
= 0
pour 1 ≤ i, j, k ≤ N . On de´finit alors le crochet de Poisson par
{f, g} :=< P, df ∧ dg >=
∑
1≤i<j≤N
Pi,j(x)
(
∂f
∂xi
∂g
∂xj
−
∂g
∂xi
∂f
∂xj
)
.
On a alors {xi, xj} = Pi,j . Le hamiltonien associe´ a` un germe de fonction f relativement a`
P est le germe de champ de vecteurs de´fini par
Xf =
N∑
i=1
{xi, f}
∂
∂xi
.
Soit g un autre germe de fonction holomorphe. La de´rive´e de Lie de g le long de Xf , Xf (g),
est e´gale a` {f, g}.
D’apre`s un re´sultat d’A. Weinstein [Wei83, CdSW99], on peut trouver un bon syste`me
de coordonne´es holomorphes (p1, . . . , pm, q1, . . . , qm, x1, . . . , xr) au voisinage d’un point p
dans lequel on ait pi(p) = 0, qi(p) = 0, xj(p) = 0 et
P =
∑
1≤i≤m
∂
∂pi
∧
∂
∂qi
+
∑
1≤i<j≤r
Pi,j(x)
∂
∂xi
∧
∂
∂xj
avec Pi,j(0) = 0 et 2m+ r = N .
L’e´tude de la classification holomorphe locale d’un crochet de Poisson (c’est-a`-dire les
classes d’e´quivalence par conjugaison par des diffe´omorphismes locaux holomorphes) revient
donc a` celle d’un crochet de Poisson nul en un point. Pour le cas de la dimension deux, on
pourra consulter [Arn89][Appendix 14]
Dans la suite, nous supposerons que M est un voisinage de l’origine dans CN
et que P s’annule en ce point.
Posons
cki,j =
∂Pi,j
∂xk
(0) 1 ≤ i, j, k ≤ N.
La partie line´aire (ou 1-jet en 0) de P de´finit une structure d’alge`bre de Lie sur l’espace
cotangent en 0, g, de la manie`re suivante :
[xi, xj ] =
N∑
i=1
cki,jxk.
L’identite´ de Jacobi se montre en prenant le 1-jet, en 0, de l’identite´ de Jacobi satisfaite
par P .
Lorsque que cette alge`bre est semi-simple, J. Conn [Con84, Con85] a de´montre´ qu’un
tel crochet est holomorphiquement line´arisable. Cela signifie qu’il existe un syste`me de
coordonne´es holomorphes, y = φ(x), dans lequel on a
φ∗P (y) =
∑
1≤i<j≤n
(
N∑
k=1
cki,jyk
)
∂
∂yi
∧
∂
∂yj
.
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Re´cemment, Nguyen Tien Zung [Zun03] a donne´ une de´composition de Levi holomorphe
d’un crochet de Poisson singulier, montrant ainsi que ”la difficulte´ re´side” dans le radical
de l’alge`bre.
La majeure partie des travaux portant sur l’e´tude locale d’une structure de Poisson
concerne les cas de line´arisation d’une telle structure (par exemple [DM95, DZ02]). En
particulier, B. Abbaci [Abb01] a ame´liore´, dans une certaine situation, certains re´sultats de
J.-P. Dufour.
Dans cet article, nous nous proposons non pas de line´ariser mais de normaliser holo-
morphiquement certaine structures de Poisson dont l’alge`bre de Lie associe´e est un produit
semi-direct Cp ⋉ Cn.
Notre travail s’inspire des articles de J.-P. Dufour [Duf91] et de Dufour-Zhitomirskii
[DZ99].
1.1 Notations
Soit n un entier non-nul. On notera :
• X kn (resp. X̂
k
n ) l’espace des germes en 0 ∈ C
n de champs de vecteurs holomorphes
(resp. formels) d’ordre ≥ k en 0;
• Xn,p := ∧
pXn l’espace des germes en 0 ∈ C
n de champs de tenseurs contravariants
holomorphes anti-syme´triques de type (p, 0);
• On (resp. Ôn) l’anneau des germes en 0 ∈ C
n de fonctions holomorphes (resp.
formelles);
• Mn l’ide´al maximal de On;
• On(U) (resp. On(K)) l’anneau des fonctions holomorphes sur l’ouvert U (resp. au
voisinage du compact K) de Cn;
• si X ∈ X̂ 1n et k ∈ N
∗, Jk(X) de´signe le polynoˆme de Taylor a` l’ordre k en 0 de X.
Soient Q = (q1, . . . , qn) ∈ N
n et λ = (λ1, . . . , λn) ∈ N
n. On posera |Q| = q1 + . . .+ qn et
(Q,λ) = q1λ1 + . . . + qnλn. Soit k ∈ N, on notera N
n
k , l’ensemble des multiindices Q ∈ N
n
tels que |Q| ≥ k.
Soit K un compact de Cp. Un e´le´ment f de Op(K)⊗On de´fini une fonction holomorphe
que l’on de´veloppera ”le long” de K × {0} de la manie`re suivante :
f =
∑
Q∈Nn
fQ(x
′′)(x′)Q
ou` x′ (resp. x′′) de´signe les coordonne´es dans Cn (resp. Cp) et fQ ∈ Op(V ), V e´tant un
voisinage de K inde´pendant de Q.
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1.2 Formes normales de champs de vecteurs
Un germe de champ de vecteurs X de (Cn, 0), nul en ce point mais de partie line´aire L non
nulle, sera dit normalise´, ou sous forme normale, s’il commute avec sa partie line´aire, i.e.
[L,X] = 0. On rappelle le the´ore`me de Poincare´-Dulac [Arn80]
The´ore`me 1.1. Soient X = S + R un champ de vecteurs formel de (Cn, 0) s’annulant
a` l’origine; S sa partie line´aire suppose´e semi-simple et R un champ de vecteurs non-
line´aire. Il existe un diffe´omorphisme formel Φˆ de (Cn, 0), tangent a` l’identite´ en 0 tel que
Φˆ∗X = S +N ou` N est un champ de vecteurs formel tel que [S,N ] = 0.
On dit alors que Φˆ∗X(y) := DΦ(Φ
−1(y))X(Φ−1(y)) est une forme normale formelle de
X.
Soit X = {X1, . . . ,Xp} une famille commutative de champs de vecteurs holomorphes au
voisinage de l’origine dans Cn. On les suppose nuls en ce point et on suppose que leurs parties
line´aires sont diagonales et line´airement inde´pendantes sur C. On posera J1(Xi) = Si. On
peut de´finir une notion de forme normale formelle de la famille {Xi} relativement a` la
famille de parties line´aires S = {Si} [Sto00][propostion 4.2.1]. Nous dirons que le famille X
est formellement conjugue´e a` la famille {Yi}1≤i≤p s’il existe un diffe´omorphisme formel Φˆ
de (Cn, 0) fixant 0 et tangent a` l’identite´ en ce point et tel que Φˆ∗Xi = Yi pour 1 ≤ i ≤ p.
Soit g une alge`bre de Lie commutative de dimension p sur C. Les familles S et X
de´finissent des morphismes de Lie de g dans l’alge`bre de Lie des germes de champs de
vecteurs holomorphes nuls a` l’origine de Cn de la manie`re suivante : soit {g1, . . . , gp} une
base de g. On pose alors X(gi) = Xi et S(gi) = Si. Soient λ1, . . . , λn des formes line´aires
complexes sur g tel que le morphisme de Lie S de g dans l’alge`bre de Lie des champs
de vecteurs line´aires de Cn de´fini par S(g) =
∑n
i=1 λi(g)xi
∂
∂xi
soit injectif. Pour tout
Q = (q1, . . . , qn) ∈ N
n et 1 ≤ i ≤ n, on de´finit le poids αQ,i(S) de S comme e´tant la forme
line´aire
∑n
j=1 qjλj(g)− λi(g). L’espace de poids associe´ a` un poids α est l’espace
X 1n,α =
{
p ∈ X 1n | ∀g ∈ g, [S(g), p] = α(g)p
}
.
De´finissons les espaces de poids nul
ÔSn :=
{
f ∈ Ôn | Si(f) = 0 1 ≤ i ≤ p
}
,
(X̂ 1n)
S :=
{
X ∈ X̂ 1n | [Si,X] = 0 1 ≤ i ≤ p
}
,
ou` Si(f) de´signe la de´rive´e de Lie de f le long de Si.
Si l’anneauOSn n’est pas re´duit au corps des nombres complexes, on sait [Sto00][proposition
5.3.2] qu’il existe un nombre fini de monoˆmes u1 := x
R1 , . . . , ut := x
Rt , Ri ∈ N
n, tels que
ÔSn = C[[u1, . . . , ut]]. D’autre part, (X̂
1
n)
S est un module de type fini sur ÔSn .
1.3 Forme normale de crochet de Poisson
Dans l’article de J. Conn [Con84], la notion de forme normale de structure de Poisson est
esquisse´e meˆme si elle n’est utilise´e que pour la line´ariser. Elle a e´te´ ensuite de´veloppe´e
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par O.V. Lychagina [Lyc97] (l’auteur remercie J.-P. Dufour d’avoir porte´ cet article a` sa
connaissance). La structure de Poisson line´arise´e de´finit une repre´sentation de l’alge`bre de
Lie associe´e g dans chaque espace de polynoˆmes homoge`nes sur g. Elle est de´finie par la
de´rive´e de Lie le long du hamiltonien associe´ a` un e´lement de g, c’est -a`-dire
ρ(xi)(f) = Xxi(f) 1 ≤ i ≤ N.
On de´finit alors le complexe de Chevalley-Kozsul et ses groupes de cohomologieH i(g, Sk(g)) =
Zi(g, Sk(g))/Bi(g, Sk(g)) [HS53], Sk(g) e´tant la k-ie`me puissance syme´trique de g [Sto00][section
4.1]. On a alors le re´sultat suivant
Proposition 1.1. [Con84, Lyc97] Soit P une structure de Poisspin.texson nulle en 0 ∈ CN
et de 1-jet non-nul en ce point. Pour tout entier k ≥ 2, soit Vk un supple´mentaire de
B2(g, Sk(g)) dans Z2(g, Sk(g)). Il existe alors un diffe´omorphisme formel Φˆ de (CN , 0) nul
en 0 et tangent a` l’identite´ en ce point tel que
Φˆ∗P −L ∈ ⊕k≥2Vk.
ou` L de´signe la partie line´aire de P .
Nous dirons alors que Φˆ∗P est normalise´.
On de´finit le crochet de Schouten-Nijenhuis [., .] : XN,p × XN,q → XN,p+q−1, C-
biline´aire, qui est une extension de la de´rive´e de Lie et qui ve´rifie
1. [P,Q] = (−1)pq[Q,P ],
2. [P,Q ∧R] = [P,Q] ∧R+ (−1)pq+qQ ∧ [P,R],
3. (−1)p(r−1)[P, [Q,R]] + (−1)q(p−1)[Q, [R,P ]] + (−1)r(q−1)[R, [P,Q]] = 0.
Nous renvoyons le lecteur aux ouvrages [Vai94, CdSW99, Sch53] pour de plus amples ren-
seignements et la bibliographie. On a les proprie´te´s suivantes. Un champ de 2-tenseur P
de´finit une structure de Poisson si et seulement si il ve´rifie [P,P ] = 0. De plus, si Xf est
un champ hamiltonien associe´ a` une structure de Poisson P alors [P,Xf ] = 0.
Le morphisme S de´finit pre´ce´dement induit, par le crochet de Schouten-Nijenhuis, une
repre´sentation de g dans l’espace des germes de champs de bi-vecteurs holomorphes et nuls
a` l’origine graˆce a` l’identite´ de ”Jacobi” ci-dessus.
Lemme 1.1. 1. Les poids de S dans X 2n,2 sont de la forme (Q,λ(g)) − λi(g) − λj(g),
Q ∈ Nn2 , 1 ≤ i, j ≤ n.
2. Soient α et β deux poids de S dans X 1n . Soient X ∈ X
1
n,α et Y ∈ X
1
n,β. Alors, X ∧ Y
est de poids α+ β.
On a [
S(g), xQ
∂
∂xi
∧
∂
∂xj
]
=
[
S(g), xQ
∂
∂xi
]
∧
∂
∂xj
+ xQ
∂
∂xi
∧
[
S(g),
∂
∂xj
]
= ((Q,λ(g)) − λi(g) − λj(g)) x
Q ∂
∂xi
∧
∂
∂xj
.
5
En effet, on a
[S(g),X ∧ Y ] = [S(g),X] ∧ Y +X ∧ [S(g), Y ]
= (α(g) + β(g))X ∧ Y.
Les espaces de poids sont en somme directes (en fait, ce sont les espaces de poids dans les
espaces de champs de bi-vecteurs homoge`nes qui sont en somme directe [Bou90]).
2 Cadre de travail et premie`res re´ductions
Nous supposerons que l’alge`bre de Lie g = Cp ⋉ Cn est le produit semi-direct de Cp par Cn
(la suite de morphismes d’alge`bres de Lie 0→ Cn → g→ Cp → 0 est exacte) de´fini par
[xi, xj ] = 0 1 ≤ i, j ≤ n
[xi, xj ] = 0 n+ 1 ≤ i, j ≤ N
[xi, xj ] = λj,ixi 1 ≤ i ≤ n < j ≤ N
ou` l’on a pose´ N = n+ p. On supposera que les champs de vecteurs
Sj :=
n∑
i=1
λj,ixi
∂
∂xi
1 ≤ j ≤ p
sont line´airement inde´pendants sur C. On notera S la famille des Sj et λ
i = (λi,1, . . . , λi,n).
Dans la suite nous ferons les hypothe`ses suivantes (H) :
1. un des Sj a des valeurs propres distinctes, i.e. xj∂/∂xi 6∈ (X̂
1
n)
S si i 6= j;
2. un des Sj n’a pas de valeur propre nulle, i.e. pour 1 ≤ i ≤ n, xi 6∈ Ô
S
n ;
3. un des Sj n’a pas deux valeurs propres de somme nulle, i.e. pour 1 ≤ i, j ≤ n,
xixj 6∈ Ô
S
n ;
4. un des Sj est tel qu’aucune de ses valeurs propres n’est la somme de deux autres, i.e.
pour 1 ≤ i, j, k ≤ n, xixj∂/∂xk 6∈ (X̂
1
n)
S ;
5. {xi, xj} = 0 pour n+ 1 ≤ i, j ≤ N .
Pour tout 1 ≤ j ≤ p, on notera Xj le hamiltonien asscocie´ a` xn+j. Par hypothe`se, on a
Xj =
n∑
i=1
{xi, xn+j}
∂
∂xi
.
On a alors
P =
p∑
k=1
Xk(x) ∧
∂
∂xn+k
+
∑
1≤i<j≤n
{xi, xj}
∂
∂xi
∧
∂
∂xj
.
Soit f un germe de fonction et 1 ≤ j, k ≤ p. L’identite´ de Jacobi
{xn+j , {xn+k, f}} = {xn+k, {xn+j , f}},
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montre que les champs Xj commutent deux-a`-deux. Les champs Xj peuvent eˆtre conside´re´s
comme des germes de champs de Cn de´pendant holomorphiquement de p parame`tres x′′ :=
(xn+1, . . . , xN ). On notera Op = C{xn+1, . . . , xN} (resp. On = C{x1, . . . , xn}) l’anneau des
germes de fonctions holomorphes de (Cp, 0) (resp. (Cn, 0)). On posera x′ := (x1, . . . , xn) et
on notera M l’ide´al maximal de On. Soit f ∈ Op ⊗On, f
k(x) est la composante homoge`ne
de degre´ k en x′ = 0 de f . On peut alors e´crire pour 1 ≤ j ≤ p,
Xj(x) =
n∑
i=1
bj,i(x
′′)
∂
∂xi
+
n∑
i,k=1
bj,i,k(x
′′)xk
∂
∂xi
mod Op ⊗M
2.
Par hypothe`se, la diffe´rentielle de X0j en 0 est nulle et
X1j (x
′, 0) = Sj =
n∑
i,k=1
bj,i,k(0)xk
∂
∂xi
.
Lemme 2.1. Quitte a` faire un changement de variables holomorphe de (CN , 0) tangent a`
l’identite´ en 0, on peut supposer que Xj(0, x
′′) = 0 et DXj(0, x
′′) = diag(λj,1(x
′′), . . . , λj,n(x
′′))
pour 1 ≤ j ≤ p.
Preuve. Par hypothe`se, on peut supposer que la matrice (b1,i,k(0))1≤i,k≤n est inversible; en
appliquant le the´ore`me des fonctions implicites, on obtient un germe d’application holo-
morphe g : (Cp, 0) → (Cn, 0) telle que g(0) = 0 et X1(g(x
′′), x′′) = 0. Le champ X1 est
donc tangent au graphe G de g; puisque les Xi commutent a` X1, ils sont aussi tangents a` G.
Les Xj n’ont aucune composante non nulle le long des
∂
∂xn+k
, 1 ≤ k ≤ p; ils doivent donc
eˆtre nuls sur G. Faisons le changement de variables holomorphe (X ′,X ′′) = (x′− g(x′′), x′′)
fixant l’origine et tangent a` l’identite´ en ce point. On a alors Xj(0,X
′′) = 0 et DXj(0) =
(bj,i,k(0))j≤i,k≤n.
Puisque les valeurs propres de l’un des DXi(0) sont distinctes, on peut diagonaliser
DXi(0, x
′′) holomorphiquement sur un voisinage U de 0 dans Cp. Les matrices DXj(0, x
′′) =
(bj,i,k(x
′′))j≤i,k≤n sont alors diagonalise´es et leurs coefficients sont holomorphes dans U . Ce
qui donne le re´sultat.
Lemme 2.2. Sous les hypothe`ses pre´ce´dentes, on a {xi, xj} ∈ Op ⊗M
2 pour 1 ≤ i, j ≤ n.
Preuve. Posons
P˜ =
∑
1≤i<j≤n
{xi, xj}
∂
∂xi
∧
∂
∂xj
Pour alle´ger l’e´criture, on posera gi,j = {xi, xj}. Puisque Xi, 1 ≤ i ≤ p, est un hamiltonien
par rapport a` P , le crochet de Schouten-Nijenhuis [P,Xi] est nul. On a donc
[P˜ ,Xi] =
p∑
k=1
∂Xi
∂xn+k
∧Xk(x) (2.1)
Or, on a
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[P˜ ,Xi] =
∑
1≤r<s≤n
[
gr,s(x)
∂
∂xr
∧
∂
∂xs
,Xi
]
=
∑
1≤r<s≤n
Xi(gr,s)
∂
∂xr
∧
∂
∂xs
− gr,s
[
Xi,
∂
∂xr
∧
∂
∂xs
]
.
Or, un calcul simple montre que l’on a
[
Xi,
∂
∂xr
∧
∂
∂xs
]
=
n∑
k=1
(
∂Xi,k
∂xr
∂
∂xk
∧
∂
∂xs
+
∂Xi,k
∂xs
∂
∂xr
∧
∂
∂xk
)
.
On obtient alors
[P˜ ,Xi] =
∑
1≤r<s≤n
(
Xi(gr,s)− gr,s
(
∂Xi,r
∂xr
+
∂Xi,s
∂xs
))
∂
∂xr
∧
∂
∂xs
. (2.2)
D’apre`s le lemme pre´ce´dent, la restriction a` x′ = 0 du membre de droite de l’e´quation
(2.1) est nulle. Or, la restriction a` x′ = 0 du membre de droite de l’e´quation (2.2) est e´gale
a`
−
∑
1≤r<s≤n
g0r,s(x
′′)(λi,r(x
′′) + λi,s(x
′′))
∂
∂xr
∧
∂
∂xs
.
Donc, pour 1 ≤ i ≤ p et pour 1 ≤ r < s ≤ n, on a
g0r,s(x
′′)(λi,r(x
′′) + λi,s(x
′′)) = 0
Par hypothe`se, pour 1 ≤ r < s ≤ n, il existe un entier 1 ≤ i ≤ p tel que λi,r(0)+λi,s(0) 6=
0. Donc, λi,r(x
′′) + λi,s(x
′′) est non-nul sur un voisinage de l’origine. Par conse´quent, la
fonction holomorphe g0r,s(x
′′) est nulle sur le connexe U .
Le 1-jet en x′ = 0 du membre de droite de l’e´quation (2.1) est nul. Celui du membre de
droite de l’equation (2.2) est e´gal a`∑
1≤r<s≤n
(
J1(Xi)(g
1
r,s)− g
1
r,s(λi,r(x
′′) + λi,s(x
′′))
) ∂
∂xr
∧
∂
∂xs
.
En posant g1r,s =
∑n
k=1 g
1
r,s,k(x
′′)xk, on obtient pour 1 ≤ r, s, k ≤ n,
g1r,s,k(x
′′)(λi,k(x
′′)− λi,r(x
′′)− λi,s(x
′′)) = 0.
Par hypothe`se, pour chaque triplet (r, s, k), il existe un entier 1 ≤ i ≤ n tel que λi,k(0) −
λi,r(0)− λi,s(0) 6= 0. Les fonctions g
1
r,s,k(x
′′) sont donc toutes nulles.
Par conse´quent, nous avons montre´ que pour 1 ≤ i, j ≤ n,
{xi, xj} ∈ Op ⊗M
2.
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Lemme 2.3. Il existe un changement de variables holomorphe (X ′,X ′′) = Ψ(x) = (x′, ψ(x′′))
de (CN , 0) tel que, pour 1 ≤ i ≤ p, la partie line´aire de Ψ∗Xi en 0 est e´gale a` Si (les valeurs
propres sont inde´pendantes de x′′).
Preuve. Prenons le 2-jet de l’e´galite´ (2.1). Le 2-jet de (2.2) est e´gal a`∑
1≤r<s≤n
(
J1(Xi)(g
2
r,s)− g
2
r,s(λi,r(x
′′) + λi,s(x
′′))
) ∂
∂xr
∧
∂
∂xs
,
c’est-a`-dire
∑
1≤r<s≤n
 ∑
Q∈Nn,|Q|=2
(
(Q,λi(x
′′))− λi,r(x
′′)− λi,s(x
′′)
)
g2r,s,Q(x
′′)(x′)Q
 ∂
∂xr
∧
∂
∂xs
ou` l’on a e´crit
g2r,s(x) =
∑
Q∈Nn,|Q|=2
g2r,s,Q(x
′′)(x′)Q.
D’autre part, le 2-jet du membre de droite de (2.1) est e´gal a`
p∑
k=1
∂J1(Xi)
∂xn+k
∧ J1(Xk)(x) =
∑
1≤r<s≤n
(
p∑
k=1
∂λi,r
∂xn+k
λk,s −
∂λi,s
∂xn+k
λk,r
)
xrxs
∂
∂xr
∧
∂
∂xs
En comparant les coefficients de xrxs
∂
∂xr
∧ ∂
∂xs
dans les deux expressions, on obtient
p∑
k=1
(
∂λi,r
∂xn+k
λk,s −
∂λi,s
∂xn+k
λk,r
)
= 0 1 ≤ r < s ≤ n.
En posant Λm :=
∑p
i=1 λi,m(x
′′) ∂
∂xn+i
pour 1 ≤ m ≤ n, les e´quations pre´ce´dentes
s’e´crivent [Λr,Λs] = 0 pour 1 ≤ r, s ≤ n. Or, par hypothe`se, la famille {Λr(0)}1≤r≤n est de
rang p. On peut supposer que la famille {Λr(0)}1≤r≤p est inde´pendante sur C.
On peut donc redresser simultane´ment et holomorphiquement la famille {Λr(x
′′)}1≤r≤p :
il existe un changement de variables holomorphe X ′′ = ψ(x′′) tel que ψ∗Λr(X
′′) = Λr(0)
pour 1 ≤ r ≤ p. Soit p+ 1 ≤ l ≤ n; pour 1 ≤ r ≤ p, on a
0 = [ψ∗Λr, ψ∗Λl] =:
Λr(0), p∑
j=1
µj,l(X
′′)
∂
∂Xj+n

=
p∑
j=1
Λr(0)(µj,l(X
′′))
∂
∂Xj+n
.
ou` les µj,l sont des germes de fonctions holomorphes dans (C
p, 0). De par l’inde´pendance
des p premiers Λr(0), l’e´quation pre´ce´dente se rame`ne a` ∂µj,l/∂Xk+n = 0 pour 1 ≤ k ≤ p.
Donc, ψ∗Λl(X
′′) = Λl(0).
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3 Re´sultats principaux
Soit {., .} un crochet de Poisson holomorphe de (CN , 0), nul en 0 et ve´rifiant les hypothe`ses
(H) de´finie dans la section 2. D’apre`s les re´sultats pre´ce´dents, quitte a` faire un changement
de coordonne´es holomorphe, on peut supposer que
P =
p∑
k=1
Xk(x) ∧
∂
∂xn+k
+
∑
1≤i<j≤n
{xi, xj}
∂
∂xi
∧
∂
∂xj
.
ve´rifie les proprie´te´s suivantes, U e´tant un voisinage borne´ de l’origine dans Cp :
• pour 1 ≤ k ≤ p, Xk est un champ de vecteurs holomorphe de C
n de´pendant holomor-
phiquement des p parame`tres x′′, i.e. Xk ∈ Op(U¯)⊗X
1
n ;
• les Xk commutent deux a` deux, i.e. [Xi,Xj ] = 0 pour 1 ≤ i, j ≤ p;
• pour 1 ≤ k ≤ p, Xk ≡ Sk mod Op(U¯ )⊗ X
2
n ;
• pour 1 ≤ i, j ≤ n, {xi, xj} ∈ Op(U¯)⊗M
2.
La partie line´aire de P a` l’origine est alors
L :=
p∑
k=1
Sk(x
′) ∧
∂
∂xn+k
.
On rappelle que l’on a pose´, pour 1 ≤ i ≤ n,
Λi =
p∑
j=1
λj,i
∂
∂xn+j
.
Puisque la famille S est de rang p, on peut supposer que la famille {Λi}1≤i≤p est libre
sur C, ce que nous ferons dans la suite.
pour k ∈ N∗, on pose
ωk(S) = inf
{
max
i
|(Q,λi)− λi,j| 6= 0, Q ∈ N
n, 2 ≤ |Q| ≤ 2k, 1 ≤ j ≤ n
}
Nous dirons que la famille S est diophantienne si la condition arithme´tique
ω(S) : −
∑
k≥1
logωk(S)
2k
< +∞.
est satisfaite.
Remarque 3.1. Lorsque la famille S ne contient qu’un seul e´le´ment, la condition ω(S)
n’est autre que la condition de Bruno [Bru72] (qui est plus faible que celle de Siegel[Arn80][p.
182]).
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De´finition 3.1. Un ensemble compact K sera dit bon s’il est de Stein et si, pour tout
ensemble analytique V d’un voisinage de K, V ∩K n’a qu’un nombre fini de composantes
connexes. Un ensemble compact K sera dit compact de 0 s’il contient un voisinage de 0.
Un polydisque ferme´ est un bon compact de son centre.
Remarque 3.2. Dans la pratique, nous pourrions ne conside´rer, comme bon compact, que
le cas d’un point ou d’un polydisque ferme´ centre´ en ce point. La proprie´te´ essentielle que
nous utiliserons est la noetherianite´ de l’anneau des fonctions holomorphes au voisinage
d’un bon compact [Fri67, Siu69]. Nous renvoyons le lecteur aux ouvrages [Ho¨r90, Mal84]
pour les notions sur les espaces de Stein.
The´ore`me 3.1. Supposons que K := U¯ soit un bon compact de 0 ∈ Cp. Supposons que la
famille S = {Si}1≤i≤p des parties line´aires soit diophantienne. Supposons que la famille
commutative {Xi}1≤i≤p admette un forme normale formelle de la forme {
∑p
j=1 aˆi,jSj}1≤i≤p
ou` les aˆi,j appartiennent a` l’anneau Op(K) ⊗ Ô
S
n . Alors, il existe un diffe´omorphisme
holomorphe Φ de (CN , 0) dans lui-meˆme, fixant l’origine et tangent a` l’identite´ en ce point
tel que
Φ∗P =
p∑
k=1
(
p∑
l=1
a˜k,l(x)Sl
)
∧
∂
∂xn+k
+
∑
p+1≤i<j≤n
ci,jxixj
∂
∂xi
∧
∂
∂xj
+
∑
1≤i<j≤n

∑
Q∈Nn
2
,
Q 6=Ei+Ej
∀r (Q,λr)=λr,i+λr,j
gi,j,Q(x
′′)(x′)Q

∂
∂xi
∧
∂
∂xj
ou` les a˜r,s appartiennent a` Op(K
′) ⊗OSn , les gi,j,Q appartiennent a` Op(V
′), K ′ (resp. V ′)
e´tant un bon compact de 0 dans Cp (resp. voisinage de K ′), et les ci,j sont des nombres
complexes.
Les corollaires suivants sont des applications imme´diates du the´ore`me.
De´finition 3.2. Nous dirons que la partie line´aire L de P est non-re´sonnante si, pour
tout n-uplet d’entiers (q1, . . . , qn) tel que qi ≥ −1, deux au plus pouvant eˆtre simultane´ment
e´gaux a` −1, il existe un entier 1 ≤ j ≤ p tel que
q1λj,1 + . . . + qnλj,n 6= 0.
On appellera relation de re´sonnance de L, une e´galite´ de la forme
q1λj,1 + . . . + qnλj,n = λj,r + λj,s ∀1 ≤ j ≤ n,
ou` Q = (q1, . . . , qn) ∈ N
n. La famille S est non-re´sonnante lorsque (X̂ 2n)
S = {0}.
Remarque 3.3. Si L est non-re´sonnante alors la famille S est non-re´sonnante.
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Corollaire 3.1. Supposons que la famille S = {Si}1≤i≤p des parties line´aires soit dio-
phantienne et que L soit non-re´sonnante. Alors alors il existe un diffe´omorphisme
holomorphe Φ de (CN , 0) dans lui-meˆme, fixant l’orgine et tangent a` l’identite´ en ce point
tel que
Φ∗P =
p∑
r=1
Sr ∧
∂
∂xn+r
+
∑
p+1≤i<j≤n
ci,jxixj
∂
∂xi
∧
∂
∂xj
;
ou` les ci,j sont des constantes.
Ce dernier corollaire, dans le cas p = 1, est du a` J.-P. Dufour et M. Zhitomirskii
[DZ99][theorem 6.1]. En particulier, si n ≤ p + 1, la structure de Poisson est line´arisable
(sans condition de rang).
The´ore`me 3.2. Sous les hypothe`ses du the´ore`me pre´ce´dent, supposons de plus, que le rang
de P soit egal a` 2p avec n > p + 1. Alors il existe un diffe´omorphisme holomorphe Φ de
(CN , 0) dans lui-meˆme, fixant l’orgine et tangent a` l’identite´ en ce point tel que
Φ∗P =
p∑
k=1
(
p∑
l=1
bk,l(x
R1 , . . . , xRt)Sl
)
∧
∂
∂xn+k
.
ou` les bk,l appartiennent a` O
S
n .
Remarque 3.4. Le re´sultat pre´ce´dent admet l’interpre´tation ge´ome´trique suivante.
On supposera que l’anneau des invariants ÔSn n’est pas re´duit aux constantes. Soit pi :
(Cn, 0)→ (Ct, 0) l’application de´finie par pi(x) = (xR1 , . . . , xRt) avec ÔSn = C[[x
R1 , . . . , xRt ]]
(voir section 1.2). Il existe alors un voisinage U de l’origine dans Cn tel que, pour tout b ∈
pi(U), la structure de Poisson P induit, sur la varie´te´ torique ”ge´ne´ralise´e” (pi−1(b)∩U)×Cp,
la structure de Poisson line´aire
p∑
r=1
(
p∑
s=1
br,s(b)Ss
)
∧
∂
∂xn+r
∣∣
(pi−1(b)∩U)×Cp .
En effet, par de´finition, les champs Sk sont tangents aux fibres (pi
−1(b) ∩ U).
Corollaire 3.2. Soit P une structure de Poisson ve´rifiant les hypothe`ses (H) et de rang
egal a` 2p, n > p+ 1. On suppose que la famille des hamiltoniens associe´s aux variables x′′
est formellement line´arisable et que la famille de leurs parties line´aires a` l’origine est
diophantienne. Alors la structure de Poisson P est holomorphiquement line´arisable.
Ce re´sultat est du a` J.-P. Dufour [Duf91], dans le cadre C∞, lorsque la famille S est
hyperbolique et non-re´sonnante.
Remarque 3.5. Tous ces re´sultats sont vrais dans la cate´gorie analytique re´elle.
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4 Forme normale de famille commutative de champs de vecteurs
L’objet de cette section est de rappeler un des re´sultats de l’auteur [Sto00] que nous
utiliserons dans cet article. Soit {X1, . . . ,Xp} une famille commutative de champs de
vecteurs holomorphes au voisinage de l’origine dans Cn. On les suppose nuls en ce point
et on suppose que leur partie line´aire sont diagonales et inde´pendantes sur C. On posera
J1(Xi) = Si :=
∑n
j=1 λi,jxj∂/∂xj , λ
i = (λi,1, . . . , λi,n) et S de´signera la famille des Si.
On a alors le re´sultat suivant :
The´ore`me 4.1. [Sto00] Supposons que la famille des parties line´aires {Si}1≤i≤p soit dio-
phantienne. Supposons que la famille commutative {Xi}1≤i≤p admette un forme normale
formelle de la forme {
∑p
j=1 aˆi,jSj}1≤i≤p ou` les aˆi,j appartiennent a` l’anneau Ô
S
n . Alors
il existe un germe de diffe´omorphisme holomorphe Φ de (Cn, 0) dans lui-meˆme, tangent a`
l’identite´ en 0, tel que, pour 1 ≤ i ≤ p
Φ∗Xi =
p∑
j=1
ai,jSj ,
ou` les ai,j ∈ Ô
S
n ∩ On.
Dans ce qui suit, nous aurons besoin de la ”version a` parame`tres” suivante :
The´ore`me 4.2. Soit K un bon compact de 0 ∈ Ck. On notera x′′ les coordonne´es de Ck.
Soit {Xi}1≤i≤p une famille commutative d’e´le´ments de Ok(K)⊗X
1
n . Soit Si la partie line´aire
de Xi en 0 ∈ C
n, que l’on suppose inde´pendante de x′′. Supposons que la famille {Si}1≤i≤p
soit diophantienne. Supposons, en outre, que la famille commutative {Xi}1≤i≤p admette
une forme normale formelle de la forme {
∑p
j=1 aˆi,jSj}1≤i≤p ou` les aˆi,j appartiennent a`
l’anneau Ok(K) ⊗ Ô
S
n . Alors il existe un germe de diffe´omorphisme holomorphe Φ de
(Cn, 0) dans lui-meˆme, tangent a` l’identite´ en 0, de´pendant holomorphiquement de x′′ dans
K et tel que , pour 1 ≤ i ≤ p
Φ∗Xi =
p∑
j=1
ai,jSj ,
ou` les ai,j ∈ Ok(K)⊗
(
ÔSn ∩On
)
.
En effet, supposons que Φˆ conjugue Xj a` Yj , pour 1 ≤ j ≤ p, avec
Φˆ(x, x′′) =
xi + ∑
Q∈Nn,|Q|≥2
φi,Q(x
′′)xQ

1≤i≤n
,
Xj = Sj +
n∑
i=1
 ∑
Q∈Nn,|Q|≥2
Xj,i,Q(x
′′)xQ
 ∂
∂xi
,
et Yj = Sj +
n∑
i=1
 ∑
Q∈Nn,|Q|≥2
Yj,i,Q(x
′′)xQ
 ∂
∂xi
.
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Les e´quations que doivent satisfaire ces coefficients sont de la forme(
(Q,µj)− µj,i
)
φi,Q(x
′′) + Yj,i,Q(x
′′) = Xj,i,Q(x
′′) + Pj,i,Q(x
′′),
ou` Pj,i,Q est un polynoˆme en les φi,Q′(x
′′), Yj,i,Q′(x
′′), Xj,i,Q′(x
′′), |Q′| < |Q|. La de´finition de
φi,Q(x
′′) et de Yj,i,Q(x
′′) se fait par re´ccurence comme suit : si pour un j, on a (Q,µj) 6= µj,i
alors on pose Yj,i,Q(x
′′) = 0 et φi,Q(x
′′) est de´termine´ par la j-ie`me e´quation. Sinon, on
pose φi,Q(x
′′) = 0 et Yj,i,Q(x
′′) est de´termine´ par le second membre. Par conse´quent, on
montre par re´currence que si les Xj,i,Q(x
′′) sont holomorphes sur un meˆme voisinage V de
K, il en est de meˆme des φi,Q(x
′′) et des Yj,i,Q(x
′′).
5 Preuve du the´ore`me 3.1
Utilisons le the´ore`me 4.2, pour normaliser la famille commutative de champs de vecteurs
{Xi}1≤i≤p. Dans ces nouvelles coordonne´es, de´veloppons l’identite´ de Jacobi, pour 1 ≤
i, j ≤ n et 1 ≤ m ≤ p,
{xn+m, {xi, xj}} = −{xi, {xj , xn+m}}+ {xj , {xi, xn+m}}. (5.1)
Tout d’abord, on a
{xn+m, {xi, xj}} =
N∑
k=1
{xk, xn+m}
∂{xi, xj}
∂xk
=
n∑
k=1
{xk, xn+m}
∂{xi, xj}
∂xk
= Xm({xi, xj}).
On a donc
{xn+m, {xi, xj}} =
p∑
k=1
am,k(x)Sk({xi, xj}). (5.2)
D’autre part, par de´finition, on a {xj , xn+m} = Xm,j . On a alors
{xi, {xj , xn+m}} =
N∑
k=1
{xk, xi}
∂Xm,j
∂xk
=
n∑
k=1
{xk, xi}
∂Xm,j
∂xk
+
p∑
k=1
{xn+k, xi}
∂Xm,j
∂xn+k
=
n∑
k=1
{xk, xi}
∂Xm,j
∂xk
−
p∑
k=1
Xk,i
∂Xm,j
∂xn+k
.
Or
n∑
k=1
{xk, xi}
∂Xm,j
∂xk
= {xi, xj}
(
p∑
k=1
am,rλr,j
)
(5.3)
+xj
n∑
k=1
{xk, xi}
∂
∑p
r=1 am,rλr,j
∂xk
(5.4)
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Conside´rons alors l’ope´rateur Op(K)⊗On-line´aire
N :Mn (Op(K)⊗On)→Mn (Op(K)⊗On)⊗ (Op(K)⊗On)
n
de´fini par
N ((fi,j)1≤i,j≤n) = (Ni,j(f))1≤i,j≤n =
( p∑
r=1
n∑
k=1
(xifk,jλr,i − xjfk,iλr,j)
∂am,r
∂xk
)
1≤m≤n

1≤i,j≤n
.
On posera
Ni,j,m(f) :=
p∑
r=1
n∑
k=1
(xifk,jλr,i − xjfk,iλr,j)
∂am,r
∂xk
. (5.5)
Soit
Mi,j,m :=
p∑
l=1
Xl,i
∂Xm,j
∂xn+l
−
p∑
l=1
Xl,j
∂Xm,i
∂xn+l
= xixj
p∑
l=1
[(
p∑
k=1
al,kλk,i
)(
∂
∑p
k=1 am,kλk,j
∂xl+m
)
−
(
p∑
k=1
al,kλk,j
)(
∂
∑p
k=1 am,kλk,i
∂xn+l
)]
.
Lemme 5.1. Pour 1 ≤ i, j ≤ n et 1 ≤ m ≤ p,
• Mi,j,m appartient a` l’ide´al engendre´ par xixj dans Op(K)⊗O
S
n ,
• sous les hypothe`ses (H), Mi,j,m est d’ordre supe´rieur ou e´gal a` 5,
• si chaque fi,j est de la forme ∑
Q∈Nn2 ,
∀r, (Q,λr)=λr,i+λr,j
fi,j,Q(x
′′)(x′)Q
avec fi,j,Q ∈ Op(V ), V e´tant un voisinage de K; il en est de meˆme pour Ni,j,m(f).
Preuve. Le premier point est clair car les fonctions ai,j appartiennent a` Op(K)⊗O
S
n ; leurs
de´rive´es par rapport aux variables x′′ aussi. Les fonctions ai,j sont de la forme∑
P∈Nn
2
,
∀r (P,λr)=0
ai,j,P (x
′′)(x′)P .
D’apre`s les hypothe`ses (H), les monoˆmes ”re´sonnants” qui engendrent OSn sont de degre´
supe´rieur ou e´gal a` 3. Par conse´quent, la fonction xifk,j∂am,r/∂xk est de la forme∑
Q∈Nn
2
,
∀r (Q,λr)=λr,k+λr,j ,
(P,λr)=0
gi,j,Q(x
′′)(x′)Q+Ei+P−Ek ,
15
c’est-a`-dire de la forme ∑
R∈Nn3 ,
∀r (R,λr)=λr,i+λr,j
g˜i,j,R(x
′′)(x′)R.
En fait, on a meˆme,
xifk,j
∂am,r
∂xk
= xi
∑
R∈Nn
2
,
∀r (T,λr)=λr,j
g˜i,j,T (x
′′)(x′)T .
L’e´quation de Jacobi (5.1) s’e´crit, pour 1 ≤ m ≤ p,
Xm({xi, xj})− {xi, xj}
(
p∑
r=1
am,r(λr,j + λr,i)
)
=Mi,j,m +Ni,j,m (({xr, xs})1≤r,s≤n) .
Soit A = (ak,l)1≤k,l≤p; par hypothe`se, A(0, x
′′) = Id et ak,l ∈ Op(K)⊗O
S
n . La matrice A est
donc inversible au voisinage de {0}×K dans Cn×Cp et les coefficients de A−1 appartiennent
a` Op(K) ⊗ O
S
n . Puisque l’on a Xm =
∑p
k=1 am,kSk, les p e´quations pre´ce´dentes peuvent
s’e´crire sous la forme matricielleS1({xi, xj})...
Sp({xi, xj})
− {xi, xj}
λ1,i + λ1,j...
λp,i + λp,j
 = N˜i,j (({xr, xs})1≤r,s≤n) + M˜i,j (5.6)
(5.7)
ou` l’on a pose´ N˜i,j = A
−1Ni,j et M˜i,j = A
−1Mi,j . Les composantes de M˜i,j appartiennent
a` l’ide´al engendre´ par xixj dans Op(K)⊗O
S
n . Si chancun des fi,j ve´rifie les hypothe`ses du
lemme pre´ce´dent, la conclusion reste valide pour les N˜i,j(f).
Lemme 5.2. Pour 1 ≤ i, j ≤ n, on a
{xi, xj} =
∑
Q∈Nn
2
,
∀r (Q,λr)=λr,i+λr,j
gi,j,Q(x
′′)(x′)Q,
ou` les gi,j,Q appartiennent a` Op(V ), V e´tant un voisinage de K. De plus, si l’on suppose
que, pour 1 ≤ i, j ≤ n, les solutions Q ∈ N2, 2 ≤ |Q|, des e´quations (Q,λr) = λr,i + λr,j
pour 1 ≤ r ≤ p sont de la forme Q = R+ Ei + Ej, R ∈ N
n
2 alors
{xi, xj} = xixj
∑
Q∈Nn
2
,
∀r (Q,λr)=0
gi,j,Q(x
′′)(x′)Q;
c’est-a`-dire que {xi, xj} appartient a` l’ide´al de Op(K)⊗O
S
n engendre´ par xixj.
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Preuve. Posons
{xi, xj} =
∑
Q∈Nn
2
gi,j,Q(x
′′)(x′)Q.
On rappelle, d’apre`s le lemme 2.2, que {xi, xj} est d’ordre supe´rieur ou e´gal a` deux en
(0, x′′). On a alors, pour 1 ≤ k ≤ p
Sk({xi, xj})− {xi, xj}(λk,i + λk,j) =
∑
Q∈Nn,|Q|≥2
(
(Q,λk)− (λk,i + λk,j)
)
gi,j,Q(x
′′)(x′)Q.
D’autre part, on a, pour tout entier d ≥ 1
Jd
(
N˜i,j,m(f)
)
= Jd
(
N˜i,j,m
(
Jd−1(f)
))
,
ou` Jd−1(f) de´signe la matrice dont les composantes sont les Jd−1(fi,j) (les jets sont bien
entendu en (0, x′′) en les variables x′). En utilisant la de´finition (5.5) de Ni,j,m, il est clair
que si f est d’ordre supe´rieur ou e´gal a` d alors Ni,j,m(f) est d’ordre supe´rieur ou e´gal a`
d + 1 (en fait, sous les hypothe`ses (H), l’ordre de Ni,j,m(f) est supe´rieur ou e´gal a` d + 5).
La multiplication par la matrice A−1 ne change rien quant a` l’ordre. D’autre part, pour les
meˆmes raisons, Mi,j,m est d’ordre supe´rieur ou e´gal a` cinq. Il en est de meˆme pour M˜i,j,m.
Montrons alors le re´sultat par re´currence sur la longueur du multiindice |Q| ≥ 2. Pour
|Q| = 2, l’analyse faite pre´ce´dement montre que la composante de (x′)Q du second membre
de l’identite´ de Jacobi (5.6) est nulle. Lorsqu’il existe 1 ≤ r ≤ p tel que (Q,λr) 6= λr,i+λr,j
alors gi,j,Q ≡ 0. L’assertion est donc vraie. Supposons la vraie jusqu’a` l’ordre d. D’apre`s ce
qui pre´ce`de, le coefficient de (x′)Q, |Q| = d + 1, du second membre de l’identite´ de Jacobi
(5.6) est la somme de celui de M˜i,j et de celui de N˜i,j,m
(
Jd−1
(
({xr, xs})1≤r,s≤n
))
. D’apre`s
le lemme pre´ce´dent, s’il existe 1 ≤ r ≤ p tel que (Q,λr) 6= λr,i + λr,j , alors ce coefficient
est nul. On a alors ((Q,λr)− λr,i − λr,j) gi,j,Q ≡ 0; c’est-a`-dire gi,j,Q ≡ 0. Ce qui ache`ve la
re´currence.
En ce qui concerne le deuxie`me point, il suffit de remarquer que si toute solution de
(Q,λr) = λr,i + λr,j, pour 1 ≤ r ≤ p, est de la forme Q = R + Ei + Ej alors (R,λ
r) = 0
pour 1 ≤ r ≤ p.
Nous avons donc montre´ que, dans un bon syste`me de coordonne´es holomorphes, on
peut e´crire
P =
p∑
r=1
(
p∑
s=1
ar,s(x)Ss
)
∧
∂
∂xn+r
+
∑
1≤i<j≤n
 ∑
Q∈Nn
2
,
∀r (Q,λr)=λr,i+λr,j
gi,j,Q(x
′′)(x′)Q
 ∂∂xi ∧ ∂∂xj ,
ou` ar,s ∈ Op(K)⊗O
S
n et gi,j,Q ∈ Op(V ), V e´tant un voisinage de K.
Soient β1(x
′′), . . . , βn(x
′′) des fonctions holomorphes au voisinage deK telles que βi(0) =
1.
Posons alors xi = βi(y
′′)yi, i = 1, . . . , n, et xn+k = yn+k pour k = 1, . . . , p. On notera
x = Ψ(y) cette transformation tangente a` l’identite´ en 0. Dans ces nouvelles coordonne´es,
le crochet de Poisson {., .}′ est de´fini par
{f ′, g′}′(y) = {f ′ ◦Ψ−1, g′ ◦Ψ−1} ◦Ψ(y).
17
En particulier, on a, pour 1 ≤ i, j ≤ n
{yj , yi}
′ =
{
xj
βj(x′′)
,
xi
βi(x′′)
}
◦Ψ(y)
=
(
1
βj(x′′)
{
xj,
xi
βi(x′′)
}
+ xj
{
1
βj(x′′)
,
xi
βi(x′′)
})
◦Ψ(y)
=
(
1
βj(x′′)
(
1
βi(x′′)
{xj , xi}+ xi
{
xj ,
1
βi(x′′)
})
+
xj
βi(x′′)
{
1
βj(x′′)
, xi
}
+ xixj
{
1
βj(x′′)
,
1
βi(x′′)
})
◦Ψ(y)
=
(
{xj , xi}
βi(x′′)βj(x′′)
+
xi
βj(x′′)
{
xj ,
1
βi(x′′)
}
−
xj
βi(x′′)
{
xi,
1
βj(x′′)
})
◦Ψ(y)
graˆce a` l’identite´ de Leibnitz et au fait que {xn+k, xn+l} = 0 pour 1 ≤ k, l ≤ p. Par
de´finition, on a {
xi,
1
βj(x′′)
}
=
−1
β2i (x
′′)
p∑
k=1
{xn+k, xi}
∂βj
∂xn+k
=
1
β2j (x
′′)
p∑
k=1
Xk,i
∂βj
∂xn+k
= xi
Λi(βj)
β2j (x
′′)
mod Op(K)⊗M
2
n.
Par conse´quent, le coefficient de yiyj dans {yj , yi}
′ est e´gal a`
gj,i,Ei+Ej(x
′′) +
Λj(βi)
βi(x′′)
−
Λi(βj)
βj(x′′)
.
En posant, βi(x
′′) = exp γi, ce coefficient s’e´crit
gj,i,Ei+Ej(x
′′) + Λj(γi)− Λi(γj). (5.8)
Lemme 5.3. Pour 1 ≤ i, j, k ≤ n, on a
Λj(gk,i,Ek+Ei)− Λi(gk,j,Ek+Ej ) + Λk(gj,i,Ej+Ei) = 0.
Preuve. Conside´rons l’identite´ de Jacobi
{xk, {xi, xj}}+ {xi, {xj , xk}}+ {xj , {xk, xi}} = 0.
On a
{xk, {xi, xj}} =
N∑
m=1
{xm, xk}
∂{xi, xj}
∂xm
=
n∑
m=1
{xm, xk}
∂{xi, xj}
∂xm
−
p∑
l=1
Xl,k
∂{xi, xj}
∂xn+l
.
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On a, pour 1 ≤ m ≤ n
{xm, xk}
∂{xi, xj}
∂xm
=
 ∑
P∈Nn
2
(P,λ)=λk+λm
gm,k,P (x
′)P

 ∑
Q∈Nn
2
,
(Q,λ)=λi+λj
qmgi,j,Q(x
′)Q−Em

ou`, afin d’alle´ger l’e´criture, (Q,λ) = λi + λj signifie dans les sommes: pour tout 1 ≤ t ≤ p,
(Q,λt) = λt,i + λt,j . On a aussi, pour 1 ≤ l ≤ p
Xl,k
∂{xi, xj}
∂xn+l
= xk
(
p∑
s=1
al,sλs,k
) ∑
P∈Nn
2
(P,λ)=λi+λj
∂gi,j,P
∂xl+n
(x′)P
 .
Prenons le jet d’ordre 3 en 0 ∈ Cn(i.e. en x’) de ces expressions. Il vient
J3
(
{xm, xk}
∂{xi, xj}
∂xm
)
=
 ∑
λr+λs=λk+λm
gm,k,Er+Esxrxs
 ∑
λr+λm=λi+λj
gi,j,Er+Emxr

et
J3
(
Xl,k
∂{xi, xj}
∂xn+l
)
= λl,kxk
 ∑
λr+λs=λi+λj
∂gi,j,Er+Es
∂xl+n
xrxs
 .
Le coefficient de xkxixj dans
n∑
m=1
J3
(
{xm, xk}
∂{xi, xj}
∂xm
)
est
gi,j,Ei+Ej
(
gj,k,Ek+Ej + gi,k,Ek+Ei
)
.
Celui de
p∑
l=1
J3
(
Xl,k
∂{xi, xj}
∂xn+l
)
est
p∑
l=1
λl,k
∂gi,j,Ei+Ej
∂xl+n
= Λk(gi,j,Ei+Ej ).
On trouve alors que l’on a
Λj(gk,i,Ek+Ei)− Λi(gk,j,Ek+Ej ) + Λk(gj,i,Ej+Ei) = gk,i,Ek+Ei(gi,j,Ej+Ei + gk,j,Ek+Ej)
−gk,j,Ek+Ej(gj,i,Ej+Ei + gk,i,Ek+Ei)
+gi,j,Ej+Ei(gi,k,Ek+Ei + gj,k,Ek+Ej)
= 0. (5.9)
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Lemme 5.4. Il existe des fonctions γ1, . . . , γn holomorphes au voisinage de K dans C
p et
nulles a` l’origine telles que si l’on pose xi = exp γi(y
′′)yi, 1 ≤ i ≤ n, alors le coefficient de
yiyj dans {yi, yj}
′ est constant; il est meˆme nul si i ou j est infe´rieur ou e´gal a` p.
Preuve. Rappelons que, pour 1 ≤ i ≤ n,
Λi =
p∑
k=1
λk,i
∂
∂xn+k
.
Par hypothe`se, on peut supposer que Λ1, . . . ,Λp sont line´airement inde´pendants sur C.
Quitte a` faire un changement line´aire de coordonne´es y′′ = Bx′′, on peut supposer que,
pour 1 ≤ k ≤ p,
Λk =
∂
∂xn+k
.
On notera K ′ := BK le bon compact de 0. Dans ces nouvelles coordonne´es, on a
P =
p∑
r=1
Yr(x
′, y′′) ∧
∂
∂yn+r
+
∑
1≤i<j≤n
 ∑
Q∈Nn
2
,
∀r (Q,λr)=λr,i+λr,j
g˜i,j,Q(y
′′)(x′)Q
 ∂∂xi ∧ ∂∂xj
ou` g˜i,j,Q(y
′′) := gi,j,Q(B
−1y′′) ∈ Op(V
′), V ′ = BV , V voisinage K etY1(x
′, y′′)
...
Yp(x
′, y′′)
 = tB−1
X1(x
′, B−1y′′)
...
Yp(x
′, B−1y′′)
 .
Posons
γ1,i(y
′′) =
∫ yn+1
0
g˜1,i,E1+Ei(t, yn+2, . . . , yN )dt 1 ≤ i ≤ n
xi = exp
(
γ1,i(y
′′)
)
yi 1 ≤ i ≤ n.
On a γ1,i(0) = 0 et γ1,1 ≡ 0. Les γ1,i sont holomorphes sur (C
n, 0) × V ′. Si i et j sont
distincts de 1 et infe´rieurs a` p , on a
Λj(γ1,i)− Λi(γ1,j) =
∫ yn+1
0
(
∂g˜1,i,E1+Ei(t, yn+2, . . . , yN )
∂xn+j
−
∂g˜1,j,E1+Ej (t, yn+2, . . . , yN )
∂xn+i
)
dt
=
∫ yn+1
0
∂g˜i,j,Ei+Ej(t, yn+2, . . . , yN )
∂t
dt (graˆce a` (5.9))
= g˜i,j,Ei+Ej(yn+1, yn+2, . . . , yN )− g˜i,j,Ei+Ej(0, yn+2, . . . , yN ).
D’apre`s (5.8), le coefficient de yiyj dans {yi, yj}
′ est
g˜
(2)
i,j,Ei+Ej
(yn+2, . . . , yN ) := g˜i,j,Ei+Ej(0, yn+2, . . . , yN ) 2 ≤ i, j ≤ p.
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De plus, si 1 ≤ j ≤ n, on a
g˜1,j,E1+Ej(yn+1, yn+2, . . . , yN )− Λ1(γ1,j) = 0.
Donc, d’apre`s (5.8), le coefficient g˜
(2)
1,j,E1+Ej
(yn+2, . . . , yN ) de y1yj dans {y1, yj}
′ est nul
pour 1 ≤ j ≤ n. Puisque l’on transforme un crochet de Poisson en un autre, alors les
nouveaux coefficients ve´rifient encore l’e´quation de cocycle (5.9) (les Λi sont invariants par
le changement de coordonne´es). En y posant k = 1, il vient
Λ1
(
g˜
(2)
i,j,Ei+Ej
)
= 0 1 ≤ i, j ≤ n.
On montre par re´currence sur l’entier 1 ≤ d ≤ p qu’il existe des fonctions γd,i, 1 ≤ i ≤ n,
holomorphes sur (Cn, 0)× V ′ et nulles en 0 telles qu’en posant
xi = exp(γd,i(y
′′))yi 1 ≤ i ≤ n,
les coefficients g
(d+1)
i,j,Ei+Ej
de yiyj dans {yi, yj}
′ ve´rifient
1. g
(d+1)
i,j,Ei+Ej
≡ 0 pour 1 ≤ i ≤ d, 1 ≤ j ≤ n,
2. les g
(d+1)
i,j,Ei+Ej
, 1 ≤ i, j ≤ p, ne de´pendent que de xn+d+1, . . . , xn+p,
3. Λk
(
g
(d+1)
i,j,Ei+Ej
)
≡ 0 pour 1 ≤ k ≤ d et 1 ≤ i, j ≤ n.
D’apre`s ce qui pre´ce`de, cela est vrai pour d = 1. Supposons que cela soit vrai pour tout
d ≤ k < p. Posons alors
γk,i(y
′′) =
∫ yn+k
0
g˜
(k)
k,i,Ek+Ei
(t, yn+k+1, . . . , yN )dt 1 ≤ i ≤ n,
xi = exp
(
γk,i(y
′′)
)
yi 1 ≤ i ≤ n.
Comme plus haut, on a, pour 1 ≤ i, j ≤ p distincts de k,
Λj(γk,i)− Λi(γk,j) = g
(k)
i,j,Ei+Ej
(yn+k, . . . , yN )− g
(k)
i,j,Ei+Ej
(0, yn+k+1, . . . , yN ).
Le coefficient g
(k+1)
i,j,Ei+Ej
de yiyj dans {yi, yj}
′, pour 1 ≤ i, j ≤ p distincts de k, est donc
g
(k+1)
i,j,Ei+Ej
:= g
(k)
i,j,Ei+Ej
(0, yn+k+1, . . . , yN ).
En particulier, pour 1 ≤ i < k et 1 ≤ j ≤ p,
g
(k+1)
i,j,Ei+Ej
≡ 0
et
g
(k+1)
i,j,Ei+Ej
= g
(k)
i,j,Ei+Ej
+ Λi(γk,j)− Λj(γk,i);
pour 1 ≤ i ≤ k et 1 ≤ j ≤ n. Pour i = k, on obtient
g
(k+1)
k,j,Ek+Ej
= g
(k)
k,j,Ek+Ej
− Λk(γk,j) ≡ 0.
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Or, les γk,j ne de´pendent que de xn+k, . . . , xn+p. Donc, Λi(γk,j) = ∂γk,j/∂xn+i = 0 pour
1 ≤ i ≤ k − 1. De plus, d’apre`s les proprie´te´s du crochet de Poisson, on a g˜
(k)
k,i,Ek+Ei
=
−g˜
(k)
i,k,Ek+Ei
. Par hypothe`se de re´currence, g˜
(k)
i,k,Ek+Ei
est nul pour i < k; il en est donc de
meˆme pour γk,i. Par conse´quent, pour 1 ≤ i ≤ k et 1 ≤ j ≤ n, on a
g
(k+1)
i,j,Ei+Ej
= g
(k)
i,j,Ei+Ej
≡ 0.
En utilisant la relation de cocycle (5.9) dans les nouvelles coordonne´es, on obtient alors
Λd
(
g˜
(k+1)
i,j,Ei+Ej
)
= 0 1 ≤ i, j ≤ n,
pour 1 ≤ d ≤ k. Ce qui de´montre la re´currence.
Ainsi, pour 1 ≤ k ≤ p et 1 ≤ i, j ≤ n, on a
g˜
(p+1)
k,j,Ek+Ej
≡ 0.
et
Λk
(
g˜
(p+1)
i,j,Ei+Ej
)
= 0.
Puisque les fonctions g˜
(p+1)
i,j,Ei+Ej
ne de´pendent que des variables xn+1, . . . , xn+p, alors, pour
1 ≤ i, j ≤ n, g˜
(p+1)
i,j,Ei+Ej
est constant. Dans ces nouvelles coordonne´es, le champ Yk est
transforme´ en
Y˜k(y
′, y′′) =
n∑
i=1
Y˜k,i(y
′, y′′)
∂
∂xi
=
n∑
i=1
exp(γi(y
′′))Yk,i
(
exp(−γ1(y
′′))y1, . . . , exp(−γn(y
′′))yn, y
′′
) ∂
∂xi
.
La partie line´aire reste donc inchange´e. Il ne reste plus qu’a` faire le changement de variables
x′′ = B−1y′′.
Finalement, nous avons montre´ que, dans un bon syste`me de coordonne´es holomorphes,
on peut e´crire
P =
p∑
r=1
(
p∑
s=1
a˜r,s(x)Ss
)
∧
∂
∂xn+r
+
∑
p+1≤i<j≤n
ci,jxixj
∂
∂xi
∧
∂
∂xj
+
∑
1≤i<j≤n

∑
Q∈Nn2 ,
Q 6=Ei+Ej
∀r (Q,λr)=λr,i+λr,j
gi,j,Q(x
′′)(x′)Q

∂
∂xi
∧
∂
∂xj
(5.10)
ou` a˜r,s ∈ Op(K)⊗O
S
n , ci,j ∈ C et gi,j,Q ∈ Op(V ), V e´tant un voisinage de K dans C
p.
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6 Preuve du the´ore`me 3.2
Appliquons tout d’abord le the´ore`me pre´ce´dent et posons
Xi(x) :=
p∑
j=1
a˜i,j(x)Sj,
avec a˜i,j ∈ Op(K)⊗O
S
n . Nous de´signerons par A la matrice dont les e´le´ments sont les a˜i,j.
Commenc¸ons par de´montrer le lemme suivant
Lemme 6.1. Il existe p familles champs de vecteurs Ai appartenant a` Op(K)⊗
(
X 1n
)S
tel
que
P =
p∑
i=1
Xi ∧
(
∂
∂xn+i
+Ai
)
Nous poserons, dans la suite,
A˜i :=
∂
∂xn+i
+Ai; P˜ :=
p∑
i=1
Xi ∧Ai.
Preuve. Nous reprenons les arguments de J.-P. Dufour [Duf91]. Par hypothe`se, le rang de
P est 2p; donc
P ∧ P ∧ . . . ∧ P︸ ︷︷ ︸
(p+1)fois
= 0.
Le terme de cette e´quation qui contient ∂/∂xn+1 ∧ . . . ∧ ∂/∂xn+p donne l’e´quation
P˜ ∧X1 ∧ . . . ∧Xp = 0.
De plus, X1 ∧ . . . ∧ Xp = (detA)S1 ∧ . . . ∧ Sp et detA est une unite´ dans Op(K) ⊗ On.
Soit I l’ide´al engendre´ par les coefficients de X1 ∧ . . . ∧Xp dans Op(K)⊗On. C’est l’ide´al
engendre´ par les monoˆmes xi1 · · · xip , 1 ≤ i1 < · · · < ip ≤ n. Soient
• a := x1 · · · xp,
• b :=
∑p
i=1 x1 · · · xi−1xˆixi+1 · · · xp+1 et
• c :=
∑p
1≤i<j≤p x1 · · · xi−1xˆixi+1 · · · xj−1xˆjxj+1 · · · xp+2.
Comme d’habitude, xˆi signifie que la variable xi est absente; on rappel que l’on a suppose´
n > p + 1. Alors, a ∈ I n’est pas un diviseur de ze´ro dans Op(K) ⊗ On, b ∈ I n’est
pas un diviseur de ze´ro dans Op(K) ⊗ On/(a) et c ∈ I n’est pas un diviseur de ze´ro dans
Op(K)⊗On/(a, b). Par conse´quent, la profondeur de l’ide´al I est supe´rieure a` 3. Or, d’apre`s
le the´ore`me de Frisch [Fri67, Siu69], les anneaux Op(K) et Op(K) ⊗ On sont noethe´riens.
D’apre`s le the´ore`me de K. Saito [Sai76], il existe alors p familles champs de vecteurs Ai
appartenant a` Op(K)⊗ Xn tel que
P˜ =
p∑
i=1
Xi ∧Ai.
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Puisque P˜ est d’ordre supe´rieur a` 2 en x′, on peut choisir Ai nul en (0, x
′′). Montrons alors
que l’on peut choisir des Ai qui commutent avec les Si. En effet, on a
P˜ =
∑
p+1≤i<j≤n
ci,jxixj
∂
∂xi
∧
∂
∂xj
+
∑
1≤i<j≤n

∑
Q∈Nn
2
,
Q 6=Ei+Ej
∀r (Q,λr)=λr,i+λr,j
g˜i,j,Q(X
′′)(X ′)Q

∂
∂xi
∧
∂
∂xj
.
Par conse´quent, pour tout g ∈ g, [S(g), P˜ ] = 0 (d’apre`s le lemme 1.3). On a aussi
[S(g), P˜ ] =
p∑
i=1
Xi ∧ [S(g), Ai],
car les Xi commutent aux Sj. De´composons ensuite chaque Ai selon les espaces de poids
de S dans l’espaces des champs de vecteurs (en fait, il faudrait faire cette de´composition
dans chaque espace de champs de bi-vecteurs de Cn homoge`nes a` coefficients dans Op(K)).
On a alors
0 = [S(g), P˜ ] =
p∑
i=1
Xi ∧
∑
α
α(g)Ai,α
=
∑
α
α(g)
(
p∑
i=1
Xi ∧Ai,α
)
.
Puisque les Xi sont de poids nuls, l’e´galite´ pre´ce´dente de´finit la de´composition de [S(g), P˜ ]
selon les espaces de poids de S dans l’espaces des germes de champs de bi-vecteurs nul a`
l’origine. Les espaces de cette de´composition e´tant en somme directe, on a, pour tout α 6= 0,
p∑
i=1
Xi ∧Ai,α = 0,
et on a
P˜ =
p∑
i=1
Xi ∧Ai =
p∑
i=1
Xi ∧Ai,0.
Par de´finition, pour tout g ∈ g, [S(g), Ai,0] = 0.
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Puisque P est une structure de Poisson, on a [P,P ] = 0. En de´veloppant, on obtient
0 =
p∑
i,j=1
[Xi ∧ A˜i,Xj ∧ A˜j ] =
p∑
i,j=1
[Xi ∧ A˜i,Xj ] ∧ A˜j −Xj ∧ [Xi ∧ A˜i, A˜j ]
=
p∑
i,j=1
[Xj ,Xi] ∧ A˜i ∧ A˜j +Xi ∧ [Xj , A˜i] ∧ A˜j
+
p∑
i,j=1
−Xj ∧ [Xi, A˜j ] ∧ A˜i −Xj ∧Xi ∧ [A˜j , A˜i]
= 2
 p∑
i,j=1
Xi ∧ [Xj , A˜i] ∧ A˜j
−
∑
1≤i<j≤p
Xj ∧Xi ∧ [A˜j , A˜i]
 . (6.1)
Prenons le terme qui contient ∂/∂xn+j , il verifie alors
p∑
i=1
Xi ∧ [Xj , A˜i] = 0. (6.2)
On en de´duit ∑
1≤i<j≤p
Xj ∧Xi ∧ [A˜j , A˜i] = 0. (6.3)
En faisant le produit de (6.2) par X1 ∧ . . . ∧Xj−1 ∧Xj+1 ∧ . . . ∧Xp, on obtient
[Xj , A˜i] ∧X1 ∧ . . . ∧Xp = 0.
En appliquant le the´ore`me de Saito, il existe alors des famille de fonctions θli,j ∈ Op(K)⊗On
telles que
[A˜i,Xj ] =
p∑
l=1
θli,jXl. (6.4)
De surcroˆıt, on a
[S(g), [A˜i,Xj ]] = −[A˜i, [Xj , S(g)]] − [Xj , [S(g), A˜i]].
Or, par de´finition, [Xj , S(g)] = 0 et par le lemme pre´ce´dent, [S(g), A˜i] = 0 (S(g) ne de´pend
pas de x′′). On en de´duit que S(g)(θli,j) = 0; c’est-a`-dire θ
l
i,j ∈ Op(K)⊗O
S
n . En reinjectant
l’expression (6.4) dans l’e´quation (6.2), on obtient que θli,j = θ
i
l,j. Prenons le 1-jet de
l’e´quation (6.4) et posons J1(Ai) =
∑n
k,l=1A
1
i,k,l(x
′′)xk∂/∂xl. On a alors
n∑
k,l=1
(λj,k − λj,l)A
1
i,k,l(x
′′)xk
∂
∂xl
=
n∑
k=1
(
p∑
l=1
θli,j(0, x
′′)λl,k
)
xk
∂
∂xk
.
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Donc, pour 1 ≤ k ≤ n, on a
p∑
l=1
θli,j(0, x
′′)λl,k = 0.
Or, par hypothe`se, la famille {Si}
p
i=1 est line´airement inde´pendante sur C. Donc, pour tout
i, j, l, θli,j(0, x
′′) ≡ 0.
En faisant le produit de (6.3) par X1 ∧ . . .∧Xi−1 ∧Xi+1 ∧ . . .∧Xj−1 ∧Xj+1 ∧ . . .∧Xp,
on obtient
[A˜j , A˜i] ∧X1 ∧ . . . ∧Xp = 0.
En appliquant le the´ore`me de Saito, il existe alors des familles de fonctions γli,j ∈ Op(K)⊗On
telles que
[A˜i, A˜j ] =
p∑
l=1
γli,jXl. (6.5)
De surcroˆıt, on a
[Sk, [A˜i, A˜j ]] = −[A˜i, [A˜j , Sk]]− [A˜j , [Sk, A˜i]] = 0.
On en de´duit que, pour 1 ≤ k ≤ p, Sk(γ
l
i,j) = 0; donc γ
l
i,j ∈ Op(K)⊗O
S
n .
Reinjectons l’e´galite´ (6.5) dans l’e´quation (6.1). On obtient
∑
1≤i<j≤p
p∑
l=1
γli,jXl ∧Xi ∧Xj = 0.
En prenant les coefficients de Xl ∧Xi ∧Xj avec l < i < j, on en de´duit que l’on a
γli,j = γ
i
l,j. (6.6)
Montrons par re´currence sur l’entier 1 ≤ q ≤ p qu’il existe un changement de coor-
donne´es holomorphes dans lequel A˜i = ∂/∂xn+i, pour 1 ≤ i ≤ q.
Pour q = 1, conside´rons le flot φ1,t(x
′, x′′) de A˜1 et posons
ψ1(x
′, x′′) := φ1,xn+1(x
′, 0, xn+2, . . . , xN ).
C’est un diffe´omorphisme local au voisinage de l’origine qui est tangent a` l’identite´ en ce
point et qui ve´rifie (ψ−11 )∗A˜1 = ∂/∂xn+1. Ce flot ve´rifie le syste`me d’e´quations diffe´rentielles
suivantes
dψ1,t,i
dt
(x′, x′′) = Ai(ψ1,t(x)) i = 1, . . . , n
dψ1,t,n+1
dt
(x′, x′′) = 1
dψ1,t,n+j
dt
(x′, x′′) = 0 j = 2, . . . , p,
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ou` ψ1,t,i de´signe la ie`me coordonne´es de ψ1,t. En particulier, ψ1 laisse invariante chacune
des coordonne´es xn+j, j = 1, . . . , p. Appliquons la me´thode du chemin [Cha86][apendice 0];
on obtient, pour 1 ≤ k ≤ p,
d((ψ−11 )∗Sk)
dxn+1
= (ψ−11 )∗
(
[A˜1, Sk]
)
= 0.
On en de´duit que
(ψ−11 )∗Sk = (Sk)|xn+1=0 = Sk;
c’est-a`-dire, ψ−11 pre´serve chacun des champs Sk. Soit alors f ∈ Op(K)⊗O
S
n alors (ψ
−1
1 )∗f =
f ◦ ψ−11 ∈ Op(K)⊗O
S
n . En effet,
0 = (ψ−11 )∗(S(g)(f)) = (ψ
−1
1 )∗S(g)(f ◦ ψ
−1
1 ) = S(g)(f ◦ ψ
−1
1 ).
Il en est de meˆme pour les e´le´ments de O(K)⊗
(
X 1n
)S
. On a alors
X ′k(x) := (ψ
−1
1 )∗Xk =
p∑
l=1
(a˜k,l ◦ ψ
−1
1 )Sl.
On posera a˜′k,l = a˜k,l ◦ψ
−1
1 . Par conse´quent, dans ces nouvelles coordonne´es, on peut e´crire
P =
p∑
i=1
X ′i(x) ∧ A˜
′
i
avec A˜′1 = ∂/∂xn+1 et [A˜
′
1, S
′
k] = 0. Afin d’alle´ger le texte, nous continuerons a` e´crire Xi a`
la place de X ′i (etc...) lorsque cela ne preˆtera pas a` confusion.
Supposons que l’assertion soit vraie pour 1 ≤ i ≤ q−1, c’est-a`-dire A1 = · · · = Aq−1 = 0.
Commenc¸ons par faire un changement de coordonne´es qui transforme A˜q en ∂/∂xn+q +∑p
j=1 cq,jXj ou` ci,j ∈ Op(K
′) ⊗ OSn , K
′ e´tant un bon compact de l’origine de Cp. On
demande aussi que ce changement n’affecte pas ni les A˜i = ∂/∂xn+i, 1 ≤ i ≤ q − 1, ni les
Sj, 1 ≤ j ≤ p. Pour ce faire, cherchons des fonctions βq,l telles que, pour 1 ≤ i ≤ q − 1,
0 =
A˜i, A˜q − p∑
j=1
βq,jXj
 = p∑
j=1
(
γji,q −
∂βq,j
∂xn+i
)
Xj − βq,j [A˜i,Xl].
Nous avons utilise´ les e´quations (6.5) dans la dernie`re e´galite´. En utilisant les e´galite´s (6.4);
on obtient, pour 1 ≤ k ≤ p et 1 ≤ i ≤ q − 1,
∂βq,k
∂xn+i
= −
(
p∑
l=1
θki,lβq,l
)
+ γki,q. (6.7)
On e´crira ces e´quations sous forme matricielle de la manie`re suivante
∂βq
∂xn+i
= −Θiβq + γi,q i = 1, . . . , q − 1 (6.8)
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ou` βq de´signe le vecteur de coordonne´es βq,1, . . . , βq,p, Θi =
(
θki,l
)
1≤k,l≤p
et γi,q de´signe le
vecteur de coordonne´es γ1i,q, . . . , γ
p
i,q. Pour 1 ≤ i, j < q, A˜i et A˜j commutent entre eux. Par
l’e´galite´ de Jacobi, on a alors, pour 1 ≤ i, j < q,
[A˜i, [A˜j , A˜q]] = [A˜j , [A˜i, A˜q]],
soit, [
A˜i,
p∑
k=1
γkj,qXk
]
=
[
A˜j ,
p∑
k=1
γki,qXk
]
(par (6.5)),
c’est-a`-dire,
p∑
k=1
∂γkj,q
∂xn+i
Xk + γ
k
j,q[A˜i,Xk] =
p∑
k=1
∂γki,q
∂xn+j
Xk + γ
k
i,q[A˜j ,Xk],
soit, finalement,
p∑
k=1
(
∂γkj,q
∂xn+i
+
(
p∑
l=1
γlj,qθ
k
i,l
))
Xk =
p∑
k=1
(
∂γki,q
∂xn+j
+
(
p∑
l=1
γli,qθ
k
j,l
))
Xk (par (6.4)).
En d’autres termes, les e´quations suivantes sont satisfaites
∂γi,q
xn+j
+Θjγi,q =
∂γj,q
xn+i
+Θiγj,q, 1 ≤ i, j < q. (6.9)
D’autre part, par l’identite´ de Jacobi, on a aussi, pour tous 1 ≤ i, j ≤ q−1 et 1 ≤ l ≤ p,
[A˜i, [A˜j ,Xl]] = [A˜j , [A˜i,Xl]],
soit, [
A˜i,
p∑
k=1
θkj,lXk
]
=
[
A˜j ,
p∑
k=1
γki,lXk
]
(par (6.4)),
c’est-a`-dire,
p∑
k=1
(
∂θkj,l
∂xn+i
+
(
p∑
m=1
θmj,lθ
k
i,m
))
Xk =
p∑
k=1
(
∂θki,l
∂xn+j
+
(
p∑
m=1
θmi,lθ
k
j,m
))
Xk (par (6.4)).
En d’autres termes, les e´quations suivantes sont satisfaites
∂Θj
xn+i
+ΘiΘj =
∂Θi
xn+j
+ΘjΘi, 1 ≤ i, j < q. (6.10)
En utilisant les e´quations (6.9) et (6.10), on obtient, pour 1 ≤ i, j < q et pour tout
v ∈ Cp,
−
∂Θj
xn+i
v +
∂γj,q
∂xn+i
+
∂Θi
xn+j
v −
∂γi,q
∂xn+j
+Θi(−Θjv + γj,q)−Θj(−Θiv + γi,q) = 0
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Ces e´quations ne sont autres que les e´quations de compatibilite´ du syste`me (6.8)
(quitte a` rajouter des e´quations ”vides” ∂βq/∂zr = 0, r = 1, . . . , p − q + 1 afin de rendre
”carre´” le syste`me). Par conse´quent, le syste`me d’e´quations (6.8) admet une unique solution
holomorphe sur un voisinage U ′ ⊂ K de l’origine de Cp et nulle en ce point [Die60][the´ore`me
de Frobenius 10.9.4]. Ce voisinage contient un bon compact K ′ de 0. De plus, cette solution
de´pend holomorphiquement des parame`tres x′ dans un certain voisinage de l’origine de
C
n. D’apre`s ce qui pre´ce`de, les γji,q (resp. θ
l
i,k) appartiennent a` Op(K) ⊗ O
S
n . Alors les
βq,j appartiennent a` Op(K) ⊗ O
S
n . En effet, les ope´rateurs de de´rivation ∂/∂xn+i et Sk
commutent deux a` deux. En prenant la de´rive´e de Lie le long de Sk des e´quations (6.8), on
obtient
∂Sk(βq)
∂xn+i
= −ΘiSk(βq) i = 1, . . . , q − 1,
syste`me qui admet une unique solution nulle a` l’origine-a` savoir- Sk(βq) ≡ 0.
Ainsi, on a, pour 1 ≤ i ≤ p, Si, A˜q − p∑
j=1
βq,jXj
 = 0.
On peut donc redresser, par un diffe´omorphisme holomorphe Gq, A˜q −
∑p
j=1 βq,jXj en
∂/∂xn+q tout en pre´servant les ∂/∂xn+i, 1 ≤ i ≤ q − 1, les Sj, 1 ≤ j ≤ p ainsi que les
coordonne´es xn+i, ≤ i ≤ p. Dans ces nouvelles coordonne´es, A˜
′
q := (Gq)∗A˜q s’e´crit
∂
∂xn+q
+
p∑
j=1
cq,jX
′
j , (6.11)
avec cq,j = βq,j ◦ Gq ∈ Op(K
′) ⊗ OSn , X
′
i := (Gq)∗Xi =
∑p
l=1 a˜
′
i,lSl et a˜
′
i,l = a˜
′
i,l ◦ Gq ∈
Op(K
′)⊗OSn .
On ne modifie pas P si l’on rajoute
∑p
l=1 fi,lX
′
l a` A˜
′
i, 1 ≤ i ≤ p, lorsque fi,l = fl,i :
p∑
i=1
X ′i ∧
(
A˜′i +
p∑
l=1
fi,lX
′
l
)
=
p∑
i=1
X ′i ∧ A˜
′
i.
Cherchons alors de telles fonctions ve´rifiant en outre[
A˜′i +
p∑
l=1
fi,lX
′
l , A˜
′
j +
p∑
l=1
fj,lX
′
l
]
= 0
pour 1 ≤ i, j ≤ q et fi,l = 0 si i > q. En utilisant (6.4), on obtient pour tous 1 ≤ i, j < q,
∂fj,k
∂xn+i
+
p∑
l=1
fj,lθ
k
i,l −
∂fi,k
∂xn+j
+
p∑
l=1
fi,lθ
k
j,l = 0;
c’est-a`-dire, en posant fi le vecteur de coorodonne´es fi,j,
∂fj
∂xn+i
−Θjfi −
∂fi
∂xn+j
+Θifj = 0. (6.12)
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Lorsque 1 ≤ i < q et j = q, on obtient
∂fq
∂xn+i
−Θqfi −
∂fi
∂xn+q
+Θifq = −Θicq −
∂cq
∂xn+i
, (6.13)
car, graˆce a` (6.11), il suffit de rajouter cq,i a` fq,i dans l’e´quation (6.12) pour obtenir le
re´sultat.
Soit gq le vecteur de coordonne´es gq,i ∈ Op(K
′)⊗OSn et posons{
∂gq
∂xn+i
−Θigq = fi 1 ≤ i < q
∂gq
∂xn+q
−Θqgq = fq + cq
(6.14)
Alors, les fi sont solutions du syste`me d’e´quations (6.12) − (6.13). En effet, ces dernie`res
ne sont autres que les e´quations de compatibilite´s du syste`me (6.14) d’inconnue gq.
Il nous reste a` montrer qu’il existe gq tel que les fi,j ve´rifient la condition de symme´trie
fi,j = fj,i. Cela s’e´crit, pour 1 ≤ i, j < q
∂gq,j
∂xn+i
−
p∑
k=1
θji,kgq,k =
∂gq,i
∂xn+j
−
p∑
k=1
θij,kgq,k.
Pour 1 ≤ i < q, on obtient
∂gq,q
∂xn+i
−
p∑
k=1
θqi,kgq,k =
∂gq,i
∂xn+q
−
p∑
k=1
θiq,kgq,k − cq,i.
Or, comme on l’a vu plus haut, θqi,k = θ
i
q,k. Les e´quations pre´ce´dentes sont donc e´quivalentes
au syste`me {
∂gq,j
∂xn+i
=
∂gq,i
∂xn+j
1 ≤ i, j < q
∂gq,q
∂xn+i
=
∂gq,i
∂xn+q
− cq,i
(6.15)
Posons
di,l := 0 1 ≤ i, l < q,
dq,l := cq,l l < q.
Si i, j, k < q, on a
∂dj,q
∂xn+i
−
∂dk,i
∂xn+j
+
∂di,j
∂xn+k
= 0,
car dj,k = di,j = dk,i = 0. Lorsque k = q, on obtient
∂dj,q
∂xn+i
−
∂dq,i
∂xn+j
+
∂di,j
∂xn+q
=
∂cq,i
∂xn+j
−
∂cq,j
∂xn+i
.
Comme nous l’avons vu dans la preuve du lemme 5.4, pour re´soudre le syste`me (6.15)
d’inconnues gq,i, il suffit de ve´rifier les conditions de compatibilite´s
∂cq,j
∂xn+i
=
∂cq,i
∂xn+j
i, j < q. (6.16)
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Or, lorsque 1 ≤ i < q, on a, d’une part,
[A˜′i, A˜
′
q] =
p∑
k=1
γki,qX
′
k (d’apre`s (6.5));
et d’autre part
[A˜′i, A˜
′
q] =
[
A˜′i,
∂
∂xn+q
+
∑
l=1
cq,lX
′
l
]
=
p∑
k=1
(
∂cq,k
∂xn+i
+
p∑
l=1
θki,lcq,l
)
X ′k.
Or, d’apre`s (6.6), γki,q = γ
i
k,q lorsque i, k < q. Puisque θ
q
i,k = θ
i
q,k pour tous les i, k alors les
e´quations de compatibilite´ (6.16) sont satisfaites. Par conse´quent, le syste`me (6.15) admet
des solutions holomorphes gi,j au voisinage V de l’origine de C
p. En prenant un devel-
oppement de Taylor au voisinage de l’origne de Cn, on obtient que chaque gq,j appartient a`
Op(K
′)⊗OSn . Les fonctions fi sont alors donne´es par les e´quations (6.14) et appartiennent
a` Op(K
′)⊗OSn .
Par conse´quent, on peut redresser simultane´ment, par un diffe´omorphisme Φq, les champs
A˜′i+
∑p
l=1 fi,lX
′
l , 1 ≤ i ≤ q en ∂/∂xn+i. De plus, puisque chaque A˜
′
i+
∑p
l=1 fi,lX
′
l commute
aves les Sj alors Φq pre´serve les Sj. Enfin, il pre´serve chaque coordonne´es xn+i, 1 ≤ i ≤ p.
Par conse´quent,
(Φq)∗X
′
i =
p∑
j=1
a′′i,jSj avec a
′′
i,j ∈ Op(V )⊗O
S
n .
Ceci de´montre la re´ccurence.
On a donc montre´ qu’il existe un bon compact K˜ de l’origine de Cp et un diffe´omorphisme
holomorphe Ψ de (CN , 0) fixant l’origine et tangent a` l’identite´ en ce point tel que
Ψ∗P =
p∑
i=1
 p∑
j=1
ai,j(x)Sj
 ∧ ∂
∂xn+i
ai,j ∈ Op(K˜)⊗O
S
n .
Il reste a` montrer qu’en faisant un changement de variables ad-hoc, on peut supprimer la
de´pendance en x′′ des ai,j .
Posons Yi :=
∑p
j=1 ai,j(x)Sj . Ψ∗P est une structure de Poisson donc [Ψ∗P,Ψ∗P ] = 0.
Un calcul simple montre que l’on a
[Ψ∗P,Ψ∗P ] = 2
p∑
i=1
∂
∂xn+i
∧
 p∑
j=1
∂Yi
∂xn+j
∧ Yj
 .
Par conse´quent, Ψ∗P est une structure de Poisson si et seulement si, pour 1 ≤ i ≤ p,
p∑
j=1
∂Yi
∂xn+j
∧ Yj =
∑
1≤r<s≤p
 p∑
j=1
∂ai,r
∂xn+j
aj,s −
∂ai,s
∂xn+j
aj,r
Sr ∧ Ss = 0.
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Posons alors, pour 1 ≤ k ≤ p,
Γk =
p∑
i=1
ai,k
∂
∂xn+i
.
Les e´quations pre´ce´dentes se lisent alors: [Γr,Γs] = 0 pour 1 ≤ r, s ≤ p.
Montrons, dans cette situation, qu’il existe un syste`me de coordonne´es holomorphes
dans lequel les Yi deviennent ”inde´pendants” de x
′′.
En effet, la famille {Γk(0)}1≤k≤l est libre. Or, on a Ô
S
n = C[[(x
′)R1 , . . . , (x′)Rt ]]. Ainsi,
on a ai,k = bi,k((x
′)R1 , . . . , (x′)Rt , x′′) ou` bi,k(w, x
′′) est holomorphe dans un voisinage de
l’origine dans Ct × K˜. Il existe un voisinage de l’origine W dans Ct tel que, pour tout
w ∈W , la famille {Γk(w, 0)}1≤k≤l soit libre (par abus de language, nous avons e´crit Γk(x) =
Γk((x
′)R1 , . . . , (x′)Rt , x′′)). Il existe alors un changement de variables holomorphes X ′′ =
ψ(w, x′′) de´pendant holomorphiquement de w ∈ W tel que ψ∗Γk(w,X
′′) = Γk(w, 0), pour
1 ≤ k ≤ p. D’autre part, les champs Γk commutent aux champs Sk. Le diffe´omorphisme ψ
laisse donc invariant chacun des Sk (par la me´thode du chemin). Posons alors (X
′,X ′′) =
Ψ(x) = (x′, ψ((x′)R1 , . . . , (x′)Rt , x′′)). On obtient alors
Ψ∗
(
p∑
i=1
Yi ∧
∂
∂xn+i
)
(X) = Ψ∗
(
p∑
i=1
Si ∧ Γi
)
=
p∑
i=1
Si ∧ Γi((X
′)R1 , . . . , (X ′)Rt , 0)
=
p∑
i=1
 p∑
j=1
bi,j((X
′)R1 , . . . , (X ′)Rt , 0)Sj
 ∧ ∂
∂Xn+i
.
Ceci montre ainsi le re´sultat annonce´.
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