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ABSTRACT
This paper describes our automatic cell image classification algorithm that explores expert’s eye tracking data combined to
convolutional neural networks. Our framework selects regions of interest that attract cytologists attention, then it focuses
computation on cell classification of these specific sub-images. Our contribution is to fuse deep learning to saliency maps from
eye-tracking into an approach that bypasses segmentation to detect abnormal cells from Pap smear microscopy under real noisy
conditions, artifacts and occlusion. Preliminary results show high classification accuracy of ∼90% during tasks of locating and
identifying critical cells within three levels: normal, low-risk disease and high-risk disease. We validate our results on 111
images containing 3,183 cells and obtained an average runtime of 4.5 seconds per image.
Index Terms— cervical cell images, visual attention, convnets, saliency prediction, eye-tracking, cell classification
1. INTRODUCTION
Selective visual attention enables animals to extract relevant information or regions of interest (ROI) from complex scenes
[1], therefore researchers have studied such mechanisms to construct computational algorithms that simulate the human visual
system [1, 2]. These algorithms usually model the visual attention as a topographical map (saliency map) to represent the
conspicuity of each pixel in an image [1].
Saliency prediction algorithms can instrument fast object detection from large images in support to real-time applications.
Using natural images, Murabito et al. [2] proposed a Convolutional Neural Network (CNN) framework that exploits saliency
maps for visual classification, combining saliency maps, estimated with CNNs in a network with 4-channel first-layer kernels.
Kavasidis et al. [3] also explored saliency prediction, combining CNN and graphical models to detect tables and chart in
digitized documents. Both papers described results that outperformed state-of-art methods.
Differently, we explore deep learning in the design of an automatic system for cell classification, combining saliency maps.
More specifically, we estimate saliency maps to outline ROIs in the image to improve cell image analysis. Since this approach
isolates parts of the image that are relevant to a cytologist, it removes spurious objects that often compromise automated
classification accuracy. Furthermore, the local observation allows the classification routines to use features extracted especially
from the target cells, reducing the interference of other salient regions and the curse of dimensionality. In spite of advancements
in object-based classification by means of Object Proposal (OP) techniques [1], many of existing OP models fail when applied
to color images with artifacts and/or low resolution, and texture variation [1, 3].
Our main contribution lies in classifying cervical cell images from real Pap smear exams in conjunction to methods that
map the expert’s ability into machine learning models capable of selecting relevant ROIs for diagnostic purposes, as described
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in Section 2. The experimental results combining saliency maps to CNN are discussed in Section 3, and conclusions and future
directions are drawn in Section 4.
2. PROPOSED FRAMEWORK
We illustrate the proposed workflow in Fig. 1, which emphasizes two modules: (i) Module 1 estimates saliency maps on colored
cervical images (Fig. 1a) using Saliency Attentive Model (SAM) [4] with the VGG-16 network as backbone; (ii) Module 2 uses
the estimated maps (Fig. 1b) for locating the most salient image regions (Fig. 1c) and then selects squared Regions of Interest
(ROIs) (Fig. 1d) to be input for the classification routines. Our workflow provides both classification of specific image parts
(color squares in Fig. 1e) and the final image pre-diagnosis, which should prompt to the most severe cell lesion found among
the ROIs. We employ the VGG-16 network for two tasks: saliency prediction and ROI classification, although other CNNs
architectures could be adopted.
Fig. 1. Proposed workflow: from RGB images to saliency maps to predicted lesions using VGG-16 for both saliency prediction
and cell classification into three levels: Normal, Low-risk disease, and High-risk disease; the final classification of the image
corresponds to the most severe lesion found.
2.1. Module 1: SAM model for saliency prediction
The SAM model is a public top-rank algorithm for saliency prediction on natural images, previously evaluated using the MIT
Benchmark [5]. This model uses a CNN network for feature extraction and is pioneer in employing the Attentive Convolutional
Long Short-Term Memory network (Attentive ConvLSTM) to predict saliency in single images, without a temporal sequence.
SAM also learns the center bias of the database, a key factor in the visual attention studies.
We explore the cytopathologist’s visual attention data to training the SAM model for saliency prediction on cell images.
First, we initialize the CNN weights with those of the VGG-16 network trained on ImageNet [6]. Later, we fine-tune the
weights on 159 cell images (130 for training and 29 for validation), using the cytopathologist’s eye fixations as ground-truth.
The recurrent weights matrices of the Attentive ConvLSTM were initialize as random orthogonal matrices, according to [4].
We resize the input images to 240 x 320 as larger images did not improve accuracy, considerably. The overall loss function and
addition settings can be found in [4].
2.2. Module 2: ROI classification
Unlike the Module 1 approach that processes the entire image, the Module 2 has ROIs as input. Here, we adopt ROIs with
100 x 100 pixels. We train the VGG-16 network on 11,469 #(training: 6456, validation: 2149, testing: 2864) image patches
of the CRIC (Center for Recognition and Inspection of Cells) database [7]. Experimentally, we observe that the simplification
of the Fully Connected (FC) layers results in better classification accuracy in our framework. Then, we replace the original
VGG-16 FC layers by one FC layer with 1024 neurons and other with 3 neurons which compute the classification probability
for each class using softmax regression. The “dropout” is used before the first FC layer (rate=0.25) and between the two FC
layers (rate=0.50) for reducing the overfitting. We performed the transfer-learning from the ImageNet database according to
the following procedure: 1) Initialization of the CNN weights with those trained on ImageNet data set. 2) Freezing of the
convolutional (Conv) layers and training of the Fully Connected (FC) layers for 30 epochs. 3) Fine-tuning the last 4 Conv and
FC layers using early stopping strategy. We employed the Stochastic Gradient Descent (SGD) [8] over a mini-batch (size of
128) for computing the gradients of the loss function and iteratively update the weights during the training. We use the learning
rate at 0.0001 and apply the Nesterov momentum [9] in both training (steps 2 and 3). The training process is terminated by
early stopping (patience: 5 epochs), and we select the resulting network configuration, which corresponds to the hyperparameter
space leading to the lowest validation loss value among the epochs.
Data augmentation is essential to improve the accuracy of our model and reduce overfitting in our database. Similarly to the
strategy in [8], we carry out 10 rotations (θ = 36◦) and 9 translations (up to 10 pixels), resulting in 90 image patches for each
cell image.
3. EXPERIMENTAL RESULTS
Fig. 2. Results of the proposed framework. PC is Predicted Class for image classification and T stands for ground-Truth as
reported by cytopathologists; arrow indicates ROI classification error, which does not impact the final pre-diagnosis.
We conducted our experiments using images from the Center for Recognition and Inspection of Cells (CRIC) database [7],
with a labeled data set containing 400 digitized Pap smear images at 40x magnification, of which 233 images have cytopatholo-
gist’s attention data collected with an EyeLink 1000 eye tracking device (SR Research Ltd., Mississauga, Canada). All images
contain cells, with the average density of 28.68 cells (std = 21.85). In this work, we arranged the CRIC data into three classes:
high-risk disease (ASC-H, HSIL, and Carcinoma cases), low-risk disease (ASC-US, and LSIL cases), and negative (normal
cases) and performed our tests on 111 (#{high-risk: 21, low-risk: 73, and negative: 17}) images.
We evaluated the proposed framework into two stages. First, we inspected how many ROIs are necessary to reach the
critical number of cells for correct pre-diagnosis. Afterwards, we measured the performance of our system in terms of image
classification, as well as the ROI classification.
3.1. ROI selection by saliency prediction
We performed this analysis by ranking each high-density region on the saliency map in descending order based on the energy
of the respective pixels. Fig. 3 shows that all critical cells for image classification are located into the four most salient image
regions. This means that the framework achieves an accurate pre-diagnosis in both low-risk and high-risk diseases using only
four ROIs. This is a promising result for the automation of cervical image analysis, in which usually a large volume of cells
must be examined (∼4.5k images/test).
Fig. 3 also reveals that our proposal localizes at least 49% of the cells that are essential for clinical pre-diagnosis in the
most salient regions of the image (Fig. 3). This rate is even higher in cases where the critical lesion is high risk (∼67%). These
facts, along with the decreasing behavior of the histograms, are evidence that our method can quickly identify critical cells by
classifying the ROIs in rank order.
(a) Low-risk disease. (b) High-risk disease.
Fig. 3. Critical cells: highest occurrence of cells essential to pre-diagnosis are located in the most salient image regions.
3.2. Prediction and pre-diagnosis
Fig. 2 illustrates the outputs of Module 1 and Module 2 as part of the proposed framework, and the last column show the
ground-truth as labeled by CRIC cytologists. The following color code is adopted within our analysis: [color: class]: green:
negative; blue: low-risk disease, and red: high-risk disease. We observed that the estimated saliency map highlights specific
parts of the image, avoiding regions where the cell classification is seldom precise. Similarly to the cytologists, the proposed
system will classify an image based on the worst-case scenarious, i.e., the highest risk cell becomes the pre-diagnosis (or image
class); this approach constitutes an interesting strategy to reduce the number of images to be later reported to the pathologist.
The confusion matrices in Fig. 4 show the classification performance of our method. It achieved sensitivity of 96.81%
and specificity of 100% for pathological cases (Fig. 4(a)). Regarding high-risk disease, the sensitivity and specificity of the
proposed framework were 80.95% and 94.44%, respectively. In fact, the classification of the pathology into low-risk and high-
risk disease still needs improvement since our approach presented 7% and 14% of misclassification between these two classes.
It is Worth noting that human-based Pap smear analysis can be subjected to sensitivity of ∼57.0% and specificity of ∼76.0%
by manual inspection [10].
The ROI classification performance analysis (Fig. 4(b)) confirms that our system takes advantage of classifying small
number of ROIs selected from discriminate image areas. Although the ROI classification accuracy is 0.825, our system scores
0.901 in image classification, signaling that errors in the ROI classification do not necessarily implies error in the final pre-
diagnosis (see the arrow in Fig. 2).
4. CONCLUSIONS
This paper proposed a CNN-based system for cell image classification, which first identifies critical cells using a saliency
prediction algorithm and later classifies ROIs into one of the three levels: normal, low-risk disease and high-risk disease to
recommend a pre-diagnosis. By using partial data from CRIC [7] to train the saliency model on cytopathologist’s attention
data, we computed saliency maps that speed up the identification of relevant cells for diagnosis within the first four highest
density regions. This fact allows our framework to achieve high accuracy (∼90%) without fully processing large image areas
with false positive cells. Our framework also demonstrated that the cytologists knowledge, encoded into our models, enabled
better cell classification and avoidance of cell clusters, where the cell analysis is well-know by cytologists to be imprecise.
(a) Image classification. (b) Cell patch classification.
Fig. 4. Confusion matrices from performance evaluation of our framework in both (a) image and (b) ROI classification. H:
High-risk disease, L: Low-risk disease, and N: Negative cases. Classified ROIs: #H: 62, #L: 155, and #N: 187.
Our preliminary results evidence that classification systems driven by saliency methods trained on expert’s attention data is
a viable strategy in cell analysis. Future works will check other CNN architectures, and saliency maps, including mechanisms
to scale our framework to larger volumes of data as in the clinical routine at the cytopathology laboratories.
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