Abstract-This paper proposes a novel oblivious image
I. INTRODUCTION
The reproduction and distribution of unauthorized copies of copyright information is the order of the day in view of the development of Internet facilities. As a result, copyright protection and authentication has attracted many scientific and business communities in national and international level. The applications of watermarking are in secret communication, medical imaging, broadcast monitoring, content protection, tamper proofing, and fingerprinting.
The watermarking techniques can be divided into two categories: spatial domain and transform domain techniques. The spatial domain techniques are conceptually simple and have low computational complexities.
However, the spatial domain watermarking techniques are generally not robust to intentional or unintentional attacks. The transform domain techniques are generally considered to be robust against attacks. The transform domain techniques embed the watermark by modulating the magnitude of the coefficients in the transform domain such as Discrete Fourier Transform (DFT) DWT has a good property of localization in time and frequency. Hence, the wavelets are useful tool in digital image processing and its applications.
Quantization Index Modulation (QIM) data embedding methods [2-4] are proved to be attractive in a practical and theoretical engineering perspective. In QIM schemes, the amplitude of a vector whose entries are pixels or frequency coefficients are quantized using a quantization lattice. While this approach provides a gain in the watermark capacity over other contentdependent schemes, QIM based digital watermarking offers less robustness compared to QIMM.
There are various methods which divide the DWT coefficients into blocks. These methods use significant coefficient from each block to embed watermark bit. The position of the significant coefficient is important in the extraction process of oblivious watermarking. Lin et al. [10] method maintained the maximum significant coefficient to remain largest in the block even after embedding. Hence, the position of the maximum coefficient is identified in the watermark extraction process. However, the embedding capacity is very low as only one significant coefficient per block is used. If the block size is reduced to increase the number of blocks, PSNR of the watermarked image reduces.
The scalar wavelets are generated by one scaling function where as multiwavelets have multiple scaling functions. A novel oblivious digital image watermarking algorithm in DMWT domain using QIMM is proposed which provides higher embedding capacity and robustness to various attacks. This paper is organized as follows: Introduction to DMWT is given in Section II. QIMM is introduced in Section III. The embedding and extraction algorithms are proposed in Section IV. The experimental results and analysis are drawn in Section V. Finally, the conclusions are given in Section VI.
II. DISCRETE MULTIWAVELET TRANSFORM
In the research field of image processing applications, wavelet transform has given many advantages over traditional DFT, DCT, Walsh, and HT methods in terms of reducing the blocking artifacts. In this regard, the design of filters for various transforms require many desirable properties such as, compact support, orthogonality, symmetry, and vanishing moments. However, the design of filters for scalar wavelets [15] is limited.
Multiwavelets can achieve better level of performance and higher degree of freedom than scalar wavelets with approximately similar computational complexity. In the design of multiwavelet filters the desirable properties [16, 17] are achieved simultaneously.
In recent years, a very few papers have been reported using DMWT in watermarking applications. Some of the papers have reported moderate robustness than compared to scalar wavelets. An invisible watermark or logo is fused into the host image [18, 19] . Kwon and Tewfik [33] proposed adaptive digital watermarking that uses successive subband quantization and perceptual modelling using DGHM multiwavelet. The watermark is Gaussian random sequence and it needs the original watermark sequence for detection. Kim et al. [34] proposed adaptive watermarking scheme using the properties of the edge and texture region of the original image. Image dependent parameters are assumed which determines the robustness of the algorithm. Unlike most of the perceptual models, Ghouti et al. [31, 32] proposed balanced multiwavelet using JND profile of the image. Serdean et al. [28] proposed much simpler perceptual model which uses blind spread-spectrum approach for watermark embedding. The data hiding capacity has improved over previous methods. Efforts have been made to take advantage of machine learning techniques for watermark embedding and extraction [21] [22] [23] . These algorithms depend on the ability of learning machine and its learning algorithm. Many algorithms used optimization techniques [35] [36] [37] [38] to improve robustness of the watermark by dynamically adjusting digital watermark embedding positions. Prayoth et al. [39] proposed embedding technique based on construction of multiwavelet tree to embed watermark. Day et al. [30] has integrated QIMM into multiple description watermarking technique. Quantization methods have proven good in wavelet [20] and CT [12] domain. The maximum wavelet coefficients are quantized and watermarked for copyright protection. These algorithms are generally robust for geometrical attacks [10] .
Multiwavelets are introduced as a more powerful multiscale analysis tool. Multiwavelet is defined using several wavelets with several scaling functions [16, 25] . When a Multi-Resolution Analysis (MRA) is generated using multiple scaling functions and wavelet functions, it gives rise to the notion of multiwavelets [24] [25] [26] [27] [28] . A multiwavelet with ‗r' scaling functions and ‗r' wavelet functions is said to have multiplicity ‗r'. 
The coefficients are matrices instead of scalars. Associated with these scaling functions are wavelets , satisfying the matrix wavelet equation (3) where,
is a vector and the are matrices. When i.e., one scaling function and one wavelet function, the multiwavelet system reduces to the scalar wavelet system.
In practice, multiscaling and wavelet functions are concerned with multiplicity . The scaling functions and are orthogonal multiscaling functions and is a matrices. Similarly, and are two wavelet filters and is a matrices. An important example is constructed by GHM (Geronimo, Hardin and Massopust) system [25] .
Some salient features to choose multiwavelets are summarized below :
The extra degrees of freedom that is inherent in multiwavelets has reduced the restrictions on the filter properties. Further, it is well known that a scalar wavelet cannot simultaneously have both orthogonality and symmetric property [15] . Symmetric filters are necessary for symmetric signal extension, while orthogonality makes the transform easier to design and implement. The short support and vanishing moments are generally preferred to achieve a better localized approximation of the input function. Multiwavelets are able to possess the best of all these properties simultaneously and is not possible in scalar wavelets [17] .
Multiwavelets have good energy compaction properties which can decorrelate the signal into a smaller number of scaling coefficients containing most of the energy. These coefficients can be used for watermarking which are better resistant to image compression, rotation and other attacks.
Hence, multiwavelets can perform better than scalar wavelets with similar computational complexity in image processing.
III. QUANTIZATION INDEX MODULUS MODULATION
Quantization is a process of approximating the continuous set of values in the image data with preferably small finite discrete set of values. The quantizer input is the original data, and the output is always one level among a finite number of levels.
There are three common scalar quantization methods:
1. Dither Modulation (DM) 2. Quantization Index Modulation (QIM) 3. Quantization Index Modulus Modulation (QIMM). In the previously proposed watermarking algorithms, wavelets are efficiently used with the DM [20] , QIM [3, 4] and QIMM [12, 30, 40] . QIMM implementation is simpler than the dither quantization.
In any watermarking algorithm there is always a trade-off between robustness against attacks and quality of the image. Quality is determined by PSNR of the watermarked image. Generally, higher degree of robustness is achieved by higher quantization step size. But, higher quantization step size reduces the PSNR of the watermarked image. The embedding quantization step size δ QIM of QIM is almost equal to two times of δ QIMM of QIMM, i.e., QIMM can achieve same mean square error with half of the quantization step size in QIM [30] . Therefore, a better robustness and PSNR is obtained in QIMM than compared to QIM keeping quantization step size constant. The significant coefficients obtained by wavelet transform are of the order of 100s. Hence, the quantization steps used in wavelet transform are from 5 to few 10s [30] . The significant coefficients of Multiwavelet transform are of the order 1000s. Therefore, the quantization steps can be higher values, with good PSNR and higher robustness against attacks. There are two methods in QIMM.
1) Method 1:
The host signal (coefficients obtained after multiwavelet transform) is divided by the quantization step size (  ) and the nearest integer value is obtained. This value is then executed with modulo 2 to obtain the remainder as 0 or 1. Then, if remainder is equal to the watermark bit value, then the reconstructed value is the quantized host signal, else it is biased either +1 or -1 [30] .
2) Method 2: Modulo quantization step (  ) is executed to the host signal and the remainder is subtracted from the host signal. The error signal is added to the result which is near to the host signal depending on the watermark bit 1 or 0 [12] . A maximum error signal of {+  /4 or - /4} is added so the noise immunity is  /4.
The method 2 is used in the paper as the coefficients obtained using multiwavelet transform are very large in size. QIMM used in this proposed algorithm is described as follows:
In the embedding process, if the host signal is 
At the detector, the watermarked signal is
and is detected as follows:
where,
IV. PROPOSED WATERMARKING SCHEME
A. Prefiltering of Host Image
Multiwavelets differ from scalar wavelet systems as it needs several input streams rather than one. This necessitates a pre-filtering operation on the input stream. This pre-filtering operation is also called multiwavelet initialization and can be performed in a critically sampled or an over-sampled fashion. Prefiltering based on Strela's algorithm [16] is used. In this algorithm, over-sampled procedure is used where two identical rows are taken as input to the multifilter bank. This procedure is also called Repeated Rows (RR). It introduces over-sampling of data by a factor of 2. RR prefiltering have proven useful in many of the image processing applications like feature extraction, denoising, etc. As the data redundancy can increase the embedding capacity, the RR prefiltering is employed in this paper.
B. The Watermark Embedding Procedure
Due to the versatility and accuracy of the GHM, it is used in this paper. Experimentation has been performed in different levels. The multichannel nature of multiwavelets yields a different sub-band structure compared with scalar wavelets. Multiwavelet sub-bands of 2-dimensional image using first level decomposition produce 16 sub-bands as shown in Fig. 1 . The four ‗low-low-pass' sub-bands are further decomposed to sub-bands in the next level of decomposition. This process continues number of times for kth level of decomposition. The number of sub matrices will be equal to where k is the number of levels of decomposition. This can be observed in Fig. 2 for 3 rd level GHM multiwavelet decomposition. The steps of watermark embedding algorithm are as follows:  1. The host image of size N × N is prefiltered using RR prefilter to produce two input streams. The size of the image after RR prefiltering is 2N × 2N 2. GHM multiwavelet transform is applied to the host image after prefiltering. A level decomposition is performed on the image. The ‗low-low-pass' sub-bands of level are selected for watermark embedding where it concentrates its most of the energy. 3. To increase the watermark security, the watermark logo is scrambled with a secret key. It is impossible to obtain the original watermark logo without the secret key. 4. The bits of i w will be embedded into the multiwavelet coefficients of selected blocks using QIMM method proposed in section III. 5. The inverse GHM multiwavelet is applied to the modified sub-bands. 6. The RR post-filtering is performed and the final watermarked image is obtained. 
The flow chart for watermark embedding algorithm is shown in Fig. 3(a) . 
C. The Watermark Extraction Procedure
The steps of watermark extraction algorithm are as follows:  1. The watermarked image of size N × N , is prefiltered using RR prefilter. The size of the image after RR prefiltering is 2N × 2N , . 2. The GHM multiwavelet transform is applied to the resultant image after prefiltering. A kth level decomposition is performed on the image. 3. The bits of ' i w will be extracted from the multiwavelet coefficients of selected blocks using QIMM method as in (10) using (11) described in section III. The flow chart for watermark extraction algorithm is shown in Fig. 3(b) . 
V. EXPERIMENTAL RESULTS AND ANALYSIS
To evaluate the performance of the proposed watermarking scheme, experiments have been conducted in which a GHM multiwavelet is used to decompose the original image using RR pre-processing. The number of transform coefficients are more in RR pre-processing than compared to ‗critically sampled' pre-processing, i.e., for an image of , the transform coefficients of RR are whereas in ‗critically sampled' pre-processing it is only. Hence, embedding capacity is more in RR than compared ‗critically sampled' pre-processing.
The original image is a pixels gray scale image. Images like Baboon, Lena, Boats and Peppers are taken from Stirmark image database of Fabien Petitcolas. The original Baboon image and watermarked Baboon image are shown in Fig. 4(a) (i) -(ii). The binary watermark logo of , and are chosen in the paper are as shown in Fig. 4(b) (i)-(iii) and Fig. 4(b) (iv)-(vi) shows the corresponding scrambled watermark logo.
BER is a very useful measure of the performance. In this case, the bit error rate is calculated as the number of incorrectly decoded bits divided by the total number of embedded bits in the watermarked image. The experimental results also show that, RR pre-processing method is giving better PSNR than the ‗critically sampled' method for various multiwavelets. But, computational complexity of RR is higher than the ‗critically sampled' pre-and post-processing.
For a given size of watermark logo, as the number of multiwavelet decomposition levels increased, computational complexity increases and also, the PSNR of the image decreases. It means that, the embedding capacity of the watermarked image has decreased for a given robustness towards attacks. The quantization step level chosen is and the cover image is baboon. The PSNR is calculated taking different multiwavelet decomposition levels, i.e., from level 1 to level 8. Taking into consideration of embedding capacity and robustness against attacks, multiwavelet decomposition level 3 is found to be appropriate. The PSNR values of various images using GHM multiwavelet for third level of decomposition is shown in Fig. 7 .
In this proposed method, with a minimum value of quantization step equal to , the retrieved watermark logo with BER equal to zero is obtained, i.e., the watermark is retrieved exactly for a Δ value of 22. Fig. 8 Different attacks were applied using tools of Stirmark benchmark, Anything 3D Corp. JPEG2000 compression and Jasper toolkit with different quality factors. Table I (b). The Table II, Table III and Table IV shows the BER for various attacks with two different watermark logo sizes and along with the retrieved watermark logos from watermarked image. The retrieved watermark logo against compression attack with a quality factor of 40 and above is exactly same as that of the original watermark logo, i.e., BER is zero. This proposed algorithm has also contributed better results for rotational attacks up to 50ᵒ compared to earlier works. The watermark logo of is retrieved after a rotational attack of 50ᵒ with a BER of 0.0732.
VI. CONCLUSION
In this paper, an oblivious image watermarking in DMWT using QIMM is proposed. The proposed method is superior to Lin et al. [10] in terms of PSNR, BER and embedding capacity. The proposed method is robust against JPEG and JPEG2000 compression, rotational attacks, and common attacks like low pass filtering, Gaussian filtering, resizing, salt & pepper noise, row column blanking, row column copying, cropping, and bit plane removal. The proposed algorithm can be applied to image copyright protection and authentication. 
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