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Abstract
Let D be an integrally closed, characteristic zero domain, K its 2eld of fractions, m¿ 2 an
integer and P(x)=
∑m
k=0 ckx
k =
∏m−1
i=0 (x−i)∈D[x] a cyclic polynomial. Let  be a generator of
Gal(K[0]=K) and suppose the i are labeled so that (i)= i+1 (indices mod m). Suppose that
the discriminant discrK[0]=K(0; 1; : : : ; m−1) is nonzero. For 06 i; j6m−1, de2ne the elements
ai; j ∈K by 0i =∑m−1j=0 ai; jj . Let A= [ai; j]06i; j¡m. We call A the multiplication matrix of the
i. We have that P(x) is the characteristic polynomial of A. In this article we study the relations
between P(x) and A. We show how to factor P(x) in the 2eld K[A] and how to construct A in
terms of the coe:cients ci. We give methods to construct matrices A, with entries in K, such
that the characteristic polynomial of A belongs to D[x], is cyclic and has A as the multiplication
matrix of its roots. One of these methods derives from a natural composition of multiplication
matrices. The other method gives matrices A that are generalizations of matrices of cyclotomic
numbers of order m, whose characteristic polynomials have roots that are generalizations of
(real and complex) Gaussian periods of degree m. As applications we construct families of
polynomials with cyclic and dihedral Galois group over Q and with cyclic Galois groups over
quadratic 2elds.
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1. Multiplication matrices
Let D be an integrally closed, characteristic zero domain, K its 2eld of fractions
and K a 2xed algebraic closure of K. Let m¿ 2 be an integer and
P(x) = xm + cm−1xm−1 + · · ·+ c1x + c0 ∈D[x]
a cyclic polynomial; that is, an irreducible polynomial with cyclic Galois group over
K. Let 0; 1; : : : ; m−1 be the roots of P(x) in K; L = K[0] = K[0; : : : ; m−1] and
Gal(L=K) = 〈〉 the Galois group of L over K. We assume that the discriminant  =
discrL=K(0; 1; : : : ; m−1) is nonzero, so {0; 1; : : : ; m−1} is a vector space basis of L
over K and, in particular, cm−1 = 0. Denote by  the discriminant of P(x). We make
the convention that all the indices labeling elements are de2ned modulo m. Suppose
that the elements i are labeled so that (i) = i+1. For 06 i; j6m − 1, de2ne the
elements ai; j ∈K by
0i =
m−1∑
j=0
ai; jj: (1)
Let A= [ai; j]06i; j¡m. We call A the multiplication matrix of the i (by (1)). It is well
known (and we prove below) that P(x) is the characteristic polynomial of A.
In this section we study the relations between P(x) and A. We give a characterization
of the multiplication matrices A (Proposition 1) and show how the knowledge of A
allows us to factor completely P(x) in the 2eld K[A]. We show how A changes under
translations i 	→ i + ; ∈D (Proposition 3) and under linear transformations of
the roots (Proposition 4). Finally, using some of Lagrange’s ideas, we show how to
construct A in terms of the coe:cients ci for arbitrary m, when we know how to 2nd
the roots in D of polynomials in D[x] (Proposition 5), and give explicit constructions
for m6 4 (Examples 1–3). (We also calculated, but did not include here due to space
restrictions, the matrix A for m= 5 using a friendly program, by Javier Thaine, which
gives the expression of symmetric polynomials in m variables as polynomials in the
elementary symmetric functions in those variables. That example, the program and
other tools to work with cyclic polynomials can be found in my web page. 1 )
In Sections 2 and 3 we give methods to construct matrices A, with entries in K,
such that the characteristic polynomial of A belongs to D[x], is cyclic and has A as the
multiplication matrix of its roots. In Section 2 we de2ne some compositions of mul-
tiplication matrices which correspond to the construction, given two cyclic extensions
L′ and L′′ of degree m of K, of some cyclic subextensions L′′′, of degree m, of L′L′′.
For each d∈{1; 2; : : : ; m − 1}, we have a composition d∗ : (A′; A′′) 	→ A′′′ given by
a′′′i; j =
∑m−1
k=0
∑m−1
l=0 a
′
k; la
′′
dk+i;dl+j, for 06 i; j6m−1, where A′=[a′i; j]; A′′=[a′′i; j] and
A′′′=[a′′′i; j] are multiplication matrices of the roots of cyclic polynomials (Proposition 6
and Example 4).
In Section 3 we construct matrices A, as above, which are generalizations of matrices
of cyclotomic numbers of order m and have cyclic characteristic polynomials, in D[x],
1 http://cicma.mathstat.concordia.ca/faculty/thaine/homepage.html
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whose roots i are generalizations of Gaussian periods of degree m. We 2rst show how
a set of properties satis2ed by Jacobi sums is formally equivalent to a set of properties
satis2ed by cyclotomic numbers (which can be written in terms of the former and
vice versa) and how this can be applied in a much more general situation (Proposi-
tions 9 and 10). Then we show that if the characteristic polynomials of the matrices
of such generalized cyclotomic numbers are irreducible over K then they are cyclic
(Theorem 1). We show how to construct those generalized Jacobi sums by using Stick-
elberger elements and suitable sets of roots of 1 (Proposition 11). Finally we tie that
information together to give a method to construct the mentioned cyclic polynomials
and matrices A (Theorem 2). This method is more general than the one given in [10]
both because we are working now over arbitrary integrally closed characteristic zero
domains D (and not only over Z[n1; : : : ; nr]) and because we 2nd generalizations of
irreducible polynomials of real and complex Gaussian periods (not only of real Gaus-
sian periods). As applications we construct families of polynomials with cyclic and
dihedral Galois groups over Q and of polynomials with cyclic Galois groups over
quadratic 2elds (Examples 5–8).
This work has bene2ted from conversations with Hershy Kisilevsky, John McKay
and RenLe Schoof. The ideas in Section 3 originated in a question posed by RenLe
Schoof regarding a generalization of certain families of polynomials of degree 5 found
by Emma Lehmer (see [5] and [7]).
We use the following version of Kronecker’s delta: for i; j∈Z,
i; j =
{
1 if i ≡ j mod m;
0 if i ≡ j mod m:
Let K be the m× m matrix [i+1; j]i; j; that is
K =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
1 0 0 · · · 0


:
We have Km = I , the identity matrix. An m×m circulant matrix with entries in a 2eld
F is a matrix of the form
∑m−1
i=0 iK
i, with i ∈ F. The matrices I; K; : : : ; Km−1 form a
basis over F of the space of such circulant matrices. We are going to show that the
matrices K−iAKi; 06 i6m − 1, are simultaneously diagonalizable and that they are
the roots of P(x) in the 2eld K[A]  K[0]. So, in some sense, if we know A, we
know how to factor P(x).
Denote by T =TL=K the trace from L to K and let t0; t1; : : : ; tm−1 ∈D be de2ned
by
ti =T(0i) =
m−1∑
k=0
kk+i : (2)
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We have, for 06 i; j6m − 1; T(ij) = ti−j (recall that our labeling indices are
de2ned modulo m). Note that ti = t−i. De2ne the matrices  and T by
= [i−j]i; j =
m−1∑
l=0
−lKl and T = [ti−j]i; j =
m−1∑
l=0
tlKl: (3)
We have
= discrL=K(0; 1; : : : ; m−1) = det(T ) = det()2: (4)
Let m ∈K be an mth primitive root of 1. A circulant matrix
∑m−1
j=0 jK
j has eigen-
values
∑m−1
j=0 j
ij
m; 06 i6m−1, and determinant
∏m−1
i=0
∑m−1
j=0 j
ij
m. In fact circulant
matrices are diagonalized by [ijm]06i; j¡m, a Vandermonde matrix (see, for example, [3,
p. 207]). Therefore
=
m−1∏
i=0
m−1∑
j=0
tjijm =

m−1∏
i=0
m−1∑
j=0
jijm


2
: (5)
By applying l to (1) we get li+l =
∑m−1
k=0 ai; kk+l =
∑m−1
k=0 ai; k−lk . Therefore,
for 06 i; j6m− 1,
ij =
m−1∑
k=0
ai−j; k−jk =
m−1∑
k=0
aj−i; k−i k : (6)
This implies that, for i; j∈Z,
ai; j = a−i; j−i : (7)
Identity (6) can be written in matrix form as
A(i; i+1; : : : ; i+m−1)t = i(i; i+1; : : : ; i+m−1)t (8)
or
A= diag(0; m−1; : : : ; 1)−1 (9)
(here M t denotes the transpose of M and diag(1; : : : ; m) is the diagonal matrix with
entries 1; : : : ; m in the main diagonal). It follows from (8) that P(x) is the character-
istic polynomial of A.
Since circulant matrices commute with one another, we get, from (9), K−iAKi =
K−idiag(0; −1; : : : ; −(m−1))Ki−1= diag(i; i−1; : : : ; i−(m−1))−1. (So it is nat-
ural to identify K−iAKi with i.) This shows that, for 06 i6m− 1; K−iAKi ∈K[A].
In particular,
A(K−iAKi) = (K−iAKi)A: (10)
Note that K−lAKl = [ai−l; j−l]i; j and that P(x)I =
∏m−1
i=0 (xI − K−iAKi).
The following proposition shows that properties (7) and (10) characterize, among
the matrices with irreducible characteristic polynomials in D[x], the ones which are
multiplication matrices of cyclic polynomials.
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Proposition 1. Let P(x) = (x − 0)(x − 1) · · · (x − m−1)∈D[x] (with i ∈K) be an
irreducible polynomial with cyclic Galois group 〈〉. Suppose that (i) = i+1 (in-
dices modulo m) and that discrK[0]=K(0; : : : ; m−1) = 0. Let A = [ai; j]06i; j¡m be the
multiplication matrix of the i; that is ai; j ∈K and 0i =
∑m−1
j=0 ai; jj. Then P(x)
is the characteristic polynomial of A and, for 06 i; j6m − 1, ai; j = a−i; j−i and
A(K−iAKi) = (K−iAKi)A.
Conversely, let A′ = [a′i; j] be a matrix with entries in K and let P1(x) be its char-
acteristic polynomial. Suppose that P1(x) is an irreducible polynomial of D[x]. If, for
06 i; j6m−1; a′i; j=a′−i; j−i and A′(K−iA′Ki)=(K−iA′Ki)A′, then the Galois group of
P1(x) over K is cyclic, A′ is the multiplication matrix of its roots ′0; ′1; : : : ; ′m−1 ∈K,
for some choice of the labeling of those roots, and discrK[′0]=K(
′
0; : : : ; 
′
m−1) = 0.
Proof. The 2rst part of the proposition has already been proved (formulas (7), (8)
and (10)). Assume that A′ = [a′i; j] and P1(x) satisfy the conditions of the proposi-
tion. The identity A′(K−lA′Kl) = (K−lA′Kl)A′ is equivalent to
∑m−1
k=0 a
′
i; ka
′
k−l; j−l =∑m−1
k=0 a
′
i−l; k−la
′
k; j. Since a
′
i−l; k−l=a
′
l−i; k−i, using two times the above identity we ob-
tain
∑m−1
k=0 a
′
i; ka
′
k−l; j−l=
∑m−1
k=0 a
′
l; ka
′
k−i; j−i, which we can write as
∑m−1
k=0 a
′
i; ka
′
k−l; j−l=∑m−1
k=0 a
′
l; ka
′
i−k; j−k . This is equivalent to the identity A
′(K−lA′Kl)=
∑m−1
k=0 a
′
l; kK
−kA′Kk ,
for 06 l6m − 1. This shows, in particular, that the vector space V generated over
K by A′; K−1A′K; : : : ; K−(m−1)A′Km−1, contains the subspace K[A′] of dimension m.
So V = K[A′]. Now, in the 2eld K[A′], the matrices K−lA′Kl; 06 l6m − 1, are
precisely the roots of P1(x), and the above identity proves that A′ is the multiplication
matrix of these roots. The Galois group of P1(x), that is the Galois group of K[A′]=K ,
is clearly cyclic ( 〈K〉), generated by the action M 	→ K−1MK of K on K[A′]. Now
we can use any K-embedding (K−iA′Ki 	→ ′i) of K[A′] into K to end the proof of the
proposition. Observe that the identity ′0
′
i =
∑m−1
j=0 a
′
i; j
′
j implies that 
′
0; 
′
1; : : : ; 
′
m−1
are vector space generators of K[′0] over K, and so discrK[′0]=K(
′
0; : : : ; 
′
m−1) = 0.
Proposition 2. The following relations between the coe:cients of P(x), the entries of
A and the elements ti =T(0i) hold.
(a)
∑m−1
j=0 ai; j =−
ti
cm−1
; for 06 i6m− 1.
(b)
∑m−1
i=0 ai; j =−cm−10; j ; for 06 j6m− 1.
(c) c2m−1 =
∑m−1
i= 0 ti.
(d) cm−2 = 12 (c
2
m−1 − t0).
Proof. To prove (a), apply T to (1) and use T(j) =−cm−1. To prove (b) take the
sum from i=0 to i=m−1 on both sides of (1) and use the fact that {0; 1; : : : ; m−1}
is a vector space basis of L over K. Part (c) follows easily from (a) and (b). Part
(d) follows from expanding c2m−1 = (0 + 1 + · · · + m−1)2 and is one of New-
ton’s relations between the coe:cients of a polynomial and the sums of powers of
its roots.
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For 06 i; j6m− 1, de2ne
bi; j =T(0ij) =
m−1∑
k=0
kk+ik+j ∈D: (11)
Regarding, as always, indices modulo m we have, for all i; j∈Z,
bi; j = bj; i = b−i; j−i : (12)
De2ne B= [bi; j]06i; j¡m. We have that
B= [bi; j] =diag(0; m−1; : : : ; 1)t : (13)
Since T =t we get, from (9) and (13),
A= BT−1; (14)
which gives us an expression of the elements ai; j in terms of the elements ti=T(0i)
and bi; j =T(0ij) of D. Notice also that, for 06 i6m− 1,
ti =− 1cm−1
m−1∑
j=0
bi; j (15)
and c3m−1 =−
∑m−1
i=0
∑m−1
j=0 bi; j.
Next, we show how the elements ci ; ti ; bi; j and ai; j change under the translations
i 	→ i + , with ∈D.
Proposition 3. Let ∈D and let P(x)=P(x−)=
∏m−1
i=0 (x−(i+))= xm+c′m−1xm−1
+ · · ·+ c′1x + c′0. De2ne ′i = i + . Then (assuming, as always, that 0; 1; : : : ; m−1
are linearly independent over K) we have that ′0; ′1; : : : ; ′m−1 are linearly indepen-
dent over K if and only if c′m−1 = cm−1 − m = 0. Suppose c′m−1 = 0 and de;ne
t′i =
∑m−1
k=0 
′
k
′
k+i ; b
′
i; j =
∑m−1
k=0 
′
k
′
k+i
′
k+j; T
′ = [t′i−j]06i; j¡m; B
′ = [b′i; j]06i; j¡m and
A′ = [a′i; j] = B
′T ′−1. Then A′ is the multiplication matrix of the roots ′0; : : : ; 
′
m−1 of
P(x) and we have, for 06 i; j6m− 1,
c′i =
m∑
l=i
(−)l−i
(
l
i
)
cl (where cm = 1);
t′i = ti − 2cm−1+ m2;
b′i; j = bi; j + (ti + tj + ti−j)− 3cm−12 + m3
and
a′i; j = ai; j + i; j −

cm−1(cm−1 − m) ti + 0; j +
2
cm−1 − m :
Proof. All statements of the proposition follow from straightforward calculations start-
ing from formulas (2), (11) and (14).
Now we show the relation between A and the multiplication matrix of another normal
basis of L=K.
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Proposition 4. Let ′0; 
′
1; : : : ; 
′
m−1 be a basis of L=K such that (′i)=′i+1 for 06 i6
m− 1 (regard indices modulo m). Let A′ = [a′i; j] be the multiplication matrix of the
′i ; that is 
′
0
′
i =
∑m−1
j=0 a
′
i; j
′
j, with a
′
i; j ∈K. Let di ∈K be the elements such that
′0 =
∑m−1
i=0 dii. De2ne D =
∑m−1
i=0 diK
i. Then we have
A′ = D
(
m−1∑
i=0
diK−iAKi
)
D−1:
Proof. By formula (8) we have that A(0; 1; : : : ; m−1)t = 0(0; 1; : : : ; m−1)t and
A′(′0; 
′
1; : : : ; 
′
m−1)
t =′0(
′
0; 
′
1; : : : ; 
′
m−1)
t. We also have that (′0; 
′
1; : : : ; 
′
m−1)
t =
D(0; 1; : : : ; m−1)t. The proposition follows easily from these facts.
In the next proposition we show a way to express the multiplication matrix A=[ai; j]
in terms of the coe:cients ci of the cyclic polynomial P(x), and a way to recognize
if a given irreducible polynomial in D[x] is cyclic, when we are able to 2nd the roots
in D of certain polynomials !i;  i; j ∈D[x]. We begin by de2ning these polynomials.
Recall that the knowledge of A allows us to factor P(x) in the 2eld K[A].
Denote by Sm the group of permutations of {0; 1; : : : ; m − 1}. Let 0; 1; : : : ;
m−1 and x be indeterminates algebraically independent over K. De2ne the elements
C0; C1; : : : ; Cm−1 by
xm + Cm−1xm−1 + · · ·+ C1x + C0 = (x −0)(x −1) · · · (x −m−1):
Regard indices modulo m. Let i∈{0; 1; : : : ; m− 1} and let 1; 2; : : : ; r be the distinct
elements of the set {∑m−1k=0 %(k)%(k+i) : %∈ Sm}. The coe:cients of the polynomial
F(x) = (x − 1)(x − 2) · · · (x − r) are symmetric polynomials in 0; 1; : : : ; m−1,
therefore they are polynomials in C0; C1; : : : ; Cm−1 (see, for example, [6, Theorem A.3]).
Thus we can regard F(x) as an element of Z[C0; : : : ; Cm−1; x], where Ci and x are
indeterminates algebraically independent over K. De2ne !i(C0; : : : ; Cm−1; x) = F(x).
Similarly, given i; j∈{0; 1; : : : ; m− 1}, let '1; '2; : : : ; 'u be the distinct elements of the
set {∑m−1k=0 %(k)%(k+i)%(k+j) : %∈ Sm}. The coe:cients of the polynomial G(x) =
(x−'1)(x−'2) · · · (x−'u) are symmetric polynomials in 0; 1; : : : ; m−1, and we can
regard G(x) as an element of Z[C0; : : : ; Cm−1; x]. De2ne  i; j(C0; : : : ; Cm−1; x) = G(x).
For 06 i; j6m−1, de2ne the polynomials *i(C0; : : : ; Cm−1; x); +i; j(C0; : : : ; Cm−1; x)
∈Z [C0; : : : ; Cm−1; x] by
*i(C0; : : : ; Cm−1; x) =
∏
%∈Sm
(
x −
m−1∑
k=0
%(k)%(k+i)
)
and
+i;j(C0; : : : ; Cm−1; x) =
∏
%∈Sm
(
x −
m−1∑
k=0
%(k)%(k+i)%(k+j)
)
:
We have that
*i(C0; : : : ; Cm−1; x) = (!i(C0; : : : ; Cm−1; x)),i
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and
+i;j(C0; : : : ; Cm−1; x) = ( i; j(C0; : : : ; Cm−1; x))-i; j ;
for some positive integers ,i and -i; j divisible by m. In fact, set d%=
∑m−1
k=0 %(k)%(k+i)
and let e denote the identity permutation. By symmetry we have that, for all %1; %2;
.∈ Sm, if d%1 =d%2 , then d.%1 =d.%2 . This allows us to de2ne an action of Sm on the set
{d% : %∈ Sm} by letting .∈ Sm act as d% 	→ d.%. The exponent ,i is then equal to the
order of the stabilizer H of de (note that the stabilizer of d% is %H%−1). Since the
cycle (0; 1; : : : ; m−1) belongs to H we have that m|,i. Similarly one shows that m|-i; j.
The above identities give a practical way to calculate the polynomials !i(C0; : : : ;
Cm−1; x) and  i; j(C0; : : : ; Cm−1; x), with the help of a computer, for not so large values of
m. It is easy to see that, for 06 i; j6m−1; !i(C0; : : : ; Cm−1; x)=!−i(C0; : : : ; Cm−1; x)
and  i; j(C0; : : : ; Cm−1; x)=  −i; j−i(C0; : : : ; Cm−1; x)=  j−i;−i(C0; : : : ; Cm−1; x)=  i−j;−j
(C0; : : : ; Cm−1; x) =  −j; i−j(C0; : : : ; Cm−1; x) =  j; i (C0; : : : ; Cm−1; x).
Now we replace the indeterminates Ci by the coe:cients ci of P(x).
Denition 1. For 06 i; j6m − 1, set !i(x) = ! i(c0; : : : ; cm−1; x) and  i; j(x) =  i; j
(c0; : : : ; cm−1; x). These are elements of D[x] which can be expressed in terms of the
coe:cients ci and have at least one of their roots in D, as is shown in the next
proposition.
Proposition 5. Given the cyclic polynomial P(x)=xm+cm−1xm−1+ · · ·+c0 ∈D[x], we
have t0 =c2m−1−2cm−2 and b0;0 =−c3m−1 +3cm−1cm−2−3cm−3. For 06 i; j6m−1; ti
is a root of !i(x) and bi; j is a root of  i; j(x). Suppose D is such that we can ;nd
the roots in D of polynomials in D[x] ( for example if D is a factorial domain with
a ;nite number of units). Then one can construct the multiplication matrix of the
roots i of P(x) as follows. Choose the elements ti and bi; j among the roots in D
of the polynomials !i(x) and  i; j(x) (respectively) in such a way that ti = t−i and
bi; j = b−i; j−i = bj−i;−i = bi−j;−j = b−j; i−j = bj; i, and that, for T = [ti−j]06i; j¡m; B =
[bi; j]06i; j¡m and A=BT
−1, we have A(K−lAKl)=(K−lAKl)A, for l=0; : : : ; m−1, and
P(x) = det(xI − A). Then A is the multiplication matrix of the i for some labeling
of these elements.
In general there are several matrices A=BT−1 satisfying all the above conditions.
They correspond to the distinct choices of the generator  of the Galois group of
P(x) (which we used in ordering the roots: (i) = i+1).
Among the irreducible polynomials in D[x] all the cyclic ones and only they pass
all steps of the construction above.
Proof. The formulas for t0 and b0;0 follow from Newton’s formulas for the sums of
powers of the roots of a polynomial in terms of its coe:cients. The fact that ti is a root
of !i(x) and bi; j is a root of  i; j(x) follows directly from (2), (11) and De2nition 1.
Note that replacing the Ci by the ci corresponds to replacing the indeterminates i by
the roots i of P(x) and that ti and bi; j are in D since D is integrally closed.
Suppose that T; B and A satisfy the conditions requested in the theorem. Let U=T−1,
then U is also a symmetric circulant matrix, U = [ui−j]i; j. For 06 i; j6m − 1, we
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have ai; j =
∑m−1
k=0 bi; kuk−j. So a−i; j−i =
∑m−1
k=0 b−i; kuk−j+i =
∑m−1
k=0 bi; k+iuk−j+i = ai; j.
Since also A(K−lAKl)=(K−lAKl)A, for l=0; : : : ; m−1, and P(x) is the characteristic
polynomial of A, then, by Proposition 1, the matrix A is the multiplication matrix of the
i, for some labeling of these roots. Also by Proposition 1 any irreducible polynomial
from which a matrix A satisfying the conditions of the theorem can be constructed
must be cyclic.
Observation. In practice, in order to 2nd the elements ti and bi; j, it is more convenient
(as in Example 3 below) to work with polynomials other than !i(x) and  i; j(x) which
can also be expressed in terms of the coe:cients ci of P(x) and have roots that depend
in a simple way of the ti and bi; j.
Example 1. For m= 2; P(x) = x2 + c1x + c0 = (x − 0)(x − 1). We have
B=
[
30 + 
3
1 
2
01 + 
2
10
201 + 
2
10 
2
01 + 
2
10
]
=
[−c31 + 3c0c1 −c0c1
−c0c1 −c0c1
]
;
T =
[
20 + 
2
1 201
201 20 + 
2
1
]
=
[
c21 − 2c0 2c0
2c0 c21 − 2c0
]
;
= det(T ) = c21(c
2
1 − 4c0); = c21 − 4c0;
and
A= BT−1 =− 1
c1
[
c21 − c0 −c0
c0 c0
]
:
Example 2. For m = 3; P(x) = x3 + c2x2 + c1x + c0 = (x − 0)(x − 1)(x − 2). We
have =−27c20 + 18c0c1c2 + c21c22 − 4c0c32 − 4c31 ; t0 = c22 − 2c1; b0;0 =−3c0 + 3c1c2 −
c32 ;  0;1(x) =  1;0(x) =  0;2(x) =  2;0(x) =  1;1(x) =  2;2(x) = (x− (201 + 212 + 220))
(x−(202+210+221))=x2+(c1c2−3c0)x−6c0c1c2+9c20+c0c32+c31. This polynomial
has discriminant equal to . Since P(x) is cyclic in D[x], by Proposition 5 we must
have  = d2 for some d∈D (a well-known fact), and  0;1(x) = (x − (3c0 − c1c2 +
d)=2)(x−(3c0−c1c2−d)=2). Take b0;1=(3c0−c1c2+d)=2 and b0;2=(3c0−c1c2−d)=2.
We have b1;2 = 3012 =−3c0 (here  1;2(x) has degree 1). Therefore
B=


−3c0 + 3c1c2 − c32
3c0 − c1c2 + d
2
3c0 − c1c2 − d
2
3c0 − c1c2 + d
2
3c0 − c1c2 − d
2
−3c0
3c0 − c1c2 − d
2
−3c0 3c0 − c1c2 + d2


;
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T =


c22 − 2c1 c1 c1
c1 c22 − 2c1 c1
c1 c1 c22 − 2c1

 ;
= det(T ) = c22(c
2
2 − 3c1)2
and
A= BT−1 =− 1
2c2(c22 − 3c1)
×


6c0c2 − 8c1c22 + 4c21 + 2c42 4c21 − c1c22 − 3c0c2 − dc2 4c21 − c1c22 − 3c0c2 + dc2
−3c0c2 + c1c22 − 2c21 − dc2 −3c0c2 + c1c22 − 2c21 + dc2 −2c21 + 6c0c2
−3c0c2 + c1c22 − 2c21 + dc2 −2c21 + 6c0c2 −3c0c2 + c1c22 − 2c21 − dc2

 :
Example 3. For m = 4; P(x) = x4 + c3x3 + c2x2 + c1x + c0 =
∏3
i=0(x − i). We have
=−80c3c1c22c0+18c33c1c2c0+144c0c21c2−6c23c21c0−192c3c1c20+18c3c31c2+144c2c23c20+
c22c
2
3c
2
1 − 4c32c23c0 + 256c30 − 27c41 − 4c33c31 − 128c22c20 + 16c42c0 − 4c32c21 − 27c43c20, t0 =
c23 − 2c2; b0;0 = −c33 + 3c3c2 − 3c1 and !1(x) = !3(x) = x3 − 2c2x2 + (−4c0 + c22 +
c1c3)x+c21−c1c2c3+c0c23. The discriminant to !1(x) is equal to . It follows from the
hypothesis that P(x) is cyclic, and from the de2nition of !1(x), that this polynomial
has exactly one root in D. Denote this root by . (We can write  in terms of the ci
by using Cardano’s formula as follows: let p = −4c0 − 13 c22 + c1c3 and q = 227 c32 −
8
3 c2c0 − 13 c1c2c3 + c21 + c0c23. We have =−4p3 − 27q2 and, for some choice of the
roots U1 = 3
√
− 272 q+ 32
√−3 and U2 = 3
√
− 272 q− 32
√−3 such that U1U2 = −3p,
we have  = 13(U1 + U2)). We have that t1 = t3 = . Using Proposition 2 (c), we get
t2 = 2c2 − 2. Therefore
T =


c23 − 2c2  2c2 − 2 
 c23 − 2c2  2c2 − 2
2c2 − 2  c23 − 2c2 
 2c2 − 2  c23 − 2c2

 :
and = det(T ) = c23(c
2
3 − 4)(2+ c23 − 4c2)2.
We have b1;2 = b3;1 = b1;3 = b3;2 = b2;3 = b2;1 = −c1. From (15), and the fact that
b0;1 = b1;0 = b3;3; b0;2 = b2;0 = b2;2 and b0;3 = b3;0 = b1;1, we get b0;1 + b0;2 + b0;3 =
3c1 − c2c3; b0;1 + b0;3 = 2c1 − c3 and b0;2 = c1 − c2c3 + c3.
It remains to 2nd b0;1 and b0;3. They are the only roots in D of the polynomial
 0;1(x) =  0;3(x) (a polynomial of degree 6 with an irreducible factor of degree 4);
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but, since we already know the value of b0;1 +b0;3, it is more convenient to work with
the polynomial  (x)∈D[x] of degree 3 de2ned by
 (x) =

∏
%∈S4

x −
(
3∑
k=0
2%(k)%(1+k) −
3∑
k=0
%(k)2%(1+k)
)2


1=8
:
This polynomial has exactly one root in D which we call '. This root is actually a
square in D; '= 32; 3∈D, and we have '=(b0;1−b0;3)2. We can write  (x) in terms
of the coe:cients ci, but fortunately that is not necessary since ' can be written in
terms of  as follows:
' = 14c23
(− c23(8c1 + c33 − 4c2c3)2):
(to see this use (10)). We have ' = 32 = (b0;1 − b0;3)2. Choose b0;1 − b0;3 = 3. Now
we can calculate b0;1 = 12 (2c1 − c3+ 3) and b0;3 = 12 (2c1 − c3− 3). Therefore
B=


−c33 + 3c2c3 − 3c1 12 (2c1 − c3+ 3) c1 − c2c3 + c3 12 (2c1 − c3− 3)
1
2 (2c1 − c3+ 3) 12 (2c1 − c3− 3) −c1 −c1
c1 − c2c3 + c3 −c1 c1 − c2c3 + c3 −c1
1
2 (2c1 − c3− 3) −c1 −c1 12 (2c1 − c3+ 3)


and A= BT−1:
That gives an expression of A in terms only of  and the coe:cients ci of P(x).
2. Composition of multiplication matrices
In this section we show some natural compositions of multiplication matrices of
order m that give other multiplication matrices of order m.
We preserve notation of Section 1. Let P1(x); P2(x)∈D[x] be cyclic polynomials
of degree m. Let ′0 and 
′′
0 be roots of P1(x) and P2(x) in K, respectively. Let
L′ = K[′0] and L′′ = K[′′0 ]. Suppose that L′ ∩ L′′ = K. Let ′ and ′′ be generators
of Gal(L′=K) and Gal(L′′=K), respectively. For 06 i6m− 2 de2ne ′i+1 = ′(′i) and
′′i+1=
′′(′′i ). Assume that each one of the sets {′0; ′1; : : : ; ′m−1} and {′′0 ; ′′1 ; : : : ; ′′m−1}
is linearly independent over K. Then [L′L′′ : K] = m2 and the set {′i′′j : 06 i; j6
m − 1} is a vector space basis of L′L′′ over K. We have P1(x) =
∏m−1
i=0 (x − ′i) and
P2(x)=
∏m−1
i=0 (x− ′′i ). Let A′= [a′i; j] and A′′= [a′′i; j] be the multiplication matrices of
{′0; ′1; : : : ; ′m−1} and {′′0 ; ′′1 ; : : : ; ′′m−1} respectively. That is ′0′i =
∑m−1
j=0 a
′
i; j
′
j and
′′0 
′′
i =
∑m−1
j=0 a
′′
i; j
′′
j , with a
′
i; j ; a
′′
i; j ∈K, for 06 i; j6m− 1.
Denote by G the Galois group of L′L′′=K. We have that G  〈′〉 × 〈′′〉. We make
the identi2cations ′ = (′; 1) and ′′ = (1; ′′), and, by abuse of notation, we let ′′
denote also all the restrictions ′′|L of ′′ to sub2elds L of L′L′′. For 16d6m − 1,
denote by Ld the 2xed 2eld of 〈′′′d〉6G. We have that Ld=K is a cyclic extension
of degree m with Galois group generated by ′′ and normal basis {0; 1; : : : ; m−1},
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where i =
∑m−1
k=0 
′
k
′′
dk+i = 
′′i(0). In the next proposition we show how to construct,
starting from A′ and A′′, the matrix of multiplication A of 0; 1; : : : ; m−1. (When m
is a prime number the 2elds Ld; 16d6m − 1, are all the sub2elds of L′L′′, other
than L′ and L′′, which are cyclic extensions of degree m of K.) We believe that the
operation (A′; A′′) 	→ A corresponding to such construction can be widely generalized.
Proposition 6. Let d be an integer, 16d6m − 1. For 06 i6m − 1 de;ne i =∑m−1
k=0 
′
k
′′
dk+i. Let P(x)=
∏m−1
i=0 (x−i). Then P(x) is a cyclic polynomial in D[x] and
0; 1; : : : ; m−1 are linearly independent over K. Let A = [ai; j] be the multiplication
matrix of the i, that is 0i =
∑m−1
j=0 ai; jj, for 06 i6m − 1, with ai; j ∈K. Then,
for 06 i; j6m− 1, we have
ai; j =
m−1∑
k=0
m−1∑
l=0
a′k; la
′′
dk+i;dl+j;
Proof. We have i = TL′L′′=Ld(
′
0
′′
i )∈ Ld. Since D is integrally closed and P(x)
is invariant under 〈′′〉 = Gal(Ld=K) and the i are integral over D, we have P(x)∈
D[x]. Suppose
∑m−1
i=0 eii = 0 with ei ∈K, then 0 =
∑m−1
k=0 
′
k
∑m−1
i=0 ei
′′
dk+i =∑m−1
k=0
∑m−1
i=0 ei−dk
′
k
′′
i (indices modulo m). Therefore e0 = · · · = em−1 = 0 and
0; 1; : : : ; m−1 are linearly independent over K. Since i+1 = ′′(i) we have that
P(x) is cyclic over K. By formula (6) we have, for 06 i6m− 1; 0i =
∑m−1
l=0 
′
l
′′
dl∑m−1
k=0 
′
k
′′
dk+i =
∑m−1
l=0
∑m−1
k=0
∑m−1
u=0 a
′
k−l;u−l
′
u
∑m−1
v=0 a
′′
d(k−l)+i; v−dl
′′
v = (take j= v−
du)
∑m−1
u=0
∑m−1
j=0
∑m−1
l=0
∑m−1
k=0 a
′
k−l;u−la
′′
d(k−l)+i;d(u−l)+j
′
u
′′
du+j. On the other hand
we have 0i =
∑m−1
j=0 ai; jj =
∑m−1
j=0 ai; j
∑m−1
u=0 
′
u
′′
du+j =
∑m−1
j=0
∑m−1
u=0 ai; j
′
u
′′
du+j.
Therefore, since the ′i
′′
j form a basis of L′L′′=K, ai; j =
∑m−1
l=0
∑m−1
k=0 a
′
k−l;u−l
a′′d(k−l)+i;d(u−l)+j =
∑m−1
l=0
∑m−1
k=0 a
′
k−u+l; l a
′′
d(k−u+l)+i;dl+j =
∑m−1
l=0
∑m−1
k=0 a
′
k; la
′′
dk+i;dl+j.
This ends the proof of Proposition 6.
In order to illustrate Proposition 6 with examples we must be able 2rst to calculate
some multiplication matrices. The simplest ones are perhaps the multiplication matrices
of Gaussian periods. Let D=Z and suppose that m¿ 2. Let q ≡ 1 mod m be a prime
number, f= (q− 1)=m; s a primitive root modulo q and q a qth primitive root of 1.
For 06 i6m− 1, de2ne the Gaussian periods of degree m in Q[q] by
9i =
f−1∑
j=0
s
i+mj
q : (16)
It is well known that {90; 91; : : : ; 9m−1} is a normal integral basis of Q[90]=Q and that
the polynomial Pq(x)=
∏m−1
i=0 (x−9i)∈Z[x] is cyclic. The Galois group of Q[90]=Q is
generated by the automorphism  such that (9i) = 9i+1 (indices modulo m). Let Aq =
Am;q; s=[ci; j]06i; j¡m be the multiplication matrix of 90; 91; : : : ; 9m−1. For 06 i; j6m−1,
we have that ci; j = (i; j) − f(q−1)=2; i, where the (i; j) are the cyclotomic numbers
of order m. The number (i; j) is de2ned as the number of ordered pairs of integers
〈k; l〉; 06 k; l6f − 1, such that 1 + skm+i ≡ slm+j mod q (see [2, Section 2]).
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We can calculate in an e:cient way the numbers (i; j) (and therefore also the entries
ci; j of Aq): For 06 i; j6m− 1 we have
(i; j) ≡ − 1
m2
m∑
k=0
m−1∑
l=0
(
fk
fl
)
sf(li−kj) mod q
and 06 (i; j)¡
√
q + (q − 1)=m2 ¡q. (For the proof, see [9], Corollary of Proposi-
tion 3, for f even, and [11, Proposition 3], for f odd.) That was used to calculate the
matrices A19 and A37 in the following example.
Example 4. For m= 6; q= 19 and s= 2, we have
A19 =


0 1 0 2 0 0
0 1 1 0 0 1
1 0 0 0 1 1
−3 −3 −2 −3 −3 −2
0 0 1 1 1 0
1 1 0 0 1 0


which has characteristic polynomial
P19(x) = x6 + x5 + 2x4 − 8x3 − x2 + 5x + 7:
For m= 6; q= 37 and s= 2, we have
A37 =


−4 −5 −6 −6 −4 −6
1 0 1 1 2 1
0 1 2 2 0 1
0 1 2 0 1 2
2 2 0 1 0 1
0 1 1 2 1 1


which has characteristic polynomial
P37(x) = x6 + x5 − 15x4 − 28x3 + 15x2 + 38x − 1:
For 16d6m−1, denote by d∗ the operation (A′; A′′) 	→ A derived from Proposition 6.
Then we have, for example,
A19
1∗A37 =


−25 −22 −22 −8 −20 −20
−17 −16 −21 −20 −22 −21
−16 −21 −17 −20 −21 −22
92 100 101 92 100 101
−17 −20 −21 −22 −16 −21
−16 −21 −20 −22 −21 −17


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which has characteristic polynomial
F1(x) = x6 − x5 + 59x4 − 2747x3 + 25212x2 − 90540x + 117104:
Also
A19
3∗A37 =


−46 −50 −74 −44 −51 −74
−6 0 4 −6 −2 4
0 −6 3 −2 −5 4
50 54 78 50 54 178
3 −2 −5 4 0 −6
0 4 −6 −2 4 −6


which has characteristic polynomial
F3(x) = x6 − x5 + 170x4 − 527x3 + 1680x2 − 2628x + 9064:
For 06 i6 5, let 9′i=
∑2
j=0 
2i+6j
19 and 9
′′
i =
∑5
j=0 
2i+6j
37 . Observe that, by Proposition 6,
we have that the roots of F1(x) are 3i=
∑5
k=0 9
′
k9
′′
k+i ; 06 i6 5, and the roots of F3(x)
are .i =
∑5
k=0 9
′
k9
′′
3k+i ; 06 i6 5. This illustrates how Proposition 6 can be used to
solve the cyclic polynomial corresponding to a composite matrix A=A′
d∗A′′ if we know
how to solve the characteristic polynomials of A′ and A′′.
3. Cyclotomy over integrally closed characteristic zero domains
We preserve the notation of Section 1, but we assume m¿ 2. Recall that m is an
mth primitive root of 1. We assume that K∩Q[m]=Q. In this section we show how to
construct certain matrices A=[ai; j]06i; j¡m, with entries in D, which have the property
that the characteristic polynomial P(x) of A is cyclic and has roots 0; 1; : : : ; m−1
whose multiplication matrix is A. In this construction the roots i are generalizations
of the Gaussian periods 9i de2ned in (16) and the matrices A are generalizations
of matrices of cyclotomic numbers of order m. As applications we 2nd families of
polynomials with cyclic and dihedral Galois group over Q and of polynomials with
cyclic Galois groups over quadratic 2elds.
For c∈Z relatively prime with m, we denote by %c ∈Gal(K[m]=K) the automor-
phism such that %c(m) = cm and by Nc the integer such that 06 Nc6m− 1 and c Nc ≡ 1
mod m. We denote by [;] the integral part of a real number ;. If a ∈Z, we denote
by |a|m the smallest nonnegative residue of a modulo m; that is, |a|m = a − [a=m]m.
Recall that, for i; j∈Z,
i; j =
{
1 if i ≡ j mod m;
0 if i ≡ j mod m;
and that K is the m× m matrix [i+1; j]i; j.
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Since our method relies on a generalization of Jacobi sums we start by recalling
some properties of these sums; the proofs can be found in [4, Chapter 1, Sections 1
and 2] (see also [1] and [12, Chapter 6]).
Let q ≡ 1 mod m be a prime number, f = fq = (q− 1)=m, and q a primitive q-th
root of 1. Let Q be a prime ideal of Z[m] above q and s= sQ a primitive root modulo
q such that sf ≡ m mod Q. For 06 i6m−1, de2ne the Gaussian periods 9i =9i(Q)
of degree m in Q[q] by
9i =
f−1∑
j=0
s
i+mj
q (17)
These periods are real if f is even and complex nonreal if f is odd.
Let G(x)=
∑q−2
k=0 x
ks
k
q , where x is an indeterminate. We have that G(x) ≡
∑m−1
k=0 9kx
k
mod xm − 1 and that G(1) =−1. If a ∈Z and mAa, then G(am) is a Gauss sum which
satis2es
G(am)G(
−a
m ) = (−1)faq: (18)
For a; b∈Z, de2ne the Jacobi sums Ja;b = Ja;b(Q) by
Ja;b =−
q−1∑
k=2
a inds(k)+b inds(1−k)m ; (19)
where inds(k) is the least nonnegative integer such that sinds(k) ≡ k mod q.
If a; b∈Z and mAa+ b, we have
Ja;b =−G(
a
m)G(
b
m)
G(a+bm )
; (20)
and the prime ideal factorization of (Ja;b) in Z[m] is given by
(Ja;b) =
∏
16c¡m
(c;m)=1
%−1c ( NQ)
[(a+b)c=m]−[ac=m]−[bc=m]; (21)
where the bar denotes complex conjugation %−1 and (c; m) denotes the greatest common
divisor of the integers c and m.
In the following proposition we list some known properties of Jacobi sums (the
list appears in [10, Proposition 2], for the case f even). We will show later other
elements which also satisfy these properties and will use them to construct new cyclic
polynomials and the corresponding multiplication matrices.
Proposition 7. For all a; b; c∈Z,
(1) Ja+m;b = Ja;b+m = Ja;b,
(2) Ja;b = Jb;a,
(3) Ja;b = (−1)fbJ−a−b;b,
(4) Ja;0 = 1; if mAa,
(5) Ja;bJ−a;−b = q; if mAa; mAb and mAa+ b,
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(6) Ja;bJ−a;−c=(−1)f(b+c)J−(a+b+c); bJa+b+c;−c; if mAa+b; mAa+c; mAa andmAa+b+c,
(7) if g:c:d:(c; m) = 1 then %c(Ja;b) = Jca;cb.
Proof. Properties 1 and 4 follow immediately from (19). To prove property 2 use the
change of variable k 	→ q + 1 − k in (19). To prove property 3 use the change of
variable k 	→ k−1 mod q in (19). Property 5 follows from (18) and (20).
Suppose that mA(a+ b); mA(a+ c); mAa and mA(a+ b+ c). Then, by (18) and (20),
Ja;bJ−a;−c=(G(am)G(
b
m)=G(
a+b
m ))(G(
−a
m )G(
−c
m )=G(
−a−c
m ))=(−1)f(b+c)(G(−a−b−cm )
G(bm)=G(
−a−c
m ))(G(
a+b+c
m )G(
−c
m )=G(
a+b
m ))= (−1)f(b+c)J−(a+b+c); b Ja+b+c;−c.
This proves property (6). Property (7) follows from (19).
Let C = [ci; j]06i; j¡m be the multiplication matrix of the Gaussian periods 9i; that
is, ci; j ∈Z and 909i =
∑m−1
j=0 ci; j9j. We know, by Section (1), that the characteristic
polynomial of C is the irreducible polynomial of the 9i over Q. For i∈Z, set
i = (q−1)=2; i =
{
1 if i ≡ (q− 1)=2 mod m
0 if i ≡ (q− 1)=2 mod m:
We have, for 06 i; j6m − 1; ci; j = (i; j) − fi, where the (i; j) are the cyclotomic
numbers of order m corresponding to the prime q (see Section 2, [2, formula (6)], or
[8, formula (4)]).
For k; l∈Z and 06 i; j6m−1 set ci+km;j+lm=ci; j. We give below a list (somewhat
redundant) of properties of the numbers ci; j. It follows from [8, Theorem 1] that these
properties, and the fact that det (xI − C) is irreducible, characterize the numbers ci; j,
up to some relabeling due to the choice of Q (which bears a choice of s).
Proposition 8. The elements ci; j are rational integers which satisfy, for all i; j; l∈Z,
(i) ci+m;j = ci; j+m = ci; j,
(ii) ci; j = cj+(q−1)=2; i+(q−1)=2 + f(0; j − i),
(iii)
∑m−1
k=0 ci;k = f − qi,
(iv)
∑m−1
k=0 ck; j =−0; j,
(v) ci; j = c−i; j−i,
(vi)
∑m−1
k=0 ci;kck−j; l−j =
∑m−1
k=0 cj;kck−i; l−i.
(vii) The matrix C = [ci; j]06i; j¡m satis;es C(K
−jCKj) = (K−jCKj)C, for all j∈Z.
Proof. Property (i) is immediate. Property (ii) is formula (11) of [8]. Properties
(iii) and (iv) follow from Theorem 1 of [8]. Properties (v) and (vii) follow from
Proposition 1. Property (vi) follows from (v) and Theorem 1 of [8]. (Alternatively,
see the formulas in [2, Part I].)
The Jacobi sums Ja;b and the numbers ci; j are related by the formulas
ci; j =−fi − 1m2
m−1∑
a=0
m−1∑
b=0
(−1)fa−ia−jbm Ja;b; (22)
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Ja;b =−(q− 1)0; b + (−1)fa+1
m−1∑
i=0
m−1∑
j=0
ai+bjm ci; j (23)
(see [1, Theorem 2.5.1]).
The next two propositions regard generalized versions of the elements Ja;b and ci; j
in arbitrary characteristic zero 2elds. We show that properties (1)–(7) of Proposi-
tion 7 are equivalent to properties (i)–(vii) of Proposition 8 if the elements Ja;b and
ci; j are related by formulas (22) and (23). Since q will be a nonzero element of a
2eld F, the expression (−1)f, where f = (q − 1)=m, as well as some expressions
involving (q − 1)=2 = fm=2 in the above discussion, will not make sense any more.
We surmount this problem by introducing an integer , that will play the role of f
in those situations. It turns out that the only condition on , for things to work is that
,m be an even integer, and we are interested only in the parity of ,. Given such a
number , we de2ne, for i∈Z,
i = i(,) = ,m=2; i =
{
1 if i ≡ ,m=2 mod m
0 if i ≡ ,m=2 mod m:
(24)
By (19) we have J0;0=−(q−2). For our purposes it would be better to de2ne J0;0=1.
This would not change Proposition 7 and change only slightly formulas (22) and (23).
We use this new convention for the elements Ei;j below that generalize the Jacobi
sums. So we will set E0;0 = 1.
Proposition 9. Let F be a characteristic zero ;eld and , an integer such that ,m is
even. Let q be an element of F× and set f = (q − 1)=m. For a; b∈Z, let Ea;b be
elements of F(m) satisfying the following conditions ( for all a; b; c∈Z):
(1) Ea+m;b = Ea;b+m = Ea;b,
(2) Ea;b = Eb;a,
(3) Ea;b = (−1),bE−a−b;b,
(4) Ea;0 = 1,
(5) Ea;bE−a;−b = q; if mAa; mAb and mAa+ b,
(6) Ea;bE−a;−c=(−1),(b+c)E−(a+b+c); bEa+b+c;−c; if mAa+b; mAa+c; mAa and mAa+
b+ c; and
(7) %c(Ea;b) = Eca;cb; if g:c:d:(c; m) = 1 and %c ∈ Gal(F(m)=F), where %c(m) = cm.
For i; j∈Z, let i be as in (24) and de;ne
hi; j =−fi − 1m2
(
−(q− 1) +
m−1∑
a=0
m−1∑
b=0
(−1),a−ia−jbm Ea;b
)
=
q+ 1
m2
− qi
m
− 0; j
m
− i; j
m
− 1
m2
∑
16a;b6m−1
a+b=m
(−1),a−ia−jbm Ea;b:
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Then the elements hi; j belong to F and satisfy, for all i; j; l∈Z,
(i) hi+m;j = hi; j+m = hi; j,
(ii) hi; j = hj+,m=2; i+,m=2 + f(0; j − i),
(iii)
∑m−1
k=0 hi;k = f − qi,
(iv)
∑m−1
k=0 hk;j =−0; j,
(v) hi; j = h−i; j−i,
(vi)
∑m−1
k=0 hi;khk−j; l−j =
∑m−1
k=0 hj;khk−i; l−i.
(vii) The matrix H = [hi; j]06i; j¡m satis;es H (K
−jHKj) = (K−jHKj)H , for all j∈Z.
Also, we have
Ea;b = (q− 1)0; b(0; a − 1) + (−1),a+1
m−1∑
i=0
m−1∑
j=0
ai+bjm hi; j :
Proof. (Part of this proof appears, for the particular situation where F=Q; ,=f and
f is even, in the proof of Proposition 3 of [10].) It follows from Galois Theory that
the elements hi; j are in F. In fact, by condition (7), for all %c ∈Gal(F(m)=F) we have
%c(hi; j) =−fi − 1m2
(
−(q− 1) +
m−1∑
a=0
m−1∑
b=0
(−1),a−ica−jcbm Eca;cb
)
= hi; j
(note that (−1),c = (−1),). Clearly the hi; j satisfy (i). De2ne
[i; j] = hi; j + fi =− 1m2
(
−(q− 1) +
m−1∑
a=0
m−1∑
b=0
(−1),a−ia−jbm Ea;b
)
:
By condition (2) we have
[i; j]− q− 1
m2
=− 1
m2
m−1∑
a=0
m−1∑
b=0
(−i+,m=2)a−jbm Ea;b
=− 1
m2
m−1∑
b=0
m−1∑
a=0
−jb−(i−,m=2)am Eb;a =−
1
m2
m−1∑
a=0
m−1∑
b=0
−ja−(i−,m=2)bm Ea;b
=− 1
m2
m−1∑
a=0
m−1∑
b=0
(−( j−,m=2)−,m=2)a−(i−,m=2)bm Ea;b
=
[
j − ,m
2
; i − ,m
2
]
− q− 1
m2
=
[
j +
,m
2
; i +
,m
2
]
− q− 1
m2
:
Therefore
[i; j] = [j + ,m=2; i + ,m=2] =


[j; i] if , is even;[
j +
m
2
; i +
m
2
]
if , is odd:
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That is, hi; j + fi = hj+,m=2; i+,m=2 + f0; j. This proves (ii). By condition (4),
m−1∑
k=0
[i; k] =f − 1
m2
m−1∑
a=0
m−1∑
b=0
(−1),a−iam Ea;b
m−1∑
k=0
−kbm
=f − 1
m
m−1∑
a=0
(−1),a−iam Ea;0 = f −
1
m
m−1∑
a=0
(−i+,m=2)am = f − ,m=2; i :
That is
∑m−1
k=0 [i; k] = f − i. Also
m−1∑
k=0
[k; j] =
m−1∑
k=0
[j + ,m=2; k + ,m=2]
=
m−1∑
k=0
[j + ,m=2; k] = f − j+,m=2:
That is
∑m−1
k=0 [k; j] = f − 0; j. So
m−1∑
k=0
hi;k =
m−1∑
k=0
(−fi + [i; k]) =−mfi + f − i = f − qi:
This proves (iii). Also
m−1∑
k=0
hk;j =
m−1∑
k=0
(−fk + [k; j]) =−0; j :
This proves (iv). By condition 3 we have
[− i; j − i]− q− 1
m2
=− 1
m2
m−1∑
a=0
m−1∑
b=0
(−1),aia+(i−j)bm Ea;b
=− 1
m2
m−1∑
a=0
m−1∑
b=0
(−1),ai(a+b)−jbm (−1),bE−a−b;b
=− 1
m2
m−1∑
a=0
m−1∑
b=0
(−1),a−ia−jbm Ea;b = [i; j]−
q− 1
m2
:
That is [i; j] = [− i; j − i]. Therefore
h−i; j−i =−f−i + [− i; j − i] =−fi + [i; j] = hi; j :
This proves (v).
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Proof of (vi). We must prove that
m−1∑
k=0
hi;khk−j; l−j =
m−1∑
k=0
hj;khk−i; l−i :
Since this proof requires a long calculation, to simplify matters we are going to use
(as in [10]) the following notation: If we have two expressions U (i; j; l) and V (i; j; l),
we write U (i; j; l) ∼ V (i; j; l) if the diOerence W (i; j; l) = U (i; j; l) − V (i; j; l) satis-
2es W (i; j; l) = W (j; i; l). De2ne H (i; j; l) =
∑m−1
k=0 hi;khk−j; l−j. We must prove that
H (i; j; l) ∼ 0.
We have
H (i; j; l) =
m−1∑
k=0
([i; k]− fi)([k − j; l− j]− fk−j)
=
m−1∑
k=0
[i; k][k − j; l− j]− fi
m−1∑
k=0
[k − j; l− j]
−f
m−1∑
k=0
[i; k]k−j + f2i
m−1∑
k=0
k−j
=
m−1∑
k=0
[i; k][k − j; l− j]− fi(f − l; j)− f[i; j + ,m=2] + f2i
=
m−1∑
k=0
[i; k][k − j; l− j] + fil; j − f[i; j + ,m=2]:
But [i; j+ ,m=2]= [j+ ,m=2+ ,m=2; i+ ,m=2]= [j; i+ ,m=2], and so [i; j+ ,m=2] ∼ 0.
Therefore
H (i; j; l) ∼ fil; j +
m−1∑
k=0
[i; k][k − j; l− j] ∼
fil; j − if=m− l; jf=m+
m−1∑
k=0
([i; k]− f=m) ([k − j; l− j]− f=m): (25)
Now, using conditions 2 and 3, we get
m−1∑
k=0
([i; k]− f=m) ([k − j; l− j]− f=m)
=
1
m4
m−1∑
a=0
m−1∑
b=0
m−1∑
t=0
m−1∑
w=0
m−1∑
k=0
(−1),(a+t)−ia−kb−(k−j)t−(l−j)wm Ea;bEt;w
=
1
m4
m−1∑
a=0
m−1∑
b=0
m−1∑
t=0
m−1∑
w=0
(−1),(a+t)−ia+jt−(l−j)wm Ea;bEt;w
m−1∑
k=0
−k(b+t)m
F. Thaine / Journal of Pure and Applied Algebra 188 (2004) 247–286 267
=
1
m3
m−1∑
a=0
m−1∑
b=0
m−1∑
w=0
(−1),(a−b)−ia−jb−(l−j)wm Ea;bE−b;w
=
1
m3
m−1∑
a=0
m−1∑
b=0
m−1∑
w=0
(−1),(a−b)−ia−j(b−w)−lwm Ea;bE−b;w
=
1
m3
m−1∑
a=0
m−1∑
b=0
m−1∑
w=0
(−1),(a−b)−ia−jw−l(b−w)m Ea;bE−b;b−w
=
1
m3
m−1∑
a=0
m−1∑
b=0
m−1∑
w=0
(−1),a−ia−jw−l(b−w)m Ea;bE−b;w
=
1
m3
m−1∑
a=0
m−1∑
b=0
m−1∑
w=0
(−1),b−ib+jw−l(a+w)m Ea;bE−a;−w:
Now de2ne
F(i; j; l) =m3fil; j − m2fi − m2fl;j
+
m−1∑
a=0
m−1∑
b=0
m−1∑
w=0
(−1),b−ib+jw−l(a+w)m Ea;bE−a;−w:
By (25), in order to prove (vi), it is enough to prove that F(i; j; l)=F(j; i; l), i.e. that
F(i; j; l) ∼ 0. De2ne
A(i; j; l) =
∑
06a;b;w6m−1
mA(a+b);(a+w);a;(a+b+w)
(−1),b−ib+jw−l(a+w)m Ea;bE−a;−w
and
B(i; j; l) =m3fil; j − m2fi − m2fl;j
+
∑
06a;b;w6m−1
m|(a+b) or (a+w) or a or (a+b+w)
(−1),b−ib+jw−l(a+w)m Ea;bE−a;−w:
Since F(i; j; l) =A(i; j; l) +B(i; j; l), it is enough to prove that A(i; j; l) ∼ 0 ∼ B(i; j; l).
By condition (6), we have
A(i; j; l)
=
∑
06a;b;w6m−1
mA(a+b);(a+w);a;(a+b+w)
(−1),b−ib+jw−l(a+w)m (−1),(b+w)E−(a+b+w); bEa+b+w;−w:
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Changing variables, a → −(a+ b+ w), we get
A(i; j; l) =
∑
06a;b;w6m−1
mA(a+b);(a+w);a;(a+b+w)
(−1),w−ib+jw+l(a+b)m Ea;bE−a;−w
=
∑
06a;b;w6m−1
mA(a+b);(a+w);a;(a+b+w)
(−1),w−jw+ib−l(a+b)m Ea;wE−a;−b
=
∑
06a;b;w6m−1
mA(a+b);(a+w);a;(a+b+w)
(−1),b−jb+iw−l(a+w)m Ea;bE−a;−w = A(j; i; l):
So, A(i; j; l) ∼ 0.
It remains to prove that B(i; j; l) ∼ 0. Write B(i; j; l)=m3fil; j−m2fi−m2fl;j+
C(i; j; l) + D(i; j; l), where, C(i; j; l) =
∑m−1
b=0
∑m−1
w=0 (−1),b−ib+jw−lwm E0; bE0;−w, and
D(i; j; l) =
∑
16a6m−1
06b;w6m−1
m|(a+b) or (a+w) or (a+b+w)
(−1),b−ib+jw−l(a+w)m Ea;bE−a;−w:
By conditions (2) and (4),
C(i; j; l) =
m−1∑
b=0
m−1∑
w=0
(−1),b−ib+( j−l)wm
=
m−1∑
b=0
(−i+,m=2)bm
m−1∑
w=0
( j−l)wm = m
2,m=2; ij; l:
So,
C(i; j; l) ∼ m2ij; l:
Finally, write D(i; j; l) = X (i; j; l) + Y (i; j; l), where
X (i; j; l) =
m−1∑
a=1
m−1∑
b=0
(−1),b−ib−jam Ea;bE−a;a; and
Y (i; j; l) =
∑
16a6m−1
06b;w6m−1
w ≡−amod m
m|(a+b) or (a+b+w)
(−1),b−ib+jw−l(a+w)m Ea;bE−a;−w:
By conditions (2)–(4), we have E−a;a=(−1),aE0; a=(−1),a. Therefore, by condition 2,
X (i; j; l) =
m−1∑
a=1
m−1∑
b=0
(−1),(a+b)−ib−jam Ea;b
=−
m−1∑
b=0
(−1),b−ibm E0; b +
m−1∑
a=0
m−1∑
b=0
(−1),(a+b)−ia−jbm Ea;b
∼−
m−1∑
b=0
(−i+,m=2)bm =−m,m=2; i :
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So,
X (i; j; l) ∼ −mi:
Also, by conditions (2), (3) and (5),
Y (i; j; l) =
m−1∑
a=1
∑
06w6m−1
w ≡−amod m
(−1),aia+jw−l(a+w)m Ea;−aE−a;−w
+
∑
16a6m−1
06b;w6m−1
b≡−a;w ≡−amod m
m|a+b+w
(−1),b−ib+jw−l(a+w)m Ea;bE−a;−w
=
m−1∑
a=1
∑
06w6m−1
w ≡−amod m
(−1),aia+jw−l(a+w)m (−1),aE−a;−w
+
m−1∑
a=1
∑
16b6m−1
b≡−amod m
(−1),b−ib−j(a+b)+lbm Ea;bE−a;a+b
=
m−1∑
a=1
∑
06w6m−1
w ≡−amod m
−(i−l)a−( j−l)wm Ea;w
+
m−1∑
a=1
∑
16b6m−1
b≡−amod m
(−1),b−ib−j(a+b)+lbm Ea;b(−1),aE−a;−b
=
m−1∑
a=1
m−1∑
w=0
−(i−l)a−( j−l)wm Ea;w −
m−1∑
a=1
−(i−j)am Ea;−a
+q
m−1∑
a=1
∑
16b6m−1
b≡−amod m
(−1),(a+b)−ib−j(a+b)+lbm
=
m−1∑
a=0
m−1∑
w=0
−(i−l)a−( j−l)wm Ea;w −
m−1∑
w=0
−( j−l)wm E0;w
−
m−1∑
a=1
−(i−j)am (−1),a + q
m−1∑
a=1
m−1∑
b=1
(−1),(a+b)−ib−j(a+b)+lbm − q
m−1∑
a=1
(i−l)am
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=
m−1∑
a=0
m−1∑
w=0
(−1),a−(i−l+,m=2)a−( j−l)wm Ea;w
−
m−1∑
w=0
−( j−l)wm + 1−
m−1∑
a=0
−(i−j+,m=2)am
+q
m−1∑
a=1
(−j+,m=2)am
m−1∑
b=1
(−i−j+l+,m=2)bm + q− mqi; l
=−m2[i − l+ ,m=2; j − l] + q− 1− mj;l + 1− mi−j
+q(−1 + mj)(−1 + ml−i−j) + q− mqi; l:
But [i − l+ ,m=2; j − l] = [j − l+ ,m=2; i − l]. So
Y (i; j; l) ∼ −mj;l − qmj + qm2jl−i−j − mqi; l:
Therefore,
B(i; j; l) =m3fil; j − m2fi − m2fl;j + C(i; j; l) + X (i; j; l) + Y (i; j; l)
∼ m3fil; j − m2fi − m2fl;j + m2ij; l − mi − mj;l − qmj
+qm2jl−i−j − mqi; l ∼ m2q(il; j + jl−i−j):
But jl−i−j = jl; i. Therefore B(i; j; l) ∼ 0. This ends the proof of property (vi).
The equality H (K−jHKj) = (K−jHKj)H follows from properties (i)–(vi). In fact,
set H (K−jHKj)=[ui; l]; (K−jHKj)H=[vi; l] and .=,m=2. Since K−jHKj=[hi−j; k−j]i; k ,
we have ui; l =
∑m−1
k=0 hi;khk−j; l−j =
∑m−1
k=0 hj;khk−i; l−i, and
vi; l =
m−1∑
k=0
hi−j; k−jhk; l
=
m−1∑
k=0
(hl+.;k+. + f(0; l − k))(hk−j+.; i−j+. + f(k;j − i−j))
=
m−1∑
k=0
hl+.;k+.hk−j+.; i−j+. + f
m−1∑
k=0
(k;j − i−j)hl+.;k+.
+f
m−1∑
k=0
(0; l − k)hk−j+.; i−j+. + f2
m−1∑
k=0
(0; l − k)(k;j − i−j)
=
m−1∑
k=0
h(l+.); khk−j; (i+.)−j + fhl+.; j+. − fi−j(f − ql+.)
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−f0; li−j − fh−j; i−j+. + f20; l
−f2m0; li−j − f2j + f2i−j
=
m−1∑
k=0
hj;khk−(l+.); (i+.)−(l+.) + fhl+.; j+. − f2i−j + fqi−j0; l
−f0; li−j − fhj; i+. + f20; l − f2m0; li−j − f2j + f2i−j
=
m−1∑
k=0
hj;khk−l−.; i−l + fhl+.; j+. − fhj; i+. + f20; l − f2j
=
m−1∑
k=0
hj;k(hi−l+.;k−l + f(i; l − k;l)) + fhl+.; j+. − fhj; i+. + f20; l − f2j
=
m−1∑
k=0
hj;khi−l+.;k−l + fi;l(f − qj)− fhj;l + fhj;l + f2(j − 0; l)
−fhj; i+. + f20; l − f2j
=
m−1∑
k=0
hj;khl−i−.;k−i−. + f2i; l − fqi; lj − fhj; i+.
=
m−1∑
k=0
hj;k(hk−i; l−i + f(k−i − l; i)) + f2i; l − fqi; lj − fhj; i+.
=
m−1∑
k=0
hj;khk−i; l−i + fhj; i+. − fl; i(f − qj) + f2i; l − fqi; lj − fhj; i+.
=
m−1∑
k=0
hj;khk−i; l−i :
Therefore, ui; l = vi; l. This ends the proof of (vii).
The last equality, expressing the Ea;b in terms of the hi; j, follows from a straightfor-
ward calculation, after replacing the value of hi; j in the formula. This ends the proof
of Proposition 9.
Observation. With notation as in Proposition 9, we have that property (ii) follows
from properties (i), (iii) and (vi). In fact, by (vi), for all i; j∈Z,
m−1∑
k=0
hi;k
m−1∑
l=0
hk−j; l−j =
m−1∑
k=0
hj;k
m−1∑
l=0
hk−i; l−i :
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Hence, by (iii),
m−1∑
k=0
hi;k(f − qk−j) =
m−1∑
k=0
hj;k(f − qk−i)
and
(f − qi)f − qhi; j+,m=2 = (f − qj)f − qhj; i+,m=2:
So fi + hi; j+,m=2 =fj + hj; i+,m=2, which is equivalent to (ii). It is also easy to prove
that properties (i)–(iii) are equivalent to properties (i), (ii) and (iv), and, as we saw,
property (vii) follows from (i)–(vi). Therefore properties (i), (iii), (v) and (vi) imply
properties (i)–(vii). On the other hand we have that properties (i), (v) and (vii) imply
property (vi) (see the proof of Proposition 1). Therefore properties (i), (iii), (v) and
(vii) imply properties (i)–(vii).
Now we show the converse of Proposition 9.
Proposition 10. Let F, ,, , q and f be as in Proposition 9. For i, j∈Z let hi; j be
elements of F satisfying conditions (i)–(vi) of that proposition. For a, b∈Z, de;ne
Ea;b = (q− 1)0; b(0; a − 1) + (−1),a+1
m−1∑
i=0
m−1∑
j=0
ai+bjm hi; j :
Then the elements Ea;b of F(m) satisfy properties (1)–(7), and we have
hi; j =−fi − 1m2
(
−(q− 1) +
m−1∑
a=0
m−1∑
b=0
(−1),a−ia−jbm Ea;b
)
:
Proof. Clearly the elements Ea;b satisfy property (1). Set .= ,m=2. By (ii) we have
Eb;a = (q− 1)0; a(0; b − 1) + (−1),b+1
m−1∑
i=0
m−1∑
j=0
bi+ajm hi; j
= (q− 1)0; a(0; b − 1) + (−1),b+1
m−1∑
i=0
m−1∑
j=0
bi+ajm (hj+.; i+. + f(0; j − i))
= (q− 1)0; a0; b − (q− 1)0; a + (−1),b+1mf0; b + mf0; a
+(−1),b+1
m−1∑
i=0
m−1∑
j=0
b(i−.)+a( j−.)m hj; i
= (q− 1)0; b(0; a − 1) + (−1),a+1
m−1∑
i=0
m−1∑
j=0
aj+bim hj; i = Ea;b:
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This proves property (2). By (v) we have
E−a−b;b = (q− 1)0; b(0; a+b − 1) + (−1),(a+b)+1
m−1∑
i=0
m−1∑
j=0
(−a−b)i+bjm hi; j
= (q−1)0; b0; a+b−(q−1)0; b + (−1),(a+b)+1
m−1∑
i=0
m−1∑
j=0
(−a−b)i+bjm h−i; j−i
= (q− 1)0; b0; a − (q− 1)0; b + (−1),(a+b)+1
m−1∑
i=0
m−1∑
j=0
(−a−b)i+b( j+i)m h−i; j
= (q− 1)0; b(0; a − 1) + (−1),(a+b)+1
m−1∑
i=0
m−1∑
j=0
ai+bjm hi; j
= (−1),b

(q− 1)0; b(−1),b(0; a − 1) + (−1),a+1m−1∑
i=0
m−1∑
j=0
ai+bjm hi; j


= (−1),bEa;b:
This proves property (3). By (iii) we have
Ea;0 = (q− 1)(0; a − 1) + (−1),a+1
m−1∑
i=0
m−1∑
j=0
aimhi; j
= (q− 1)(0; a − 1) + (−1),a+1
m−1∑
i=0
aim(f − qi)
= (q− 1)(0; a − 1)− mf0; a + q= 1:
This proves property (4). Now we prove properties (5) and (6). If m|b or m|c then
property (6) follows from properties (3) and (4). Suppose that mAa, mAb, mAc, mAa+b
and mAa+ c. We have
Ea;bE−a;−c =
m−1∑
i=0
m−1∑
j=0
m−1∑
k=0
m−1∑
l=0
ai+bj−ak−clm hi; jhk; l
=
m−1∑
i=0
m−1∑
j=0
m−1∑
k=0
m−1∑
l=0
a(i−k)+bj−clm hi; jhk; l
=
m−1∑
i=0
m−1∑
j=0
m−1∑
k=0
m−1∑
l=0
ai+bj−clm hi+k; jhk; l
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=
m−1∑
i=0
m−1∑
j=0
m−1∑
l=0
ai+bj−clm
m−1∑
k=0
(hl+.;k+. + f(0; l − k))hk+i; j
=
m−1∑
i=0
m−1∑
j=0
m−1∑
l=0
ai+bj−clm
m−1∑
k=0
h(l+.); khk−(.−i); ( j+.−i)−(.−i)
=
m−1∑
i=0
m−1∑
j=0
m−1∑
l=0
ai+bj−clm
m−1∑
k=0
h(.−i); khk−(l+.); ( j+.−i)−(l+.)
=
m−1∑
i=0
m−1∑
j=0
m−1∑
k=0
m−1∑
l=0
ai+bj−clm h.−i; khk−l−.; j−i−l
=
m−1∑
i=0
m−1∑
j=0
m−1∑
k=0
m−1∑
l=0
a(i+.)+bj−c(l+.)m h−i; khk−l; j−i−l
= (−1),(a+c)
m−1∑
i=0
m−1∑
j=0
m−1∑
k=0
m−1∑
l=0
−ai+bj+clm hi;khk+l; j+i+l
= (−1),(a+c)
m−1∑
i=0
m−1∑
j=0
m−1∑
k=0
m−1∑
l=0
−ai+bj+c(l−k)m hi;khl; j+i+l−k
= (−1),(a+c)
m−1∑
i=0
m−1∑
j=0
m−1∑
k=0
m−1∑
l=0
−ai+b( j−i−l+k)+c(l−k)m hi;khl; j :
That is
Ea;bE−a;−c = (−1),(a+c)
m−1∑
i=0
m−1∑
k=0
m−1∑
l=0
m−1∑
j=0
(−a−b)i+(b−c)k+(c−b)l+bjm hi;khl; j : (26)
If b ≡ c mod m, we have by (26), (iii) and (iv),
Ea;bE−a;−b = (−1),(a+b)
m−1∑
i=0
m−1∑
k=0
m−1∑
l=0
m−1∑
j=0
(−a−b)i+bjm hi;khl; j
= (−1),(a+b)
m−1∑
i=0
m−1∑
j=0
(−a−b)i+bjm
m−1∑
k=0
hi;k
m−1∑
l=0
hl; j
= (−1),(a+b)
m−1∑
i=0
m−1∑
j=0
(−a−b)i+bjm (f − qi)(−0; j)
= (−1),(a+b)+1
m−1∑
i=0
(−a−b)im (f − qi) = q:
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This proves property (5). This also proves property (6) when b ≡ cmodm. Suppose
furthermore that mAa+ b+ c. If b ≡ cmodm, we have by (26)
Ea;bE−a;−c = (−1),(a+c)(−1),(−a−b)+1(−1),(c−b)+1E−a−b;b−cEc−b;b:
That is Ea;bE−a;−c=E−a−b;b−cEc−b;b. Therefore E−(a+b+c); bEa+b+c;−c=Ea+c;b−cEc−b;b.
But then, by property (3),
E−(a+b+c); bEa+b+c;−c = (−1),(b+c)E−a−b;b−cEc−b;b = (−1),(b+c)Ea;bE−a;−c:
This proves property (6). The proof of property (7) is immediate from the de2nition
of Ea;b (note that if g.c.d.(c; m) = 1 then (−1),c = (−1),).
The last equality, expressing the hi; j in terms of the Ea;b, follows from a straightfor-
ward calculation, after replacing the value of Ea;b in the formula. This ends the proof
of Proposition 10.
Observation. Let S be a set of families E = (Ea;b)a;b∈Z of elements of F(m) and let
q :S→ F× and , :S→ Z be functions such that q(EE′)=q(E)q(E′), ,(E)m is even
and ,(EE′) ≡ ,(E) + ,(E′) mod 2, whenever E, E′ and EE′ are in S. If each E ∈S
satis2es conditions (1)–(7) of Proposition 9, with respect to the corresponding q=q(E)
and ,= ,(E), then in the group (with componentwise multiplication) generated by S,
with the obvious extensions of the functions q and ,, all families satisfy conditions
(1)–(7). We can de2ne things, for example, in such a way that all the families (Ja;b)
of Jacobi sums (for which we have ,=(q−1)=m) belong to that group. To see that this
can have practical applications in the construction of families of cyclic polynomials see
Examples 5 and 6 of [10].
Now we apply Proposition 9 to the case where F=K, the 2eld of fractions of the
integrally closed, characteristic zero domain D, and the elements f and hi; j belong to
D. We assume that K ∩Q[m] =Q.
Theorem 1. Let q be an element of D − {0} such that q ≡ 1modm in D. Let , be
an integer such that ,m is even and i = ,m=2; i (as in (24)). Set f = (q− 1)=m.
(a) Suppose that, for a; b∈Z, Fa;b are elements of D[m] satisfying the following
conditions (for all a, b, c∈Z):
(1) Fa+m;b = Fa;b+m = Fa;b,
(2) Fa;b = Fb;a,
(3) Fa;b = (−1),bF−a−b;b,
(4) Fa;0 = 1,
(5) Fa;bF−a;−b = q, if mAa, mAb and mAa+ b,
(6) Fa;bF−a;−c = (−1),(b+c)F−(a+b+c); bFa+b+c;−c, if m A a+ b, m A a+ c, m A a and
m A a+ b+ c, and
(7) %c(Fa;b) = Fca;cb, if g.c.d. (c; m) = 1.
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For i; j∈Z, de;ne
ai; j =−fi − 1m2
(
−(q− 1) +
m−1∑
a=0
m−1∑
b=0
(−1),a−ia−jbm Fa;b
)
=
q+ 1
m2
− qi
m
− 0; j
m
− i; j
m
− 1
m2
∑
16a;b6m−1
a+b=m
(−1),a−ia−jbm Fa;b (27)
and let A be the matrix [ai; j]06i; j¡m. (By Proposition 9 we have that ai; j ∈K.)
Suppose that
(8) ai; j ∈D, for i, j∈Z, and that
(9) the characteristic polynomial of A, P(x) = det(xI − A) = xm + cm−1xm−1 +
· · ·+ c1x + c0 ∈D[x], is irreducible over K.
Then P(x) is a cyclic polynomial over K and A is the multiplication matrix of
its roots 0; 1; : : : ; m−1 ∈K (for some choice of the labeling of these roots).
Furthermore,
∑m−1
k=0 ai; k =f− qi, for i∈Z, cm−1 = 1 and discrK[0]=K(0; 1; : : : ;
m−1) = 0.
(b) Conversely, suppose that P(x)=xm+cm−1xm−1+ · · ·+c1x+c0 is a cyclic polyno-
mial over K and A=[ai; j] is the multiplication matrix of its roots 0; 1; : : : ; m−1.
Suppose also that ai; j ∈D and
∑m−1
k=0 ai; k = f − qi, for i, j∈Z, that cm−1 = 1
and that discrK[0]=K(0; 1; : : : ; m−1) = 0. De;ne, for a; b∈Z,
Fa;b = (q− 1)0; b(0; a − 1) + (−1),a+1
m−1∑
i=0
m−1∑
j=0
ai+bjm ai; j :
Then the Fa;b are elements of D[m] satisfying conditions (1)–(7), and (27)
holds.
(c) Let Fa;b and i be as in (a) (or (b)). De;ne G(x) =
∑m−1
k=0 kx
k , where x is an
indeterminate. Let a, b∈Z. Then G(1) = −1, G(am)G(−am ) = (−1),aq, if mAa,
and Fa;b =−G(am)G(bm)=G(a+bm ), if mAa+ b.
Proof. (a) By Proposition 9 we have that, for all i, j∈Z, A(K−jAKj) = (K−jAKj)A,
ai; j=a−i; j−i,
∑m−1
k=0 ai; k=f−qi and
∑m−1
k=0 ak; j=−0; j. By Proposition 1 we have that
P(x) is cyclic over K , that A is the multiplication matrix of its roots 0, 1; : : : ; m−1 (for
some choice of the labeling of these roots), and that discr K[0]=K(0; 1; : : : ; m−1) = 0.
By Proposition 2(b) we have that cm−1 = 1.
(b) By Proposition 1 we have that, for all i, j∈Z, A(K−jAKj) = (K−jAKj)A and
ai; j = a−i; j−i. By Proposition 2(b) we have that
∑m−1
k=0 ak; j =−0; j. By Proposition 10
and the observation that follows Proposition 9, we have that the Fa;b are elements of
D[m] satisfying conditions (1)–(7), and that (27) holds.
(c) For i∈Z, let ti =
∑m−1
k=0 kk+i, as in Section 1 (indices modulo m). By (a)
and Proposition 2, we have that ai; j ∈D, ti = qi − f, for 06 i, j6m − 1, and
cm−1 = 1. (In fact, by (b) and Proposition 2, these properties characterize the matrices
A de2ned in (a) among the general multiplication matrices A of roots of cyclic polyno-
mials considered in Section 1.) So we have G(1) =−cm−1 =−1 and G(x)G(xm−1) ≡
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∑m−1
i=0 tix
i =
∑m−1
i=0 (qi − f)xi = qx,m=2 − f(xm − 1)=(x − 1)mod (xm − 1). Therefore,
if mAa, G(am)G(−am ) = (−1),aq. Suppose mAa, mAb and mAa+ b. Then
G(am)G(
b
m) =
m−1∑
i=0
m−1∑
j=0
ijai+bjm
=
m−1∑
i=0
m−1∑
j=0
m−1∑
k=0
ai−j; k−jkai+bjm
=
m−1∑
k=0
k(a+b)km
m−1∑
i=0
m−1∑
j=0
ai−j; k−ja(i−k)+b( j−k)m
=
m−1∑
k=0
k(a+b)km
m−1∑
i=0
m−1∑
j=0
ai; k−ja(i+j−k)+b( j−k)m
=
m−1∑
k=0
k(a+b)km
m−1∑
i=0
m−1∑
j=0
ai;−ja(i+j)+bjm
=G(a+bm )
m−1∑
i=0
m−1∑
j=0
ai−j;−jai+bjm :
But, by Proposition 9 (ii) and (v), we have ai−j;−j=ai+,m=2; j+f(0; i−i−j). Therefore
G(am)G(
b
m) =G(
a+b
m )
m−1∑
i=0
m−1∑
j=0
ai+,m=2; jai+bjm
=G(a+bm )
m−1∑
i=0
m−1∑
j=0
ai; ja(i−,m=2)+bjm
=G(a+bm )(−1),a
m−1∑
i=0
m−1∑
j=0
ai; jai+bjm
=−G(a+bm )Fa;b:
If m|a or m|b we also have G(am)G(bm) = −G(a+bm )Fa;b. This ends the proof of
Theorem 1.
In order to obtain cyclic polynomials in D[x] using Theorem 1 (a), we want to
construct families (Fa;b) of elements of D[m] satisfying conditions (1)–(7). We will
construct such families using Stickelberger elements, in the same way that one can
obtain Jacobi sums using formula (21). Given an element ∈Z[m] such that its
norm NQ[m]=Q() is a prime number q ≡ 1modm, by (21) we have that, for a; b∈Z
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such that mAa, b, a+ b,
Ja;b = Ga;b
∏
16c¡m
(c;m)=1
%−1c ( N)
[(a+b)c=m]−[ac=m]−[bc=m];
where Ja;b = Ja;b(Q) is the Jacobi sum corresponding to the prime ideal Q = ()
of Z[m] and Ga;b is a unit of Z[m]. It is easy to show (using (20)) that in fact
Ga;b = wa+bw−1a w
−1
b , where, for a∈Z− mZ, wa is the root of 1 in Z[m] such that
G(m)a=G(am) = (−1)a−1wa
∏
16c¡m
(c;m) = 1
%−1c ( N)
[ac=m]:
That is the motivation for the following result.
Proposition 11. Let q∈D−{0}, q ≡ 1modm, and ∈D[m] be such that NK[m]=K()
=q. Let , be an integer such that ,m is even. Suppose that u, l, ua and la, a∈Z−mZ,
are integers such that, for all a∈Z− mZ and c∈Z with g.c.d. (c; m) = 1,
(i) u= 0 and ua = 0 if m is even,
(ii) ua+m ≡ ua + umod 2,
(iii) la+m ≡ la + l modm,
(iv) u−1 ≡ 0mod 2, l−1 ≡ ,m=2modm,
(v) uca ≡ ua + auc mod 2 and
(vi) lca ≡ cla + alc modm.
De;ne
Fa;b =


(−1)ua+b−ua−ubla+b−la−lbm
∏
16c¡m
(c;m)=1
%−1−c()
[(a+b)c=m]−[ac=m]−[bc=m] if m A a; b; a+b;
1 if m|a or m|b;
(−1),a if m|a+ b:
Then the elements Fa;b; a; b∈Z, satisfy conditions (1)–(7) of Theorem 1.
Proof. Set
N =
∑
16c¡m
(c;m) = 1
%c; .=
∑
16c¡m
(c;m) = 1
c%−1c
and, for a∈Z− mZ,
.a =
∑
16c¡m
(c;m) = 1
[ac
m
]
%−1c
(elements of Z[Gal(K[m]=K)]). De2ne N= %−1(). We have
Fa;b =


(−1)ua+b−ua−ubla+b−la−lbm N.a+b−.a−.b if mAa; b; a+ b;
1 if m|a or m|b;
(−1),a if m|a+ b:
(28)
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Let a∈Z− mZ and k ∈Z. By (ii) and (iii), we have
ua+km ≡ ua + ku mod 2 and la+km ≡ la + kl modm:
By (v) and (vi), u−a ≡ ua + au−1 mod 2 and l−a ≡ −la + al−1 modm. So, by
(iv),
u−a ≡ ua mod 2 and l−a ≡ −la + a,m=2 modm:
Hence, by (iv),
u1 ≡ 0 mod 2 and l1 ≡ 0 modm:
We also have
.a+km = .a + k.; .−a =−.a − N and if g:c:d: (c; m) = 1;
.ca = %c.a + a.c:
The 2rst two equalities follow immediately from the de2nition of .a. We prove the
last one. We have
%c.a = %c
∑
16d¡m
(d;m)=1
[
ad
m
]
%−1d =
∑
16d¡m
(d;m)=1
[
ad
m
]
%−1Ncd =
∑
16d¡m
(d;m)=1
[
a|cd|m
m
]
%−1d
=
∑
16d¡m
(d;m)=1
[
a(cd− [cd=m]m)
m
]
%−1d
=
∑
16d¡m
(d;m)=1
[
acd
m
]
%−1d − a
∑
16d¡m
(d;m)=1
[
cd
m
]
%−1d = .ca − a.c:
(1) If mAa; b; a + b, we have ua+m+b − ua+m − ub ≡ ua+b + u − ua − u − ub = ua+b −
ua − ub mod 2, la+m+b − la+m − lb ≡ la+b + l − la − l − lb = la+b − la −
lb modm and .a+m+b − .a+m − .b = .a+b + . − .a − . − .b = .a+b − .a − .b.
Therefore, by (28), for all a; b∈Z, Fa+m;b = Fa;b. Similarly we have Fa;b+m =
Fa;b.
(2) It follows immediately from (28) that Fa;b = Fb;a.
(3) If mAa; b; a+b, we have u−a−u−a−b−ub ≡ ua−ua+b−ub ≡ ua+b−ua−ub mod 2,
l−a−l−a−b−lb ≡ −la+a,m=2+la+b−(a+b),m=2−lb=la+b−la−lb−b,m=2 modm
and .−a − .−a−b − .b =−.a −N + .a+b +N − .b = .a+b − .a − .b. Therefore, by
(28), for all a; b∈Z, Fa;b = (−1),bF−a−b;b.
(4) We have Fa;0 = 1 by (28).
(5) If mAa; b; a+ b, we have ua+b − ua − ub + u−a−b − u−a − u−b ≡ ua+b − ua − ub +
ua+b−ua−ub ≡ 0mod 2, la+b−la−lb+l−a−b−l−a−l−b ≡ (a+b),m=2−a,m=2−
b,m=2 = 0 modm and .a+b − .a − .b + .−a−b − .−a − .−b =−N + N + N = N .
Also NN = q. Therefore, by (28), Fa;bF−a;−b = q.
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(6) Suppose that mAa+ b; a+ c; a; a+ b+ c. If mAb; c, then u−(a+c) − u−(a+b+c) − ub +
ua+b−ua+b+c−u−c ≡ ua+c−ua+b+c−ub+ua+b−ua+b+c−uc ≡ ua+c−ub+ua+b−uc ≡
ua+b−ua−ub+u−(a+c)−u−a−u−c mod 2, l−(a+c)−l−(a+b+c)−lb+la+b−la+b+c−
l−c ≡ la+b − lb + l−a−c − l−c − (a + b + c),m=2 ≡ la+b − la − lb + l−a−c −
l−c − l−a + a,m=2 − (a + b + c),m=2 = la+b − la − lb + l−a−c − l−c − l−a −
(b + c),m=2modm and .−(a+c) − .−(a+b+c) − .b + .a+b − .a+b+c − .−c = .a+b −
.b + .−a−c − .−c + N = .a+b − .a − .b + .−a−c − .−c − .−a. Therefore, by (28),
Fa;bF−a;−c=(−1),(b+c)F−(a+b+c); bFa+b+c;−c. This equality also holds if m|b or m|c,
by Properties 1, 3 and 4.
(7) If g.c.d. (c; m) = 1 and mAa; b; a + b then, by (v) and (vi), uc(a+b) − uca − ucb ≡
ua+b + (a + b)uc − ua − auc − ub − buc = ua+b − ua − ub mod 2, lc(a+b) − lca −
lcb ≡ cla+b + (a + b)lc − cla − alc − clb − blc = c(la+b − la − lb) modm and
%c(.a+b− .a− .b)= .c(a+b)− (a+ b).c− .ca+ a.c− .cb+ b.c = .c(a+b)− .ca− .cb.
Therefore %c(Fa;b) = Fca;cb. This equality also holds if m|a or m|b or m|a+ b by
(28). This ends the proof of Proposition 11.
We combine Theorem 1(a) and Proposition 11 to obtain our next result. It gives a
way to construct cyclic polynomials in D[x] which generalize the irreducible polynomi-
als of Gaussian periods. The multiplication matrices of the roots of these polynomials
generalize the matrices C=[ci; j]= [(i; j)−fi] considered in Proposition 8, where the
integers (i; j) are the cyclotomic numbers of order m. As is mentioned in the intro-
duction, the method given here goes far beyond the one outlined in [10]. For example
we are now able to construct families of irreducible polynomials of arbitrary complex
Gaussian periods, as we show in Examples 5–8.
Theorem 2. Let q∈D−{0}, q ≡ 1 modm, and ∈D[m] be such that NK[m]=K()=q.
Set f= (q− 1)=m. Let , be an integer such that ,m is even. Let u1; u2; : : : ; um−1 and
l1; l2; : : : ; lm−1 be integers such that, for all a and c such that 16 a; c6m − 1 and
g.c.d. (c; m) = 1,
(i) ua = 0 if m is even,
(ii) u|ca|m ≡ ua + auc − [ca=m]um−1 mod 2,
(iii) l|ca|m ≡ cla + alc − [ca=m](lm−1 + ,m=2) modm,
and, for a as above and k ∈Z, de;ne ua+km=ua+kum−1 and la+km=la+k(lm−1+,m=2).
For a; b∈Z, set
Fa;b =


(−1)ua+b−ua−ubla+b−la−lbm
∏
16c¡m
(c;m)=1
%−1−c()
[(a+b)c=m]−[ac=m]−[bc=m] if mAa; b; a+ b;
1 if m|a or m|b;
(−1),a if m|a+ b:
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For i; j∈Z and i as in (24), de;ne
ai; j =−fi − 1m2
(
−(q− 1) +
m−1∑
a=0
m−1∑
b=0
(−1),a−ia−jbm Fa;b
)
=
q+ 1
m2
− qi
m
− 0; j
m
− i; j
m
− 1
m2
∑
16a;b6m−1
a+b=m
(−1),a−ia−jbm Fa;b
and let A be the matrix [ai; j]06i; j¡m. (We have that ai; j ∈K.) Suppose that ai; j ∈D,
for i; j∈Z, and that the characteristic polynomial of A, P(x) = det(xI − A) = xm +
cm−1xm−1+· · ·+c1x+c0 ∈D[x], is irreducible over K. Then P(x) is a cyclic polynomial
over K, A is the multiplication matrix of its roots 0; 1; : : : ; m−1 ∈K (for some
choice of the labeling of these roots),
∑m−1
k=0 ai; k = f − qi, for i∈Z, cm−1 = 1 and
discrK[0]=K(0; 1; : : : ; m−1) = 0.
Proof. De2ne u=um−1 and l=lm−1+,m=2. The numbers u, ua, l and la, a∈Z, satisfy
conditions (i)–(vi) of Proposition 11, as one can check easily. Thus the elements
Fa;b, a, b∈Z, satisfy the conditions (1)–(7) of Theorem 1(a). The result now follows
immediately from Theorem 1(a), since we are assuming that also conditions (8) and
(9) of that theorem are satis2ed. This ends the proof of Theorem 2.
Observation. The usefulness of Theorem 2 in the construction of a cyclic polynomial
in D[x] depends on our ability to 2nd an element ∈D[m] of norm q and integers
u1; : : : ; um−1, l1; : : : ; lm−1 (if they exist) satisfying conditions (i)–(iii), and such that
the corresponding matrix A=[ai; j] has entries in D and has an irreducible characteristic
polynomial. (Note that by Proposition 9 we have automatically ai; j ∈K, so m2ai; j ∈D
since D is integrally closed.) If we take , even, then conditions (i)–(iii) are satis2ed,
for example, by ua= la=0, a=1; : : : ; m−1. For , odd, 2nding the right elements ua; la
is trickier. In Examples 6–8 below we used actual Jacobi sums to 2nd u1; : : : ; um−1
and l1; : : : ; lm−1 satisfying (i)–(iii). Once we have those sets of numbers, we have to
choose the right associate of a conjugate of  (if any) which makes the ai; j belong to
D. (Of course, if m is invertible in D the hypothesis ai; j ∈D is automatically satis2ed.)
When D=Z[y1; : : : ; yr], with yi indeterminates, in all examples we calculated q must
be irreducible in D in order for P(x) (resulting from Theorem 2) to be irreducible
over K. If we give numerical values to the yi such that q is a rational prime and
, ≡ fmod 2, then P(x) becomes the irreducible polynomial of the Gaussian periods
of degree m in Q[q] (see [8], Theorem 1). When , is even these Gaussian periods
are real, when , is odd they are complex nonreal.
The following examples illustrate the use of Theorem 2 in the search for families
of cyclic polynomials and the corresponding multiplication matrices of their roots. For
the calculations we used the MAPLE program given at the end of [10] with small
modi2cations to adapt it to the more general situation considered here.
Example 5. When D= Z[y1; : : : ; yr] with yi indeterminates (r6!(m)) and ,= 0 we
can take ua = 0 and la = 0, for a = 1; : : : ; m − 1, and ∈D[m] a suitable element
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such that q = NK[m]=K() is irreducible in D. For that case the method has already
been outlined in [10] and we can use directly the program at the end of that article.
In particular when m is an odd prime, if we choose the element  so that furthermore
 ≡ b2 mod (m − 1)2, with b∈Z, then we will have all conditions of Theorem 2
satis2ed (see [1, Theorem 2.1.11]).
(a) For example, for D=Z[n]; m= 5 and = 1+ (5 − 45)3n, we obtain q= 125n4 +
50n2 + 1,
A =


−20n4 − 8n2 − 1 −20n4 − 9n2 + 2n −20n4 − 7n2 −20n4 − 7n2 −20n4 − 9n2 − 2n
5n4 + n2 + 2n 5n4 + n2 − 2n 5n4 + 4n2 5n4 5n4 + 4n2
5n4 + 3n2 5n4 + 4n2 5n4 + 3n2 5n4 5n4
5n4 + 3n2 5n4 5n4 5n4 + 3n2 5n4 + 4n2
5n4 + n2 − 2n 5n4 + 4n2 5n4 5n4 + 4n2 5n4 + n2 + 2n


and P(x) = x5 + x4 + (−50n4 − 20n2)x3 + (−10n4 − 4n2)x2 + (625n8 + 300n6 +
24n4)x − 95n8 − 36n6.
If we replace n2i by ain2i, for i = 0; : : : ; 4, in the above expression we obtain
the polynomial F(x) = x5 + x4 + (−50a2n4 − 20an2)x3 + (−10a2n4 − 4an2)x2 +
(625a4n8 + 300a3n6 + 24a2n4)x − 95a4n8 − 36a3n6, with Galois group dihedral of
order 10 over Q(a; n) and cyclic of order 5 over Q(
√
a; n).
(b) For D = Z[n]; m = 7 and  = 1 + n(7 + 67)2(7 − 67)3, we obtain q = 343n6 +
245n4 + 42n2 + 1,
A=


X0 − f X1 − f X2 − f X3 − f X4 − f X5 − f X6 − f
X1 X6 X7 X8 X9 X10 X7
X2 X7 X5 X10 X11 X11 X8
X3 X8 X10 X4 X9 X11 X9
X4 X9 X11 X9 X3 X8 X10
X5 X10 X11 X11 X8 X2 X7
X6 X7 X8 X9 X10 X7 X1


;
where f= 49n6 + 35n4 + 6n2, X0 = 7n6 + 5n4 − 1, X1 = 7n6 + 5n4 + n3 − n2 + 2n,
X2 = 7n6 + 5n4 + n3 + n2, X3 = 7n6 + 5n4 − n3 + 3n2, X4 = 7n6 + 5n4 + n3 + 3n2,
X5 = 7n6 + 5n4 − n3 + n2, X6 = 7n6 + 5n4 − n3 − n2 − 2n, X7 = 7n6 + 5n4 + 4n2,
X8 = 7n6 + 5n4 − 4n3, X9 = 7n6 + 5n4, X10 = 7n6 + 5n4 + 4n3, X11 = 7n6 + 5n4, and
P(x) = x7 + x6 + (−147n6 − 105n4 − 18n2)x5 + (98n8 + 35n6 − 13n4 − 4n2)x4 +
(7203n12+8526n10+3507n8+580n6+32n4)x3+(−9604n14−13965n12−6902n10−
1345n8 − 88n6)x2 + (−117649n18 − 165669n16 − 78645n14 − 13475n12 − 210n10 +
96n8)x+ 235298n20 + 309729n18 + 145677n16 + 28439n14 + 1789n12 − 36n10. Can
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you 2nd a shorter example of a family of irreducible polynomials of Gaussian
periods of degree 7?
If we replace n2i by ain2i, for i = 0; : : : ; 10, in the above expression we obtain
a polynomial with Galois group dihedral of order 14 over Q(a; n) and cyclic of
order 7 over Q(
√
a; n). If we give a a square-free integer value = 1 and let n run
through Z, we obtain a family of polynomials with Galois group dihedral of order
14 over Q and cyclic of order 7 over Q[
√
a].
More examples with ,= 0, for several values of m, can be found in [10].
Example 6. For D = Z[n], m = 10, , = 1,  = 10 − 2310 + 210(210 − 810)2n and
l1 = 0, l2 = 9, l3 = 5, l4 = 8, l5 = 0, l6 = 7, l7 = 5, l8 = 6, l9 = 0, we obtain
q= 400n4 − 800n3 + 540n2 − 100n+ 31, A=M − f[5; i]06i; j69, where
M =


X0 X1 X2 X3 X4 X5 X6 X7 X8 X9
X10 X11 X12 X13 X14 X6 X4 X14 X15 X16
X17 X18 X19 X20 X15 X7 X14 X3 X13 X20
X19 X21 X21 X17 X16 X8 X15 X13 X2 X12
X11 X18 X21 X18 X10 X9 X16 X20 X12 X1
X0 X10 X17 X19 X11 X0 X10 X17 X19 X11
X10 X9 X16 X20 X12 X1 X11 X18 X21 X18
X17 X16 X8 X15 X13 X2 X12 X19 X21 X21
X19 X20 X15 X7 X14 X3 X13 X20 X17 X18
X11 X12 X13 X14 X6 X4 X14 X15 X16 X10


;
with
f = 40n4−80n3+54n2−10n+3; X0 = 4n4−8n3+5n2−n; X1 = 4n4−8n3+5n2−n;
X2 = 4n4−8n3+n2+3n; X3 = 4n4−8n3+5n2+n; X4 = 4n4−8n3+3n2+n+1;
X5 = 4n4−8n3+9n2−7n+2; X6 = 4n4−8n3+5n2−n; X7 = 4n4−8n3+9n2−5n;
X8 = 4n4−8n3+5n2+n; X9 = 4n4−8n3+7n2−n; X10 = 4n4−8n3+7n2−2n;
X11 = 4n4−8n3+5n2; X12 = 4n4−8n3+5n2−n+1; X13 = 4n4−8n3+7n2−n;
X14 = 4n4−8n3+5n2−n; X15 = 4n4−8n3+7n2−3n+1; X16 = 4n4−8n3+5n2−n;
X17 = 4n4−8n3+3n2+2n; X18 = 4n4−8n3+5n2−n+1; X19 = 4n4−8n3+7n2−4n+1;
X20 = 4n4−8n3 + 3n2+n; X21 = 4n4−8n3+7n2−3n;
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and
P(x) = x10 + x9 + (20n4 − 40n3 + 27n2 − 5n+ 2)x8
+(−480n6 + 1760n5 − 2456n4 + 1616n3 − 518n2 + 114n− 16)x7
+(4320n8 − 16160n7 + 22848n6 − 14424n5 + 3246n4 + 182n3
−194n2 + 88n− 9)x6 + (4736n10 − 35840n9 + 104800n8
−153920n7 + 122720n6 − 53120n5 + 12860n4 − 2090n3
−44n2 + 50n− 11)x5 + (137600n12 − 841600n11 + 2297888n10
−3660960n9 + 3743224n8 − 2564096n7 + 1214914n6 − 419956n5
+113318n4 − 23552n3 + 3847n2 − 463n+ 43)x4 + (−483840n14
+2874880n13 − 7321984n12 + 9991680n11 − 7015296n10 + 778624n9
+3063784n8 − 3021104n7 + 1570110n6 − 564946n5 + 153324n4
−30364n3 + 4312n2 − 440n+ 6)x3 + (1020160n16 − 6417920n15
+17702912n14 − 27816832n13 + 27724512n12 − 20179712n11
+14866400n10 − 13248504n9 + 10536017n8 − 6071950n7
+2535506n6 − 826124n5 + 211605n4 − 39472n3 + 6534n2
−560n+ 63)x2 + (−1648640n18 + 11038720n17 − 33108736n16
+57960448n15 − 64622720n14 + 46058496n13 − 17184896n12
−4669792n11 + 13739248n10 − 12849696n9 + 7805339n8 − 3437542n7
+1190720n6 − 337270n5 + 74659n4 − 14184n3 + 2030n2 − 224n+ 20)x
+1332224n20−8888320n19+25588480n18−39384320n17+29718912n16
+1768576n15 − 25648224n14 + 21533760n13 − 381292n12
−16313256n11 + 20161603n10 − 15399327n9 + 8754712n8 − 3943468n7
+1452405n6 − 437985n5 + 107699n4 − 21368n3 + 3261n2 − 360n+ 25:
Example 7. For D=Z[n], m=12, ,=1, =−212+3312+2412+6n, and {l1; l2; : : : ; l11}=
{0; 10; 1; 10; 8; 2; 2; 6; 9; 6; 10}, we get q=1296n4 − 864n3 + 504n2 + 168n+13 and we
obtain a multiplication matrix A and a cyclic polynomial P(x) over Z[n]. When n= 0
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we have q= 13,
A=


0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1
−1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0


;
and P(x) = (x13 − 1)=(x − 1).
Example 8. For D = Z, m = 20, , = 1,  = 1 + 620 + 720 and {l1; l2; : : : ; l19} ={0; 3; 8; 6; 4; 5; 10; 16; 8; 3; 8; 10; 6; 1; 12; 0; 8; 3; 16}, we obtain q = 61, A = M − 3
[10; i]06i; j619, where
M =


0 1 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0
0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0
0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0
0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1
0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0
1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0


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and P(x)=x20+x19+2x18−36x17−29x16−51x15+413x14+267x13+414x12−1778x11−
745x10−691x9+3278x8+541x7−1330x6−1820x5−261x4+439x3+2983x2+522x+611.
If we replace, for example,  by 1+620+
7
20+4(
4
20+
6
20)
2n, or by 1+620+
7
20+20n,
we obtain, with the same values of the li, a multiplication matrix A and a cyclic
polynomial (with very large coe:cients) P(x) over Z[n].
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