ISS in Different Norms for 1-D Parabolic PDES With Boundary Disturbances by Karafyllis, Iasson & Krstic, Miroslav
 1 
ISS IN DIFFERENT NORMS FOR 1-D PARABOLIC PDES WITH 
BOUNDARY DISTURBANCES 
 
Iasson Karafyllis* and Miroslav Krstic** 
 
*Dept. of Mathematics, National Technical University of Athens, 
Zografou Campus, 15780, Athens, Greece, email: iasonkar@central.ntua.gr  
 
**Dept. of Mechanical and Aerospace Eng., University of California, San Diego, La 
Jolla, CA 92093-0411, U.S.A., email: krstic@ucsd.edu 
 
 
 
Abstract 
For 1-D parabolic PDEs with disturbances at both boundaries and 
distributed disturbances we provide ISS estimates in various norms. Due 
to the lack of an ISS Lyapunov functional for boundary disturbances, the 
proof methodology uses (i) an eigenfunction expansion of the solution, 
and (ii) a finite-difference scheme. The ISS estimate for the sup-norm 
leads to a refinement of the well-known maximum principle for the heat 
equation. Finally, the obtained results are applied to quasi-static 
thermoelasticity models that involve nonlocal boundary conditions. 
Small-gain conditions that guarantee the global exponential stability of 
the zero solution for such models are derived.     
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1. Introduction 
 
The extension of the Input-to-State Stability (ISS) property (first developed by E. D. Sontag in [27]) 
to systems which are described by Partial Differential Equations (PDEs) requires novel 
mathematical tools and novel approaches. Extensions of the ISS property to PDE systems have been 
pursued in many recent articles (see for example [1,2,4,5,6,,13,14,17,18,19,20,21,24]). In particular, 
for PDE systems there are two qualitatively distinct locations where a disturbance can appear: the 
domain (a distributed disturbance appearing in the PDE) and the boundary (a disturbance that 
appears in the boundary conditions). Most of the existing results in the literature deal with 
distributed disturbances.  
   Boundary disturbances present a major challenge, because the transformation of the boundary 
disturbance to a distributed disturbance leads to the ISS property with respect to the boundary 
disturbance and some of its time derivatives (see for example [1]). This is explained by the use of 
unbounded operators for the expression of the effect of the boundary disturbance (see the relevant 
discussion in [17] for inputs in infinite-dimensional systems that are expressed by means of 
unbounded linear operators). Moreover, although the construction of Lyapunov functionals for 
PDEs has progressed significantly during the last years (see for example [2,12,13,16,18,21,24]), 
none of the proposed Lyapunov functionals can be used for the derivation of the ISS property w.r.t. 
boundary disturbances. Indeed, there is no guarantee that an ISS Lyapunov functional exists for 
PDEs with boundary disturbances, since all converse Lyapunov results require the so-called 
“concatenation property” for the allowed disturbances (see [12,21]). Unfortunately, the 
“concatenation property” does not hold for boundary disturbances. This complexity was noted in 
[14], where the state space was time-varying and closely related to the boundary disturbance itself.  
    The recent article [14] suggested a methodology for obtaining ISS estimates w.r.t. boundary 
disturbances for 1-D parabolic PDEs. The main idea in [14] was the eigenfunction expansion of the 
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solution and the avoidance of requiring the state to take values in a constant state space: the 
evolution of the state was regarded to take place in a parameterized convex set. The obtained ISS 
estimates were expressed in weighted 2L  norms.  
   This paper focuses on 1-D parabolic PDEs with disturbances acting on both boundary sides and 
distributed disturbances. The purpose is the establishment of the ISS property in various norms. 
While an ISS estimate in the 2L  norm is derived (Theorem 2.3) by performing an analysis similar to 
that proposed in [14], this is not the case with different function norms. To this end, we develop 
here a finite-difference scheme, which allows the derivation of ISS estimates expressed in weighted 
L  and 1L  norms (Theorem 2.2 and Theorem 2.4). Finite-difference schemes have been used with 
success in the past for various PDEs (see for example [11]). The obtained estimates of the gains of 
the boundary disturbances are exact, in the sense that constant disturbances lead to equilibrium 
profiles for which the norms are exactly equal to the estimated gains.  
   Therefore, it can be claimed that the present paper develops a novel mathematical tool that can be 
used for the derivation of the ISS property for boundary disturbances: the utilization of finite-
difference schemes. Another important feature of the present work is the fact that the ISS estimate 
in L  norm for the heat equation (Corollary 2.5) leads to a refinement of the well-known maximum 
principle for the heat equation (see for example [11] on page 215).        
    The obtained ISS estimates can be exploited, by means of small-gain arguments, for the stability 
analysis of parabolic PDEs with nonlocal boundary conditions. This is shown in Section 3 of our 
paper, where we study a 1-D quasi-static thermoelasticity model. The model involves nonlocal 
boundary conditions and was proposed and first studied in [7,8]. Stability conditions for 1-D quasi-
static thermoelasticity models have been given in [7,8] and in [9,10,15] (for numerical stability of 
discretization schemes). We exploit the ISS estimates for 1-D parabolic PDEs and provide small-
gain conditions for the global exponential stability of the zero solution in various norms (Theorem 
3.1, Theorem 3.2 and Theorem 3.3). The obtained stability conditions are weaker than the 
conditions proposed in the literature.     
    The structure of the paper is as follows. Section 2 is devoted to the presentation of the problem 
and the statement of the main results which allow the derivation of the ISS estimates in various 
norms (Theorem 2.2, Theorem 2.3 and Theorem 2.4). Specific results are provided for the heat 
equation with Dirichlet boundary conditions (Corollary 2.5). The main results on the global 
exponential stability in various norms of the zero solution for quasi-static thermoelasticity models 
are given in Section 3 (Theorem 3.1, Theorem 3.2 and Theorem 3.3). Section 4 of the present work 
contains the proofs of the main results. The concluding remarks of the paper are provided in Section 
5. Finally, the Appendix contains the proofs of some auxiliary technical results, which were used in 
Section 4.  
 
Notation. Throughout this paper, we adopt the following notation.  
  Let nU   be a set with non-empty interior and let   be a set. By );(0 UC , we denote the 
class of continuous mappings on U , which take values in  . By );( UC k , where 1k , we denote 
the class of continuous functions on U , which have continuous derivatives of order k  on U  and 
take values in  . When   is not explicitly given, i.e., when we write )(UC k , we mean that 
 . For ])1,0([1Cx , )(zx  denotes the derivative with respect to ]1,0[z .   
    denotes the set of non-negative real numbers. For a real number x , ][x  denotes the integer 
part of x , i.e., the greatest integer which is less or equal to x .   
  Let ])1,0[(0  Cx  be given. We use the notation ][tx  to denote the profile at certain 0t , i.e., 
),()])([( ztxztx   for all ]1,0[z . )1,0(2H  denotes the Sobolev space of continuously differentiable 
functions on ]1,0[  with measurable, square integrable second derivative. ])1,0([2rL  denotes the 
equivalence class of measurable functions ]1,0[:f  for which 









2/1
1
0
2
)()( dzzfzr . 
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2. ISS in Various Norms  
 
Let )),0(];1,0([1 Cp , )),0(];1,0([0 Cr , ])1,0([0Cq  be given functions and consider the Sturm-
Liouville operator ])1,0([: 2rLDA  , defined by  
  )(
)(
)(
)()(
)(
1
))(( zf
zr
zq
zfzp
zr
zAf 
 , 
for all Df   and )1,0(z                                                    (2.1) 
where D  is the set of all functions )1,0(2Hf   for which  
0)1()1()0()0( 1100  fvfgfvfg                                             (2.2) 
 
where 1100 ,,, vgvg  are real constants satisfying the following assumptions: 
 
(H1) Either 00 v  or 00 v  and 00 g .  
 
(H2) Either 01 v  or 01 v  and 01 g . 
 
 
FACT (see Chapter 11 in [3] and pages 498-505 in [22]): All eigenvalues of the Sturm-Liouville 
operator ])1,0([: 2rLDA  , defined by (2.1), (2.2) under (H1), (H2) are real. They form an infinite, 
increasing sequence   n 21 with   

n
n
lim . To each eigenvalue n  ( ,...2,1n ) 
corresponds exactly one eigenfunction ])1,0([2CDn   that satisfies nnnA   . The 
eigenfunctions form an orthonormal basis of ])1,0([2rL .  
 
In this paper (as in [14]), we also make the following assumption for the Sturm-Liouville operator 
])1,0([: 2rLDA   defined by (2.1), (2.2).  
 
(H3): The Sturm-Liouville operator ])1,0([: 2rLDA   defined by (2.1), (2.2), where 1100 ,,, vgvg  are 
real constants satisfying (H1), (H2), satisfies  
 
01                                                                           (2.3) 
and 
  




1
10
1 )(max
n
n
z
n z                                                               (2.4) 
 
Consider the parameterized convex set 
 
 111000210 )1()1(,)0()0(:])1,0([:),(   xvxgxvxgCxX                      (2.5) 
 
with parameters 10 , . Given )(,
0
10 Cdd , ])1,0[(
1  Cu  and ))0(),0(( 100 ddXx  , we 
study the solution )];1,0[),0(()];1,0[( 10   CCx  for which ))(),((][ 10 tdtdXtx   for all 0t , 
)(),0( 0 zxzx   for all ]1,0[z  and 
 
),(),(
)(
)(
),(
)(
)(
),(
)(
)(
),(
2
2
ztuztx
zr
zq
zt
z
x
zr
zp
zt
z
x
zr
zp
zt
t
x









, for all )1,0(),0(),( zt        (2.6) 
 
In other words, we consider the solution of the evolution equation (2.6) that satisfies for all 0t  the 
boundary conditions  
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)()1,()1,(
)()0,()0,(
111
000
tdt
z
x
vtxg
tdt
z
x
vtxg








                                                       (2.7) 
 
The inputs )(, 010 Cdd  are boundary disturbances and appear only at the boundary condition, 
while the input ])1,0[(1  Cu  is a distributed input that appears in the differential equation. Under 
sufficient regularity properties for the disturbances )(, 010 Cdd  we are in a position to guarantee 
that a classical solution exists for the evolution equation (2.6) with (2.7). This is guaranteed by the 
following result.  
 
Theorem 2.1:  Suppose that assumptions (H1), (H2), (H3) hold. Then for every )(, 210 Cdd , 
])1,0[(1  Cu  and ))0(),0(( 100 ddXx  , the evolution equation (2.6) with (2.7) and initial condition 
))0(),0(( 100 ddXx   has a unique solution ])1,0[),0((])1,0[(
10   CCx  for which 
))(),((][ 10 tdtdXtx   for all 0t  and )(),0( 0 zxzx   for all ]1,0[z . 
 
Theorem 2.1 guarantees that for any given ])1,0([20 Cx  , ])1,0[(
1  Cu , there exists a non-empty 
set );(),( 210  Cux  such that the following implication holds: 
 
“If ),(),( 010 uxdd   then the evolution equation (2.6) with (2.7) and initial condition 
])1,0([20 Cx   has a unique solution ])1,0[),0((])1,0[(
10   CCx  for which 
])1,0([][ 2Ctx   for all 0t  and )(),0( 0 zxzx   for all ]1,0[z .” 
 
Indeed, Theorem 2.1 guarantees that 
 
   ),()1()1()0(,)0()0()0(:;),( 001011000002210 uxxvxgdxvxgdCdd    
 
The following result is the first main result of the section. It provides an ISS estimate of the solution 
of (2.6), (2.7) in a weighted L  norm under the following assumption.  
 
(H4) There exists a function )),0(];1,0([2 C  and a constant 0  such that 
)()()()()()()()( zzrzzqzzpzzp    for all ]1,0[z . Moreover, the inequalities 
0)0()0( 00   vg  and 0)1()1( 11   vg  hold.  
 
Theorem 2.2:  Suppose that assumptions (H1), (H2), (H3), (H4) hold. Then for every ])1,0([20 Cx  , 
])1,0[(1  Cu  and ),(),( 010 uxdd  , the unique solution ])1,0[),0((])1,0[(
10   CCx  of the 
evolution equation (2.6) with (2.7) and initial condition ])1,0([20 Cx   satisfies the following estimate 
for all 0t : 
 
   





























 )(
),(
maxmax
)1()1(
)(max
,
)0()0(
)(max
,]0[expmax][
100
1
11
1
0
00
0
0
,, z
zsu
vg
sd
vg
sd
xttx
zts
tsts





       (2.8) 
where  









 )(
),(
max:][
10, z
ztx
tx
z 
.                                                          (2.9) 
  
The second main result of the present work provides ISS estimates of the solution of (2.6), (2.7) in a 
weighted 2L  norm. 
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Theorem 2.3: Suppose that assumptions (H1), (H2), (H3) hold. Then for every ])1,0([20 Cx  , 
])1,0[(1  Cu  and ),(),( 010 uxdd  , the unique solution ])1,0[),0((])1,0[(
10   CCx  of the 
evolution equation (2.6) with (2.7) and initial condition ])1,0([20 Cx   satisfies the following estimate 
for all 0,   and 0t : 
 
 
 
 
   














),(maxmax1
~
)(max)1)(1(
)(max)1)(1(]0[
exp2
exp
][
100
1
1
0
1
0
0
1
0,2
1
1
,2
zsuCsdC
sdCx
t
t
tx
ztsts
tsrr




                         (2.10) 
where 
r
n
n
n
n
x
vg
v
zd
d
g
vg
p
C
,22
0
2
01
2
0022
0
2
0
0
~1)0()0(
1)0(
:



 





,                          (2.11) 
 
r
n
n
n
n
x
vgzd
d
gv
vg
p
C
,22
1
2
11
2
1122
1
2
1
1
1
)1()1(
1)1(
:



 





,                           (2.12) 
 
 











1
2
1
0
2
)()(
1
:
~
n
n
n
dzzzrC 

,                                                 (2.13) 
2/1
1
0
2
,2
),()(:][








  dzztxzrtx r ,                                              (2.14) 
])1,0([~ 2Cx  is the unique solution of the boundary value problem 0)(~)()(
~
)( 





zxzqz
dz
xd
zp
dz
d
 for 
]1,0[z  with 20
2
000 )0(
~
)0(~ vg
dz
xd
vxg  , 0)1(
~
)1(~ 11 
dz
xd
vxg  and ])1,0([2Cx  is the unique solution 
of the boundary value problem 0)()()()( 





zxzqz
dz
xd
zp
dz
d
 for ]1,0[z  with 0)0()0( 00 
dz
xd
vxg  and 
2
1
2
111 )1()1( vg
dz
xd
vxg  .  
 
Finally, the third main result of the section provides an ISS estimate in a weighted 1L  norm for a 
special case of the parabolic PDE (2.6) with Dirichlet boundary conditions. 
 
Theorem 2.4:  Let 0a , kb,  be given constants with 
a
b
ak
4
2
2   . For every ])1,0([20 Cx  , 
])1,0[(1  Cv , let );(),(
21
0  Cvx  be the non-empty set for which the evolution equation 
 
 ),(),(),(),(),(
2
2
ztvztkxzt
z
x
bzt
z
x
azt
t
x









 for )1,0(),0(),( zt                    (2.15)  
with  
)()0,( 0 tdtx  , )()1,( 1 tdtx   for 0t                                                    (2.16)  
 
),(),( 010 vxdd   and initial condition ])1,0([
2
0 Cx   has a unique solution 
])1,0[),0((])1,0[( 10   CCx  with ])1,0([][
2Ctx   for all 0t  and )(),0( 0 zxzx   for all ]1,0[z . 
Then for every ])1,0([20 Cx  , ])1,0[(
1  Cv  and ),(),( 010 vxdd  , the unique solution 
])1,0[),0((])1,0[( 10   CCx  of the evolution equation (2.15) with (2.16) and initial condition 
])1,0([20 Cx   satisfies the following estimate for all 0t : 
 6 
   












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
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
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




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

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
























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
)sin(
2
exp),(maxmax
44
4
)(max
2
exp)(max
44
4
]0[
4
exp][
100222
0
0
0
0222
2
,1
2
2
,1
z
a
bz
zsv
akba
a
sd
a
b
sd
akba
a
xt
a
b
katx
zts
tstsww





    (2.17) 
 
where  
 





1
0
,1
),()sin(
2
exp:][ dzztxz
a
bz
tx
w
 .                                                  (2.18) 
 
Remarks on the three main results: 
(a) The ISS estimate (2.8) is different from the ISS estimates (2.10) and (2.17): estimate (2.8) is 
expressed by means of max-operators (the max-formulation of the ISS property; see [12]), 
while the ISS estimates (2.10), (2.17) are expressed by means of summation. 
(b) The proofs of Theorem 2.2 and Theorem 2.4 are similar: they are both exploiting a finite-
difference scheme for the approximation of the solution of the PDE. On the other hand, the 
proof of Theorem 2.3 relies on an eigenfunction expansion, which was also utilized in [14].  
(c) Theorem 2.4 is only applicable to the PDE (2.15) with Dirichlet boundary conditions (2.16), 
while Theorem 2.2 and Theorem 2.3 are applicable to much more general parabolic PDEs 
with various boundary conditions (Dirichlet, Neumann or Robin). Assumptions (H1), (H2) 
are not restrictive. To see this, notice that the boundary condition )()0,( 0 tdtx   (which 
violates Assumption (H1)) can always be written as )(
~
)0,( 0 tdtx  , where )()(
~
00 tdtd   and 
thus Assumption (H1) holds with 10 g . Similar manipulations may be done for the 
satisfaction of Assumption (H2) as well (if needed).   
(d) Assumption (H4) requires the existence of a positive eigenfunction of the Sturm-Liouville 
operator ])1,0([: 2rLDA   defined by (2.1). The problem of the existence of positive 
eigenfunctions for elliptic operators has been studied in the literature (see [25] on page 112 
and references therein). However, it must be noted that there is a degree of freedom in the 
selection of the boundary conditions: no specific boundary conditions are assumed to hold 
for the function )),0(];1,0([2 C : the function is only required to satisfy the (boundary) 
inequalities 0)0()0( 00   vg  and 0)1()1( 11   vg .  
(e) Since the equilibrium points that correspond to the constant disturbances 20
2
00 )( vgtd   
and 0)(1 td , 0),( ztu , or 
2
1
2
11 )( vgtd   and 0)(0 td , 0),( ztu , are the functions 
])1,0([~ 2Cx  and ])1,0([2Cx , respectively, it follows that the gains 0, 10   of the boundary 
inputs that are involved to the ISS estimate 
     )(max)(max]0[exp][ 1
0
10
0
0,2,2
sdsdxtMtx
tstsrr 
  , for all 0t  
for certain constants ,M , must satisfy the inequalities 
00 C , 11 C  
where 0, 10 CC  are given by (2.11) and (2.12). On the other hand, Theorem 2.3 guarantees 
that  
0
1
0 )1)(1( C 
 , 11 )1)(1( C  , for all 0,   
Consequently, we can guarantee that the estimation of the gain made by Theorem 2.3 is 
sharp. Moreover, formulas (2.11), (2.12) guarantee that the gains of the boundary 
disturbances can be computed without exact knowledge of the eigenvalues and the 
eigenfunctions of the Sturm-Liouville operator ])1,0([: 2rLDA   defined by (2.1), (2.2). The 
only thing we need to know about the eigenvalues and the eigenfunctions of the Sturm-
Liouville operator ])1,0([: 2rLDA   defined by (2.1), (2.2) is that Assumptions (H1), (H2), 
(H3) hold. 
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In order to understand how well the gains of the inputs 10 ,dd  are estimated by the inequalities 
(2.8), (2.10) and (2.17), we next specialize the results to the heat equation with Dirichlet boundary 
conditions.  
 
Corollary 2.5:  Let 0a  be a given constant. For every ])1,0([20 Cx   let );()(
20
0  Cx  be the 
non-empty set for which the evolution equation 
 
 ),(),(
2
2
zt
z
x
azt
t
x





 for )1,0(),0(),( zt                                            (2.19)  
 
with (2.16), )(),( 010 xdd   and initial condition ])1,0([
2
0 Cx   has a unique solution 
])1,0[),0((])1,0[( 10   CCx  with ])1,0([][
2Ctx   for all 0t  and )(),0( 0 zxzx   for all ]1,0[z . 
Then for every ])1,0([20 Cx   and )(),( 010 xdd  , the unique solution ])1,0[),0((])1,0[(
10   CCx  
of the evolution equation (2.19) with (2.16) and initial condition ])1,0([20 Cx   satisfies the following 
estimates for all 0t : 
 
      




 
 )(max)(max
1
),0()sin(exp),()sin( 0
0
0
0
1
0
2
1
0
sdsddzzxztadzztxz
tsts
                 (2.20) 
 
 
 
   




 



 )(max)(max3
1
),0(
exp2
exp
),( 1
0
0
0
1
0
2
2
21
0
2 sdsddzzx
ta
ta
dzztx
tsts

,             (2.21) 
 
 
 
 
 
 
   







 






















)(max,)(max
sin
sin
,
sin
),0()sin(
maxexpmax
sin
),()sin(
max 1
0
0
01010
sdsd
z
zx
t
z
ztx
tstszz 






, 
for all ),0( 2 a , ),0(    with 
a

 :                                        (2.22) 
 
 
Remark 2.6:  
(a) It is clear that the estimation from (2.20), (2.21) and (2.22) of the gains of the inputs 10 , dd  is 
sharp, since the constant disturbances 1)(0 td  or 1)(1 td  lead to equilibrium profiles for 
which the corresponding weighted norms are exactly equal to the estimated gains. 
(b) By selecting 2)2(   a , we get from (2.22) the following estimate, which holds for all 
)2/,0(    and 0t : 
 
 
 
 
 
 
 
  




























 

 sin
)(max
,
sin
)(max
,
)2(sin
),0(
max)2(expmax
)2(sin
),(
max
1
0
0
0
10
2
10
sdsd
z
zx
ta
z
ztx
tsts
zz
  (2.23) 
 
Estimate (2.23) is a refinement of the well-known maximum principle for the heat equation 
(see [11] on page 215): the classical maximum principle coincides with estimate (2.23) for 
2/  . Taking 4/  , we obtain from (2.23) the following simple estimate 
       


















)(max,)(max,),0(max
4
expmax2),(max 1
0
0
010
2
10
sdsdzx
ta
ztx
tstszz

                 (2.24) 
 
which holds for all 0t . 
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3. Application to Thermoelasticity Models Via Small-Gain Argument  
 
Quasi-static models of thermoelasticity in one spatial dimension deal with the PDE (2.19) with 
boundary conditions   

1
0
0 ),()()0,( dzztxzgtx  and 
1
0
1 ),()()1,( dzztxzgtx                                     (3.1) 
 
where ])1,0([, 110 Cgg   are given functions (see [7,8]). The variable ),( ztx  is the dimensionless 
entropy at position ]1,0[z  (dimensionless spatial variable) and time 0t  (dimensionless time 
variable) of a slab of homogeneous and isotropic material. Conditions for the functions 
])1,0([, 110 Cgg   can be imposed (see [23]) so that there exists a non-empty set 
 








  0)()()1()()()0(:])1,0([
1
0
1
1
0
0
2 dzzxzgxdzzxzgxCx  
 
which is dense in 2L  and such that for every 0x  the evolution equation (2.19) with (3.1) has a 
unique solution ])1,0[),0((])1,0[( 10   CCx  with ])1,0([][
2Ctx   for all 0t  and )(),0( 0 zxzx   for 
all ]1,0[z . However, we will not deal here with the existence/uniqueness problem for the solution 
of (2.19) with (3.1).  
 
The present section is devoted to the stability analysis of the zero solution for the dynamical system 
described by (2.19) with (3.1). The following results use the ISS estimates of the previous sections 
in conjunction with small-gain arguments.  
 
Theorem 3.1: Suppose that there exist constants ),0(  , ),0(    such that 
 
  )sin(sin)(
1
0
0   dzzzg  and   )sin(sin)(
1
0
1   dzzzg                             (3.2) 
 
Then there exist constants 0, M  such that for every 0x  the unique solution 
])1,0[),0((])1,0[( 10   CCx  of the evolution equation (2.19) with (3.1) with ])1,0([][
2Ctx   for all 
0t  and )(),0( 0 zxzx   for all ]1,0[z  satisfies the following estimate for all 0t : 
 
 

 ]0[exp][ xtMtx                                                        (3.3) 
 
where  ),(max:][
10
ztxtx
z
 . 
 
Theorem 3.2: Suppose that  
 
3)()(
2/1
1
0
2
1
2/1
1
0
2
0 
















 dzzgdzzg                                            (3.4) 
 
Then there exist constants 0, M  such that for every 0x  the unique solution 
])1,0[),0((])1,0[( 10   CCx  of the evolution equation (2.19) with (3.1) with ])1,0([][
2Ctx   for all 
0t  and )(),0( 0 zxzx   for all ]1,0[z  satisfies the following estimate for all 0t : 
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 
22
]0[exp][ xtMtx                                                     (3.5) 
 
where 
2/1
1
0
2
2
),(:][








  dzztxtx . 
 
Theorem 3.3: Suppose that 0)1()0()1()0( 1100  gggg  and that 
 




















 )sin(
)(
sup
)sin(
)(
sup
1
10
0
10 z
zg
z
zg
zz
                                             (3.6) 
 
Then there exist constants 0, M  such that for every 0x  the unique solution 
])1,0[),0((])1,0[( 10   CCx  of the evolution equation (2.19) with (3.1) with ])1,0([][
2Ctx   for all 
0t  and )(),0( 0 zxzx   for all ]1,0[z  satisfies the following estimate for all 0t : 
 
 
ww
xtMtx
,1,1
]0[exp][                                                 (3.7) 
 
where 
1
0
,1
),()sin(:][ dzztxztx
w
 . 
 
 
Remark 3.4:  
(a) The proofs of Theorem 3.1, Theorem 3.2 and Theorem 3.3 show that conditions (3.4), (3.6) 
and the pair of conditions (3.2) are small-gain conditions for the heat equation (2.19) with a 
pair of boundary feeback inputs given in (3.1). Similar stability conditions have been used in 
[7,8] and in [9,10,15] (for numerical stability of discretization schemes). It should be noticed 
that conditions (3.2) provide a generalization of the stability conditions given in [7,8] 
 
1)(
1
0
0  dzzg  and 1)(
1
0
1  dzzg                                             (3.8) 
 
in the sense that if conditions (3.8) hold then there exist constants ),0(  , ),0(    
such that inequalities (3.2) hold. This can be guaranteed by continuity of the functions 
  )sin(sin)(:),(
1
0
00    dzzzgP ,   )sin(sin)(:),(
1
0
11    dzzzgP  and the fact that 
inequalities (3.8) imply the inequalities 00,
2
0 




 
P , 00,
2
1 




 
P .   
(b) There is a difference between our results and the results in [7,8]. The results in [7,8] 
guarantee that the mapping 

 ][txt  is decreasing under conditions (3.6), while our results 
guarantee the exponential convergence of 

][tx  or 
2
][tx  or 
w
tx
,1
][  to zero under conditions 
(3.2), (3.4) or (3.6), respectively. However, our results do not exclude the possibility that 

][tx  or 
2
][tx  or 
w
tx
,1
][  might increase for a transient period.  
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4. Proofs of Main Results 
 
We start with the proof of Theorem 2.1.  
 
Proof of Theorem 2.1: Let arbitrary )(, 210 Cdd , ])1,0[(
1  Cu  and ))0(),0(( 100 ddXx   be 
given. For the existence/uniqueness of the evolution equation (2.6) with (2.7) and initial condition 
))0(),0(( 100 ddXx  , we simply apply the transformation )()()()(),(),( 1100 zptdtdzpztyztx  , where 
)];1,0[),0(()];1,0[( 10   CCy  is the unique function that satisfies )0,0(][ Xty   (recall (2.5)) 
for all 0t , )0()()0()(),0(),0( 1100 dzpdzpzxzy   for all ]1,0[z  and  
 
),())()(())()(()()()()()])([(),( 11001100 ztuzAptdzAptdzptdzptdztAyzt
t
y


  ,  
for all )1,0(),0(),( zt                                                           (4.1) 
 
where 2100 )1)((:)( zzcczp  , 
2
101 ))1((:)( zzCCzp  , 2
0
2
00
00
0
)2(
2
vvg
vg
c


 , 
2
0
2
00
0
1
)2( vvg
v
c

 , 
2
1
2
11
11
0
)2(
2
vvg
vg
C


 , 
2
1
2
11
1
1
)2( vvg
v
C


  (notice that Assumptions (H1), (H2) guarantee that 
0)2( 20
2
00  vvg , 0)2(
2
1
2
11  vvg ). The existence/uniqueness of 
)];1,0[),0(()];1,0[( 10   CCy  that satisfies )0,0(][ Xty   for all 0t , 
)0()()0()(),0(),0( 1100 dzpdzpzxzy   for all ]1,0[z  and (4.1) is guaranteed by Theorem 3.1 in [14]. 
The proof is complete.          
 
The proof of Theorem 2.2 utilizes the following technical lemma. Its proof is provided in the 
Appendix.  
 
Lemma 4.1: Let   00)( jjy ,  

 00)( jj  be sequences that satisfy the following properties: 
 
(P1)  gjajjKjymj  )()1()()(,},...,1,0{   
 
(P2)  gjyjjKjymj  )()1()()(,},...,1,0{   
 
for certain real constants 0,, gK , )1,0(a  and for certain positive integer 0m . Then the 
following inequality holds for all },...,1,0{ mj : 
 
   
a
g
asyKj j
js 









1
)0(,)(max,maxmax)(
,...,0
1                                     (4.2) 
 
Proof of Theorem 2.2: Let )),0(];1,0([2 C  be the function involved in Assumption (H4). Notice 
that we may assume that ])2,1([2 C  (we can use an arbitrary extension of the function   out of 
the interval ]1,0[ ). 
    In the following exposition, we will use the notation 
 
)(
)(
:)(
zr
zp
za  , 
)(
)(
:)(
zr
zp
zb

 , 
)(
)(
:)(
zr
zq
zc  , for ]1,0[z                       (4.3) 
 
It suffices to show that there exists a constant 0  such that for every time instants Tt  00  and 
for every 0 , the following estimate holds for sufficiently large 1N : 
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 
 




 





















 













),(max1
)()(),(max1exp,
)(
,
)(
maxmax)(
1
10
00
1
101
1
1
1
0
0
Nz
u
tVtTNz
N
d
N
d
TV
z
N
z
N




, 
  (4.4) 
 
where 0  is the constant involved in Assumption (H4),  )(max: 0
0
0 sdd
Ts
 ,  )(max: 1
0
1 sdd
Ts
 , 

















 )(
),(
maxmax:
100 z
zsu
u
zTs 
, 













 )(
),(
max:)(
1
1
1,...,1 iN
iNtx
tV
Ni
N

,                                                                (4.5) 





 

h
hh
vvgh
2
)2()0(3)(4
)0()0()0(:)( 0000

 , for )1,0(h                   (4.6)  








 )1(
2
)21()1(4)1(3
)1()1(:)( 1111 


h
hh
vvgh , for )1,0(h                  (4.7) 
 
and the function  ]1,0[]1,0[:  is given by the formulas 
 
0:)0,( z , for all ]1,0[z                                                       (4.8) 
 
)(
)(
2
)()()(
)(
2
)(
)(
)(
2
)()()(
)(
2
)(:),(
2
2
1
2
2
1
zh
z
h
zhzhz
zb
h
za
zh
z
h
zhzhz
zb
h
zahz
























, for all ]1,0(]1,0[),( hz   (4.9) 
 
Indeed, since  



























 )(
),(
max)(
)(
),(
max
10
1
10 z
zTx
z
NtV
z
zTx
z
N
z 
                                (4.10)  
we obtain from (4.4) that  
 
 
 




 





























 























),(max1
)(
),(
max)(),(max1exp,
)(
,
)(
maxmax
)(
),(
max
1
10
1
0
10
0
1
101
1
1
1
0
0
10
Nz
u
MN
z
ztx
tTNz
N
d
N
d
z
zTx
z
zzz





 
where 

















 )(
),(
max:
10 z
zTx
z
M
z 
. Since the function  ]1,0[]1,0[:  given by (4.8), (4.9) is a 
continuous function (and thus uniformly continuous on the compact set ]1,0[]1,0[  ) and since the 
limits  )(lim 0
0
h
h


,  )(lim 1
0
h
h


 exist (see definitions (4.6), (4.7)), by letting N , we get (using 
(4.8)) for all 0 : 
 
 





u
z
ztx
tT
vg
d
vg
d
z
zTx
zz





































 )(
),(
max)(exp,
)1()1(
,
)0()0(
maxmax
)(
),(
max
0
10
0
11
1
00
0
10
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Since the above inequality holds for all ],0(0 Tt  , 0  and since 
























  )(
)(
max
)(
),(
maxlim
0
10
0
1000 z
zx
z
ztx
zzt 
, 
the above inequality implies that (2.8) holds for all 0t . Inequality (2.8) holds for 0t  as well.  
 
Therefore, we have to prove that there exists a constant 0  such that for every time instants 
Tt  00  and for every 0 , estimate (4.4) holds for sufficiently large 1N .  
 
Let Tt  00  be arbitrary time instants. For every )1,0(h , 0 , 0tt  , ]1,[ hhz   we obtain:  



















t
t
dszt
t
x
zs
t
x
zt
t
x
ztxztx ),(),(),(),(),(                                    (4.11) 
  
































hz
z
s
z
hz
z
s
z
dsdwzt
z
x
wt
z
x
dsdwzt
z
x
wt
z
x
zt
z
x
hhztxztxhztx
),(),(),(),(
),(),(),(2),(
2
2
2
2
2
2
2
2
2
2
2
                (4.12) 
  
































hz
z
s
z
hz
z
s
z
dsdwzt
z
x
wt
z
x
dsdwzt
z
x
wt
z
x
zt
z
x
hhztxhztx
),(),(),(),(
),(2),(),(
2
2
2
2
2
2
2
2
                 (4.13) 
 
Let )1,0(h  be a constant so that the following inequalities hold for all ),0(  hh : 
 
023 00  hgv , 023 11  hgv , 1
23 00
0 
 hgv
v
, 1
23 11
1 
 hgv
v
                         (4.14) 
   )(max
2
)(min
1010
zb
h
za
zz 
                                                          (4.15) 
 







 )(
2
)(
23
)(
2
)(
00
0 hb
h
ha
hgv
v
hb
h
ha , 







 )1(
2
)1(
23
)1(
2
)1(
11
1 hb
h
ha
hgv
v
hb
h
ha        (4.16) 
)0()0()0(
2
)2()0(3)(4
000 









 vg
h
hh
v , 0)1()1()1(
2
)21()1(4)1(3
111 









vg
h
hh
v  
(4.17) 
 
Notice that the existence of )1,0(h  so that (4.14) holds for all ),0(  hh  is a direct consequence of 
Assumptions (H1), (H2). The existence of )1,0(h  so that (4.17) holds for all ),0(  hh  is a direct 
consequence of Assumption (H4) and the facts that 0)0()0( 00   vg  and 0)1()1( 11   vg . Finally, 
(4.15) and (4.16) is a direct consequence of the continuity of the functions 
)(
)(
)(
zr
zp
za  , 
)(
)(
)(
zr
zp
zb

  
and the fact that 0)( za  for all ]1,0[z .  
 
We next select an integer 


h
N
1
 and define: 
1:  Nh , 2: h  , ),(:)( ihtxtxi  , ),(:)( ihtutui  , )(: ihaai  , )(: ihbbi  , )(: ihcci  , )(: ihi    Ni ,...,0 , 
 (4.18) 
where  








Ca21
1
,0                                                              (4.19) 
is a constant to be selected and  
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 )(max:
10
zaa
z
 ,  )(min:
10
zcC
z
                                                (4.20) 
 
Notice that (4.19) in conjunction with definitions (4.18), (4.20) and (4.14), (4.15) guarantee the 
following inequalities for all 


h
N
1
: 
021 2  ii cha  , for Ni ,...,0                                            (4.21) 
 
0
223
4
21 11
00
0
1
2
1 







 b
h
a
hgv
v
cha                                      (4.22) 
 
0
23
4
2
21
11
1
111
2
1 







 
hgv
v
b
h
acha NNNN                              (4.23) 
 
It follows from (2.6), (4.3), (4.11), (4.12), (4.13) and the fact 2: h   that for every )1,0(h , 








Ca21
1
,0 , 0tt  , ]1,[ hhz  , the following equality holds: 
 
),,,(),(),()(
2
)(
),()(
2
)(),()()(21),(
2
2
zthPztuhhztxzb
h
za
hztxzb
h
zaztxzchzaztx
















                       (4.24) 
where  
 
 





















































hz
z
s
z
hz
z
s
z
t
t
dsdwzt
z
x
wt
z
x
zb
h
za
dsdwzt
z
x
wt
z
x
zb
h
zadszt
t
x
zs
t
x
zthP
),(),()(
2
)(
),(),()(
2
)(),(),(:),,,(
2
2
2
2
2
2
2
2



     (4.25) 
 
Furthermore, it follows from (4.24) and definitions (4.18) that for every 0tt  , the following 
equalities hold: 
  ),,,()()(
2
)(
2
)(21)( 211
2 ihthPtuhtxb
h
atxb
h
atxchatx iiiiiiiiiii  











  ,  
for 1,...,1  Ni                                                                 (4.26) 
 
Using (2.7) and the following equalities 
 
)1,(2)1,(2)1,(),()()(
)1,(
2
)1,()1,(),()()(
)0,(2)0,(2)0,(),()()(
)0,(
2
)0,()0,(),()()(
2
2
2
1
21
1
2
2
2
2
2
2
221
1
1
2
2
2
2
1
2
2
2
2
0 0
2
2
2
2
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2
22
0 0
2
2
2
2
01
t
z
x
ht
z
x
hdsdwt
z
x
wt
z
x
txtx
t
z
xh
t
z
x
hdsdwt
z
x
wt
z
x
txtx
t
z
x
ht
z
x
hdsdwt
z
x
wt
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x
txtx
t
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t
z
x
hdsdwt
z
x
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z
x
txtx
h s
NN
h s
NN
h s
h s
















































































 
 
 
 




                (4.27) 
 
we obtain the equalities 
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




































  
h sh s
dsdwt
z
x
wt
z
x
dsdwt
z
x
wt
z
x
v
txvtxvthdtxhgv
0 0
2
2
2
22
0 0
2
2
2
2
0
20100000
)0,(),(4)0,(),(
)()(4)(2)()23(
                    (4.28) 
and 





































  


1
1
1
2
2
2
21
21
1
2
2
2
2
1
2111111
)1,(),(4)1,(),(
)()(4)(2)()23(
h sh s
NNN
dsdwt
z
x
wt
z
x
dsdwt
z
x
wt
z
x
v
txvtxvthdtxhgv
                (4.29) 
 
Consequently, we obtain from (4.26) for 1 Ni  and 1i , (4.14), (4.18) and (4.28), (4.29) that for 
every 0tt  , 
 hN /1 , the following equalities hold: 
),,(
23
)(2
2
)()(
2232
)(
223
4
21)(
0
00
0
11
1
2
211
00
0
11
111
00
0
1
2
11
thQ
hgv
thd
b
h
a
tuhtxb
h
a
hgv
v
b
h
a
txb
h
a
hgv
v
chatx














































                                   (4.30) 
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23
)(2
2
)()(
2322
)(
23
4
2
21)(
1
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1
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1
2
2
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1
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1
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2
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thQ
hgv
thd
b
h
a
tuhtx
hgv
v
b
h
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h
a
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hgv
v
b
h
achatx
NN
NNNNNN
NNNNNN











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







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




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







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







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                      (4.31) 
where  
 
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


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x
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x
dsdwt
z
x
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z
x
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hthPthQ
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2
2
2
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2
2
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0
)0,(),(4)0,(),(
)23(2
2
),,,(:),,(


               (4.32) 
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dsdwt
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hgv
hbav
hthPthQ

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     (4.33) 
We next notice that the function  ]1,0[]1,0[:  given by (4.8), (4.9) is a continuous function, 
which by virtue of the fact that )()()()()()()( zzzczzbzza    for all ]1,0[z  (recall 
Assumption (H4) and definitions (4.3)), satisfies 
)),(1(
22
2 2112 hihhb
h
ab
h
acha
i
i
ii
i
i
iiii 
















  , for ]1,0(h , 1,...,1  Ni        (4.34) 
 
Let (arbitrary) 0  be given and let )1,0(h  be selected in such a way that: 






),(),(
2
2
2
2
zt
z
x
wt
z
x
 for all  hzwzwTtt 2,]1,0[,,]1,[ 0                         (4.35) 
 






),(),( zt
t
x
zs
t
x
, for all  htsTttsz ,]1,[,,]1,0[ 0                                (4.36) 
 
2/1),( hz , for all ]1,0[z  and ),0(  hh                                              (4.37) 
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where  ]1,0[]1,0[:  is the function defined by (4.8) and (4.9). The existence of )1,0(h  that 
satisfies (4.35), (4.36) follows from uniform continuity of the functions ),(
2
2
zt
z
x


 and ),( zt
t
x


 on 
the compact set ]1,0[]1,[ 0 Tt . Indeed, notice that continuity of the mapping ),(2
2
zt
z
x
z


  for 
]1,0[),(  zt  in conjunction with the continuity of the mappings ),(),( zt
t
x
zt


 , ),(),( ztxzt   for 
]1,0[),0(),( zt  and the fact that (2.6) holds for all )1,0(),0(),( zt , implies that (2.6) holds for 
all ]1,0[),0(),( zt  and that the mapping ),(),(
2
2
zt
z
x
zt


  is continuous for ]1,0[),0(),( zt . The 
existence of )1,0(h  that satisfies (4.37) follows from uniform continuity of the function 
 ]1,0[]1,0[:  defined by (4.8), (4.9) on the compact set ]1,0[]1,0[  . Let 1N  be an integer 
sufficiently large such that 





 
3
2
,,min1 hhN  and define )1,0(h  by means of (4.18). 
 
Next, let 2
))(21(
2
0 




 

h
tTCa
m  and define 
2
0
mh
tT 
 . Notice that (4.19) holds for this selection 
and that mtT  0 , where 0  is defined by (4.18). Moreover, notice that the definitions of 
)1,0(h , 0  in (4.18), (4.35), (4.36), (4.32), (4.33) and (4.25) guarantee that there exists a 
constant 0S  such that  
   SthQthQihthP
ni


),,(),,(),,,(max 10
1,...,1
, for all ]1,[ 0  Ttt                     (4.38) 
 
Notice that by virtue of (4.14), the constant 0S  may be selected to be independent of ),0(  hh , 
)1,0( , 0  and the time instants Tt  00 . Using (4.18), (4.26), (4.30), (4.31), (4.38), (4.14), 
(4.15), (4.16), the facts that 0)0()0( 00   vg  and 0)1()1( 11   vg  (recall assumption (H4)), the 
triangle inequality and (4.21), (4.22), (4.23), we get for all ],[ 0 Ttt : 
 
  1
1
001
0
11
2
2
1
2
11
00
0
11
1
1
11
00
0
1
2
1
1
1
)(
23
)(2
2
)(
2232
)(
223
4
21
)(












tuS
hgv
tdh
b
h
a
tx
b
h
a
hgv
v
b
h
a
tx
b
h
a
hgv
v
cha
tx













































,                          (4.39) 
 
 
i
i
i
i
i
i
ii
i
i
i
i
ii
i
i
ii
i
i tuStx
b
h
a
tx
b
h
a
tx
cha
tx












 )()(
2
)(
2
)(
21
)(
1
11
1
112


















 , 
for  2,...,2  Ni                                                          (4.40) 
 
  1
1
111
1
11
2
2
1
2
11
1
1111
1
1
11
1
111
2
1
1
1
)(
23
)(2
2
)(
2322
)(
23
4
2
21
)(

























































N
N
N
NN
N
N
N
N
NNNN
N
N
NNNN
N
N
tuS
hgv
tdh
b
h
a
tx
hgv
v
b
h
ab
h
a
tx
hgv
v
b
h
acha
tx












.               (4.41) 
Consequently, using equalities (4.34) and definitions (4.18), (4.5) we obtain from (4.39), (4.40) and 
(4.41) for all ],[ 0 Ttt : 
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  
 
utV
hgv
v
hgv
v
b
h
a
hgv
tdh
b
h
atVhh
tx
N
N








































)(
2323
4
2
23
)(2
2
)(),(11
)(
1
0
1
2
00
0
00
0
11
001
0
11
1
1
,            (4.42) 
 
  


)()(),(1(1
)(


utVhih
tx
N
i
i , 2,...,2  Ni                           (4.43) 
 
  
 
utV
hgv
v
hgv
v
b
h
a
hgv
tdh
b
h
atVhh
tx
N
N
N
N
N
NN
N
NNN
N
N















































)(
2323
4
2
23
)(2
2
)(),1(11
)(
11
2
11
1
11
1
11
111
1
11
1
1
.      (4.44) 
 
where 
 )(min
:
10
z
S
z


  and 

















 )(
),(
maxmax:
100 z
zsu
u
zTs 
.  
 
It is a matter of straightforward manipulations to show that estimates (4.42), (4.43), (4.44) in 
conjunction with definitions (4.18), (4.5) and inequalities (4.17) imply that the following 
implications hold for all ],[ 0 Ttt :  
(Q1) If )(
)(
,
)(
max
1
1
0
0
tV
h
d
h
d
N








 then    )()(),(max11)(
10











 

utVhztV N
z
N .  
 
(Q2) If )(
)(
,
)(
max
1
1
0
0
tV
h
d
h
d
N








 then   

 )(
)(
,
)(
max),(max11)(
1
1
0
0
10




















 

u
h
d
h
d
hztV
z
N . 
 
where  )(max: 0
0
0 sdd
Ts
 ,  )(max: 1
0
1 sdd
Ts
 , 




 

h
hh
vvgh
2
)2()0(3)(4
)0()0()0(:)( 0000

 , 








 )1(
2
)21()1(4)1(3
)1()1(:)( 1111 


h
hh
vvgh . 
 
By virtue of (Q1) and (Q2) and the fact that mtT  0 , it follows that properties (P1), (P2) of 
Lemma 4.1 hold for the sequences 









)(
,
)(
max:)(
1
1
0
0
h
d
h
d
jy

, )()( 0  jtVj N   for ,...2,1,0j  with 
1:K ,  




 

),(max11:
10
hza
z
 ,  )(:  ug . Notice that (4.37) in conjunction with (4.19) 
and the fact that 





 
3
2
,,min1 hhNh  implies that )1,0(a . Therefore, we obtain from Lemma 
4.1: 
 
 




 





















 











),(max1
)(),(max11,
)(
,
)(
maxmax)(
10
0
10
1
1
0
0
hz
u
tVhz
h
d
h
d
TV
z
N
m
z
N




          (4.45) 
 
Using (4.45), the fact that     










 




 

 ),(max1exp),(max11
1010
hzhz
zz
 and the fact that 
mtT  0 , we get (4.4). The proof is complete.          
 
We next proceed with the proof of Theorem 2.4. 
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Proof of Theorem 2.4: It suffices to prove the following estimate  
  
     
























)sin(),(maxmax
1
)(max
2
exp)(max
),0()sin(exp),()sin(
1002
1
0
0
02
1
0
2
1
0
zzsu
ca
sd
a
b
sd
ca
a
dzzxztcadzztxz
ztststs




           (4.46) 
for the solution of  
 ),(),(),(),(
2
2
ztuztcxzt
z
x
azt
t
x






 for )1,0(),0(),( zt                           (4.47)  
with  
)()0,( 0 tdtx  , )(
2
exp)1,( 1 td
a
b
tx 





  for 0t                                    (4.48)  
 
where 2ac   is a constant. Notice that if ),( zty  is a solution of (2.15), (2.16) then the function 







a
bz
ztyztx
2
exp),(),(  defined for ]1,0[),(  zt  is a solution of (4.47), (4.48) with 
a
b
kc
4
2
  and 







a
bz
ztvztu
2
exp),(:),( .  
      In order to show estimate (4.46), it suffices to show that for every time instants Tt  00  and for 
every 0 , the following estimate holds for sufficiently large 1N : 
  
cNra
d
a
b
daua
tWtTcNraTW NN

















))(1(
2
exp)1(
)()())(1(1exp)(
12
10
00
12


 ,            (4.49) 
 
where  )(max: 0
0
0 sdd
Ts
 ,  )(max: 1
0
1 sdd
Ts
 ,  






)sin(),(maxmax:
100
zzsuu
zTs
 , 
 












00
]1,0(
)cos(1
21
:)(
22
hif
hif
h
h
hr


,                                                      (4.50)  
 




1
1
111 ),()sin(:)(
N
i
N iNtxNiNtW  .                                                 (4.51) 
 
Notice that ]1,0[:r  as defined by (4.50) is a continuous function with 1)(1  hr  for all ]1,0[h . 
Indeed, (4.49) is sufficient for the proof of estimate (4.46), since  
 













 ),()sin(max)()sin(),()sin( 10
2
)1(
ztxz
z
htxhihdzztxz
z
i
ih
hi
  
where 1:  Nh , we obtain 
 











 ),()sin(max)(),()sin( 10
1
0
ztxz
z
htWdzztxz
z
N                              (4.52)  
 
Therefore, we obtain from (4.49) that  
   1
12
10
00
12 2
))(1(
2
exp)1(
)()())(1(1exp)( 

 














 MN
cNra
d
a
b
daua
tWtTcNraTW NN


  
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where    























),()sin(max),()sin(max: 0
1010
ztxz
z
zTxz
z
M
zz
 . Letting N , we get (using (4.50)) 
for all 0 : 
  
ca
d
a
b
daua
tWtTcaTW NN















2
10
00
2 2
exp)1(
)()(1exp)(


  
 
Since the above inequality holds for all ],0(0 Tt  , 0  and since 
 








1
0
0
1
0
0
0
)()sin(),()sin(lim
0
dzzxzdzztxz
t
 , the above inequality implies that (4.46) holds for all 0t . 
Inequality (4.46) holds for 0t  as well.  
 
Therefore, we have to prove that for every time instants Tt  00  and for every 0 , estimate 
(4.49) holds for sufficiently large 1N .  
 
Let Tt  00  be given (arbitrary) time instants. For every )1,0(h , 0 , 0tt  , ]1,[ hhz   we obtain 
(4.11), (4.12). We next select an integer 3N  and define: 
 
1:  Nh , ),(:)( ihtxtxi  , ),()( ihtutui  ,  Ni ,...,0 , 
2: h                            (4.53) 
where  










ca21
1
,0                                                              (4.54) 
is a constant to be selected. Notice that (4.54) guarantee the following inequalities for all 3N : 
 
021 2  cha                                                               (4.55) 
 
It follows from (4.47), (4.11), (4.12) and the fact 2: h   that for every )1,0(h , 










ca21
1
,0 , 
0tt  , ]1,[ hhz  , the following equality holds: 
 
  ),,,(),(),(),(),(21),( 22 zthPztuhhztaxhztaxztxchaztx               (4.56) 
where  
 
 









































hz
z
s
z
hz
z
s
z
t
t
dsdwzt
z
x
wt
z
x
a
dsdwzt
z
x
wt
z
x
adszt
t
x
zs
t
x
zthP
),(),(
),(),(),(),(:),,,(
2
2
2
2
2
2
2
2



     (4.57) 
 
Furthermore, it follows from (4.56) and definitions (4.53) that for every 0tt  , the following 
equalities hold: 
  ),,,()()()()(21)( 2112 ihthPtuhtaxtaxtxchatx iiiii    , 1,...,1  Ni         (4.58) 
 
We next notice that the function ]1,0[:r  given by (4.50) is a continuous function, which 
satisfies 
 
   )(1)cos(122
)sin(
)sin()sin( 22 hrhh
ih
hihhih





, for 1,...,1  Ni .            (4.59) 
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Let (arbitrary) 0  be given and let )1,0(h  be selected in such a way that inequalities (4.35), 
(4.36) hold and  
2/1)( hr , for all ),0(  hh                                                 (4.60) 
 
The existence of )1,0(h  that satisfies (4.35), (4.36) follows from uniform continuity of the 
functions ),(
2
2
zt
z
x


 and ),( zt
t
x


 on the compact set ]1,0[]1,[ 0 Tt . Indeed, notice that continuity of 
the mapping ),(
2
2
zt
z
x
z


  for ]1,0[),(  zt  in conjunction with the continuity of the mappings 
),(),( zt
t
x
zt


 , ),(),( ztxzt   for ]1,0[),0(),( zt  and the fact that (4.47) holds for all 
)1,0(),0(),( zt , implies that (4.47) holds for all ]1,0[),0(),( zt  and that the mapping 
),(),(
2
2
zt
z
x
zt


  is continuous for ]1,0[),0(),( zt . The existence of )1,0(h  that satisfies (4.60) 
follows from uniform continuity of the function ]1,0[:r  defined by (4.50) on the compact set 
]1,0[ . Let 1N  be an integer sufficiently large such that )3/1,min(1   hN  and define )1,0(h  by 
(4.53). 
  
Next, let 2
))(21(
2
0








 

h
tTca
m  and define 
2
0
mh
tT 
 . Notice that (4.54) holds for this selection 
and that mtT  0 , where 0  is defined by (4.53). Moreover, notice that the definitions of 
)1,0(h , 0  in (4.53), (4.35), (4.36) and (4.57) guarantee that there exists a constant 0S  such 
that  
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, for all ]1,[ 0  Ttt                                    (4.61) 
 
Using (4.48), (4.53), (4.58), (4.61), the triangle inequality and (4.55), we get for all ],[ 0 Ttt : 
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Consequently, using definitions (4.53), (4.51), we obtain from (4.62) and (4.59) for all ],[ 0 Ttt : 
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where  )(max: 0
0
0 sdd
Ts
 ,  )(max: 1
0
1 sdd
Ts
 . Applying (4.63) inductively for the sequence 
)( 0 jtWN  , for mj ...,1,0  and using the fact that mtT  0  and the facts hh  )sin( , 
2: h  , we 
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where  






)sin(),(maxmax:
100
zzsuu
zTs
 . The above inequality in conjunction with the facts that 
    chrachra  ))(1(exp))(1(1 22   and mtT  0  implies (4.49).  
 
The proof is complete.          
 
Next, we give the proof of Theorem 2.3. 
 
Proof of Theorem 2.3: Since the eigenfunctions  1nn  of the Sturm-Liouville operator 
])1,0([: 2rLDA   defined by (2.1), (2.2) under Assumptions (H1), (H2) form an orthonormal basis of 
])1,0([2rL , it follows that Parseval’s identity holds, i.e.,  
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By virtue of (2.6), it follows from repeated integration by parts, that the following equalities hold 
for all 0t : 
  

















































































1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
)(),()()(),()(
)0()0,()0,()0()0()1()1,()1()1,()1(
)(),()()()()()(),(
)0()0,()0,()0()0()1()1,()1()1,()1(
)(),()()(),()(
)(),()()0()0,()0()1()1,()1(
)(),()()(),()()(),()()(),()()(
dzzztuzrdzzAztxzr
t
z
x
tx
zd
d
p
zd
d
txt
z
x
p
dzzztuzrdzzzqz
zd
d
zp
zd
d
ztx
t
z
x
tx
zd
d
p
zd
d
txt
z
x
p
dzzztuzrdzzztxzq
dzz
zd
d
zt
z
x
zpt
z
x
pt
z
x
p
dzzztuzrdzzztxzqdzzzt
z
x
zp
z
dzzzt
t
x
zrtc
nn
n
nn
n
nn
n
n
nn
n
nn
n
nn
nnnnn













 
Thus we get for all 0t :  
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   It follows from (4.66), the fact that )())(( zzA nnn    and definition (4.65) that the following 
equation holds for all 0t : 
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Next, we show that for all 0t : 
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Indeed, the equation )()0,()0,( 000 tdt
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Equation (4.68) follows directly from the above equation and the fact that 0)0()0( 00 
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The fact that 0)1()1( 11 
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Using (4.67), (4.68) and (4.69), we obtain for all 0t : 
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   Integrating the differential equations (4.70), we obtain for all tT 0  and ,...2,1n : 
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   Continuity of the mapping )(TcT n  and (4.71) implies the following equations for all 0t  
and ,...2,1n : 
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Equations (4.72) in conjunction with the previous inequality imply the following estimates for all 
0t  and ,...2,1n : 
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where  
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. We next use the inequality 2212 )1()1()( baba     (which holds 
for every ba,  and 0 ) in conjunction with (4.73). Using (4.73) for 0t  with 
  
  
0
exp11
exp1
2
2




t
t
n
n


 , we get all 0t  and ,...2,1n : 
 
 
   
2
1
0
0
0
002
0
2
0
1
0
112
1
2
1
2
22
)()()(max)0()0(
)0(
)(max)1()1(
)1(1
)0(
exp2
exp
)(
















 dzzzrusdvzd
d
g
vg
p
sd
zd
d
gv
vg
p
c
t
t
tc
n
ts
n
n
ts
n
n
n
n
n
n
n






 
    (4.74) 
 
Again, we next use the inequality 2212 )1()1()( baba     (which holds for every ba,  and 
0 ) in conjunction with (4.74). We obtain for all 0t , 0,   and ,...2,1n : 
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We notice that (4.75) holds for 0t  as well. Since 01  n  for all ,...2,1n , we obtain from (4.75) 
the following estimates for all 0t , 0,   and ,...2,1n : 
 
 
 
 
 
2
1
0
2
2
1
2
1
0
2
11
2
2
1
2
1
2
2
0
0
2
00
2
2
0
2
0
2
1
2
1
12
)()(
)1(
)(max)1()1(
)1()1)(1(
)(max)0()0(
)0()1)(1(
)0(
exp2
exp
)(








































dzzzrusd
zd
d
gv
vg
p
sdv
zd
d
g
vg
p
c
t
t
tc
n
n
ts
n
n
n
ts
n
n
n
nn












      (4.76) 
 
Therefore, by virtue of estimates (4.76), (4.64), the following estimate holds for all 0t  and 
0,  : 
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We notice that since 1)()(
1
0
2  dzzzr n  for ,...2,1n , we get   1)()(max
1
0
2
10
 dzzrznz   and consequently 
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Using Lemma 2.1 in [14], it follows that the boundary value problem 
 
0)(~)()(
~
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d
, for all ]1,0[z ,                                    (4.81) 
with 
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~
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2
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vxg                            (4.82) 
 
has a unique solution ])1,0([~ 2Cx , which satisfies  
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Changing z  by z1  and using Lemma 2.1 in [14], it follows that the boundary value problem 
 
0)()()()( 





zxzqz
dz
xd
zp
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d
, for all ]1,0[z ,                                    (4.84) 
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with 
2
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vxg                               (4.85) 
 
has a unique solution ])1,0([2Cx , which satisfies  
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The proof is complete.      
 
Proof of Corollary 2.5: Inequalities (2.20) and (2.22) are straightforward applications of Theorem 
2.2 (with ),0( 2 a , ),0(   , 
a

 : and   zz  sin)( ) and Theorem 2.4. Inequality (2.21) 
is a consequence of a similar analysis to that presented in the proof of Theorem 2.3, which is 
presented next.  
   Since the functions  1)sin(2 nzn  form an orthonormal basis of ])1,0([2L , it follows that Parseval’s 
identity holds, i.e.,  




1
2
1
0
2 )(),(
n
n tcdzztx , for all 0t                                        (4.87) 
where 

1
0
)sin(),(2:)( dzznztxtcn  , for ,...2,1n                                     (4.88) 
By virtue of (2.16), (2.19), it follows from repeated integration by parts, that the following 
equalities hold for all 0t : 
)()(2)(2)1()( 2201 tcantdantdnatc n
n
n    
 
Integrating the above differential equations, we obtain for all tT 0  and ,...2,1n : 
     
t
T
n
nn dssdsdstananTcTtantc )()1()()(exp2)()(exp)( 10
2222              (4.89) 
Continuity of the mapping )(TcT n  and (4.89) implies the following equations for all 0t  
and ,...2,1n : 
     
t
n
nn dssdsdstananctantc
0
10
2222 )()1()()(exp2)0(exp)(                   (4.90) 
Equations (4.90) imply the following estimates for all 0t  and ,...2,1n : 
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

 

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                    (4.91) 
 
Therefore, we obtain from (4.91) the following estimates for all 0t , 0)( tn  and ,...2,1n : 
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Selecting 
  
  222
222
exp1
exp11
)(
tan
tan
tn





  for 0t , we obtain from (4.92) for all 0t  and ,...2,1n : 
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Using the inequality 
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 for all 0t , ,...2,1n  and the fact that 
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 (since n
n
dzznz )1(
2
)sin(2
1
0
   and 3
1
1
0
2  dzz ), we get (2.21) for 0t  by combining 
(4.93) with (4.87). Estimate (2.21) holds for 0t  as well.  
 
The proof is complete.          
 
For the proofs of Theorem 3.2 and Theorem 3.3, we need the following technical lemma. Its proof 
is provided in the Appendix.  
 
Lemma 4.2: For every 0 , 1M , 0  there exist a constant ),0(    with the following 
property: if  :  and  :y  are locally bounded functions for which there exists a 
constant 0  such that the following inequality holds for all 00 t  and 0tt   
 
 )(sup)())(exp()(
0
00 sytttMt
tst 
  ,                                          (4.94) 
 
then the following inequality holds for all 0t : 
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0
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Since the proofs of Theorem 3.2 and Theorem 3.3 are similar, they are presented together.  
 
Proofs of Theorem 3.2 and Theorem 3.3: Let 0x  (arbitrary) and consider the unique solution 
])1,0[),0((])1,0[( 10   CCx  of the evolution equation (2.19) with (3.1) with ])1,0([][
2Ctx   for all 
0t  and )(),0( 0 zxzx   for all ]1,0[z . By virtue of Corollary 2.5 the solution satisfies estimates 
(2.20), (2.21) for all 0t  with  
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0
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11 ),()()( dzztxzgtd  for all 0t                        (4.96) 
 
Using Hölder's inequality and definitions (4.96), we obtain for all 0t : 
 




1
0
2
121
1
0
2
020
)(][)(
)(][)(
dzzgtxtd
dzzgtxtd
 and    




















)sin(
)(
sup][)(
)sin(
)(
sup][)(
1
10
,11
0
10
,10
z
zg
txtd
z
zg
txtd
z
w
z
w


                    (4.97) 
 
Consequently, we get from (2.21) and (4.97) for all 0t : 
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 . By virtue of 
(3.4) or (3.6), we have that 1 , where 2   in case of Theorem 3.2 and w,1   in case of 
Theorem 3.3. Consequently, there exists 0  such that 1)1(  . By virtue of Lemma 4.2, for the 
selected 0  for which 1)1(  , there exists a constant 
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a
 with the following property: 
if  :  and  :y  are locally bounded functions for which inequality (4.94) holds for all 
00 t  and 0tt   with 
2
2

a
  and 1M , then inequality (4.95) holds. Applying this property to the 
functions 
2
][)()( txtyt   in case of Theorem 3.2 and the functions 
w
txtyt
,1
][)()(   in case of 
Theorem 3.3 and noticing that inequality (4.94) holds for these functions (by virtue of estimates 
(4.98), (4.99) and the semigroup property for the solution of the evolution equation (2.19) with 
(3.1)), we get for Theorem 3.2 
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and for Theorem 3.3 
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Since 1)1(  , estimate (3.5) (in case of Theorem 3.2) or (3.7) (in case of Theorem 3.3) follows 
from estimate (4.100) or estimate (4.101), respectively, with 
)1(1
1
 
M .  
 
The proof is complete.          
 
For the proof of Theorem 3.1, we need the following technical lemma. Its proof is provided in the 
Appendix.  
 
Lemma 4.3: For every 0 , 1M , 0  there exist a constant ],0(    with the following 
property: if  :q  and  :y  are locally bounded functions for which there exists a 
constant 0  such that the following inequality holds for all 00 t  and 0tt   
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then the following inequality holds for all 0t : 
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Finally, we present the proof of Theorem 3.1. 
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Proof of Theorem 3.1: Let 0x  (arbitrary) and consider the unique solution 
])1,0[),0((])1,0[( 10   CCx  of the evolution equation (2.19) with (3.1) with ])1,0([][
2Ctx   for all 
0t  and )(),0( 0 zxzx   for all ]1,0[z . By virtue of Corollary 2.5 the solution satisfies estimates 
(2.22) for all 0t  with ),0(  , ),0(    being the constants involved in (3.2), 2 a  and 
),( 10 dd  given by (4.96). Using Hölder's inequality and definitions (4.96), we obtain for all 0t : 
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that 1 . Consequently, there exists 0  such that 1)1(  . By virtue of Lemma 4.3, for the 
selected 0  for which 1)1(  , there exists a constant ],0(    with the following property: if 
 :q  and  :y  are locally bounded functions for which inequality (4.102) holds for all 
00 t  and 0tt   with 1M , then inequality (4.103) holds. Applying this property to the functions 
w
txtytq
,
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
  and noticing that inequality (4.102) holds for these functions (by virtue of 
estimate (4.105) and the semigroup property for the solution of the evolution equation (2.19) with 
(3.1)), we get  
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Since 1)1(   and since there exist constants 0, 21 KK  such that   ][][][ 2,1 txKtxtxK w , 
estimate (3.3) follows from estimate (4.106). The proof is complete.          
 
 
5. Concluding Remarks 
 
    We have studied 1-D parabolic PDEs with disturbances at both boundaries and distributed 
disturbances. Our main results provided ISS estimates in weighted L , 2L  and 1L  norms. Due to the 
lack of an ISS Lyapunov functional for boundary disturbances, we have utilized a finite-difference 
scheme for the proof of the ISS estimates in weighted L   and 1L  norms. The ISS estimate for the 
sup-norm led to a refinement of the well-known maximum principle for the heat equation. We also 
applied the obtained results to quasi-static thermoelasticity models that involve nonlocal boundary 
conditions. By means of small-gain arguments, we were able to derive conditions that guarantee the 
global exponential stability of the zero solution for such models.    
 
    Future work may involve the study of the robustness of the closed-loop system for 1-D parabolic 
PDEs under boundary feedback control. It should be noticed that the application boundary feedback 
leads to a closed-loop system which is described by nonlocal boundary conditions (like the systems 
that were studied in Section 3 of the present work; see [26]). Moreover, future work may also 
involve the derivation of ISS estimates in general pL   norms, where  p1 .    
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Appendix 
 
Proof of Lemma 4.1: Let arbitrary },...,1,0{ mj  be given. Define the set 
 
 )()(:},...,0{ sKsyjsA                                                      (A.1) 
 
Clearly, if Aj  then we get  )(max)()(
,...,0
11 syKjyKj
js
   and estimate (4.2) holds in this case. 
Therefore, we next assume that Aj . We distinguish the following cases. 
 
Case 1: A . 
In this case we have )()( sysK   for all js ,...,0 . Property (P1) implies that gsas  )()1(   for all 
js ,...,0 . Using induction, we get 
a
a
gas
s
s



1
1
)0()(   for all js ,...,0 , which directly shows that 
estimate (4.2) holds in this case.  
 
Case 2: A  
Define  AsT max  and notice that since Aj , we obtain 1 jT . Definition (A.1) implies that 
)()( TyTK   and that )()( sysK   for all jTs ,...,1 . Property (P1) implies that gsas  )()1(   
for all jTs ,...,1 . Using induction, we get 
a
a
gTas
Ts
Ts





1
1
)1()(
1
1  for all jTs ,...,1 . 
Moreover, Property (P2) implies that gTyT  )()1(  , which combined with the previous 
inequality, implies that 
a
a
gTyaj
Tj
Tj





1
1
)()( 1 . The last inequality shows that estimate (4.2) 
holds in this case as well. The proof is complete.          
 
Proof of Lemma 4.2: Let 0  (arbitrary) be given and let constants )1,0( , 1  so that 
 





 1
1
0                                                                 (A.2) 
Such constants )1,0( , 1  exist by virtue of continuity of the function 





1
:),(f  in a 
neighborhood of (0,1) and the fact that  11)1,0(f . Define  
 
)/ln(1  MT  , )ln(: 1 MT  , )ln(: 1  T                               (A.3) 
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Notice that definitions (A.3) guarantee that 1)exp()exp(  TTM   and that ],0(  , 
),0(   . Using (4.94), we obtain for all 0p : 
 
 )(sup)())1((
)1(
sypiTpTi
TipsiTp 
  , for all 0i                             (A.4) 
 
Applying (A.4) repeatedly, we get: 
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
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1
0 )1(
1 )(sup)()(
i
k TkpskTp
kii syppiT  , for all 1i  and 0p                         (A.5) 
 
Using the facts that )exp( T   and ),0(   , we get for all 1i  and 0p : 
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Consequently, the following inequality holds for all 0i  and 0p : 
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Inequality (4.94) implies that  )(sup)0()exp()(
0
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  , which combined with (A.6) gives 
for all 0i  and 0p : 
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Using the above inequality in conjunction with the fact that ],0(  , we obtain for all 0i  and 
],0[ Tp : 
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Since (A.7) holds for all 0i  and ],0[ Tp , we conclude that the following estimate holds for all 
0t : 
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Definitions (A.3) guarantee that 
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T
. Inequality (4.95) is a direct consequence 
of the previous equality, the fact that ),0(    and inequalities (A.2), (A.8).  
 
The proof is complete.          
 
 
Proof of Lemma 4.3: Let 0 , )1,0(  (arbitrary) be given. Define  
)/ln(1  MT  , )ln(: 1 MT  ,   ),1ln(min: 1  T                               (A.9) 
 
Notice that definitions (A.9) guarantee that 1)exp()exp(  TTM   and that ],0(  , 
],0(   . Using (4.102), we obtain for all 0p : 
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Applying (A.10) repeatedly, we get: 
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Using the facts that )exp( T   and ],0(   , we get for all 1i  and 0p : 
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Consequently, the following inequality holds for all 0i  and 0p : 
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Inequality (4.102) implies that  
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and the facts that ],0(  , ],0(   , gives for all 0i  and 0p : 
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Using (A.13), we obtain for all 0i  and ],0[ Tp : 
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Since (A.14) holds for all 0i  and ],0[ Tp , we conclude that the following estimate holds for all 
0t : 
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Definitions (A.9) guarantee that  1)exp( T . Inequality (4.103) is a direct consequence of the 
previous inequality, the fact that ],0(    and inequality (A.15). The proof is complete.          
 
 
 
 
