RT in the dark) or hydroethidium (HEt; Invitrogen; 10 µM in HT solution during 10 min at RT in the dark), washed and cell images were acquired on a BD Pathway 855 microscope using a x20 objective (Becton Dickinson). CM-H 2 DCFDA-stained cells were visualized using a 488d10 excitation filter, a Fura/FITC dichroic mirror and a 515LP emission filter. HEt-stained cells were visualized using 488d10 excitation filter, a Fura/FITC dichroic mirror and a 570LP emission filter.
ORAC assay -The oxygen radical absorbance capacity (ORAC) assay is based on the scavenging of peroxyl radicals generated by AAPH (2,2'-azobis-2-methyl-propanimidamide, dihydrochloride), which prevents degradation of fluorescein and its loss of fluorescence. The ORAC assay was carried out using 96-well plates and a FluoStar Omega plate reader (BMG Labtech, Ortenberg, Germany). Different dilutions of the antioxidant Trolox (400 μM -12.5 μM; used as a standard) and the to-betested compounds were freshly prepared in phosphate buffer (10 mM, pH 7.4) . Aliquots (25 µl) of the test compounds were added to individual wells that contained 150 µl of fluorescein (10 nM in phosphate buffer). Following pre-incubation (30 min, 37˚ C), the background fluorescence signal was determined (90 s interval; 4 cycles in total) using a 485 nm excitation and 520 nm emission wavelength. After this, 25 μl (240 mM) of AAPH was injected using the on-board injector system and fluorescence measurements were continued up to 90 min. Numerical data was analyzed using the MARS software (BMG Labtech). From the normalized curves, the area under the fluorescence decay curve (AUC) was calculated. The net AUC was then plotted as a function of compound concentration and a linear fit was performed to calculate the slope of the curve. For each sample the slope was normalized to that of Trolox yielding Trolox Equivalent (TE) values. During curve fitting, we used Pearson's correlation coefficient R (or product moment correlation coefficient) as an estimate of the population correlation coefficient. Values of -1 and +1 indicate a perfect linear relationship between the two variables. 13 Machine learning strategy -Following extraction of morpho-functional descriptor variables from the images, outliers can be detected and removed from each individual image in a multivariate way. To this end we used robust principal component analysis and automatic determination of the cut-off values based upon Hotelling's T 2 distribution and Q 2 . Next, the resulting set of descriptor variables was condensed by calculating the median value for each descriptor for every image, resulting in 31 descriptor values (features) per image. The meaning of various descriptors is provided in Supplementary Table S1. To allow optimal pattern recognition and image classification, a training algorithm was used to recognize a specific multivariate pattern. This pattern must allow separating the two classes of fibroblasts from a healthy subject (CT5120) and a patient with isolated complex I (CI) deficiency (P5175). To evaluate the training algorithm, the available data is divided into "training" and "test" sets. The training set is used to construct the multivariate classification models, whereas the test set is used to assess their predictive performance. We compared the performance of five classification models: Logistic Regression (LogReg), Linear Discriminant Analysis (LDA), Partial Least Squares Discriminant Analysis (PLSDA), Quadratic Determinant Analysis (QDA) and Support Vector Machines (SVMs). LogReg, LDA and PLSDA assume that the separation between the two cell lines can be obtained using a linear combination of the descriptor variables. In contrast, QDA and SVMs do not make this assumption and are therefore are able to detect non-linear separation. Most of these methods can be used directly without settings any parameters. The required optimization of the number of latent variables in PLSDA was done by cross validation. Using SVMs requires choosing a kernel. Here we applied the radial basis function. The optimal width (sigma) of the Gaussian used in this kernel was found to be equal to 30 when using the original data and 3 when using the distribution parameters. For each model, its classification performance was evaluated using the test set. Next, the classification model was applied either on the complete dataset (i.e. each value for each descriptor for each mitochondrial object in each image was used), the mean per cell dataset (i.e. the mean value for each descriptor in each image) or the median per cell dataset (i.e. the median value for each descriptor in each image). Below, each of the five models is briefly described:
1. Logistic regression -Logistic regression 14 ("LogReg") belongs to the family of generalized linear models. The observed descriptors are linked to a (binary) response y, corresponding in this study to the type of cell: patient or control. The probability a given cell to be from a patient ( ŷ ) cell line is evaluated using all the morphological descriptors (x 1 ,x 2 ,…x p ). The model can be described by the following equation, where β 0 represents the intercept of the model and the coefficients β 1 to β p the regression coefficients of x 1 to x p respectively:
Each of the regression coefficients represents the relative importance of the corresponding descriptor in the model. In our case, positive regression coefficients increase the probability to be classified as control, negative regression coefficients lower it. The previous equation can also be written in a more concise manner using matrix notation:
LogReg is known to require a relatively large sample size. In general, the number of samples should be 10 times greater than the number of variables. 15 This criterion is met in the current study where 31 descriptors (variables) were extracted from 1000 images (samples). 14, 16 (LDA) is another supervised analysis method aiming to discriminate between two groups of samples using a set of descriptors. The main assumption of LDA is that the groups of samples are following multivariate Gaussian distribution and have common covariance matrix. I other words it assume that each group is covering a space of similar shape in the multidimensional space. This covariance S is then estimated by pooling the covariance matrices of each group:
Linear Discriminant Analysis -Linear Discriminant analysis
Where g is the number of groups (here g =2), n i and S i are respectively the number of samples and the covariance of the group i. Similarly the mean values per group (µ i ) of the descriptors can be estimated on the training samples. Finally the probability of a given sample, characterized by its descriptors x, to belong to the group i can be evaluated using the Mahalanobis distance d i :
The sample is then assigned to the group for which this distance is minimal. In order to compute this distance we need to invert the estimated covariance matrix S. This is only possible if S is of full rank which means that the data set contains necessarily more samples than descriptors. Note that the discriminant function underlying this method is linear hence the boundary between the two groups is also linear.
Quadratic Discriminant Analysis -
The assumption of common covariance is often not holding when dealing with biological data. This is one of the limits of LDA. Quadratic Discriminant Analysis 14 (QDA) is instead assuming a different covariance matrix for each group. This would correspond to groups presenting different shapes in the multidimensional space defined by the descriptors. The boundaries defined by QDA are not linear anymore but corresponds to (parts of) ellipses. The counterpart is that the number of samples per group must be superior to the number of descriptors to enable the inversion of each covariance matrix. Again each sample is assigned to the group that minimizes the Mahalanobis distance, but now using the difference S i :
4. Partial Least Squares Discriminant Analysis -Partial Least Squares Discriminant Analysis 17 (PLS-DA) is a classification method taking its roots into regression. Partial Least Squares was indeed firstly develop to regress a set of continuous descriptors X onto a continuous response y. The adaptation to classification method simply consists in replace the continuous response y by a binary version of it corresponding to the group label. PLS-DA constructs small number of latent variables, i.e. linear combinations of the descriptors, in order to capture most of the information present in both X and y and to maximize the covariance between the two matrices. The PLS-DA model can be summarized as follow:
Where β is the regression vector (comparable to the one discussed for the logistic regression) and r a vector of residuals.
Support
Vector Machine -Support Vector Machines 14 (SVMs) are often considered as one of the most powerful classifier thanks to its ability to deal with non-linear problem, but it is also one of the most complex. The first step of this approach consists in mapping the samples into a new feature space using a Kernel transformation. A separating hyperplane is then defined in this new space based on few objects, the support vectors, close to the boundaries between the two groups. One drawback of the "kernel trick" is that the importance of the descriptor for the model is difficult to evaluate. 18, 19 A B Figure S1 : Physicochemical similarity between Trolox and its newly developed variants.
(A) Dendrogram obtained by cluster analysis of the predicted physicochemical parameters for Trolox, KH001, KH002, KH003 and KH004 ( Supplementary Table S3 ). The number reflects the percentage of correctly classified P5175 (patient) cells relative to CT5120 (control) cells for the different classification algorithms using the 31 mitochondrial descriptors. a Calculated for individual mitochondrial objects. b Calculated using the mean or median value of each individual image (CT) Abbreviations: N.d., values not determined due to the numerical complexity of these models. 
