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QUANTUM BACKGROUNDS AND QFT
JAE-SUK PARK, JOHN TERILLA, AND THOMAS TRADLER
ABSTRACT. We introduce the concept of a quantum background and a functor QFT.
In the case that the QFT moduli space is smooth formal, we construct a flat quantum
superconnection on a bundle over QFT which defines algebraic structures relevant to
correlation functions in quantum field theory. We go further and identify chain level gen-
eralizations of correlation functions which should be present in all quantum field theories.
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1. INTRODUCTION
The work described in this paper grew from an effort to understand quantum field the-
ory mathematically. In particular, we sought to understand the way in which deformations
of the action functional of a quantum field theory control the correlation functions of the
theory. Our efforts led us to consider what we call quantum backgrounds, or just back-
grounds for short. Quantum backgrounds were invented by the first author and introduced
during a sequence of lectures [11] in 2004 extending his work on flat families of quantum
field theories [13]. We believe they provide the proper algebraic setting in which local de-
formations of quantum field theories should be discussed. A background B is a four tuple
B = (P,m,N, ϕ) where P is a graded noncommutative ring, m is a degree one element
of P satisfying m2 = 0, N is a graded left P module, and ϕ is a degree zero element
of N satisfying mϕ = 0. Additionally, we require that P and N be free k[[~]] modules
for a fixed field k, and that P be a k[[~]] algebra with P/~P commutative. The condition
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mϕ = 0 is analogous to having specified an initial action functional that satisfies the quan-
tum master equation. In this paper, we develop our ideas about backgrounds alongside a
condensed overview of deformation theory; we do this for two reasons.
The first reason is that physical information (such as correlation functions, our gener-
alized correlation functions, and generalized Ward identities) are extracted from the back-
ground data with the aid of a set valued functor that is comparable to the classical defor-
mation functor. Essentially, we are interested in the equation
(1) mUϕ = 0
where U is an invertible element of P that depends on parameters. We supply two inter-
pretations: a Schro¨dinger interpretation where Uϕ is regarded as an evolution of ϕ, and a
Heisenberg interpretation where U−1mU is regarded as an evolution of m. From either
perspective, the evolution U is not arbitrary and the way it is constrained is intimately
tied to the physics of the theory. If the evolution is unobstructed, the constraints provides
enough relations to determine the correlation functions up to finite ambiguity. While one
might think of Uφ as a deformation of φ, or U−1mU as a deformation of m, we prefer
the interpretation as an evolution since that concept, along with the definition of a quan-
tum background itself, is evocative of a sort of graded quantum mechanics a` la Dirac [4],
but it is a quantum mechanics in the moduli space of action functionals for quantum field
theories having the same fields.
In this paper, we make restrictions on the form of U and the type of parameter space
over which ϕ evolves. Recall the Maurer-Cartan equation dγ+ 12 [γ, γ] = 0 in a differential
graded Lie algebraL leads to a covariant set valued functor of parameter ringsDefL where
DefL(A) is the set of solutions to the Maurer-Cartan equation with parameters in the ring
A, modulo a natural equivalence. In the same way, the quantum master equationmUϕ = 0
for a backgroundB leads to a set-value functor of k[[~]] parameter rings QFTB . Standard
deformation theory, enriched to account for ~, is used to prove (Theorem 3.4) that the
functor QFTB is (pro, homotopy) representable by a differential algebra R and a versal
solution U to Equation (1) with parameters in R. Recall that a functor F is representable
by a ring R if it is naturally equivalent to the functor hom(R, ), in which case the identity
homomorphism Id : R → R corresponds to an element U , which is a versal element in
F(R), modulo the obstructions encoded by the differential in R. Here, the evolution of
ϕ  Uϕ resembles a Schro¨dinger wave function over the space of theories; or Uϕ might
be compared to a versal action functional over the space of action functionals.
The main construction in the paper applies when QFTB is smooth formal, which in
algebraic terms means that the differential in the representing algebra R vanishes; equiva-
lently, there exist no obstructions to constructing a versal action functional (see Definition
3.5). In geometric terms, smooth formal means the initial background data comprises a
smooth point in the formal moduli space. In this case, we construct (Section 4) a quantum
flat superconnection on a bundle of over the moduli space
∇ : DΠ → DΠ ⊗R Ω
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Here, DΠ, R, and are the the tangent bundle, ring of functions, and space of differential
forms on the moduli space of solutions to Equation (1), all are free k[[~]] module equiva-
lents of the usual notions in formal geometry. We call the map∇ a quantum superconnec-
tion because: (i) ∇ depends on ~ and satisfies the ~-connection equation
(2) ∇(fe) = ~(df)e+ (−1)|f |f∇(e) for f ∈ R and a section e;
and is a Quillen-type superconnection since the target involves all of Ω and not only Ω1.
We prove (Theorem 4.5) that ∇2 = 0; i.e., ∇ is flat. The connection one-form part of ∇,
call it∇1 : DΠ → DΠ⊗RΩ1, defines a flat, torsion free connection, which taken together
with ~ in Equation (2), is similar to the pencil of flat connections on the tangent bundle of
a moduli space of topological conformal field theories [6]. But∇1 will, in general, depend
on ~. There is some evidence for the existence of special coordinates [12, 16] in which the
~ dependence of ∇1 reduces it to a pencil of flat connections, equipping the moduli space
with the structure of a representation of the operad H(M0,n), but this is not proved in the
present paper. One can think of the flat quantum superconnection∇ as furnishing a sort of
Frobenius infinity manifold structure to the moduli space associated to a background.
In the physics language, ∇1 encodes, up to a choice of one point functions, all of the
n point correlation functions for n > 1 of all the theories in the moduli space. We have
the compelling metaphor: a theory of graded quantum mechanics over the moduli space
of quantum field theories is tantamount to the correlation functions of the theories in the
space. This is accomplished without defining a measure for the path integral. From our
point of view, the path integral amounts to nothing more than a choice of the one point
functions, essentially a choice of basis of observables. The connection ∇1 determines the
two point functions for every theory in a neighborhood of the moduli space, and the n-point
functions for n > 2 are obtained via products and derivatives in the moduli directions. The
rest of the superconnection, ∇k for k > 1, defines a homotopy algebraic structure which
is a chain level generalization of correlation functions which, to our knowledge, is new
in physics. We offer an analogy with differential graded algebras: compare the correla-
tion functions derived from∇1 to the associative product in the homology of a differential
graded algebra and compare our chain-level generalized correlation functions derived from
∇k for k > 1 to a minimal A∞ structure defined in the homology of a dga that is quasi-
isomorphic to the original dga. We suspect that the quantum background is determined up
to quasi-isomorphism by the flat quantum superconnection ∇, but we do not pursue this
idea in this paper because ∇ is defined here only for smooth formal backgrounds and so
it’s difficult to determine the extent to which ∇ can be interpretted as a “minimal model”
for the background until obstructed backgrounds are better understood. Also, we acknowl-
edge that our definition of “quasi-isomorphism” for quantum backgrounds may need some
refinement—in particular, may need to encompass the concept of special coordinates.
The second reason that we develop QFT alongside Def is our sense that QFT gen-
eralizes Def . The relationship is epitomized in Section 6, where we discuss an example
related to differential BV algebras. The deformation theory of quantum field theories (i.e.,
the functor of k[[~]] algebras QFTB for a backgroundB) is richer than classical deforma-
tion theory (i.e., the functor of k-algebras DefL for an L∞ algebra L). The fact that when
QFTB is a smooth functor, the moduli space admits the quantum flat connection encoding
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correlation functions and homotopy correlation functions is evidence that QFTB is richer
since the DefL-moduli space does not naturally carry such an additional structure. The
definition of a background is quite general and might be constructed from a wide variety
of mathematical data. Our attitude is that the functor QFTB provides a notion of quan-
tum deformation theory that in some examples extends the classical deformation theory in
the ~ direction. When it is possible, one should attribute a background B to some initial
mathematical data under investigation, rather than an L∞ algebra L defined over k, and
study functors of k[[~]]-algebras. Our expectation is that correlations, at least in special
coordinates, arising from QFTB reveal invariants of the initial data that is more subtle
than what can be extracted from DefL as a functor of k-algebras. However, in order to
make a precise statement about QFT generalizing Def , one should have a theory of spe-
cial coordinates and perhaps generalize even further the kind of parameter rings on which
QFTB can be defined. One might think of DefL as the functor that controls deformations
of objects over (formal, graded, differential) commutative spaces whereas QFTB controls
deformations of objects over something like “quantized spaces.” We will expand on this
point of view in another paper.
Acknowledgements. We thank Michael Schlessinger, James Stasheff, and Dennis Sullivan
for many helpful and inspiring conversations and, in particular to Dennis Sullivan, for gen-
erous and supportive working conditions at CUNY. The authors also thank the referee for
excellent suggestions: what clarity there is in the description of the flat quantum supercon-
nection is due to the referee’s recommendations, and while we were not able, in the time
allotted, to convert ourselves to the “functors from rings to simplicial sets” point of view,
we recognize that it is a very good suggestion we intend to pursue it.
2. CATEGORIES, FUNCTORS, AND CLASSICAL DEFORMATION THEORY
This section is essentially a technical primer about deformation theory approached via
functors of parameter rings. The reader may wish to skip directly to section 3 where our
new ideas are introduced.
2.1. Categories. First, we review some of the tools we employ. In order to describe the
moduli space of quantum backgrounds, we use functors of parameter rings that are differ-
ential k[[~]]-algebras, in addition to being differential graded local Artin rings.
2.1.1. Parameter rings. We will be working with certain parameter rings, which we now
describe. Fix a field k. Although we have interest in the case that k has characteristic
p, let us assume for this paper that the characteristic of k is zero. A graded Artin local
algebra is defined to be a graded commutative associative unital algebra over k with one
maximal ideal satisfying the ascending chain condition. Such algebras are those local
algebras whose maximal ideals are nilpotent finite dimensional graded vector spaces. We
use mA to denote the maximal ideal of an Artin local algebra A. The quotient A/mA is
a field called the residue field of A. A differential on A is defined to be a degree one
derivation d : A → A satisfying d2 = 0. We denote the homology of A by H(A) :=
Ker(d)/ Im(d).
Let C be the category whose objects are differential graded Artin local algebras with
residue field k such that [1] 6= [0] in H(A); morphisms are local homomorphisms, i.e.
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differential graded algebra maps A → B such that Im(mA) = mB and the induced
maps on residue fields is the identity. Let Ĉ denote the category whose objects consist
of differential graded complete noetherian local algebras A for which A/(mA)j ∈ C for
every j and whose morphisms are local. Note objects in Ĉ are colimits of objects in C:
A = lim←−A/(mA)
j
.
Let Λ ∈ ob(Ĉ), concentrated in degree zero with zero differential, and denote the max-
imal ideal mΛ by µ. We define the category CΛ to be the subcategory of C consisting of
differential graded Artin localΛ-algebras; morphisms in CΛ are local differentialΛ-algebra
homomorphisms. Let ĈΛ be the category of projective limits of CΛ. We will be concerned
primarily with Λ = k[[~]] or Λ = k itself (and CΛ = C).
Definition 2.1. We call objects in CΛ parameter rings.
We have functors (“free”, “zero action”, and “underlying”)
(3) fr : Ĉ→ ĈΛ, z : Ĉ→ ĈΛ, and un : ĈΛ → Ĉ
defined by fr(A) = A⊗ˆkΛ, z(A) = A where the action of Λ on A is given by λa = 0
for λ ∈ µ and a ∈ A, and un(A) = A, the underlying Artin algebra with the Λ action
forgotten. Note that un ◦ z = Id : Ĉ→ Ĉ.
2.1.2. Tensor and fiber products of objects. For A,B ∈ ob(ĈΛ), we define A ⊗ B :=
A⊗̂ΛB ∈ ob(ĈΛ) with grading determined by deg(a⊗ b) = deg(a) + deg(b) and differ-
ential d defined as d(a ⊗ b) = d(a) ⊗ b + (−1)deg(a)a ⊗ d(b), for homogeneous a ∈ A,
b ∈ B.
Let A,B,C ∈ ob(CΛ) and α ∈ hom(A,C) and β ∈ hom(B,C). We define the fibered
productA×C B ∈ ob(CΛ) by A×C B = {(a, b) : α(a) = β(b)}. In ĈΛ, fibered products
do not exist since A×C B may fail to be noetherian.
2.1.3. Homotopy equivalence of morphisms and small extensions. Let us now recall the
homotopy model for the interval I .
Definition 2.2. Define I ob(ĈΛ) by I = k[[u, v]], deg(u) = 0, deg(v) = 1, and d(p(u) +
q(u)v) = p′(u)v.
One cannot evaluate an arbitrary element of I at particular values of u and v, but for
the (non-Artin) subalgebra I ′ consisting of polynomials in u and v and one does have
evaluation maps evi : I ′ → k and evi : fr(I ′) → Λ, where evi is evaluation at (i, 0) for
i = 0, 1.
Definition 2.3. Two morphisms τ0, τ1 : A→ B in ĈΛ are called homotopy equivalent, or
homotopic, if there exists an Artin subalgebra B′ ⊂ B ⊗ fr(I ′) and a morphism τ(u, v) :
A → B′ in ĈΛ satisfying τ(0, 0) := ev0τ(u, v) = τ0 and τ(1, 0) := ev1τ(u, v) = τ1.
As suggested by the terminology, homotopy equivalence is an equivalence relation. We
denote the set of homotopy equivalence classes of morphisms A→ B by hot(A,B).
Definition 2.4. For A = CΛ, ĈΛ, we define the category [A] to be the homotopy category
of A. That is, the category defined by ob([A]) = ob(A) and mor(A,B) = hot(A,B).
Let ρ : A→ B be a surjective morphism in CΛ.
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Definition 2.5. We say ρ is a small extension if Ker(ρ) is a nonzero ideal J such that
mAJ = 0. We say that ρ is an acyclic small extension if, in addition, H(J) = 0.
2.2. Functors of parameter rings. We now recall some basic definitions and properties
of set valued functors of parameter rings. For details see [14, 8].
2.2.1. Representability. Any covariant functor F : CΛ → Sets, the category of sets, can
be extended naturally to a functor F : ĈΛ → Sets by F (A) = lim←−F (A/m
j
A). A functor
F : ĈΛ → Sets satisfying F (A) = lim←−F (A/m
j
A) is called continuous. We consider
continuous, covariant functors F : ĈΛ → Sets satisfying F(k) = F (Λ) = {one point}.
Such functors form a cateogry FunΛ whose morphisms are natural transformations. In the
case that Λ = k, we will denote FunΛ simply by Fun.
Precomposition with fr, z, and un defined in (3) gives functors (which we denote by
the same letters)
(4) fr : FunΛ → Fun, z : FunΛ → Fun and un : Fun→ FunΛ.
Definition 2.6. We define a couple for F ∈ FunΛ to be a pair (A, ξ) where A ∈ ĈΛ and
ξ ∈ F(A).
Definition 2.7. For R ∈ ĈΛ, we define hR : ĈΛ → Sets by hR(A) = homΛ(R,A), and
define [hR] : [ĈΛ]→ Sets by [hR(A)] = hotΛ(R,A).
Definition 2.8. We say that F ∈ FunΛ is represented by R if F is isomorphic to hR for
someR ∈ ĈΛ. We say that F ∈ FunΛ is homotopy represented by R if F induces a functor
[ĈΛ]→ Sets that is represented by [hR].
In the original terminology [14], Schlessinger called representable functors and cou-
ples “pro-representable” and “pro-couples”—we drop the prefix. Homotopy representable
functors were treated by Manetti in [8] and Schlessinger-Stasheff in [15].
Remark 2.1. If F is represented by R, then under the identification hom(R,R) ≃ F(R),
there is an element Π ∈ F(R) corresponding to Id ∈ hom(R,R). The element Π is versal
in the sense that for all A ∈ ĈΛ, and for all ξ ∈ F(A), there exists a unique morphism
τ : R→ A so that F (τ)(Π) = ξ. One may say that F is represented by the couple (R,Π).
Likewise, if F is homotopy represented byR, then under the identification hot(R,R) ≃
F(R), there is an element Π ∈ F(R) corresponding to [Id] ∈ hot(R,R). The element Π
is versal in the sense that for all A ∈ ĈΛ, and for all ξ ∈ F(A), there exists a morphism
τ : R→ A unique up to homotopy, so that F (τ)(Π) = ξ. One may say that F is homotopy
represented by the couple (R,Π).
2.2.2. Smoothness and quasi-smoothness.
Definition 2.9. We say F ∈ FunΛ is smooth if and only if the map F(τ) : F(A)→ F(B)
is surjective for all small extensions τ : A→ B.
Definition 2.10. We say F ∈ FunΛ is quasi-smooth if and only if the map F(τ) : F(A)→
F(B) is surjective for all acyclic small extensions τ : A→ B.
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2.2.3. The Schlessinger condition. Let A,B,C ∈ ob(CΛ) and α ∈ hom(A,C), β ∈
hom(B,C) and consider the fibered product A ×C B. For any functor F ∈ FunΛ, the
versal property of fibered products (of sets) gives a map
(5) η : F(A×C B)→ F(A) ×F(C) F(B)
Definition 2.11. We say that F ∈ FunΛ satisfies the Schlessinger condition if the map η
in equation (5) is a bijection.
Readers familiar with Schlessinger’s work may recognize what we call the Schlessinger
condition as a version of his condition (H4) (see theorem 2.11 in [14]). This condition has
also been called the Mayer-Vietoris property [10] because of the relationship to abstract
homotopy theory [3].
2.2.4. Homotopy equivalence. Let G ∈ FunΛ and A ∈ ob(CΛ), we define a relation on
the set G(A) by setting ξ0 ∼ ξ1 if and only if there exists an Artin subalgebra A′ ⊂
A ⊗ fr(I ′) and a ξ(u, v) ∈ G(A′) with ξ(0, 0) = ξ0 and ξ(1, 0) = ξ1. We’re using the
shorthand ξ(i, 0) for G(evi)(ξ(u, v)) where evi : A ⊗ fr(I ′) → A is the evaluation map
determined by (u, v) = (i, 0) for i = 0, 1. We refer the reader to [8] for details.
Proposition 2.1. If G is quasi-smooth and satisfies the Schlessinger condition, then ∼ is
an equivalence relation and the functor F ∈ FunΛ defined by F(A) = G(A)/∼ induces a
functor on the category [ĈΛ].
Proof. The nontrivial, but standard, part is proving that the homotopy relation is transitive.
(see [8] theorem 2.8). 
2.2.5. Tangent space and tangent module. For i ∈ Z, we define the parameter ring Ei by
Ei := k[ǫi]/ǫ
2
i where ǫi has degree−i and d(ǫi) = 0.
Definition 2.12. Then, for any F ∈ FunΛ, we define the tangent space to F by
TF = ⊕iT
i
F := ⊕iF(Ei).
If F commutes with certain products of rings with trivial multiplicative structures then
TF naturally has the structure of a graded vector space. Specifically, if
(6) F(A×k B) ≃ F(A) × F(B)
for all rings A and B with m2A = m2B = 0 and d(A) = d(B) = 0 (the so-called vector
space objects in CΛ) then F(A) will be a vector space. For example, if F satisfies the
Schlessinger condition, then TF is a vector space. Also, and importantly, if F = G/∼
as in proposition 2.1, then TF is a vector space. Furthermore, T defines a functor from
the subcategory of FunΛ consisting of those functors satisfying (6) to Vect, the catgory of
graded vector spaces.
One can augment the tangent space slightly and obtain a natural Λ-module structure.
For each α ∈ Λ, one uses the morphisms
⊕ifr(Ei) = ⊕iΛ[ǫi]/ǫ
2
i
α·
−→ ⊕iΛ[ǫi]ǫ
2
i = ⊕ifr(Ei)
to get maps α : ⊕iF(fr(Ei))→ ⊕iF(fr(Ei)).
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Definition 2.13. For any F ∈ FunΛ, we define the tangent Λ module to F by
DF := ⊕iD
i
F ⊕i F(fr(Ei)).
Like the tangent space, D defines a functor from the subcategory of FunΛ consisting of
those functors satisfying (6) to ModΛ, the catgory of Λ-modules.
Proposition 2.2. Suppose that G ∈ FunΛ is quasi-smooth and satisfies the Schlessinger
condition. Let F = G/∼ as in proposition 2.1 and suppose that TF is finite dimensional
with basis {ξi}. Let {ti} be the dual basis for TF. Then, there exists a differential δ on
the algebra R := Λ[[ti]] with δ(mR) ⊆ (mR)2 and an element Ξ ∈ F(R, δ) so that F is
homotopy represented by the couple ((R, δ),Ξ).
Proof. See theorem 4.5 and corollary 4.6 in [8]. 
Let us recall one more result from the general theory of functors of parameter rings,
which provides a theoretical underpinning for the definition of “quasi-isomorphism” in
sections 2.3 and 3.
Proposition 2.3. Suppose G,G′ ∈ FunΛ are quasi-smooth and satisfy the Schlessinger
condition. Let F = G/∼ and F ′ = G′/∼ and suppose n : F → F′ is a natural
transformation. Then n is an isomorphism of functors if and only if Dn : DF → DF′ is an
isomorphism of graded Λ modules.
2.3. Classical deformation theory. We now recall the basic elements of classical de-
formation theory. In this subsection we define the category of L∞ algebras and define a
functorDefL for each L∞ algebraL. At the end of the section, we highlight the properties
of DefL (as described in the section 2.2 for general functors) as they pertain to L.
Now, we set Λ = k.
2.3.1. L∞ algebras. Let V = ⊕j∈ZV j be a graded vector space over k. As usual, let
V [n] denote the shift V [n] = ⊕j∈ZV [n]j , where V [n]j = V j+n. Let SiV denote the i-th
symmetric product of V . Note that ∧ : SiV [1]⊗ SjV [1]→ Si+jV [1] makes
C(V ) := ⊕∞i=0S
i(V [1])
into a differential graded commutative associative algebra. It is also a graded cocommuta-
tive coassociative coalgebra. The coproduct C(V ) → C(V ) ⊗ C(V ) is characterized by
the property that it is map of differential graded algebras, and that x 7→ x ⊗ 1 + 1 ⊗ x
for each x ∈ V [1]. Indeed, C(V ) is a construction of the free cocommuative coassociative
coalgebra over V [1]. The versal property characterizing this free construction is: for any
graded coalgebra C and any graded linear map C → V [1], there exists a unique coalgebra
map C → C(V ) extending the linear map. This gives an isomorphism of graded vector
spaces: homlinear(C, V ) ≃ homcoalgebra(C,C(V )).
We mention a second identification. Any homomorphism σ : SiV [1] → V extends
uniquely to a map σ ∈ Coder(C(V )), and any coderivation σ ∈ Coder(C(V )) is deter-
mined by its components σi : SiV [1]→ V . Thus, homlinear(C(V ), V ) ≃ Coder(C(V )).
Definition 2.14. An L∞ algebra L is defined to be a pair L = (V,D) where V is a graded
vector space, and D ∈ Coder1(C(V )) is a coderivation of degree 1, satisfying D2 = 0. A
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morphism σ : L→ L′ between two L∞ algebras L = (V,D) and L′ = (V ′, D′) consists
of a degree zero coalgebra map σ : C(V ) → C(V ′) with σ ◦D = D′ ◦ σ. Let us denote
the category of L∞ algebras by L.
We will use the notation di for Di : SiV [1]→ V , the i-th component of D.
2.3.2. Maurer-Cartan Functor.
Definition 2.15. Let L = (V,D) ∈ ob(L). We define a functor MCL ∈ Fun by
MCL(A) = {degree 0 differential coalgebra maps m∗A → C(V )}.
Here, m∗A is the differential coalgebra m∗A := hom(mA, k).
The functor MCL satisfies the Schlessinger condition and is quasi-smooth. Therefore,
we can form the quotient MCL /∼, where ∼ is the natural gauge equivalence defined in
Section 2.2.4. Let us make a list of definitions:
Remark 2.2. Any coalgebra map m∗A → C(V ) is determined by a linear map m∗A → V ;
equivalently, by and element in V ⊗mA. Then
(7) γ ∈MCL ⇔ d1(γ) + 1
2!
d2(γ ∧ γ) +
1
3!
d3(γ ∧ γ ∧ γ) + · · · = 0.
where the γ on the right is viewed as an element in V ⊗mA and di : Si((V ⊗ma)[1]→ V ⊗
mA is extended from the components of the L∞ structure on C(V ) using the differential
and multiplication in A.
Definition 2.16. Let L be an L∞ algebra.
(1) Define the quotient DefL := MCL /∼where∼ is the natural gauge equivalence.
(2) The assignment L 7→ DefL defines a functor from Def : L→ Fun.
(3) We defineH(L) to be the vector spaceH(L) := TDefL [1] and call it the homology
of L. The composition H := T ◦Def defines a functor H : L→ Vect.
Remark 2.3. In practice, the classical deformation theory of a mathematical object [14, 7,
8] is controlled by an L∞ algebra L. This means that given a mathematical object, for
which there exists the concept of a deformation of that object over a parameter ring A and
the concept of equivalence of such deformations, there is a bijection of sets
 (equivalence classes of) deformationsof the object over the ring A

↔ DefL(A).
Proposition 2.4. Suppose L is an L∞ algebra and TDefL = H(L)[−1] is finite dimen-
sional with basis {α1, . . . , αk}. Let {si} be the dual basis and let S := k[[s1, . . . , sk]].
There exists a differential d : S → S with d(mS) ⊂ (mS)2 and Γ ∈ MCL(S) such that
DefL is homotopy represented by the couple ((S, d),Γ).
Proof. Apply proposition 2.2 to DefL. 
Definition 2.17. Let L be an L∞ algebra and assume H(L) is finite dimensional.
(1) We call L finite.
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(2) A morphism L→ L′ is called a quasi-isomorphism if the map DefL → DefL′ is
an isomorphism of functors, in which case L and L′ are called quasi-isomorphic.
(3) We call Γ in proposition 2.4 a versal solution to the Maurer-Cartan equation.
(4) We call L smooth formal if d = 0 for d : S → S as in proposition 2.4.
Remark 2.4. In light of the proposition 2.3, one can assemble the parts of the definition
above to say that L and L′ are quasi-isomorphic if and only if there exists a morphism
σ : L→ L′ inducing an isomorphismH(L)→ H(L′), which together with a computation
establishing
TDefL ≃ Ker(d1)/ Im(d1),
may be used to give an alternative definition of quasi-isomorphism as a morphism L→ L′
inducing an isomorphism in homology.
3. QUANTUM BACKGROUNDS
Quantum backgrounds were invented to provide an algebro-mathematical formulation
of quantum field theory. We begin by defining a quantum background (see Definition 3.2)
which one can think of as the input data, leading naturally to a functorQFT (see Definition
3.4). From now on, we set Λ = k[[~]].
3.1. The category B.
Definition 3.1. We say that a graded associative, unital Λ-algebra P has a classical limit
provided P is free as a Λ module and if K = P/~P is a graded, commutative, associative,
unital k-algebra.
Note that if P has a classical limit, then P ≃ K ⊕ ~K ⊕ ~2K ⊕ · · · and [P, P ] ⊆ ~P.
Definition 3.2. We define a backgroundB to be a four-tuple B = (P,N,m,ϕ) where
(1) P = ⊕iP i is a graded, associative, unital Λ-algebra with a classical limit,
(2) N = ⊕iN i is a graded left P module, which is free as a Λ module,
(3) m ∈ P 1 satisfies m2 = 0 (m is called a structure),
(4) ϕ ∈ N0 satisfies m · ϕ = 0 (ϕ is called a vacuum).
A morphism between two backgrounds B = (P,m,N, ϕ) and B′ = (P ′,m′, N ′, ϕ′)
consists of a map σ : P → P ′ of graded Λ algebras and a map τ : N → N ′ of graded P
modules (where N ′ becomes a P module via σ) with τ(ϕ) = ϕ′ satisfying the compata-
bility
τ(maϕ) = m′σ(a)ϕ′ for all a ∈ P.
Denote the category of backgrounds by B.
3.2. Quantum master equation.
Definition 3.3. Let B = (P,N,m,ϕ) be a background, let (A, d) ∈ ob(CΛ), where CΛ is
the category of differential graded Artin local Λ = k[[~]] algebras, and π ∈ (P ⊗ mA)0.
We call the equation
(8)
(
eπ/~me−π/~ − ~eπ/~d
(
e−π/~
))
ϕ = 0
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the quantum master equation, and denote the set of solutions by QMB(A):
QMB(A) =
{
π ∈ (P ⊗mA)
0 such that
(
eπ/~me−π/~ − ~eπ/~d
(
e−π/~
))
ϕ = 0
}
.
Notice that mk = 0, so QMB(k) = {0}, and any morphism τ : A → B ∈ hom(CΛ)
gives rise to a map from QMB(A)→ QMB(B) given by π 7→ (1 ⊗ τ)π. Thus, we have
defined a functor QMB ∈ FunΛ.
Definition 8 relies on the fact that both terms eΠ/~me−Π/~ and ~eΠ/~d
(
e−Π/~
)
are
well defined elements of P ⊗A, a fact that we clarify in two remarks. An example follows
in a third remark.
Remark 3.1. First, we establish the meaning of [η,ζ]
~
in P ⊗A. The ring P by assumption
is free as a Λ module, but A, owing to its nilpotency, cannot be and so ~ is a zero divisor
in P ⊗A. However, in P , one has [P, P ] ⊆ ~P , so one has an operator
[ , ]
~
: P × P → P
α, β 7→ γ
where γ ∈ P is defined by expressing [α, β] = ~γ. Then, for η = α⊗ a and ζ = β ⊗ b in
P ⊗A, one defines
[η, ζ]
~
=
[α⊗ a, β ⊗ b]
~
:= γ ⊗ ab ∈ P ⊗A.
Then, 1
~j
[η1, [· · · [ηj−1, ηj ] · · · ] ⊆ P ⊗A is understood in the same way.
Remark 3.2. Expanding eπ/~me−π/~ and ~eπ/~d
(
e−π/~
)
in terms of repeated commuta-
tors:
eπ/~me−π/~ = exp
(
[−, π]
~
)
(m) = m+
[m,π]
~
+
[[m,π], π]
2~2
+ · · ·
displays each term as an element of P ⊗ A, and the sum terminates since mA is nilpotent.
The same holds for the d term once expanded as
~eπ/~d
(
e−π/~
)
= f
(
[−, π]
~
)
(dπ), where f(x) = e
x − 1
x
=
∑
j≥0
xj
(j + 1)!
.
Remark 3.3. In certain cases, the quantum background B arises from a differential BV
algebra (V, d,∆, ·) with Lie bracket ( , ). In these cases, the quantum master equation
defined for the background as defined above reduces to the usual quantum master equation
seen in the physics literature:
dπ + ~∆π +
1
2
(π, π) = 0
for π ∈ V ⊗mA. This example is illustrated in Section 6.
Theorem 3.1. The functor QMB is quasismooth and satisfies the Schlessinger condition.
Proof. Since QMB is given as a solution set of an equation, QMB satisfies the Sch-
lessinger condition. To show that it is quasi-smooth, let (A, d) ∈ ob(CΛ) and let CA =
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(P ⊗A)ϕ denote the cyclic submodule of N ⊗ A generated by the vacuum ϕ (= ϕ⊗ 1).
Note that CA is a complex with differential D : CjA → C
j+1
A defined by
D((π ⊗ a)ϕ) = (mπ ⊗ a)ϕ+ (−1)|a|~(π ⊗ d(a))ϕ.
Let τ : A → A′ be an acyclic small extension with kernel I and let a′ ∈ QMB(A′).
Since τ is surjective, we can choose an a ∈ P ⊗mA so that 1⊗ τ(a) = a′. Let
i = ea/~me−a/~ − ~ea/~δ
(
e−a/~
)
∈ PA.
Notice that (1 ⊗ τ)(iϕ) = 0. So, iϕ is in the kernel of 1 ⊗ τ : CA → CA′ . Since the
functor ⊗ is right-exact, iϕ ∈ CI , and we can write iϕ = i′ϕ for some i′ ∈ I. Now, since
a ∈ mA, we have ai′ = 0 and e−a/~i′ = i′. Now, we have
i′ϕ = e−a/~i′ϕ = e−a/~iϕ
= e−a/~
(
ea/~me−a/~ − ~ea/~d
(
e−a/~
))
ϕ =
(
me−a/~ − ~d
(
e−a/~
))
ϕ.
Now, consider
D(i′ϕ) =
(
m2e−a/~ − ~md
(
e−a/~
)
+ dme−a/~ − ~d2
(
e−a/~
))
ϕ = 0.
Since I is acyclic, CI is acyclic, which implies that there exists a jϕ ∈ C0I with Djϕ =
i′ϕ. Define a′ = a − ~j ∈ (P ⊗ mA)0. The claim is that a′ ∈ QMB(A). To show
this, we compute. First note that aj = 0 and j2 = 0 imply that ea′/~ = ea/~ + j and
e−a
′/~ = e−a/~ − j. So(
ea
′/~me−a
′/~ − ~ea
′/~d
(
e−a
′/~
))
ϕ
=
((
ea/~ − j
)
m
(
e−a/~ + j
)
− ~
(
ea/~ − j
)
d
(
e−a/~ + j
))
ϕ
= iϕ− jmϕ−mjϕ− jmjϕ+ ~jde−a/~ϕ− ~ea/~djϕ = (i′ −Dj)ϕ = 0.

As a corollary, we make the following definition:
Definition 3.4. Let B be a background.
(1) We define QFTB := QMB /∼ where ∼ is the natural gauge equivalence.
(2) The assignment B 7→ QFTB defines a functor from QFT : B→ FunΛ.
(3) We defineH(B) to be the vector spaceH(B) := TQFTB and call it the homology
of B. The composition H := T ◦ QFT defines a functor H : B → Vect. In
addition, we define the Dirac module of B to be the Λ-moduleD(B) := DQFTB .
The composition D := D ◦QFT defines a functor D : B→ModΛ.
Proposition 3.2. Let B be a background. There are natural isomorphisms
D(B) ≃
{
a ∈ P :
[m, a]
~
ϕ = 0
}/
∼(9)
and
H(B) ≃
{
a ∈ P ⊗Λ k :
[m, a]
~
ϕ = 0
}/
∼(10)
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where a1 ∼ a0 if and only if (a1 − a0)ϕ = [m,b]~ ϕ for some b ∈ P (or P ⊗Λ k).
Proof. We set up the natural isomorphism (10) in homogeneous pieces by
ξ ↔ a.
For ξ ∈ (P ⊗Λ mEi)0, with ξ = aǫi, where a ∈ P−i ⊗Λ k and ǫi ∈ mEi , one writes
eaǫi/~me−aǫi/~ϕ =
(
m−
1
~
[m, a]ǫi +
1
2~2
[[m, a], a]ǫ2i + · · ·
)
ϕ = −
1
~
[m, a]ǫiϕ
and sees that ξ ∈ QMB(Ei) if and only if
[m,a]
~
ϕ = 0.
Now we check equivalence. First suppose [m,a0]
~
ϕ = 0 and [m,a1]
~
ϕ = 0 and (a1 −
a0)ϕ =
[m,b]
~
ϕ for some b ∈ P. Then, define ξ(u, v) = (a1u + a0(1 − u) + bv)ǫi.
One sees that ξ(0, 0) = ξ0 = a0ǫi and ξ(1, 0) = ξ1 = a1ǫi. To see that ξ(u, v) ∈
QMB(Ei ⊗ fr(k[u, v]/(u
2, uv, v2)), compute:(
eξ(u,v)/~me−ξ(u,v)/~ − ~eξ(u,v)/~δ
(
e−ξ(u,v)/~
))
ϕ
= −
(
[m, ξ1]
~
u
[m, ξ0]
~
(1− u) +
[m, b]
~
v − (ξ1 − ξ0)v
)
ϕ = 0.
Conversely, let
ξ(u, v) = (a(u) + b(u)v)ǫi ∈ P
−i ⊗ I ′
for a(u), b(u) ∈ P−i ⊗Λ k[u] for some I ′ ⊆ k[u, v]. Then ξ(u, v) ∈ QMB(Ei ⊗ fr(I ′))
implies that m,[a(u)]
~
ϕ = 0 and a′(u)ϕ = [m,b(u)]
~
ϕ. Define b =
∫ 1
0
b(u)du. Then,
for ξ(0, 0) = a0ǫi and ξ(1, 0) = a1ǫi, a0, a1 ∈ P−i ⊗Λ k, we have [m,a0]~ ϕ = 0 and
[m,a1]
~
ϕ = 0 and (a1 − a0)ϕ = [m,b]~ ϕ.
The computation for D(B) is the same, except that the correspondence (9) [ξ] ↔ [a]
is setup for ξ ∈ (P ⊗Λ mfr(Ei))0 = P−i ⊗k mEi with ξ = aei with a ∈ P−i and
ei ∈ mEi . 
Corollary 3.3. Let CΛ = Pϕ and Ck = (P ⊗Λ k)ϕ be the cyclic submodules of N and
N ⊗ k generated by the vacuum.Then multiplication on the left by m defines differentials
m : CjΛ → C
j+1 and m : Cjk → C
j+1
k . Then the Dirac space and tangent space
are isomorphic to the homology of these complexes D(B) ≃ H(CΛ,m) and H(B) ≃
H(Ck,m).
Theorem 3.4. Suppose thatB is a background and TQFTB = H(B) is finite dimensional.
with basis {ξ1, . . . , ξr}. Let {t1, . . . , tr} be the dual basis and let R = Λ[[t1, . . . , tr]].
There exists a differential δ : R → R with δ(mR) ⊂ (mR)2 and Π ∈ QMB(R) such that
QFTB is homotopy represented by the couple ((R, δ),Π).
Proof. Apply proposition 2.2 to QFTB . 
Definition 3.5. Let B be a background and assume H(B) is finite dimensional.
(1) We call B finite.
(2) A morphism of backgroundsB → B′ is called a quasi-isomorphism if QFTB →
QFTB′ is an isomorphism of functors, in which case we say B and B′ are quasi-
isomorphic.
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(3) We call Π in proposition 3.4 a versal solution to the quantum master equation.
(4) We call B smooth formal if δ = 0 for δ in proposition 3.4.
4. FLAT QUANTUM SUPERCONNECTION
One is able to supply derived algebro-geometric interpretations of structures associated
to smooth formal backgrounds. Some of these structures have been unearthed in specific
examples, and our aim in this section to explain this structure from a unifying perspective
afforded by backgrounds. For example, our main construction is a flat superconnection
∇ on a bundle over the functor QFTB . The connection one-form part of ∇, which we
call∇1, defines a flat connection which coincides with the connection defined in [1] in the
setting of quantum periods. Throughout this section we assume that B is a smooth formal
background.
4.1. Conceptual description. First, to define a bundle over a functor F of parameter
rings, one assigns an A module Mπ to each point π ∈ F(A), functorial with respect to
ring maps A → A′. In the case of QMB for a background B and a point π ∈ QMB(A)
where A is a parameter ring with zero differential, we can define a new background Bπ as
Bπ := (B ⊗A,m
π, N ⊗A,ϕ⊗ 1)
where mπ := eπ/~me−π/~. To see that Bπ defines a background, note that mπ squares to
zero (trivially) and that mπ(ϕ⊗ 1) = 0 by the quantum master equation. Let
Dπ := D(Bπ) = {x ∈ P ⊗A :
[mπ, x]
~
φ = 0}/ ∼
= H(CA,m
π)
where CA = (P ⊗ A)ϕ is the cyclic submodule of N ⊗ A generated by the vacuum.
The Dirac space Dπ of the background Bπ is an A module. If f : A → A′ is a map of
parameter rings, we obtain a map of backgroundBπ → BF(f)(π) and hence a map of Dirac
spaces. Furthermore, if π ∼ π′, the backgroundsBπ and Bπ′ are quasi-isomorphic, hence
have isomorphic Dirac spaces. Thus, the construction ofDπ from π ∈ QMB(A) defines a
bundle over the functor QFTB when QFTB is smooth formal. Call this bundle the versal
Dirac bundle and denote it by D˜. We haven’t defined a background Bπ for π ∈ QMB(A)
when A is a parameter ring with nonzero differential, but it’s straightforward (but not
necessary for smooth backgrounds) to modify the definition of Dπ for such a point π. Set
Dπ := H(CA,m+ d) where d is the differential in A. The versal Dirac bundle resonates
with how one thinks of the quantum master equation: a solution of the quantum master
equation over a ring A with no differential defines a new background Bπ defined over A.
By taking the Dirac space of Bπ one obtains an A module which is the fiber of a bundle
over the moduli space.
Next, we describe the construction of a flat connection on the versal Dirace bundle D˜
of a smooth formal background. According to Grothendieck, a flat connection on a bundle
over a functor is given by a collection of A module isomorphisms D0 ⊗A→ Dπ for each
point π over A, identifying the fiber over π with the fiber over 0. It will be convenient
to use a representing couple (R,Π) where we take R to have zero differential. Using the
representing couple, we replace D˜ with the R module DΠ and obtain a flat connection by
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defining an isomorphism D0 ⊗ R → DΠ. This suffices to define a flat connection on the
versal Dirac bundle since any other point π over A is given by a morphism of parameter
rings R→ A inducing DΠ → Dπ and induces an isomorphism D0 ⊗A→ Dπ.
In terms of a representing couple (R,Π), we have the moduli space M = spec(R)
and R = Λ[[H∗]] = k[[~, H∗]] where H is the homology of the background and H∗ is
the linear dual H∗ = homk(H, k). Since H = homΛ(R, k[t]/t2) is isomorphic to the
derivations of R, the vector space H is naturally isomorphic to the tangent space of the
formal space M at its base point. Let D0 = D(B) denote the Dirac space of the original
background, which is the fiber of the Dirac bundle at the base point. We will prove that
H ⊗k R ≃ DΠ, which implies that D0 ≃ H [[~]] and D0 ⊗ R ≃ H ⊗k R ≃ DΠ, which
defines a flat connection on D˜. From another point of view, bundles over M correspond
to R modules. In particular, sections of the versal Dirac bundle D˜ are elements in the
R module DΠ, which we will also call the versal Dirac bundle. The connection that we
define,∇1, defines a map
∇1 : D0 ×DΠ → DΠ
(X,Y) 7→ ∇1XY
which is R linear in the first coordinate ∇1fXY = f∇1XY and satisfies the ~-connection
equation in the second
∇1X(fY) = ~X(f)Y + (−1)
|f |f∇1XY for f ∈ R, X ∈ D, Y ∈ DΠ.
We prove that ∇1 is flat:
∇1X∇
1
Y Z −∇
1
Y∇
1
XZ −∇
1
[X,Y ]Z = 0.
Equivalently, we can use Ω := R[[H∗[1]]] = k[[~, H∗, H∗[1]]], the module of Kahler
differentials on R, to write the connection using one-forms:
∇1 : DΠ → DΠ ⊗R Ω
1.
In fact, what we define is a “chain level” flat connection on the bundle of cyclic modules
CR = (P ⊗Λ R)ϕ
∇chain : CR → CR ⊗R Ω
1
which descends to ∇1 on the Dirac space. However, a deeper analysis of ∇chain on CR
reveals that when∇chain is compressed from the chain level to the Dirac space, it manifests
as a superconnection
∇ : DΠ → DΠ ⊗R Ω
which can be decomposed as∇ = ∇1 +∇2 +∇3 + · · · with each∇i : DΠ → DΠ ⊗Ωi.
In a basis of DΠ, ∇i = ddR + Ai where ddR is the de Rham differential in Ω and Ai is a
matrix of i-forms. We prove that the quantum superconnection∇ is flat. The relationship
between ∇1 to ∇ is analogous to a familiar one concerning differential graded algebras.
Given a dga (A, d, ·), the product descends to an associative structure in the homology
H(A, d). However, a more refined structure which always exists is a minimalA∞ structure
in H(A, d) that is quasi-isomorphic to the dga (A, d, ·). The first part of such a minimal
A∞ structure on H(A, d) coincides the the associative structure in H(A, d), but the A∞
structure has more information, it determines the dga (A, d, ·) up to homotopy equivalence.
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The connection ∇1 is defined canonically from a representing couple (R,Π) but our
construction of the superconnection depends on an R module decomposition CR ≃ D′ ⊕
E ⊕ F where D′ ≃ DΠ are representatives for the Dirac bundle, and mΠ : F → E is an
isomorphism. Such a Hodge decomposition of a chain complex is often used in order to
obtain a minimal A∞ structure in the homology of a dga.
4.2. Heisenberg versus Schro¨dinger. As mentioned above, if π ∈ QMB(A) and the
differential in A is zero, then we can define a new background with parameters in A. The
way it was described above was according to the Heisenberg representation. Explicitly,
(11) BHeisπ := (P ⊗A,mπ , N ⊗A,ϕ⊗ 1)
becomes a background: (mΠ)2 = 0 (trivially) and the quantum master equation says that
mΠϕ = 0 (nontrivially). We think of BHeisπ as an evolution of B in which the structure m
that evolves:
m mπ = U−1mU where U = e−π/~.
The structure mπ depends on a parameter t in a parameter ring R. For t = 0, one has the
initial structuremπ(0) = m (since π ∈ P ⊗mR), and we imagine as t varies, mπ(t) varies
over the space spec(A) of structures path connected to the initial one.
There is also a Schro¨dinger interpretation of the evolution B to the background
(12) BSchrπ := (P ⊗A,m,N((~))⊗A, e−π/~ϕ).
In B˜Schr, it is the vaccuum ϕ, rather than the structure m, that evolves:
ϕ Uϕ.
We permit the moduleN and the evolving vacuumUϕ = e−π/~ϕ to have contain negative
powers in ~, but only finitely many. An expansion in terms of A coordinates ti
(13) e−π/~ϕ =
∞∑
j=0
(−1)j
πj
~jj!
ϕ =
∑
i1≥0,...,in≥0
j≥−(i1+···+in)
ti1 . . . tin~
jpi1,...,inj ϕ,
for pi1,...,inj ∈ P shows that e−π/~ϕ is a formal Laurent series for each fixed total degree
of the ti’s. Now we prove the equivalence of the Heisenberg and Schro¨dinger perspectives
Proposition 4.1. The backgrounds BHeisπ and BSchrπ are quasi-isomorphic.
Proof. The morphism of quantum backgrounds
(σ, τ) : BHeisπ → B
Schr
π
defined by
σ(α) = UαU−1 for α ∈ P ⊗A and τ(ψ) = Uψ for ψ ∈ N ⊗A.
The Heisenberg Dirac module is computed by putting the parameters in the chain complex
and twisting the differential:
D(BHeisπ ) = H(C
Heis
π ,m
π) where CHeisπ = (P ⊗A)ϕ.
In the Schrodinger picture, we twist the complex and leave the differential unchanged:
D(BSchrπ ) = H(C
Schr
π ,m) where CSchrπ = (P ⊗A)e−π/~ϕ.
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The map D(BHeisπ )→ D(BSchrπ ) induced by (α, τ) is an isomorphism
U−1mUxϕ = 0⇔ mUxU−1Uϕ = 0⇔ mσ(x)τ(ϕ) = 0
and
U−1mUxϕ = yϕ⇔ mUxU−1Uϕ = UyU−1Uϕ⇔ mσ(x)τ(ϕ) = σ(y)τ(ϕ).

4.3. The isomorphism H ⊗k R → DΠ. We now switch to using the Schrodinger repre-
sentation. Since we use this picture for the remainder, we do not use the superscript Schr.
Set U := e−Π/~. Then the primary chain complex consists of the R module
CΠ = P ⊗RUϕ
with differential given by multiplication bym. The closed elements correspond to elements
X ∈ P ⊗ R satisfying mXUϕ = 0 and the exact elements correspond to elements Y ∈
P ⊗R satisfying YUϕ = mXUϕ. Since H is the k-vector space of k-linear derivations of
R, H also acts on P ⊗R as P linear derivations. However, a P linear derivation ofR maps
CΠ →
1
~
CΠ since differentiating U may introduce one negative power of ~. However ~H
acts on CΛ by P linear derivations.
Theorem 4.2. If B is a smooth formal background represented by the couple (R,Π), then
the mapΦ0 : H → CΠ defined byΦ0(x) = ~xUϕ induces an isomorphismH⊗kR ≃ DΠ.
Proof. Since Π is a solution to the master equation, 0 = mUϕ. Apply the derivation ~x
to get ~xmUϕ. Since m ∈ P and x is a P linear derivation of R, m and x commute and
we have 0 = m~xUϕ. Now, ~x(U)ϕ = ~x(U)U−1Uϕ and since ~x(U)U−1 ∈ P ⊗ R
contains no negative powers of ~, Φ0 = ~x(U)ϕ is a closed element in CΠ. Taking the
homology class of Φ0 defines a map H → DΠ.
To see that the map, when the coefficients are extended to R becomes an isomorphism
H⊗R→ DΠ, first observe that it is injective. If Φ0(s) = ~xUϕ satisfies ~xUϕ = mYUϕ
for some YUϕ ∈ CΠ, then reducing this equation modulo ~ andH∗ implies that x satisfies
xϕ = myϕ for y = Y mod ~, H∗.
To see that Φ0 is surjective DΠ, note that if mXUϕ = 0 then reducing this equation
modulo H∗ yields mX1ϕ = 0 for X1 = X mod ~H∗ ∈ (P ⊗ R)/H∗ ≃ P . So X1
defines a class inH⊗R/H∗ andΦ0(X1) = X mod H∗. Then,X−Φ0(X1) mod (H∗)2
is an m closed element of (P ⊗R)/(H∗)2 hence defines an element X2 ∈ H⊗R/(H∗)2.
Then X = Φ0(X1 +X2) mod (H∗)3, and so on. This builds inductively an element in
X = X1 +X2 +X3 ∈ H ⊗R with Φ0(X) = Xϕ. 
By reducing the isomorphism H ⊗k R ≃ DΠ modulo H∗, we see that there is no ~
torsion in D.
Corollary 4.3. If B is a smooth background then D(B) ≃ H(B)[[~]].
Remark 4.1. In coordinates, say {xi} is a basis for H with dual basis {ti}, we have xi acts
by ~ ∂∂ti on R = k[[~, ti]] and P [[~, ti]]. A versal solution to the quantum master equation
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Π has the form
Π =
∑(
xiti + ~x
(1)
i ti + ~
2x
(2)
i ti +O(~
3)
)
+
(
xijtitj + ~x
(1)
ij titj~
2x
(2)
i tj +O(~
3)
)
+ · · ·
with xi1,...,in ∈ P . The first terms {xi} are the k-basis for H and the linear in t terms
{Xi := xi + ~x
(1)
i + ~
2x
(2)
i + ~
3 · · · } are a k[[~]] basis for D and
{
Xi := ~
∂e−Π/~
∂ti
}
is
an R = k[[~, H∗]]-basis for DΠ. In the case that Π commutes with its derivatives in P ,
Xi =
∂Π
∂ti
. The isomorphisms H ⊗ Λ→ D and H ⊗ R → DΠ are given by xi 7→ Xi and
xi 7→ Xi.
Remark 4.2. Recent developments [12, 16] suggest that the converse to Corollary 4.3 is
true and the concept of special coordinates in string theory is related to the way in which an
isomorphism D(B) ≃ H(B)[[~]] can be extended to produce a “special” versal solution
to the quantum master equation.
So, as described in the conecptual description of the connection, Theorem 4.2 implies
that D0 ⊗ R ≃ H ⊗k R ≃ DΠ and therefore defines a flat connection on DΠ. Now
we translate from the Grothendieck formal geometry picture to the covariant derivative
picture of a flat connection. The translation amounts to observing that D0 = H [[~]] is
the Λ = k[[~]] module of Λ linear derivations of R = k[[~, H∗]], hence act as P linear
derivations of CΛ and DΛ.
Definition 4.1. Define∇chain : D0×CΠ → CΠ by (X,Y) 7→ ∇chainX (Y) = ~X(Y)U−1.
First note that ~X(YUϕ) = ~X(YU)U−1Uϕ and that ~X(YU)U−1 has no negative
powers of ~. This proves that ∇X : CΠ → CΠ. Now, since m ∈ P and X acts as a P
linear derivation, ∇X(mY) = X(mY) = mXY so ∇X is a chain map, hence defines a
map
(14) ∇1 : D0 ×DΠ → DΠ
4.4. Superconnection on the versal Dirac module. First, refashion ∇chain in terms of
differential forms. Let Ωk = R[[H∗]]⊗R Sk(H∗[1]) be the module of k forms on specR
and Ω := ΠkΩk be the module of Kahler differential forms. Let ddR : Ω → Ω denote the
de Rham differential; i.e., the shift functor H 7→ H [1] extended to a Λ-linear derivation of
Ω. Therefore ~ddR : CΠ ⊗R Ω → CΠ ⊗R Ω is a square zero P linear derivation. Since
m ∈ P , [m, ~ddR] = 0. Therefore, ddR descends to give a map
∇1 : DΠ → DΠ ⊗R Ω
1
This is precisely the same as the connection defined before, expressed in terms of a con-
nection one forms.
However, one can do better. We now explain how to transfer ddR to a superconnection
∇ : DΠ → DΠ ⊗R Ω. In order to do so, we use one more piece of data. Consider
Φ0 : H → CΠ as in Theorem 4.2 defined by Φ0(x) = ~x(U). Since Φ0(H) is closed in
CΠ and RΦ0(H) ≃ DΠ, we may choose an acyclic complement E in CΠ so that
(15) CΠ = Φ0(H)⊕ E.
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Now, the equation
(16) mΦ0 = 0
implies m~ddRΦ0 = 0. Therefore,
(17) ~ddRΦ0 = A1Φ0 +mΦ1
where A1 : DΠ → DΠΩ1 and Φ1 : H → E ⊗ Ω1. Since d2dR = 0, applying ~ddR to
Equation (17) yields
(~ddRA
1)Φ0 −A1~ddRΦ
0 −m~ddRΦ
1 = 0.
Using Equation (17) again get
0 = (~ddRA
1)Φ0 −A1(A1Φ0 +mΦ1)−m~ddRΦ
1
= (~ddRA
1 −A1A1)Φ0 +m(~ddRΦ
1 −A1Φ1).
This one equation splits into the two equations
~ddRA
1 −A1A1 = 0(18)
m(~ddRΦ
1 −A1Φ1) = 0(19)
Now, the second equation defines a cycle inCΠ⊗RΩ and so implies that ~ddRΦ1−A1Φ1 =
A2Φ0 +mΦ2 for unique A2 : DΠ → DΠ ⊗R Ω2 and Φ2 : H → E ⊗R Ω2. Iterating this
procedure proves the following theorem:
Theorem 4.4. For every versal solution Π to the quantum master equation, and every
choice of acyclic complement E of Φ0(H) in CΠ, there exist unique maps An : DΠ →
DΠ ⊗ Ω
n for n ≥ 1 and Φn : H → E ⊗ Ωn for n ≥ 0 satisfying
~ddRA
n =
n∑
j=1
(−1)n+jAn+1−jAj ,(20)
~ddRΦ
n
i =
n∑
j=0
An+1−jΦj +mΦn+1.(21)
Definition 4.2. Define ∇ : DΠ → DΠ ⊗R Ω by
∇ := ~ddR +A
1 +A2 + · · ·
Theorem 4.5. ∇ is flat.
Proof. Notice, that∇ satisfies
∇(fY) = ~dDR(f) ∧ Y + (−1)
|f |f∇(Y)
for any f ∈ R and Y ∈ DΠ. Equation (20) implies ∇2 = 0, which is the flatness
condition. 
Remark 4.3. As discussed in the next section, this small connection carries all of the infor-
mation about the correlation functions (except for a choice of one-point functions). How-
ever,∇ carries much more information, what might be thought of as homotopy correlation
functions. For example, in the B-model, the homotopy correlation functions should give a
chain level generalization of the Frobenius manifold structure already discovered [1, 2].
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5. PATH INTEGRAL, CORRELATION FUNCTIONS, AND GENERALIZATIONS
In this section, we relate the quantum superconnection to the correlation functions of
the quantum field theory defined by the quantum background B. We assume B is finite,
but not necessarily smooth formal.
5.1. Path integral.
Definition 5.1. Let B = (P,m,N, ϕ) be a background. We define a (chain level) path
integral pairing for B to be a k[[~]] module map
∫
: N → k[[~]], which we denote by
ψ 7→
∫
ψ, satisfying
• (P Module axiom)
∫
(αβ)ψ =
∫
α(βψ) for all α, β ∈ P , and ψ ∈ N ,
• (Stokes axiom)
∫
mψ = 0 for every ψ ∈ N .
We call the condition
∫
mψ = 0 Stokes axiom because, if we use
∫
ψ
α to denote
∫
αψ,
the condition
∫
ψm = 0 implies ∫
∂ψ
α =
∫
ψ
Dα,
where ∂ and D are differentials in P and N defined by
∂(ψ) = mψ and Dα = mα.
Given a finite backgroundB and a ring (R, δ) which represents QFTB , one can extend
the module N to CΛ which is a left P module with the action of m extended to be that of
m⊗ 1. A path integral pairing
∫
for B extends
CΛ → R((~))
and extends with module compatibility property and the Stokes property.
Definition 5.2. If Π is a versal solution to the quantum master equation, then e−Π/~ϕ ∈
CΛ ⊗R and we define the partition function Z ∈ R((~)) by
Z =
∫
e−Π/~ϕ.
5.2. Generalized Ward identities. For a couple ((R, δ),Π) representing QFTB , we
have the master equation
me−Π/~ϕ− ~δ(e−Π/~)ϕ = 0.
Integrating (and Stokes axiom) gives∫
~δ(e−Π/~)ϕ = ~δ
∫
e−Π/~ϕ = 0.
The integral is linear over R, giving the following differential equation for the partitition
function:
(22) ~δZ = 0.
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This non-trivial equation captures the most general symmetries of the integral, including,
in some example, the Ward identities. In the case that the background is smooth, the Ward
identities vanish. The conclusion is
The obstructions to deforming the background manifest themselves as
symmetries of the partition function.
5.3. Correlation functions. Now suppose that B is smooth formal. Choose R so that
δ = 0. The tangent space H = H(B) plays the role of the classical observables and the
Dirac space D = D(B) plays the role of physical observables. In the smooth case, there
is an isomorphism H [[~]] → D, hence we may think of the two classes of observables
interchangeably. We think of the Dirac bundle DΠ as consisting of the observables for all
theories in a neighborhood of B in the moduli space.
Definition 5.3. For each n = 0, 1, 2, . . ., we define multilinear maps, called n-point cor-
relation functions,
〈· · ·〉 : H⊗n → R((~))
by
Zi1 ⊗ · · · ⊗ Zin 7→ 〈Zi1 , . . . , Zin〉 :=
∫
~
nZin · · ·Zi1e
−Π/~ϕ.
Here, the technique of computing correlation functions by differentiating a family of
action functionals here becomes a definition since each observable Zi ∈ H is a derivation
of the representing ring R. The n point correlation functions are completely determined
by the one point correlation functions and the small connection∇1; i.e., the one-form part
of ∇. To see this note that 〈Zi〉 = 〈Φ0(Zi)〉. Applying ~ddR gives a one-form ~ddR(Zi)
which when evaluated on the tangent vector Zj gives
〈~ddR(Φ
0(Zi))(Zj)〉 = 〈Zj , Zi〉.
The equations in Theorem 4.4 imply
〈Zj , Zi〉 = 〈A
1Φ0(Zi) +mΦ
1(Zi)〉 = A
1〈Φ0(Zi)〉.
Next, one finds that
〈Zk, Zj, Zi〉 = ~ddRA
1(Zk)〈Φ
0(Zi)〉+A
1A1〈Φ0(Zi)〉.
By recursively differentiating and eliminating the exact terms, one can compute all corre-
lation functions in terms of the Ai, and their derivatives.
5.4. Homotopy correlation functions. A chain level path integral pairing gives rise to a
linear functional on the versal Dirac bundle and this linear functional on DΠ is sufficient
to determine the correlation functions. So, one may propose to define a path integral, or a
“cohomological path integral” to contrast it with a chain level path integral, as any linear
functionalF ∈ hom(DΠ, R). This avenue will lead to the definition of the one-point corre-
lation functions as 〈[Zi]〉 = F ([Zi]) and the definition of the n-point correlation functions
by equations already given. However, there is information, beyond correlation functions,
that a chain level path integral pairing can detect that is invisible to any cohomological path
integral.
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To explain, we first make the correlation function into a function of the moduli by∫
Φ0. Then, the n point correlation functions are obtained as derivatives of the one point
correlation functions and are inductively determined by integrating Equation (21) for n =
0:
(23) ~ddR
∫
Φ0 = A1
∫
Φ0.
Thus, one might as well summarize all of the n point correlation functions into the single
fundamental correlation function
(24)
∫
Φ0
with the understanding that the correlation function satisfies Equation (23).
Note that the information contained in the boundary term mΦ1 from equation (21) is
lost after integration, but may be retained as a correlation one-form∫
Φ1.
Think of the correlation one-form as a homotopy 1-point correlation function, from which
many homotopy n-point functions can be derived by differentiation. These homotopy cor-
relation functions that may be derived from
∫
Φ1 are summarized inductively by integrat-
ing equation (21):
~ddR
∫
Φ1 = A1
∫
Φ1 +A2
∫
Φ0.
This discussion suggests an efficient way to handle these correlation and homotopy corre-
lations by defining the correlation k form by
∫
Φk which satisfies ddR
∫
Φk = A1
∫
Φk +
A2
∫
Φk−1 + · · ·+Ak
∫
Φ0. Better yet:
Definition 5.4. We define the primary correlation form to be the function∫
Φ : H → Ω
where Φ = Φ0 + Φ1 +Φ2 + · · · . ∈ CΠ ⊗R Ω
Theorem 5.1. The primary correlation form satisfies ∇
∫
Φ = 0.
6. APPLICATION—DBV ALGEBRAS
There are many situations which give rise to quantum backgrounds. In each, the result-
ing quantum flat superconnection provides a penetrating tool for investigating the situation.
Here, we give one example which we feel may elucidate the many definitions in this pa-
per. We begin with a differential BV algebra and construct a quantum background from
it. Then, we indicate how the various features of the background correspond to the dBV
algebra. In particular, the quantum superconnection derived from the QFT functor deeply
probes the homotopy theory of the BV algebra. Related ideas appear in [13].
Let (V, d,∆,∧) be a differential BV algebra. This means that V is a graded vector
space and d,∆ are commuting differentials on V with the properties
• (V, d,∧) is a differential graded commutative, associative, algebra, and
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• (V [−1], d, ( , )) is a differential graded Lie algebra, where the bracket is defined
by (v, w) := (−1)|v|∆(v ∧w)− (−1)|v|∆(v) ∧w− v ∧∆(w) for homogeneous
vectors v and w.
We use parentheses ( , ) for the Lie bracket, reserving square brackets [ , ] always for the
graded commutator. For convenience, we assume that the dBV algebra is fairly simple; as-
sume V = SU for a finite dimensional graded vector spaceU for which∧ is the associative
symmetric product in SU . This assumption allows us to operate easily in coordinates. Let
{q1, . . . , qn} be a homogeneous basis for U . Then elements of V are polynomials in the
variables {qi}, the wedge product is the ordinary graded commutative product of polyno-
mials, and we may abbreviate qi∧qj by qiqj . The operator d, as a derivation of the product,
is a first order differential operator, and ∆, as a BV operator, is a second order differential
operator. Such operators have expressions in the basis {qi} as
d =
n∑
i=1
ai(q)
∂
∂qi
(25)
and
∆ =
n∑
i,j=1
bij(q)
∂2
∂qj∂qi
(26)
ai(q) ∈ V for each i and bij(q) ∈ V with bij(q) = −(−1)|qi||qj |bji(q) for each i and j.
From such a dBV algebra, we now define a backgroundBV,d,∆,∧ = (P,m,N, ϕ).
6.1. The ring P . We define the ring P as P = W (U), a graded Weyl algebra on the
vector space U , defined to be
W (U) := T (U ⊕ U∗)[[~]]
/
J
where J is the left ideal generated by
[q, q′], [p, p′], and [q, p] = ~p(q).
for any q, q′ ∈ U , and p, p′ ∈ U∗, and [ , ] is the graded commutator. The product in P is
induced by the tensor algebra. As a k[[~]] module,P ≃ (S(U⊕U∗))[[~]] and as a k-algebra
P/~P ≃ S(U ⊕ U∗). In coordinates, say {qi} is a basis for U and {pi} is the dual basis
of U∗, each elments of P , which is an equivalence class in T (U ⊕ U∗)[[~]] is represented
uniquely by a polynomial in the {qi} and {pi} in normal ordering with “all the p’s on the
right.” Multiplication is carried mechanically out by concatinating the two polynomials and
using the commutation relation piqj = (−1)|qj ||p
i|qjp
i − ~δij repeatedly until obtaining
a polynomial with the p’s on the right, thereby obtaining the unique representative for the
product in P .
The Weyl algebra P = W (U) may be familiar as the “canonical quantization” of the
symplectic vector space U ⊕ U∗. The ring S(U ⊕ U∗) can be thought of as the ring
of (polynomial) functions on a symplectic space, with the Poisson bracket defined by
{qi, p
j} := δji . Then P , isomorphic as a k[[~]] module to S(U ⊕ U∗)[[~]], is a one-
parameter deformation of S(U ⊕ U∗) over k[[~]] with the infinitesimal deformation being
the Poisson bracket. The product we defined in P might be called a “star product.”
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While it is easy (and tedious) to perform calculations in P using explicit polynomials
in p and q, one can understand the elements in P and the product in P in a coordinate free
way. Observe that
P/~P ≃ S(U ⊕ U∗) ⊆ V ⊗ V ∗ = homk(V, V ),
and hence, as a Λ module,
(27) W (U) ⊆ homk(V, V )[[~]].
So, without choosing a basis for U , one can regard elements of P as power series in ~
with coefficients that are the finite k-linear operators on V ; i.e. finite sums of operators
SjU → SkU . The identification in equation (27) is as freeΛ = k[[~]] modules; to acquaint
oneself with the multiplication in P from this point of view, we expand
αβ = α ∧ β + ~{α, β}+O(~2)
for α, β ∈ homk(V, V ). We interpet some of the ~ terms on the right for a couple of
illustrative cases:
Example 6.1. Suppose α : SjU → SkU and let β : SiU → SjU . Then,
(28) αβ = α ∧ β + (~ terms) + (~2 terms) + · · ·+ ~j(α ◦ β)
where α ∧ β : Si+jU → Sj+kU is the graded commutative wedge product of linear tran-
formations and α ◦ β : SiU → SkU is composition in hom(V, V ). Hence, ⋆ extends the
commutative associative product on hom(V, V ) toward the noncommutative composition
of homomorphisms. The ~r terms for r = 2, 3, . . . , j − 1 can be understood in terms of
some multiple-gluing operations using a topological model. In this model ~ is related to
genus or Euler characteristic [5].
Example 6.2. Let α : SiU → U and let β : SjU → U . Then,
(29) [α, β] = ~[α, β]
G
where the bracket on the left is the graded commutator in P and the bracket [ , ]G on the
right is understood by way of the Gerstenhaber bracket in the Coder(V ), the Hochschild
complex of the algebra (V [−1], d,∧). That is, to compute [α, β] in P , one lifts α and β to
coderivations α, β : V → V , takes the graded commutator of those two coderivations to
obtain a coderivation
[
α, β
]
G
: V → V , with the final result of [α, β] being ~ times the
component Si+j−1U → U that determines the coderivation
[
α, β
]
G
.
6.2. The structure m. We define m ∈ P 1
m =
n∑
i=1
ai(q)p
i +
n∑
i,j=1
bij(q)p
ipj
where ai and bij are as in equations (25) and (26). The fact that (V, d,∆,∧) is a BV
algebra implies that as an element of P , m2 = 0.
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6.3. The module N . We have U∗ ⊂ P and the left ideal PU∗. The quotient P/PU∗ is
naturally a P module and we define N = P/PU∗. Use |α〉 to denote the image of α ∈ P
in P/PU∗. There is an isomorphism of k[[~]] modules V [[~]] ≃ N . In coordinates, this
isomorphism is simple: an element of V [[~]] is a polynomial in q which represents a class
of polynomials in P , and also a class in P/PU∗ since V has no p’s. To illustrate, a typical
element of P might be α = 2~q1q2 + q1p2p3 + ~2p3 and typical element of N might be
γ = |2~q1 − q1q3〉. Then (say q1 and q3 are even and q2 is odd),
α · γ = |(2~q1q2 + q1p
2p3 + ~2p3)(2~q1 − q1q3)〉
= |(4~2(q1)
2q2 − 2~(q1)
2q2q3 + 2~(q1)
2p2p3 − ~(q1)
2p2 + ~2q1q3p
3 − ~3q1〉
= |(4~2(q1)
2q2 − 2~(q1)
2q2q3 − ~
3q1〉.
6.4. The vacuum ϕ. The vaccum ϕ is defined to be |1〉. Note that mϕ = m|1〉 = |m〉 =
|0〉, as required.
6.5. Relating the background and the dBV algebra. We begin with a summary of the
results. It will be convenient to state the summary in terms of several algebras built from
(V, d,∆,∧):
C := (V, d,∧) is a commutative dga over k
L := (V [−1], d, ( , ) is a dgLa over k
L~ := (V [−1][[~]], d+ ~∆, ( , )) is a dgLa over k[[~]]
H := Ker(d : V → V )/ Im(d : V → V ) is a vector space over k
H~ := Ker(d− ~∆ : V [[~]]→ V [[~]])/ Im(d− ~∆ : V [[~]]→ V [[~]]) is a k[[~]] module.
Note that H ≃ H(C) ≃ H(L)[1]. By the minimal model theory for L∞ algebras, there
is an L∞ structure on H [−1], unique up to quasi-isomorphism, that is quasi-isormorphic
to L. Note also, H~ ≃ H(L~)[1], so there is an L∞ structure (over k[[~]]) on H~[−1]
quasi-isomorphic to L~.
On the quantum background side, we denote BV,d,∆,∧ simply by B, and we have
(R = k[[H∗, ~]], δ) := a ring representing QFTB
Π ∈ QMB(R, δ) := versal solution to quantum master equation
(S = k[[H∗]], δ0) := (R⊗Λ k, δ ⊗Λ k) is the “classical” ~ = 0 part of R, δ
Π0 ∈ QMB(S, δ0) := the image of Π in S is the “classical” part of Π.
The most immediate relationships between the backgroundB and the dBV algebra (V, d,∆,∧)
are summarized in Figure 1.
In the case that B is smooth formal, we also have L and L~ smooth formal and the
moduli space for QFTB and DefL are the identified. On the BV side, we may define the
following algebras, which can be thought of as families of algebras fibered over the moduli
26 JAE-SUK PARK, JOHN TERILLA, AND THOMAS TRADLER
H(B) = the tangent space to QFTB H
D(B) = the Dirac space of B H~
The ring S k[[H∗]]
The ring R k[[~, H∗]]
(S, δ0) the dual of an L∞ minimal model of L
Π0 a minimal model map H → L
(R, δ) the dual of an L∞ minimal model of L~
Π a minimal model map H~ → L~
FIGURE 1. Comparing B to (V, d,∆,∧)
space.
Ct := (V ⊗ S, d+ (Π0, ),∧) is a commutative dga over k
Lt := (V [−1]⊗ S, d+ (Π0, ), ( , ) is a dgLa over k
L~t := (V [−1][[~]]⊗R, d+ ~∆+ (Π, ), ( , ) is a dgLa over k[[~]]
Ht = Ker(d+ (Π0, ) : V ⊗ S → V ⊗ S)/ Im(d+ (Π0, )) is an S module
H~t = Ker(d− ~∆+ (Π, ) : V [[~]]⊗R→ V [[~]]⊗R)/ Im(d+ (Π0, )) is an R module
We note that Ht ≃ H(Ct). So, Ht is a commutative associative algebra. Furthermore, by
the minimal model theory, Ht has a C∞ structure, quasi-isomorphic to Ct.
On the quantum background side, we have the quantum superconnection
∇ = ddR +A
1 +A2 + · · · := the quantum superconnection
∇1 = ddR +A
1 := the small quantum connection
∇0 = ddR +A
1
0 +A
2
0 + · · · := the “classical” ~ = 0 part of ∇
∇10 = ddR +A
1
0 := the “classical” ~ = 0 part of ∇1
We conjecture that there are special coordinates for any smooth formal background. What
that means in the present example of a dBV algebra is that there is a particular solution Π
to the quantum master equation for which the associated flat quantum connection ∇ has
no ~ dependence. This is proved in [12] in a certain semiclassical case. When∇1 does not
depend on ~, the flatness equation expressed in terms of the conncection one form A
~ddRA+A
2 = 0
decouples into two equations ddRA = 0 and A2 = 0. The equation A2 = 0 together with
the torsion-freeness of ∇1 implies that A defines a family of commutative, associative
algebra structures on H parametrized by H . The condition that dA = 0 gives additional
constraints on the way theses algebra structures vary with their parameters, implying that
H has the structure of a Frobenius manifold without a metric [9]. We cojecture that the
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superconnection in special coordinates affords H with the structure of a minimal algebra
over an appropriate resolution of the Frobenius manifold structure.
6.6. More general Weyl-type backgrounds. We illustrate so many details about a back-
ground arising from a dBV algebra because the situation may be familiar, but we emphasize
that it is only an example. Notice that m ∈ P obtained from d and ∆ in a dBV algebra is
quite special: it is quadratic in p and has no dependence on ~. One may more generally
consider a background B = (P,m,N, ϕ) where P = W (U) is the Weyl algebra on a
graded vector space U , m is any element, at least linear in p (in order to annihilate the vac-
uum), satisfying m2 = 0, N = SU [[~]], and ϕ = |1〉. There seem to be many interesting
examples [5]. Furthermore, for a fixed m, one may consider different modules, possibly
highlighting different aspects of the same structure.
7. PROSPECTUS
In conclusion, let us make some very brief remarks about future directions, to which we
are now turning.
In this paper, we constructed a flat quantum superconnection over the moduli space if
the background is smooth formal. Our attention is now focused on the non smooth formal
case. In the general case, we intend to construct a quantum connection ∇ which interacts
with the differential δ from proposition 3.4. This seems to be necessary to develop a good
minimal model theory for quantum backgrounds.
We imagine the ideas in this paper can be applied in two different ways. The first ap-
plication is rather direct: apply the framework described here to mathematical situations
that fit. One noteworthy example arises in symplectic field theory. One might summarize
the output of symplectic field theory as an element of square zero in a particular noncom-
mutative ring. In other words, the output of symplectic field theory is a rather good match
to the input data of a background. It would be interesting to construct the QFT moduli
space and quantum connection∇ in this example and interpret these structures in terms of
symplectic topology.
A second application is a kind of quantized deformation theory. By this we mean start
with a classical mathematical structure and produce a quantum backgroundB whose clas-
sical limit is the L∞ algebra L controlling the given structure’s classical deformations. By
“classical limit” we mean that B and L share a relationship much the same as the relation-
ship between B and L exemplified in Section 6. Then, the QFTB moduli space enriches
the classical moduli space in the ~ direction. One advantage is that the superconnection∇
when expressed in special coordinates, which are invisible from the classical deformation
theory, is expected to encode invariants of the original structure.
REFERENCES
[1] S. Barannikov. Quantum periods. I. Semi-infinite variations of Hodge structures. Internat. Math. Res. No-
tices, (23):1243–1264, 2001.
[2] S. Barannikov and M. Kontsevich. Frobenius manifolds and formality of Lie polyvector fields. Internat.
Math. Res. Notices., (4):201–215, 1998.
[3] E.H. Brown. Abstract homotopy theory. Trans. Am. Math. Soc., 119(1):79–85, 1965.
[4] P. Dirac. Principles of quantum mechanics. Oxford University Press, 1930.
[5] G. Drummond-Cole, J. Terilla, and T. Tradler. Algebras over cobar(cofrob), arXiv:0807.1241v1, 2008.
28 JAE-SUK PARK, JOHN TERILLA, AND THOMAS TRADLER
[6] B. Dubrovin. Geometry of 2D topological field theories. In Integrable systems and quantum groups, volume
1620 of Lecture notes in mathematics, pages 120–348. Springer-Verlag, 1996.
[7] M. Kontsevich. Deformation quantization of Poisson manifolds, I. math.QA/9709040, 1997.
[8] M. Manetti. Extended deformation functors. Internat. Math. Res. Not., 14:719–756, 2002.
[9] Y. Manin. Frobenius manifolds, quantum cohomology, and moduli spaces. Amer. Math. Soc., 1999.
[10] B. Mazur. Introduction to the deformation theory of Galois representations. In Modular Forms and Fermat’s
last theorem, pages 243–311. Springer-Verlag, 1997.
[11] J.-S. Park. Lectures at CUNY Graduate Center, 2004.
[12] J.-S. Park. Semi-classical quantum field theories and Frobenius manifolds. Letters Math. Phys., 81(1):41–
59, 2007.
[13] J.-S. Park. Flat family of QFTs and deformations of d-algebras, hep-th/0308130, 2003.
[14] M. Schlessinger. Functors of Artin rings. Trans. Am. Math. Soc., 130:208–222, 1968.
[15] M. Schlessinger and J. D. Stasheff. Deformation theory and rational homotopy theory. preprint, 1977.
[16] J. Terilla. Smoothness theorem for differential BV algebras. J. Topology, 1:693–702, 2008.
DEPT. OF MATHEMATICS, YONSEI UNIVERSITY, SEOUL 120-749
E-mail address: jaesuk@yonsei.ac.kr
QUEENS COLLEGE, CITY UNIVERSITY OF NEW YORK, FLUSHING NY 11367
E-mail address: jterilla@qc.cuny.edu
NYC COLLEGE OF TECHNOLOGY, CITY UNIVERSITY OF NEW YORK, BROOKLYN NY 11201
E-mail address: ttradler@citytech.cuny.edu
