, then H has purely singular spectrum; but for a dense set D, φ e D implies that \(φ,e~l tH φ)\ ^ Q,|f|~1 /2 ln(|f|) for |ί| > 2. This implies the spectral measures have Hausdorff dimension one and also, following an idea of MalozemovMolchanov, provides counterexamples to the direct extension of the theorem of Simon-Spencer on one-dimensional infinity high barriers.
Introduction
This is a continuation of my series of papers (some joint) exploring singular continuous spectrum especially in suitable Schrόdinger operators and Jacobi matrices [3, 15, 4, 8, 2, 19, 17, 5, 7, 16] . Our main goal here is to construct potentials V(x) on for \t\ > 2. (We say \t > 2 because of the behavior of ln(|φ for \t ^ 1; note all matrix elements are bounded by 1, so control in \t ^ 2 is trivial.) Equation (1.1) is interesting because the stated bound on F φ (t) ~ (φ,e~l tH φ) is just at the borderline for operators with singular continuous spectrum. Indeed, if t~l /2 in (1.1) were replaced by t~a for any α > \, then F φ (t) would be in L 2 and so the spectral measures dμ φ (E) = F(E)dE for F £ L 2 ; that is, dμ φ would be a.c. and so σ ac (//)φ0.
IR so that if H = -j£ + V(x\ then σ(H)
As an indication of the borderline nature of (1.1), we note that by Falconer [6] , (1.1) implies dμ φ is a measure carried on a set of Hausdorff dimension 1 in the sense that it gives zero weight to any set of Hausdorff dimension strictly less than 1.
The potentials V are sparse potentials in the sense that they are mainly zero. They are examples of the type already studied in [19] . We will have examples where V -» 0 at infinity but also examples where lim^-too V(x) -oo. The latter are of some interest because of an idea of Malozemov-Molchanov [13] , which was the starting point of our work here.
This idea is related to results of Simon-Spencer [18] . To describe it, we need some notions. Call a barrier a compact subset B C R Λ so that Ί&. n \B has exactly one bounded component and so that ]R.
n \B has two components if n ^ 2 and three if n -1. If B\ and B^ are barriers, we say 82 surrounds B\ if B\ is contained in the bounded component of R w \#2 By the width of a barrier B, we mean the distance between the bounded component of R w \# and the unbounded component (in case n = 1, the union of the two unbounded components). By the diameter of B, we mean max{|x -y\ x, y £ B}.
We say a potential V on R w has a sequence of high barriers if (i) V is globally bounded from below and locally bounded.
(ii) There is a sequence E\,B^,... of barriers so Bk+\ surrounds B^.
(iii) The width of each barrier is at least 1.
Then Simon-Spencer proved: Theorem 1.1 [18] . If n = 1, H = -J^ + V(x\ and V has a sequence of high barriers, then σ ac (//) = 0.
Malozemov-Molchanov [13] have studied extensions of this result to higher dimensions, which require some relations between the size of a^ and diameter of Bk. It is clearly expected that the result does not extend without restriction to n ^ 2 but it is unclear how to make counterexamples. Malozemov-Molchanov noted that there exist purely singular measures dv on IR so that the convolution dv * dv is absolutely continuous. Moreover, if V\ is a potential on IR with such a spectral measure dv and is a potential V on IR 2 , then -A + V has dv * dv as spectral measure (specifically, if φ(x) has spectral measure dv, then φ(x, y) = φ(x)φ(y) has spectral measure dv * dv). Finally, if V\ has a sequence of high barriers, so does V .
Our examples in obeying (1.1) will let us implement this strategy and so prove: We'll discuss transient and recurrent spectrum further below. It was in thinking of how to implement this Malozemov-Molchanov strategy that I was led to think of time decay and (1.1).
The potentials V which implement (1.1) will be chosen even, so we may as well consider half-line problems with Dirichlet or Neumann boundary conditions at x -0. The half-line potentials will have the form
where V n is a potential of compact support and the C w 's are sufficiently large. In principle, our constructions let us determine how large the C /7 's must be, but since the main point of this construction is existence, we won't completely track the restrictions on C n . Section 4 is the technical core of the paper where we prove a critical lemma about half-line potentials V(x) of the form
with FOG, W bounded non-negative of compact support. We obtain some uniform in L bounds on the time decay of |(φ, e~l tH φ)\. This lemma is used in Sect. 2 to make the construction of V obeying (1.1). The application to Theorem 1.2 is found in Sect. 3. Finally, Sect. 5 contains some remarks about how big the C M 's in (1.2) need to be.
While Sect. 4 is somewhat technical, it is technicality with an elegant physical interpretation and technology we expect will be useful in other contexts.
It is a pleasure to thank Y. Last, L. Malozemov, and S. Molchanov for useful discussions.
The Construction Modulo the Main Technical Lemma
In this section, we'll construct potentials V on IR so that -j^ + V(x) has purely singular continuous spectrum, but (1.1) holds for a dense set of φ's. The construction will depend on a lemma only proven in Sect. 4. Our F's will obey
is a direct sum of two operators, unitarily equivalent to the half line with Neumann and Dirichlet boundary conditions. We'll prove the result for the Neumann boundary condition case. The argument for the Dirichlet boundary condition case is similar: One replaces the Neumann m-function m^(E) by m^(E) = -m N (E)~] and the "vector" δ(x) by δ'(x) (δ(x) lies in ffi_\ for the Neumann case but δ'(x) is only in J^f-2 (e.g., [9] , but this doesn't change the analysis in any essential way).
Suppose V is bounded below and let H be the Neumann b.c. operator -J^- 
uniformly for in compact subsets of (-00,00).
(ii) There exist C independent of L and t so that
Remark. This is in essence a diffusion bound. 2 , the velocity is near 2k). Because of diffusion, this reflected bump will decay but only as t~l /2 for this particular t. Similarly, there will be multiple reflection bumps at times / = ±nL/k. Our proof in Sect. 4 will essentially invoke a rigorous multi-reflection expansion.
A sequence V n non-negative potentials of compact support will be called trap- on (~\,\) and a n -> oo.
2) Long random barriers: If V n (x) is the sample of a random potential on the interval ( n(n~λ ^, ^y-^), there is no a.c. spectrum so long as L n is large enough. 3) Very long decaying barriers: If V n is the sample of \x\~yW(x) (with W(x) random and α < |) on (a n -\ 9 a n ) and a n is large enough, then for L n large, there is no a.c. spectrum.
Potentials of type 1,2 are discussed in [18] .
[11] has a method that handles all these cases. In all cases, the L n 's need only be so large that the support of V n (x -L n ) is to the right of the support of V n -\(x -L n _\). Our main theorem in this paper is Proof. Without loss, we'll restrict to the half-line Neumann problem as explained. We'll make the argument for φ = f(H)δ for a single / and then explain the modifications needed to get a dense set of φ. 0,oo) ). Since H^ -> H in strong resolvent sense, we have the result for H by taking n -> oo and noting X)^ 2~" < oo. To get a dense set of vectors, choose /^,C°°f unctions on (0, oo) so the /j 's are dense in || ||oo norm in the continuous functions on [0, oo) vanishing at zero and infinity. Then {f k (H)δ} is a dense set in L 2 (0, oc). At step «, arrange for the change in (2.3) to be no more than 2~n for f = f k with k = !,...,«. Then each of
Note. ln(|/|) plays no special role in the proof or statement of the theorem. It could be replaced by any function l(\t\) so long as lim α _>oo /(α) = oo.
Corollary 2.3. For any potential V of the form given in Theorem 2.2, H has singular continuous spectrum of Hausdorff dimension 1 in the sense that its spectral measures EΔ have E$ = 0 if S is a Borel set of Hausdorff dimension α < 1.
Proof. Follows from Falconer [6] , p. 67.
Corollary 2.4. For any potential V of the form of Theorem 2.2, we have
lim -^-\\ xeitH δQ\\ 2 = oo for any ε > 0.
Proof Follows from the results of Last [10] .
High Barriers in Dimension Two or More
In this section, we carry through the strategy of Malozemov-Molchanov described in the introduction. For this section, we'll fix once and for all a function V\ on R so that
There is a n -> oo so V\(x) ^ n on [a n ,a n + 1]. Thus, if n -2, it is possible that there is a weakened form of the result of Simon-Spencer [18] , that is, Open Question. Are there examples of n = 2 with a sequence of barriers with transient a.c. spectrum or is any a.c. spectrum in such cases of necessity recurrent?
The Main Technical Lemma
Our goal in this section is to prove Theorem 2.1. Since -j-% + VL converges to -J^Ί^VOQ i n strong resolvent sense, and δ is in the common form domain, (i) is elementary but also follows from the discussion below.
Our analysis depends on the Weyl-Titchmarsh theory of spectral measures for the Neumann problem (see [12] ); explicitly, we'll use the form: 
Because of (4.1), we'll need to estimate integrals of the form: ifEeK.
Remark. The proof actually shows more, as we'll note in the next section; namely, a n (E)\ g C, dE
Proof Let (I ( ) be the transfer matrix from a to zero, that is, so, in fact a n (E)\ ^ 2|M(0)| (just expand the geometric series and multiply out). Similarly, we can control ^~\.
2. That the zero of the denominator has |r 0 = 1 just happens in the proof. But one can understand it from two factors. First, every r with r < 1 occurs with some as we run through all possible Ws. Thus, since m is finite for any here m^ is the Neumann m-function for VQQ. Since supp(fg) C (0,oo), we know that on that support sup r(k 2 )\ is some α < 1. So in (4.2), take R 0 > α and use Lemma 4.2 to be able to sum up the ί~1 //2 contributions and so obtain the theorem. D
Towards Explicit Estimates of the L n
Our goal here is to explain why for the \n(t)/t l/2 bound we believe that one needs to take L n ~ exp(exp(G? 3 / 2 )) for the case where, say, V n = ^#(-1/2,1/2)-If we only wanted t~λ l2+κ behavior for fixed ε, these same considerations would only require L n ~ exp(C β ft 3/2 ) (consistent with the behavior needed in [19] ). As noted in the remark after 
