We prove local existence and uniqueness of solutions of the focusing modified Korteweg -de Vries equation ut + u 2 ux + uxxx = 0 in classes of unbounded functions that admit an asymptotic expansion at infinity in decreasing powers of x. We show that an asymptotic solution differs from a genuine solution by a smooth function that is of Schwartz class with respect to x and that solves a generalized version of the focusing mKdV equation. The latter equation is solved by discretization methods.
Introduction
In this article we consider the focusing modified Korteweg-De Vries equation
where the initial data w 0 is possibly unbounded at +∞ and/or −∞. We construct local (in time) solutions to (1) that lie in the spaces S β (R × I) introduced in [3] by T. Kappeler, P. Perry, M. Shubin, and P. Topalov. These spaces are defined as follows:
Let I ⊂ R be an interval and β ∈ R be given. Denote by S β (R × I) the linear space of C ∞ (R × I → R) functions having asymptotic expansions at ±∞ given by f (x, t) ∼ ∞ k=0 a + k (t)x β k as x → ∞ and f (x, t) ∼ ∞ k=0 a − k (t)x β k as x → −∞ where a ± k ∈ C ∞ (I → R) and β = β 0 > β 1 > · · · with lim k→∞ β k = −∞. By definiton, the asymptotic relation ∼ means that for every compact interval J ⊂ I, and integers N, i, j ≥ 0 there exists C J,N,i,j > 0 such that for any ±x ≥ 1 and t ∈ J we have.
We denote by S −∞ (R × I) the space of C ∞ (R × I → R) functions having asymptotic expansions at ±∞ which are identically zero. Analogously, we define the spaces S β (R) and S −∞ (R) as the space of functions f (x) ∈ C ∞ (R → R) having such asymptotic expansions where the coefficients a ± k are constants independent of t. We shall construct solutions w(x, t) ∈ S β (R × I) for (1) with initial data w 0 ∈ S β (R) when β ≤ 1 2 . If w(x, t) ∈ S β (R×I) is a solution for (1) then one expects its asymptotic expansions ∞ k=0 a ± k (t)(±x) β k , although not generally convergent, to give formal solutions (see lemma 5.2). We define a pair of formal power series The largest exponent on the left side is β 0 and the largest exponent on the right side is 3β 0 − 1 which is larger than β 0 . Therefore by equating the coefficients of x 3β0−1 one deduces that 0 = −β 0 (a + 0 )
3 which implies that a + 0 = 0, a contradiction. On the other hand when β ≤ 1 2 one has formal solutions defined for t ∈ I = [ −c, ∞ ] for some c > 0 (see lemma 6.2) and therefore one can hope to find solutions in S β (R × I). For an arbitrarily chosen pair of such formal power series ∞ k=0 a ± k (t)(±x) β k there exists a function f (x, t) ∈ C ∞ (R × I → R) asymptotic to the pair (see for example [7] proposition 3.5). The function f is not unique but if
β k is a formal solution then any such f will be an asymptotic solution for (1) (see lemma 6.2) . By definition an asymptotic solution is a function f ∈ S β (R × I) such that
Given an asymptotic solution f (x, t) ∈ S β (R × I) for (1) one can attempt to construct a genuine solution w(x, t) ∈ S β (R × I) to (1) by constructing u(x, t) ∈ S −∞ (R × I) such that w := f + u is a genuine solution of (1) . If w satisfies (1) then u must satisfy
where u 0 = w 0 − f (x, 0) ∈ S −∞ (R) and g ∈ S −∞ (R × I) is the result of plugging f into (1). We shall prove existence of finite time solutions u(x, t) ∈ S −∞ (R × [0, T ]) to (2) by using the discretization method introduced by Menikoff in [5] and further developed by Bondareva in [1] . Moreover, uniqueness will also be proven so that we shall show the following theorem: The finite-time existence and uniqueness theorem for (2) will enable us to prove finite-time existence and uniqueness for (1) The second statement in theorem 1.2 indicates that the asymptotic growth of the solution is determined throughout its time of existence by the leading exponents in the asymptotic expansion of its initial data. In particular if 0 < β 0 ≤ Related Work For the defocusing mKdV equation T. Kappeler, P. Perry, M. Shubin, and P. Topalov constructed global solutions lying in S β (R × R) (as well as other spaces) for β < 1 2 in [3] . We remark that the methods we use in this article to prove theorems 1.1 and 1.2 can also be applied to the defocusing mKdV equation with no significant changes and it would yield the same results as theorems 1.1 and 1.2 above. Related results on unbounded solutions for the KdV equation were obtained by I.N. Bondareva and M. Shubin in [1, 2] and by A. Menikoff in [5] where the authors construct global in time solutions in certain classes of functions whose spatial growth is of order |x| β for β ≤ 1. In [4] Kenig, Ponce, and Vega constructed unbounded solutions for the KdV equation lying in certain spaces where the initial growth is polynomial but the solutions instantaneously (i.e. for t > 0) exhibit linear growth in x.
In section two we introduce the discretization method of Menikoff and give some general lemmas. The goal of section two is to prove finite time existence for a discretized version of (2) . Section three contains various estimates which are necessary in order to pass from discrete solutions to smooth solutions. In section four we show how to pass from discrete solutions to smooth solutions by using a smoothing operator I h , introduced by Stummel in [8] . The existence statements of theorems 1 and 2 are proved in section four and the uniqueness results are proved in section five.
Discretization of the Generalized mKdV Equation

Definitions and General Setup
For now let us fix two mesh size numbers 0 < h, k < 1 and let us denote x n := nh and t j := jk for each n, j ∈ Z. We shall let R h and R k denote the (discrete) collection of real numbers of the form x n and t j respectively and we shall refer to those sets and the cartesian product R h × R k as meshes. If ρ is any real-valued function defined on a mesh then we will refer to ρ as a mesh function. Obviously any real valued function defined on a continuum R or R×R (which we may call continuum functions) can also be considered as a mesh function by restricting its domain to the mesh. If ρ is a mesh function on R h × R k then we will ease some notation by writing ρ n,j := ρ(x n , t j ) and ρ j := ρ(·, t j ).
We also introduce three discrete derivative operators D + , D − and D 0 that "differentiate" mesh functions ρ defined on R h (and hence they can also differentiate continuum functions ρ defined on R). The operators are given by
We will also sometimes use shifting operators E and E −1 given by
These four operators will only act on the x variable of our functions ρ(x, t). We will also use the operator
, and E −1 are immediate consequences of their definition:
and E all commute when acting on ρ(x, t).
6. If ρ is a continuum function differentiable on R then for each x n ∈ R h there exists x ∈ R where
In order to solve equation (2) we shall consider the following difference scheme, which is a discretization of (2)
The advantage behind using this particular discretization lies in the fact that the equation can then be written in a more convenient and concise form. In order to rewrite this difference scheme we introduce a linear operator Q j on mesh functions given by
Then (3) can be written in a shorter form as
where g j ∈ S −∞ (R) is considered as a mesh function. The task behind solving (5) then is to show that one can invert the operator I + kQ j , at least for some finite amount of time. The invertibility will be possible only in certain function spaces, therefore we will now introduce an appropriate space.
First we consider the discrete inner products
where x = √ x 2 + 1, and we define the corresponding norms and Hilbert spaces,
From the definitions of the L 2 h inner product and its norm we have the properties:
where C is a constant depending on h.
For any
where C is independent of h.
The first and second properties follow from simply reindexing and/or rearranging terms in the summation. The third property just requires use of the triangle inequality on each summand of D 
Preliminary Lemmas
The following two propositions provide more basic facts regarding the operators D + , D − , D 0 and certain basic inequalities that we will use throughout the article sometimes even without reference. The proofs are found in appendix B.
Proposition 2.1 For any mesh functions ρ(x n ), ν(x n ), ξ(x n ) we have the following:
for some constants c i1,i2,i3 ∈ N.
and 0 ≤ t j ≤ T .
Another simple but important fact that we will frequently use is the following: If c > 0 and f ∈ C ∞ (R × [ −c, ∞) → R) satisfies the property that for every n ∈ N and for every
where C > 0 is independent of k and j (but C might depend on J). This statement follows directly from the definitions of O and x . The Sobolev inequalities stated below will allow us to prove that the operators I + kQ j for j ∈ N are bounded below and are thus invertible. These inequalities are stated in [5] but we will state them here and prove them in appendix B for the sake of completeness.
As a notational remark, from now on we will let C denote a constant whose value might change between consecutive inequalities but the variables that it depends on will often be noted by its indices for example as C n,j,h means some constant depending on n, j, and h. Lemma 2.3 (Sobolev's inequalities, discrete version) For every n ∈ N there exists C n > 0 such that for every h > 0 and for every mesh function u(x n ) defined on R h we have
Corollary 2.4 For all N, k, j ∈ N, there exists C N,j,k > 0 such that for any h ∈ (0, 1) and for all mesh functions u(x n ) defined on R h we have
The next lemma will allow us to prove that the solutions stay bounded for finite time with respect to the Schwartz semi-norms. The proof can be found in [5] .
Lemma 2.5 Suppose P, Q are C 1 (R), nondecreasing, positive functions, ∆t > 0, and for each j ∈ N we have t j := j∆t. Let η : [0, T 0 ] → R be an arbitrary function satisfying
for each t j , t j+1 ∈ [0, T 0 ] where η j := η(t j ), and suppose that η 0 ≤ K for some K > 0. Then there exists 0 < T ≤ T 0 and L, ǫ > 0 all three depending on K, P, and Q such that if ∆t < ǫ then η j ≤ L for each j where t j ≤ T . Moreover, if P and Q are constants then we may take T = T 0 .
Finite Time Existence for Discrete Generalized mKdV in S h
We will now prove finite time existence for (5) . The following lemma is the key estimate for establishing invertibility of the operator I + kQ j in the space S h .
Lemma 2.6 Suppose T > 0, h, k ∈ (0, 1) and that for each j where t j ∈ [0, T ] we have a given mesh function u j (x n ) defined on R h . Define the operators Q j as in (4) . Then there exists C > 0 depending only on f and T but not on h, k, j, or the mesh functions u j such that for any mesh function u = u(x n ) defined on R h the inequality
holds for each j where 0 ≤ t j ≤ T .
Proof of Lemma 2.6 By the definition of (·, ·) S h and Q j we have that,
We will now show how to bound each term above by the right side of (7) for some appropriate constant C. Upon adding all the inequalities we will obtain inequality (7). For conciseness we shall only write estimates for the first several terms. The other estimates can be obtained by using the same ideas.
By the product rule for D + we have,
and if we assume that i 1 ≤ i 2 then we see that,
and now we will bound each term. For 0 ≤ i 3 ≤ 1 we have,
For i 3 = 2 we have,
For i 3 = 3 we have,
Lemma 2.7 Suppose K > 0 and u 0 ∈ S −∞ (R) satisfies the property that u 0 S h ≤ K for each h ∈ (0, 1). Then there exists T, L, ǫ > 0 depending only on K such that if k ∈ (0, ǫ) and h ∈ (0, 1) then the difference scheme (5) may be solved for each mesh function u j with t j ∈ [0, T ]. Moreover, we have that u j S h ≤ L for each j where t j ∈ [0, T ].
Proof of Lemma 2.7 Choose T 0 > 0 arbitrarily. Assume for now that the mesh functions u j are known for each h, k ∈ (0, 1) and for 0 ≤ t j ≤ T 0 . We will first construct the aformentioned T, L and an ǫ 0 > 0 and show that the mesh functions u j whose time mesh size satisfies k ∈ (0, ǫ 0 ) will satisfy the inequality u j S h ≤ L for each 0 ≤ t j ≤ T .
Assume that 0 ≤ t j , t j+1 ≤ T . Taking inner product of (5) with u j+1 we obtain
and we may use Cauchy-Schwarz inequality on the right side and simply rewrite the left side to obtain u j+1
By lemma 2.6 we may choose C > 0 such that
We may then enlarge C so that C > sup t∈[0,T0] g(·, t) S h , which is clearly still independent of h and j. By combining (7) and (8) we thus obtain for t j , t j+1 ∈ [0, T 0 ] that
which is an inequality of the form (6) . Then by lemma 2.5 there exists 0 < T ≤ T 0 and L, ǫ 0 > 0 depending on
The T, L, ǫ 0 are independent of h ∈ (0, 1) because the constant C is independent of h. Moreover, the T, L, and ǫ 0 depend only on K, C, and P (v) :=v + 1 by lemma 2.5. Since K is given and C is determined by the given functions f and g and on the value of T 0 we may construct T, L, and ǫ 0 without assuming that u j is constructed for 0 ≤ t j ≤ T 0 . Given T, L as constructed above it suffices to show that there exists 0 < ǫ ≤ ǫ 0 such that for any h ∈ (0, 1) and k ∈ (0, ǫ) the difference scheme (5) may be solved for u(x n , t j ) where (
would follow automatically by our construction of T, L, and ǫ 0 given above.
Choose ǫ > 0 so that ǫC(L 2 + 1) < 1 2 and 0 < ǫ ≤ ǫ 0 and fix values for h ∈ (0, 1) and k ∈ (0, ǫ). Suppose u 0 , u 1 , . . . , u j are known for some j ≥ 0. We will show that one may construct u j+1 as long as t j+1 ≤ T . Define an operator P j := I + kQ j . Then by lemma 2.6 we have for any mesh function
from which it easily follows that P j is injective as an operator on mesh functions. By choosing an appropriate domain D we may consider P j as a linear (possibly unbounded) operator on S h . To this end we define D := {u ∈ S h : P j u ∈ S h } and so we have
In order to solve the difference scheme (5) it is enough to show that the operators P j are surjective because then P j : D → S h would be a bijection so that we could define u j+1 := P −1 j (u j − kg j ) for t j+1 ≤ T . Let φ(x) ∈ S h . We will construct a preimage of φ with the aid of the operators P R j which are bounded versions of P j that are bijective.
We introduce (bounded) operators P 
We will now prove that operators P R j are bounded and bijective on S h .
Claim 1 The maps
The boundedness of P R j follows from the below estimates:
The terms in parenthesis can each be bounded by lemma 2.3 and the triangle inequality. For the first term we have
and for the last term we have,
The other terms can be bounded in a similar way. This concludes the proof of claim 1.
By tracing the estimates of lemma 2.6 we also see that P R j satisfies estimate (9). We omit the details here but the important point here is that C can be taken independent of R. Thus we would obtain
Therefore we see that the operators P R j are bounded injective operators.
Inequality (10) with u n − u m implies, by using the Cauchy-Schwarz inequality on the left side, that for any m, n ∈ N we have
which implies that the sequence u n is Cauchy, therefore by completeness of S h the sequence u n converges to some u ∈ S h . Moreover,
and hence for n sufficiently large the right side can be made arbitrarily small so that P R j u = v. This concludes the proof of claim 2.
Claim 3
The operators P R j : S h → S h are bijective. proof of claim 3 Since injectivity follows from (10) it is enough to prove surjectivity. Since the image of P R j is closed we have that
which implies that v ≡ 0. This proves surjectivity. Now we define functions u R (x) := (P R j ) −1 φ. Then for each x n we have by (10)
so that the set {u R (x n )} is uniformly bounded in x n and in R. Since the domain of u R is countable we may find a subsequence {u Ri } ∞ i=0 (where of course R i → ∞ as i → ∞) that converges pointwise to some function u, i.e. for each x n ∈ R h we have u Ri (x n ) → u(x n ) as i → ∞.
Claim 4
The limit function u belongs to the space S h . proof of claim 4 By Fatou's Lemma and (11) we have
+ u and D
5
+ u and thus we may conclude by adding these estimates that the limit function u lies in S h .
We will now show that P j u = φ. Fix a point x n ∈ R h . Then by definitions of P j and P R j , the triangle inequality, and the fact
is a Cauchy sequence converging to u(x n ) it follows that each term contained in the first and third pair of brackets can be made arbitrarily small for sufficiently large values of i and l. Therefore, given δ > 0 we may find R 0 such that if R i , R l ≥ R 0 then the first and third terms of (12) are less than δ/3.
Therefore we obtain that P j u(x n ) = φ(x n ) for each x n ∈ R h and since φ lies in S h we have by definition of D that u ∈ D. This shows that P j : D → S h is a bijection. Therefore we may solve the difference scheme (5) by defining u j+1 = P −1 j (u j − kg j ) as long as t j ≤ T (recall that (9) fails for t j > T so that P j would not be invertible after time T ) however the desired bound u j+1 S h ≤ L would be true only if t j+1 ≤ T .
Estimates for the Discrete Solutions
Schwartz Boundedness of Discrete Solutions
In this section we will show that the solutions to the discrete equation (5) constructed in lemma 2.7 are bounded in all discrete Schwartz norms
h . This will follow by some induction arguments shown in next three lemmas. These lemmas are analogous to those presented by Bondareva in [1] .
Lemma 3.1 Let u 0 ∈ S −∞ (R) and K, T, ǫ > 0 all be given as in lemma 2.7 and let N, n ∈ N. Suppose that there exists a constant C N,n > 0 independent of h ∈ (0, 1), k ∈ (0, ǫ), and
Then there exists 0 < k 0 ≤ ǫ depending on N and n and there exists C N,n > 0 such that if h ∈ (0, 1), k ∈ (0, k 0 ), and u(x n , t j ) is the solution of the difference scheme (5) defined on
Moreover, the constant C N,n is independent of the choice of h and k.
Proof of Lemma 3.1 First let us fix values for h ∈ (0, 1) and k ∈ (0, ǫ) and let u(x n , t j ) be the solution of the difference scheme (5) 
we may apply D n + to both sides of (5) and take the inner product x 2n ·, · 
We may then continue the left side of (14) by using (13) to obtain
By combining (14) and (15) we obtain
which is an inequality of the form (6). Now we may invoke lemma 2.5 to obtain the existence of
and since C is independent of h and k we also have that C N,n is independent of h and k. Thus we have proven that for each 0
since C depends on N and n it follows that k 0 depends also on N and n.
Lemma 3.2 Let u 0 ∈ S −∞ (R) and K, T, L, ǫ > 0 all be given as in lemma 2.7 and let n ∈ N. Then there exists 0 < k 0 ≤ ǫ depending on n and there exists C n > 0 such that if h ∈ (0, 1), k ∈ (0, k 0 ), and u(x n , t j ) is the solution of the difference scheme (5) 
Moreover, the constant C n is independent of the choice of h and k.
Proof of Lemma 3.2 By lemma 2.7 the statement is true for 0 ≤ n ≤ 3 by taking k 0 = ǫ and C n = L. We shall prove the statement by induction on n. Assume it is true for all l ≤ n − 1. We will prove that it is true for l = n. First we shall use the inductive hypothesis to prove some slightly weaker claims which we give below.
Claim 1 There exists 0 < ǫ 0 ≤ ǫ and C n > 0 such that if h ∈ (0, 1) and k ∈ (0, ǫ 0 ) and u(x n , t j ) is the solution of the difference scheme (5) 
proof of claim 1 By lemma 3.1 it suffices to prove that there exists a constant C n > 0 independent of h ∈ (0, 1), k ∈ (0, ǫ), and t j ∈ [0, T ] such that if u(x n , t j ) is the solution of the difference scheme
To this end we shall fix values for h ∈ (0, 1) and k ∈ (0, ǫ) and a solution u(x n , t j ) of the difference scheme (5) defined on R h × (R k ∩ [0, T ]) with initial condition u 0 . In order to prove that the above estimate holds for some constant C n > 0 we simply prove that the estimate can be made for each term of Q j and then by adding all these estimates we will obtain the estimate for Q j . These estimates are analogous to those given in lemma 2.6 however we will also use the inductive hypothesis. For simplicity we will ignore all occurences of the shift E. Here are the necessary estimates.
By the product rule we obtain,
For the terms where 2 ≤ i 1 + i 2 ≤ n − 2 we have the estimate,
For the terms where i 1 + i 2 = 0 we have the estimate,
For the terms where i 1 = 1, i 2 = 0, and i 3 = n − 1 we have the estimate,
For the terms where n − 1 ≤ i 1 + i 2 ≤ n and i 1 ≤ i 2 we have the estimate,
: By the product rule we have
and for the terms where 1 ≤ i 1 ≤ n and i 3 ≤ n − 2 we have the estimate
h and for the term where i 1 = 1 and i 3 = n − 1 we have the estimate
and for the terms where i 1 = 0 and i 2 = 0 we have the estimate
and for the terms where i 1 = 0 and n − 1 ≤ i 2 ≤ n we have the estimate
: By the product rule we get
and we can bound each term by the estimate,
and for the terms where i 1 ≤ i 3 we can use the estimate,
h and for the terms where i 3 ≤ i 1 we can use the estimate,
By the product rule we get
and for the terms where 1 ≤ i ≤ n we can use the estimate
and for the term i = 0 we can use the estimate
This concludes the proof of claim 1.
Claim 2 There exists 0 < ǫ 1 ≤ ǫ 0 and C n > 0 such that if h ∈ (0, 1) and k ∈ (0, ǫ 1 ) and u(x n , t j ) is the solution of the difference scheme (5) defined on
. proof of claim 2 As in the proof of claim 1 we see that by lemma 3.1 it suffices to prove that there exists a constant C n > 0 independent of h ∈ (0, 1), k ∈ (0, ǫ 0 ), and t j ∈ [0, T ] such that if u(x n , t j ) is the solution of the difference scheme (5) 
To this end we shall again fix values for h ∈ (0, 1) and k ∈ (0, ǫ 0 ) and a solution u(x n , t j ) to the solution of the difference scheme (5) defined on R h × (R k ∩ [0, T ]) with initial condition u 0 . In order to prove that the above estimate holds for some constant C n > 0 we simply prove that the estimate can be made for each term of Q j and then by adding all these estimates we will obtain the estimate for Q j . By using the inductive hypothesis and the result of claim 1, it is easily seen that the estimates shown in the proof of claim 1 can all be applied with n replaced by n + 1 except for the term f j u j D 0 u j+1 . We estimate this term below.
By the product rule we have,
The terms corresponding to (a) 1
can all be estimated in the same way as those similar terms in the proof of claim 1 with n replaced by n + 1. For the terms e) i 1 = 0, 1 ≤ i 2 ≤ n − 2 we may use the same estimate with n replaced by n + 1 but it doesn't work for i 2 = n − 1. For this term we have
This concludes the proof of claim 2.
Claim 3 There exists 0 < ǫ 2 ≤ ǫ 1 and C n > 0 such that if h ∈ (0, 1) and k ∈ (0, ǫ 2 ) and u(x n , t j ) is the solution of the difference scheme (5) 
We again use the same reasoning as given in the above two claims. In this case it then suffices by lemma 3.1 to prove the estimate.
As in the proof of claim 2, we may use the previous estimates shown in claim 1 by replacing n by n + 2 except for the term f j u j D 0 u j+1 . Again the estimates for the terms (a) 1 ≤ i 1 ≤ n + 2,i 3 ≤ n, (b) i 1 = 1, i 3 = n (c) i 1 = 0 = i 2 , and (d) i 1 = 0, n + 1 ≤ i 2 ≤ n + 2 can all be written in the same way as those similar terms shown in the proof of claim 1 with n replaced by n + 2. For the terms (e) i 1 = 0, 1 ≤ i 2 ≤ n − 2 we may use the same estimate with n + 2 as its corresponding term but it doesn't work for i 2 = n − 1 and i 2 = n. For the terms where i 1 = 0, i 2 = n − 1 we may use the estimate
and for the terms where i 1 = 0, i 2 = n we may use the estimate
This concludes the proof of claim 3. Now we return to the proof of the lemma in the case l = n. By using the same reasoning as in the above claims we see by lemma 3.1 that in order to construct k 0 ∈ (0, ǫ 2 ) and C n it suffices to prove the estimate
This estimate will follow by adding all of the below estimates. In the below estimates we will use our inductive hypothesis and the estimates D n+i + u j L 2 h ≤ C n+i for i = 0, 1, 2. For conciseness we shall only formulate estimates for a few terms because the rest can be bounded similarly.
By the product rule we have
For the terms where i 3 = n − 1 we have
For the terms where i 3 = n we have
For the terms where 1 ≤ i 3 ≤ n − 2 and i 1 ≤ i 2 we have
For the terms where i 3 = 0 and i 1 ≤ i 2 ≤ n − 1 we have
For the terms where i 2 = n we have
This concludes the proof of the lemma.
Lemma 3.3 Let u 0 ∈ S −∞ (R) and K, T, ǫ > 0 all be given as in lemma 2.7 and let N, n ∈ N. Then there exists 0 < k 0 ≤ ǫ depending on N and n and there exists C N,n > 0 such that if h ∈ (0, 1), k ∈ (0, k 0 ), and u(x n , t j ) is the solution of the difference scheme (5) defined on R h × (R k ∩ [0, T ]) with initial condition u 0 then we have
Proof of Lemma 3.3 By lemma 3.2 the assertion is true for N = 1 and for all n ∈ N, therefore it is clearly true for N ∈ 0, 1 2 , 1 and for all n ∈ N. We prove the assertion by induction on N with increment 1 2 . Assume it is true for all M ≤ N − 1 2 and for all n ∈ N. We will show that for M = N the statement is satisfied by all n ∈ N by induction on n.
Let us denote the value of k 0 corresponding to a particular value of N and n by k 0 (N, n). By construction of k 0 (N, n) for its known values we see that if N 1 < N 2 then k 0 (N 1 , n) ≤ k 0 (N 2 , n) and if n 1 < n 2 then k 0 (N, n 1 ) ≤ k 0 (N, n 2 ). Let ǫ 0 := min k 0 (1, 2), k 0 (N − 1 2 , 0) . By use of lemma 3.1 our statement for n = 0 will follow if we prove that there exists a constant C N,0 > 0 independent of h ∈ (0, 1), k ∈ (0, ǫ 0 ), and t j ∈ [0, T ] such that if u(x n , t j ) is the solution of the difference scheme (5) defined on R h × (R k ∩ [0, T ]) with initial condition u 0 then for 0 ≤ t j , t j+1 ≤ T we have
To this end we shall fix values for h ∈ (0, 1) and k ∈ (0, ǫ 0 ) and a solution u(x n , t j ) of the difference scheme (5) defined on R h × (R k ∩ [0, T ]) with initial condition u 0 . In order to prove that the above estimate holds for some constant C N,0 > 0 we simply prove that the estimate can be made for each term of Q j and then by adding all these estimates we will obtain the estimate for Q j . Here are the necessary estimates. As in the proof of lemma 3.2 we will ignore all occurences of the shift E for simplicity.
Estimate for Term
By proposition 2.1 part 4 we have
By proposition 2.1 part 3 we have
This concludes the proof for the case n = 0. Now we will assume that the statement is true for l ≤ n − 1 and we will prove that it is true for l = n. Let
. The proof will again follow from lemma 3.1 if we can prove that there exists a constant C N,n > 0 independent of h ∈ (0, 1), k ∈ (0, ǫ 1 ), and t j ∈ [0, T ] such that if u(x n , t j ) is the solution of the difference scheme (5) defined on R h × (R k ∩ [0, T ]) with initial condition u 0 then for 0 ≤ t j , t j+1 ≤ T we have
To this end we shall fix values for h ∈ (0, 1) and k ∈ (0, ǫ 1 ) and a solution u(x n , t j ) of the difference scheme (5) defined on R h × (R k ∩ [0, T ]) with initial condition u 0 . In order to prove that the above estimate holds for some constant C N,n > 0 we again prove that the estimate can be made for each term of Q j and then by adding all these estimates we will obtain the estimate for Q j . Here are the necessary estimates. For conciseness we shall only formulate a few of these estimates because the rest can be carried out similarly.
For the terms where 1 ≤ i 1 + i 2 ≤ n − 2 we have,
For the terms where i 1 + i 2 = 0 we have,
For the terms where n − 1 ≤ i 1 + i 2 ≤ n and i 1 ≤ i 2 we have,
Corollary 3.4 Let u 0 ∈ S −∞ (R) and K, T, ǫ > 0 all be given as in lemma 2.7 and let N, n ∈ N. Then there exists 0 < k 0 ≤ ǫ depending on N and n and there exists C N,n > 0 such that if h ∈ (0, 1), k ∈ (0, k 0 ), and u(x n , t j ) is the solution of the difference scheme (5) 
Proof of Corollary 3.4 By the product rule for D + this statement can be proven by induction on n. We shall omit the necessary details here.
Boundedness of Time-Differentiated Extended Discrete Solutions
In this section we will show that a certain time-extension of the discrete solution with domain R h ×R k remains bounded in the Schwartz semi-norms
for n, N ∈ N and m ∈ {0, 1, 2, 3}.
Suppose u(x n , t j ) is mesh function defined on R h × (R k ∩ [0, T ]) for some h, k, T > 0 where h ∈ (0, 1) and k ≤ T /3. We shall define an extension of u to R h × R k by the following: Let φ(t) ∈ C ∞ c (R) such that φ(t) = 1 for t ∈ [−1, T + 1] and φ(t) = 0 for t / ∈ [−2, T + 2]. For t j > T we define recursively u(x n , t j ) := u(x n , t j−1 ) + kD t,+ u(x n , t j−2 ) + k 2 D 2 t,+ u(x n , t j−3 ) and similarly for t j < 0 we define
Then we defineû := φ · u, which is clearly an extension of u to R h × R k and is compactly supported in time. We will now show that a finite time discrete solution extended in this way remains bounded in the discrete Schwartz semi-norms
Lemma 3.5 Let u 0 ∈ S −∞ (R) and K, T, ǫ > 0 all be given as in lemma 2.7 and let N, n ∈ N, m ∈ {0, 1, 2, 3}. Then there exists 0 < k 0 ≤ ǫ depending on m, n and N and there exists C m,N,n > 0 such that if h ∈ (0, 1), k ∈ (0, k 0 ), and u(x n , t j ) is the solution of the difference scheme (5) 
Proof of Lemma 3.5 Let n, N ∈ N be fixed values. First we will assume that m = 0 and prove the lemma in this case. By corollary 3.4 there exists such 0 < k 1 (n, N ) ≤ ǫ and C > 0 such that (16) holds if k ∈ (0, k 1 ) and (16) is still true becauseû(·, t j ) = 0, so we only need to prove that (22) holds for t j ∈ [−2, 0] and for t j ∈ [T, T + 2]. We may assume that k 1 is sufficiently small so that t 2 ∈ [0, T ] because otherwise we may simply decrease the value of k 1 .
If t j , t j+1 , t j+2 ∈ [0, T ] then (16) also holds with m = 1 and m = 2 for k ∈ (0, k 2 ) for some 0 < k 2 ≤ k 1 becauseû is a solution to the difference scheme (5) and so we could replace D t,+û (·, t j ) by the rest of (5) and use some elementary inequalities together with corollary 3.4 to deduce (16). Using this fact we will prove that (16) holds for m = 0 where k ∈ (0, k 2 ) and with t j ∈ [−2, 0] and
If t j ∈ [−2, 0] then by definition of u(·, t j ) we have
Therefore by using the above equality we have
By taking L 2 h norm of the above inequality and using the fact that (16) holds for t 0 ∈ [0, T ] with m = 0, 1, 2 we deduce that (16) holds for any t j ∈ [−2, 0]. In a similar way we can prove that (16) holds for t j ∈ [T, T + 2].
If t j ∈ [T, T + 2] then by definition of u(·, t j ) we can show, in a similar way that we did for the case t j ∈ [−2, 0] that
Therefore we have, by similar estimates from the case t j ∈ [−2, 0]
whereT is understood as the largest t j ∈ [0, T ]. By taking L 2 h norm of the above inequality and using the fact that (16) holds for t j =T ,T − k,T − 2k ∈ [0, T ] with m = 0, 1, 2 respectively, we deduce that (16) holds for any t j ∈ [T, T + 2]. Therefore, we have shown that (16) holds for any t j ∈ R k and for m = 0 with k ∈ (0, k 2 ) thus we may take k 0 = k 2 in this case. Now we shall assume that m = 1 and prove the lemma in this case for k ∈ (0, k 2 ). We have already established the m = 1 lemma inside the interval [0, T ].
For
, 0] then by the product rule for D t,+ we have,
If we take the L 2 h norm of both sides of the above inequality and use the fact that (16) holds with m = 0 for any t j ∈ R k and it holds with m = 1, 2 for t 0 ∈ [0, T ] we then deduce that (16) holds with m = 1 for t j ∈ [−3, 0]. Similarly for t j ∈ [T, T + 2] we may use the product rule for D t,+ to write similar estimates and we will obtain,
whereT is understood as before, and in the same way we may take the L 2 h norm of both sides of this inequality and use the boundedness of each term to deduce that (16) holds for m = 1 and t j ∈ [T, T + 2]. Thus we may take k 0 = k 2 in the case m = 1 as well. Now we shall prove the lemma for m = 2 which has already been established when t j , t j+1 , t j+2 ∈ [0, T ]. If t j < 0 then since
and by the product rule for D t,+ we have
It then follows that
Therefore we have,
By taking L 2 h norm of the above inequality and using the fact that (16) holds with m = 0, 1 for all t j ∈ R h and with m = 2 for t 0 ∈ [0, T ] we deduce that (16) holds with m = 2 for any t j < 0. If t j+2 > T then, by equalities similar to those shown in the case t j < 0 we see that
whereT is again understood as the largest
h norm of the above inequality and using the fact that (16) holds for all t j ∈ R h with m = 0, 1 and forT − 2k ∈ [0, T ] with m = 2 we deduce that (16) holds with m = 2 for any t j such that t j+2 > T . Therefore we have proven that the lemma holds in the case m = 2 for k ∈ (0, k 2 ) thus we may take k 0 = k 2 . Now we shall prove the lemma in the case m = 3. We may assume that k 2 is sufficiently small so that t 3 ∈ [0, T ]. If t j , t j+1 , t j+2 , t j+3 ∈ [0, T ] then (16) holds for k ∈ (0, k 3 ) for some 0 < k 3 ≤ k 2 just as in the cases m = 1, 2 becauseû is a solution to the difference scheme (5) and so we could repeatedly replace D t,+û (·, t j ) by the rest of (5) and use some elementary inequalities together with corollary 3.4 to deduce (16).
By the product rule for D t,+ we have
If t j < 0 or if t j+3 > T then by construction we have D [1, 8] . They are the key ingredients allowing us to pass from a discrete function to a continuum function while preserving the necessary estimates for our solution (i.e. boundedness of Schwartz semi-norms). The proofs of lemma 4.1 and corollary 4.2 can be found in [1] where the author uses ideas from [8] .
We will denote by L 2 (R) (or simply L 2 ) the space of square integrable functions defined on R with its usual inner product and norm denoted by (·, ·) L 2 and · L 2 respectively (in contrast to L 2 h which the space of square summable functions defined on the mesh R h and whose norm is denoted by
). Clearly if we restrict a continuum function u ∈ L 2 to R h then we may consider it also as a mesh function in L 2 h .
Lemma 4.1 For any h > 0 there exists a linear isometry
h then U := I h u has the following properties:
1. U ∈ C ∞ (R) (hence we can think of I h as a "smoothing operator").
2. For any point x n ∈ R h we have that U (x n ) = u(x n ).
3. For each j > 0 the following inequalities hold:
An explicit formula for U (x) is given by
Corollary 4.2 Let M ≥ 2 be an integer and let h > 0 be a real number. Suppose u is a mesh function on R h such that
h for each 0 ≤ N ≤ M . Then for each j ∈ N, and 0 ≤ N ≤ M − 2 we have,
Schwartz Boundedness of Smoothly Continued Discrete Solutions
In this section we will show that a certain smooth continuation of the discrete solution remains bounded in the Schwartz semi-norms
Suppose u(x n , t j ) is a mesh function defined on R h × R k for some h, k > 0 which is compactly supported in time for t j ∈ [T 0 , T 1 ] and which satisfies the property that there is some C > 0 such that u(·, t j ) L 2 h ≤ C for each t j ∈ R k . We will define a smooth continuation of u by the following:
Since u is compactly supported in time we know that for each x n ∈ R h we have u(x n , ·) ∈ L 2 k , therefore by lemma 4.1 we may apply the operator I k to u(x n , ·) in t to obtain by (17) that for any t ∈ R,
and therefore,
Hence by lemma 4.1 we can apply the smoothing operator I h to I k u(·, t) in the x variable for each t ∈ R to obtain a continuum function Iu := I h I k u. By linearity of I h it follows that Iu is given by,
and since for each t j we have
is smooth in t and also for each j the function I h u(x, t j ) is smooth in x we see that Iu ∈ C ∞ (R × R) and by lemma 4.1 Iu(x n , t j ) = u(x n , t j ) for any (x n , t j ) ∈ R h × R k . Moreover, it is clear from the above formula that for any m ∈ N we have ∂ m t Iu = I h (∂ m t I k u). Given a discrete solution u from lemma 2.7 we may now construct a smooth continuation Iû and prove the following lemma. Lemma 4.3 Let u 0 ∈ S −∞ (R) and K, T, ǫ > 0 all be given as in lemma 2.7 and let N, n ∈ N, m ∈ {0, 1, 2}. Then there exists 0 < k 0 ≤ ǫ and C > 0 both depending on m, n and N such that if h ∈ (0, 1), k ∈ (0, k 0 ), and u(x n , t j ) is the solution of the difference scheme (5) defined on R h × (R k ∩ [0, T ]) with initial condition u 0 then we have
Proof of Lemma 4.3 Fix values for n and N . We may assume N ≥ 2 because then the lemma will automatically follow for the lower values of N . By lemma 3.5 we have for each m = 0, 1, 2, 3 values for k 0 (m, n, N ) > 0 and C(m, n, N ) > 0 such that (16) holds for k ∈ (0, k 0 ) and t j ∈ R k . We may also assume that k 0 is sufficiently small and C(m, n, N ) is sufficiently large so that (16) 
Moreover as in (18) we have for each t ∈ R and for any m = 0, 1, 2, 3
Therefore we may apply corollary 4.2 in x, Fubini's theorem (see [6] ), lemma 4.1 in t, and (19) to conclude
By repeatedly applying the product rule we see from (20) that for any m = 0, 1, 2, 3 we have,
Then from the continuum versions of Sobolev's inequalities (see the remark in the appendix) applied in t and in x we obtain also for k ∈ (0, k 0 ) that when m = 0, 1, 2 we have
Proof of Local Existence for the Generalized mKdV equation in S −∞
By using corollary 4.2 and the Arzela-Ascoli theorem we shall now construct a smooth solution to (2) lying in S −∞ (R × [0, T ]) that comes from the discrete solution constructed in lemma 2.7. Theorem 1.1 and its proof are completely analogous to the corresponding results given by Bondareva for the KdV equation (see [1] 
theorem 2).
Proof of Theorem 1.1 (existence)
Since u 0 ∈ S −∞ (R) it follows that there is some K > 0 such that for any 0 < h < 1 we have u 0 S h ≤ K. Therefore, by lemma 2.7, there exists T, L, ǫ > 0 such that if h ∈ (0, 1) and k ∈ (0, ǫ) then there is a solution to the difference scheme (5) with initial condition u 0 defined on R h × (R k ∩ [0, T ]) and we denote this solution by by u h,k . Let U h,k := Iû h,k . From lemma 4.3 we know that for every N, n ∈ N, m ∈ {0, 1, 2} there exists 0 < k 0 (m, n, N ) ≤ ǫ and there exists C m,N,n > 0 such that if h ∈ (0, 1), k ∈ (0, k 0 ), then we have
From the family of functions U h,k h∈(0,1),k∈(0,k0(1,1,0))
we now wish to extract a convergent subsequence by using the Arzela-Ascoli theorem (this theorem can be found for example in [6] ).
Let (x 0 , t 0 ), (x 1 , t 1 ) be points in R × R. By lemma 4.3 and by the intermediate value theorem we have
which shows that the family of functions U h,k is equicontinuous on R × R. From (22) it follows that the family U h,k is also bounded uniformly for h ∈ (0, 1), k ∈ (0, k 0 (1, 1, 0)). Hence, by the Arzela-Ascoli theorem we may construct a subsequence U hi,ki , where of course h i , k i ց 0 as i → ∞, converging uniformly on compact sets to a function U ∈ C 0 (R × R). The above argument can also be made for the family of functions ∂ x U hi,ki for h ∈ (0, 1), k ∈ (0, k 0 (1, 2, 0) ). Namely, estimate (22) implies that the family is bounded uniformly and also that we may use estimate (23) with U h,k replaced by ∂ x U hi,ki to see that it is also an equicontinuous family. Thus we conclude that there is some V ∈ C5 Uniqueness of Solutions 5.1 Uniqueness in S −∞ for the Generalized mKdV Equation
In this section we shall prove uniqueness of solutions in S −∞ (R × [0, T ]) for (2) by using Gronwall's Inequality. We shall state this inequality and prove it in appendix B for completeness. The below statement also appears in [5] .
Lemma 5.1 (Gronwall's Inequality) Let T > 0 and c 1 , c 2 ∈ R be given and c 1 = 0. Suppose η : [0, T ] → R is a nonnegative, differentiable function and that for each t ∈ [0, T ] we have
Then for each t ∈ [0, T ] we have
are two solutions of (2) with initial data u 0 ∈ S −∞ (R). Then,
Let q(x, t) := u(x, t) − v(x, t). By subtracting the above two equations we see that q satisfies the equation
Thus if we multiply by q and integrate in x over (−∞, ∞) we get 1 2
−n ) it follows that after integrating by parts we may obtain the estimate
and moreover, q(·, 0) = 0, therefore by lemma 5.1 it follows that q(·, t) L 2 = 0 for all t ∈ [0, T ] and since q is smooth this implies that q(x, t) = 0 for all (x, t) ∈ R × [0, T ]. In this section we shall prove uniqueness of solutions in
Uniqueness in S
. First we will need the following lemma.
Lemma 5.2 Let I ⊂ R be an interval and β ≤ 1 2 . Suppose w(x, t) ∈ S β (R × I) is a solution to (1) with initial data w 0 ∈ S β (R) and that w(x, t) ∼
is a formal solution to (1).
Proof of Lemma 5.2 By symmetry it suffices to show that the positive x asymptotic expansion satisfies equation (1) . Let A 0 = {β j } ∞ j=0 and let J ⊂ I be a compact interval. We enlarge A 0 to the set Γ defined in appendix A having the properties mentioned in lemma 6.1. Let us re-write the asymptotic expansion as
By definition of being asymptotic it follows that for every N ∈ N we may write
for x > 1 and t ∈ J where
From this we obtain, as we see in (A.1), for some
(25) We may assume that N is sufficiently large so that M ≥ 1 and 2γ 0 + γ N +1 − 1 < γ 1 . Since the above equation must hold for all x > 1 we may divide by x γ0 to obtain from (25) thaṫ
and henceȧ
Continuing in the same way we may assume that N is sufficiently large so that 2γ 0 +γ N +1 −1 < γ 2 . Dividing (25) by x γ1 we obtain thaṫ
This process may be repeated inductively to obtain from (25) that for any j ∈ N we havė
γ k is a formal solution to (1).
Proof of Theorem 1.2 (uniqueness) Suppose w(x, t), r(x, t) ∈ S β (R × [0, T ]) are two solutions of (1) with initial data w 0 (x) ∈ S β (R) and that be the set constructed in appendix A from Λ having the properties stated in lemma 6.1. Then after reindexing we may rewrite the asymptotic expansions for w 0 , w(x, t), and r(x, t) as
follows that the coefficients a k (t) and d k (t) both satisfy the same equations (A.1) with the same initial data and hence for all
. Let u(x, t) = w(x, t) − r(x, t). Then u(x, t) satisfies (2) with initial condition u 0 (x) = 0 and where f (x, t) = r(x, t) and g(x, t) = 0. By uniqueness of solutions to (2) in S −∞ (R × [0, T ]), which was proven in theorem 1.1, it follows that u(x, t) = 0 for all (x, t) ∈ R × [0, T ].
Proof of Lemma 6.1 Statements 1 to 5 follow easily from the definition of Γ so we shall only prove discreteness here.
Let A := 1 2 − β j : β j ∈ A 0 . Since A 0 is discrete it follows that A is also discrete, hence ΣA = k p=1 δ p : δ p ∈ A, k ≥ 1 is discrete. Therefore Proof of Lemma 6.2 First we will show how to construct a formal solution ∞ k=0 a ± k (t)x β k . By symmetry it suffices to construct only the positive x formal solution. For simplicity we shall omit the superscript + sign in the coefficients a j (t).
First we enlarge the exponent set A 0 = {β j } ∞ j=0 to the set Γ as defined above. From lemma 6.1 it follows that we may write the set Γ as a decreasing sequence Γ = {γ j } ∞ j=0 where 1 2 ≥ γ 0 , γ j > γ j+1 , and γ j → −∞ as j → ∞, and we may rewrite the positive x asymptotic expansion of w 0 as ∞ j=0 a j x γj where a j = 0 if γ j / ∈ A 0 . In order to construct the formal solution we need to solve for the coefficients a j (t) of x γj . If First we will consider the case when γ 0 < 1 2 . Notice first that for j = 0 the second sum is nonexistent since γ 0 ≥ γ p for all p ≥ 0 and hence there is no p ≥ 0 such that γ p − 3 = γ 0 . Also for j = 0 the first sum is nonexistent because γ k + γ l + γ m − 1 ≤ 3γ 0 − 1 and if γ 0 = γ k + γ l + γ m − 1 then γ 0 ≤ 3γ 0 − 1 and hence γ 0 ≥ 1 2 which is a contradiction to our assumption that γ 0 < 1 2 . Thus we haveȧ 0 = 0 and hence a 0 (t) = a 0 is constant. Moreover, for j ≥ 0 we can see that both sums only contain indices less than j. To see this let us first consider the second sum. If γ p − 3 = γ j then γ p = γ j + 3 > γ j and hence p < j. For the first sum, if γ j = γ k + γ l + γ m − 1 and k ≥ j then 0 ≤ γ j − γ k = γ l + γ m − 1 so that γ l + γ m ≥ 1, but γ l , γ m < and from this it follows that for any t ∈ [0, T ] (in particular t j ) we have, h then the right side of both inequalities is infinity so they clearly hold in that case, thus we may assume that u ∈ L 2 h . First we will prove inequality 1. By lemma 4.1, it suffices to prove that d
for 0 ≤ k ≤ n and for some C > 0 where U = I h u. Since ξ n 1+|ξ| n is bounded by some constant we have that
Therefore inequality 1 holds. For property 2, we first note that for any x n in the mesh there exists some intermediate point x n (not necessarily in the mesh) such that x n ≤x n ≤ x n+k and
Moreover, for any x ∈ R we have, by the Cauchy-Schwarz inequality, the below estimates 
Therefore, by lemma 4.1 we have
where C is clearly independent of h. Since the above inequality holds for any k, we may apply the above inequality to D k+j + u for each j ∈ N satisfying k + j < n so that we will obtain inequality 2.
Proof of Corollary 2.4 We will first prove inequality 1. For N = 0 the result follows from lemma 2.3. We proceed by induction on N . Assume the result is true for each M ≤ N − 1. We will prove it for M = N . For j = 0 the result is trivial with C = 1. Consider the case j = 1. Then we have, by the product rule for D + ,
therefore,
Hence we have proven the case M = N for j = 0, 1. Assume it is true for p = j − 1. We will prove it for p = j. By applying the above inequality to D j−1 u we obtain,
which concludes both inductions. Now we prove inequality 2. By inequality 1 and lemma 2.3 we have for k ≥ 1,
Remark By using (B.1) and (B.2) we see that the proof of corollary 2.4 can also be applied to U = I h u with D + replaced by ∂ x and we would show that for every N, k, j ∈ N there exists C N,k,j > 0 such that for any h ∈ (0, 1) and for all mesh functions u(x n ) defined on R h we have the inequalities,
Proof of Lemma 5. Integrating the above inequality from zero to t and applying the fundamental theorem of calculus yields the desired inequality.
