Abstract-Computer intruders have become a major threat due to their wide spread through the Internet. Therefore, there was a need for security technique that monitors computer resources and sends reports on the activities of any anomaly or strange patterns which called Intrusion Detection (ID). A fuzzy clustering algorithm used because the boundaries between normal and intrusive cannot be well distinct due to the uncertainty nature of an attack. This paper proposed an algorithm for ID that combines both Modified fuzzy possiblistic C-Means (MFPCM) and symbolic fuzzy clustering in one algorithm called Extended Modified Fuzzy Possiblistic C-means (EMFPCM). To evaluate the EMFPCM, Knowledge Discovery and Data Mining Cup 1999 (KDD cup 99) intrusion detection dataset was used. The results indicated that the proposed algorithm was able to distinguish between normal and attack behaviors with high detection rate.
I. INTRODUCTION
Intrusion Detection (ID) has been defined as "the problem of identifying individuals who are using a computer system without authorization and those who have legitimate access to the system but are abusing their privileges" [1] . Identification is done by analyzing the events occurring in a computer system or network then search for signs of intrusions that compromise the confidentiality, integrity, availability, or to bypass the security mechanisms of a computer or network [2] .
ID uses cluster analysis as a technique for classifying data. Cluster analysis classifies network packets into normal or intrusion. In classical cluster analysis each datum must be assigned to exactly one cluster. This requirement is alleviates by fuzzy cluster analysis by allowing gradual memberships. This offers dealing with data that belong to more than one cluster at the same time [3] .
Clustering is found to be the widely used approach in intrusion detection system (IDS). Compared with the clustering algorithms, the fuzzy approaches are found to be efficient. Dunn in 1974 was first introduced Fuzzy C-Means clustering model (FCM) then Bezdek in 1983 extended and generalized this model [4] . Since then, different improvements of the method and model are suggested by researchers.
Reference [5] presents a clustering algorithm which uses fuzzy connectedness as the similarity metric for intrusion detection. Experimental results showed the stability of efficiency and accuracy of the algorithm.
Toosi and Kahani in reference [6] proposed five neuro-fuzzy classifiers for IDS, each for classifying data from one class in the Knowledge Discovery in Database (KDD99) dataset. Initial classification was performed using a set of parallel neuro-fuzzy classifiers. Then according to the output, the fuzzy inference system makes final decision on the current behavior as normal or intrusion. The structure of neuro-fuzzy engine optimized using genetic algorithm. The system problem was the great time consuming.
Reference [7] presents intrusion detection system based on C-fuzzy decision tree. The algorithm enhanced the performance of IDSs and emphasized the importance of modified tree in developing improved IDSs.
Whereas the researchers of reference [8] evaluated three methods for symbolic features transformation including: indicator variables, conditional probabilities and the separability split value method. All of these methods were compared with the arbitrary conversion method and applied to an ID problem and the KDDCup99 dataset. The results showed that the prediction capability of the classifiers utilized was improved with these three transformation methods.
Jawhar and Mehrotra in reference [9] proposed an intrusion detection model based on hybrid fuzzy logic and neural network. The first stage of this model was applying FCM to classify the data into two clusters normal and attack. The second stage used MLP for classification of attacks. The number of hidden layers and its number of nodes was determined experimentally. This model has ability to recognize an attack, to differentiate one attack from another and to detect new attacks with high detection rate and low false negative. Meanwhile, reference [10] shows a new approach, called FC-ANN, based on artificial neural network and fuzzy clustering, to solve the problem and help IDS achieve higher detection rate, less false positive rate and stronger stability.
In addition, the authors of reference [11] proposed a two-phase intrusion detection algorithm. Weighted fuzzy clustering was done based on the statistical information according to proposed weighted fuzzy cluster feature. The number of clusters for fuzzy clustering could be changed dynamically. Theoretical analysis and experimental results showed the algorithm can detect the intrusion behaviors effectively.
In this paper an algorithm for intrusion detection that combines both Modified Fuzzy Possiblistic C-Means (MFPCM) and fuzzy clustering for symbolic features in one algorithm proposed to distinguish between normal and attack behaviors.
The following sections of the paper are organized as follows: Section II gives background on MFPCM clustering algorithm and symbolic fuzzy clustering. Section III describes the proposed intrusion detection algorithm. Section IV presents the description of Knowledge Discovery and Data Mining Cup 1999 (KDD cup 99) on which the proposed algorithm experiments are conducted. Section V illustrates the results obtained from implementing and testing the proposed algorithm. Finally, conclusion is presented in Section VI.
II. MFPCM CLUSTERING ALGORITHM
A number of fuzzy clustering methods have been developed following the general fuzzy set theory strategies outlined by Zadeh [12] . Optimal clustering is determined by most fuzzy clustering algorithms based on minimizing objective function. Each cluster is represented by a cluster prototype. The prototype consists of a cluster center additional information about the size and the shape of the cluster may be included [13] .
The key to the success of the cluster analysis is the choice of an appropriate objective function to obtain better quality clustering results. MFPCM aims to give good results relating to the original FPCM algorithm by adding new weight of data points in relation to every cluster and modifying the exponent of the distance between a point and a class [14] , [15] .
where n is the number of patterns in the dataset. c is the number of clusters. m is any real number in the range
 is any real number in the range 1     . to the feature j in cluster i . Thus, the jth feature of the ith cluster center ij v can be presented as equation (6) 
III. THE PROPOSED EMFPCM FOR ID
The ID problem is viewed in signature network-based model as a two-class clustering problem: that classify patterns in normal and intrusive categories.
Extended Modified Fuzzy Possiblistic C-(EMFPCM) algorithm is proposed as a hybrid algorithm inspired from Lecture Notes on Software Engineering, Vol. 1, No. 3, August 2013 MFPCM and SFCM to deal with the uncertainty nature of attacks to manipulate network traffic patterns that contains symbolic features in addition to the numeric features.
The objective function of the EMFPCM is the same as MFPCM objective function shown in (1) except the distance which is adjusting by a new proposed equation. The proposed equation calculates the distance as shown in (8) .
where sf is the number of symbolic features. ) , ( The proposed algorithm (EMFPCM) can be outlined in the following steps.
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IV. DATASET DESCRIPTION
The experiments were carried out on a real data stream called intrusion detection dataset called KDD cup 99 which has been used in as benchmar k for security researches [18] . KDD cup 99 dataset was derived in 1999 from the DARPA98 network traffic dataset by assembling individual TCP packets into TCP connections. The KDD cup 99 dataset includes a set of 41 features derived for each connection and a label which specifies the status of connection records as either normal or specific attack type.
The attacks fall in one of the following four categories [19] : 1) Denial of Service (DoS): Attacker tries to prevent legitimate users from using a service. 2) Remote to Local (R2L): Attacker does not have an account on the victim machine, hence tries to gain access. 3) User to Root (U2R): Attacker has local access to the victim machine and tries to gain super user privileges. 4) Probe: Attacker tries to gain information about the target host. Table I shows multiple types of attack while Table II shows the three components of KDD dataset. 
V. EXPERIMENTAL RESULTS
The network traffic data from the KDD Cup 99 dataset was used to evaluate the proposed algorithm. The following subsections illustrate the KDD Cup 99 dataset preprocessing, the performance evaluation and results of the EMFPCM.
A. KDD Cup 99 Preparation and Features Selection
Features in the KDD cup 99 dataset covers different forms including: continuous and symbolic [18] . The numeric features in KDD99 have different scales and this causes bias over some feature over the others for this reason a normalization process was required. The normalization process applied on numeric features as follows:
1) Features with small scale were scaled linearly to the range [0.0, 1.0] using the formula (13) .
where X is the numerical attribute value, MinX is the minimum value that the attribute X can get and MaxX is the maximum value that the attribute X can get.
2 [20] . Based on the entropy of a feature, information gain measures the relevance of a given feature, i.e. measures its role in determining the class label. If the feature is relevant then the calculated entropies will be close to 0 and the information gain will be close to 1. Information gain was calculated for discrete features, continuous features should be discretized. To this, continuous features were partitioned into partitions depending on its instances frequency, i.e. the feature space was partitioned into arbitrary number of partitions where each partition contains N dataset instances of the feature value [21] .
Let S be a set of training set samples with their corresponding labels. Suppose there are m classes, the training set contains i s samples of class I and s is the total number of samples in the training set. Expected information needed to classify a given sample was calculated by [21] : (15) Information gain for F can be calculated as:
In our experiments, information gain was calculated for each feature. The features with negative values discarded including features: land, wrong_fragment, urgent, num-compromised, su_attempted, num_root, num_shell, num-outbound_cmds, is_host_login, and is_guset login as shown in Table III (the shaded texts represent the excluded features). Elimination of these features will increase the speed of the proposed algorithm without affecting accuracy. B. Performance Evaluation ID effectiveness was evaluated by its capability to make accurate predictions. According to the real nature of a given event compared to the prediction from the ID, four possible outcomes are shown in Table IV , known as the confusion matrix [22] . where True negatives (TN) as well as true positives (TP) correspond to a correct operation of the IDS that is, events are successfully labeled as normal and attacks, respectively. False positives (FP) refer to normal events being predicted as attacks; false negatives (FN) are attack events incorrectly predicted as normal events [21] . A high FP rate will seriously affect the performance of the system being detected. A high FN rate will leave the system vulnerable to intrusions. So, both FP and FN rates should be minimized, together with maximizing TP and TN rates.
In view of that, to evaluate the performance of the proposed algorithm for ID, detection rate (i.e. the proportion of true positives which are correctly identified as such), false alarm rate (i.e. the proportion of all negative substances that are incorrectly identified as positive), and accuracy (i.e. the proportion of true results in the population) were calculated separately as in equations 17, 18, and 19 respectively [22] . 
C. Results
The whole data set is huge, so only 10% subset is used to create a smaller training and testing set in order to evaluate the effectiveness of EMPFCM algorithm. First, for initialization step one normal pattern was selected randomly to initialize the center of the first cluster and four attack patterns were selected randomly to initialize the center of the second cluster.
Then in training phase the EMFPCM was training using 4000 randomly selected normal and attacks patterns from "10% KDD" dataset to tune the cluster centroid of the proposed algorithm (i.e., generate normal and attack signatures).
Finally, in testing phase, 5552 instances data of KDD cup 99 passed through the trained model to detect the intrusions and computed the detection rate (DR), false alarm (FAR), and accuracy of EMFPCM.
The proposed EMFPCM was tested with instances containing 41 and 30 features in two experiments. The results of the proposed algorithm were compared with traditional MFPCM as in Table V . In these two experiments, 2776 patterns were selected randomly from "10%KDD" dataset.
In the first experiment (EXP1), the selected sample contained normal and the most common attacks patterns namely smurf, ipsweep, neptune and back, most attacks could be distinguished from the normal activities and the average DR was as high as 99.05%. At the same time, the percentage of normal events that were incorrectly labeled as attachs (i.e. FAR) was 1.6. Whereas, in the second experiment (Exp2) which conducted to test the ability of EMFPCM to detect new variations of attacks, sample contained different attacks that did not exist in the training dataset. The DR is 99.7%, which is better than before, while the FAR was slightly different. EMFPCM results improved the DR which is important in most applications and FAR nearly the same with all kind of attacks. 
VI. CONCLUSIONS
An EMFPCM with mixed features clustering algorithm was proposed for intrusion detection problem. This algorithm used KDD cup 99 benchmark intrusion detection dataset for training and testing.
The EMFPCM algorithm used 30 features with optimal sensitivity and highest discriminatory power to speed of the algorithm without affecting accuracy. Also, the EMFPCM algorithm provided better result than conventional MFPCM and the average DR of the proposed algorithm was 99.7 which was outperform the average DR of classical algorithm which was 99.2.
