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Abstract. This article is a direct continuation of [1] where we begun the study of the transfer
matrix spectral problem for the cyclic representations of the trigonometric 6-vertex reflection
algebra associated to the Bazhanov-Stroganov Lax operator. There we addressed this problem
for the case where one of the K-matrices describing the boundary conditions is triangular. In
the present article we consider the most general integrable boundary conditions, namely the
most general boundary K-matrices satisfying the reflection equation. The spectral analysis
is developed by implementing the method of Separation of Variables (SoV). We first design a
suitable gauge transformation that enable us to put into correspondence the spectral problem
for the most general boundary conditions with another one having one boundaryK-matrix in
a triangular form. In these settings the SoV resolution can be obtained along an extension of
the method described in [1]. The transfer matrix spectrum is then completely characterized
in terms of the set of solutions to a discrete system of polynomial equations in a given class of
functions and equivalently as the set of solutions to an analogue of Baxter’s T-Q functional
equation. We further describe scalar product properties of the separate states including
eigenstates of the transfer matrix.
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1 Introduction
In the recent years, the out-of-equilibrium behavior of close and open physical systems has attracted
a lot of interest motivated in particular by new experimental results, see e.g. [2–10]. Microscopic
models able to describe such situations are thus in general not only described through their bulk
Hamiltonian but also by specifying appropriate boundary conditions. It leads eventually to rather
complicated dynamical properties with possible deformations of the bulk symmetries. In the con-
text of strongly coupled systems, integrable models in low dimension, with boundary conditions
preserving integrability properties, can be used to gain insights into the non-perturbative behavior
of such out-of-equilibrium dynamics, see e.g. [11] and references therein. In particular, they can
also describe classical stochastic relaxation processes, like ASEP [12–16] or transport properties in
one dimensional quantum systems, see e.g. [17, 18].
The algebraic description of quantum integrable models with non-trivial boundary conditions
(namely going beyond periodic boundary conditions) goes back to Cherednik [19] and Sklyanin [20].
Such models have already a long history, that started with spin chains and Bethe ansatz [21–29],
and continued using its modern developments, see e.g. [20, 30–81]. The key point of the algebraic
approaches is an extension of the standard Quantum Inverse Scattering method , see e.g. [82–97],
and its associated Yang-Baxter algebra ; it takes the form of the so-called reflection equations [19,20]
satisfied by the boundary version of the quantum monodromy matrix. The integrable structure
of the model with boundaries can be described in terms of the corresponding bulk quantities
supplemented with boundary conditions encoded in some K-matrices. To preserve integrability
properties, these K-matrices should satisfy reflection equations driven by the R-matrix of the
model in the bulk which solves the usual Yang-Baxter equation. As shown by Cherednik in [19]
these reflection equations are just consequences of the factorization property of the scattering of
particles on a segment having reflecting ends described by the boundary K-matrices. It leads
to compatibility properties between the scattering in the bulk described by the R-matrix and the
reflection properties of the ends encoded in theK-matrices. These are such that there still exists full
series of commuting conserved quantities for the model with boundaries generated by the boundary
transfer matrix [20]. Its expression is quadratic in the bulk monodromy matrix entries and depends
on the right and left boundary K-matrices. Then, as for the periodic case, the local Hamiltonian
for the boundary model can be obtained from this boundary transfer matrix. This is the standard
framework to then address the resolution of the common spectral problem for the transfer matrix
and its associated local Hamiltonian. There have been quite a number of works devoted to boundary
integrable models using, as in the periodic situation, various versions of the Bethe ansatz [30–81]. It
appeared however, that while for special models and boundary K-matrices a method very similar
to the standard algebraic Bethe ansatz (ABA), here based on the reflection equations, can be
applied, the case of the most general boundary conditions (and associated K-matrices) preserving
integrability turns out of be out of the reach of these methods. This motivated the use of different
approaches like in particular the use of q-Onsager algebras, see e.g. [47, 48], modifications of the
Bethe ansatz [45, 46, 49–53, 59] and the implementation for this case of the separation of variable
(SoV) method [98–119]. For an extensive discussion and comparison of these various methods in
the case of boundary integrable models, we refer to the general discussion given in the introduction
of our first article [1] and to the references therein.
In our article [1] we started the implementation of the SoV method to cyclic representation
of the 6-vertex reflection equation associated to the most general Bazhanov-Stroganov quantum
Lax operator [120–125]. Let us recall that the periodic boundary conditions case (spectrum and
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form factors) was considered in previous works [106–111], generalizing in particular [126,127]. The
interest in such a problem is due to the fact that special cases include the Sine-Gordon lattice model
at roots of unity and the Chiral Potts model [128–137]. In [1] we started the analysis considering the
special case where one of the boundary K-matrices has triangular form (which is equivalent to one
constraint on the boundary parameters). For that situation we have been able to apply successfully
the SoV method by identifying the separate basis as the eigenstate basis of a special diagonalizable
B-operator with simple spectrum which can be constructed from the boundary monodromy matrix
entries. Then using this separate basis, the spectrum (eigenvalues and eigenstates) for the boundary
transfer matrix was completely characterized in terms of the set of solutions to a discrete system
of polynomial equations in a given class of functions.
The purpose of the present article is to address this spectral problem for the most general
boundary conditions preserving integrability, namely for the most general K-matrices solution of
the reflection equation. The method to reach this goal is to design a gauge transformation that
enable us to put this general situation into correspondence with the previous one, namely with
a model having one triangular K-matrix. For that purpose, the standard idea of Baxter’s gauge
transformations, see e.g. [83,95] and references therein, has to be adapted in a way similar to [68,70]
and generalized to these cyclic representations of the 6-vertex Yang-Baxter algebra. Then using
this correspondence, the method and tools obtained in our first paper [1] can be used, leading to
the complete characterization of the spectrum (again eigenvalues and eigenstates) of the general
boundary transfer matrix. We also give determinant formula for the scalar products of the separate
states. Further, we show that the spectrum characterization admits a representation in terms of
functional equations of Baxter T-Q equation type. Let us note that an analogous inhomogeneous
Baxter’s like equation has been already proposed in [60] for this model on the basis of pure functional
arguments on the fusion of transfer matrices. Thanks to our SoV construction, we prove in the
present article that our inhomogeneous Baxter’s like equation does characterize the full transfer
matrix spectrum. Let us further remark that the inhomogeneous term in the proposal of [60] is
presented in terms of the averages of the entries of the monodromy matrix. For general cyclic
representations these quantities are defined only through (unresolved) recursion formula in [60].
Hence in [60] this inhomogeneous term is in fact not given explicitly which makes the comparison
with our explicit functional equation not directly possible. Moreover, we would like to stress that
in our formulation the Q-function are Laurent polynomial of a smaller degree compared to the one
in [60]. This is due to the fact that the inhomogeneous term being computed explicitly in our
SoV derivation it allows us to remove 4p (p being an integer characteristic value defining the cyclic
representation, see (2.10) in section 2) irrelevant zeros from the T-Q functional equation as they
can be factored out from each term of this equation (see section 5).
This article is organized as follows. In section 2 we just recall the basics of the cyclic repre-
sentations associated to the Bazhanov-Stroganov quantum Lax operator. In section 3 we define
the gauged transformed reflection algebra that put into correspondence the most general boundary
condition K-matrix with a triangular one. It enables us to adapt the SoV method that we already
described in our first article [1] to this more general context, leading in section 4 to the transfer
matrix spectrum complete characterization in this SoV basis. There we also present the scalar
product formulae for the so-called separate states containing the transfer matrix eigenstates. In
section 5 we show that the spectrum characterization admit a representation in terms of functional
equations of Baxter T-Q equation type. Details about the construction of the gauge transforma-
tion are given in Appendices A and B together with determinant identities used in the spectrum
characterization in Appendix C.
4
2 Cyclic representations of 6-vertex reflection algebra.
Following Sklyanin’s paper [20], we consider the most general cyclic solutions of the 6-vertex re-
flection equation associated to the Bazhanov-Stroganov Lax operator [121]:
R12(λ/µ)U1,−(λ)R21(λµ/q)U2,−(µ) = U2,−(µ)R21(λµ/q)U1,−(λ)R12(λ/µ) (2.1)
where the two sides of the equation belong to End(V1 ⊗ V2 ⊗H) and are defined by the following
boundary monodromy matrices:
Ua,−(λ) =Ma(λ)Ka,−(λ)Mˆa(λ) =
(
A−(λ) B−(λ)
C−(λ) D−(λ)
)
a
∈ End(Va ⊗H), (2.2)
where:
Mˆa(λ) = (−1)
N σyaM
ta
a (1/λ)σ
y
a , (2.3)
and Va ≃ C
2 is the so-called auxiliary space. Here,
Ma(λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
a
≡ La,N(λq
−1/2) · · ·La,1(λq
−1/2) ∈ End(Va ⊗H), (2.4)
is the cyclic solution of the 6-vertex Yang-Baxter equation:
R12(λ/µ)M1(λ)M2(µ) =M2(µ)M1(λ)R12(λ/µ) ∈ End(V1 ⊗ V2 ⊗H), (2.5)
associated to the R-matrix
Rab(λ) =
 qλ− q
−1λ−1 0 0 0
0 λ− λ−1 q − q−1 0
0 q − q−1 λ− λ−1 0
0 0 0 qλ− q−1λ−1
 ∈ End(Va ⊗ Vb), (2.6)
and defined in terms of the Bazhanov-Stroganov’s Lax operators [121]:
La,n(λ) ≡
(
λαnvn − βnλ
−1v−1n un
(
q−1/2anvn + q
1/2bnv
−1
n
)
u−1n
(
q1/2cnvn + q
−1/2dnv
−1
n
)
γnvn/λ− δnλ/vn
)
a
∈ End(Va ⊗Rn),
(2.7)
where:
γn = ancn/αn, δn = bndn/βn. (2.8)
The un ∈End(Rn) and vm ∈End(Rm) are unitary Weyl algebra generators:
unvm = q
δn,mvmun with u
p
n = v
p
m = 1 ∀n,m ∈ {1, ...,N}, (2.9)
and:
q = e−iπβ
2
, β2 = p′/p with p′ even and p = 2l + 1 odd, l ∈ N. (2.10)
The local quantum spaces Rn are p-dimensional Hilbert spaces and the full representation space of
the cyclic Yang-Baxter and reflection algebra is defined by the tensor product of the local quantum
spaces, i.e. H = ⊗Nn=1Rn. Moreover, we consider here the most general boundary matrices defined
as:
Ka,±(λ) =
(
a± (λ) b± (λ)
c± (λ) d± (λ)
)
a
≡ Ka(λq
(1±1)/2; ζ±, κ±, τ±), (2.11)
5
where:
Ka(λ; ζ, κ, τ) =
1
ζ − 1ζ
 λζq1/2 − q1/2λζ κeτ (λ2q − qλ2)
κe−τ
(
λ2
q −
q
λ2
)
q1/2ζ
λ −
λ
ζq1/2

a
∈ End(Va). (2.12)
We introduce the functions:
A−(λ) ≡ g−(λ)a(λq
−1/2)d(1/(q1/2λ)), D−(λ) = k(λ)A−(q/λ), (2.13)
where:
a(λ) ≡ a0
N∏
n=1
(
βn
λ
+ q−1
bnαn
an
λ), k(λ) =
(
λ2 − 1/λ2
)
(λ2/q2 − q2/λ2)
, (2.14)
d(λ) ≡
(−1)N
a0
N∏
n=1
ancn
αn
(
1
λ
+ q
dnαn
cnβn
λ), (2.15)
a0 is a free nonzero parameter and
gǫ(λ) ≡
(λαǫ/q
1/2 − q1/2/(λαǫ))(λβ
−ǫ
ǫ /q
1/2 + q1/2/(λβ−ǫǫ ))
(αǫ − 1/αǫ) (βǫ + 1/βǫ)
, (2.16)
where ǫ = ±1 and we have defined:
(αǫ − 1/αǫ) (βǫ + 1/βǫ) ≡
ζǫ − 1/ζǫ
κǫ
, (αǫ + 1/αǫ) (βǫ − 1/βǫ) ≡
ζǫ + 1/ζǫ
κǫ
, (2.17)
Moreover, later we will use:
µn,h ≡
{
iq1/2 (anβn/αnbn)
1/2 h = +,
iq1/2 (cnβn/αndn)
1/2 h = −.
(2.18)
Following the Sklyanin’s paper [20] the next proposition holds:
Proposition 2.1. The most general boundary transfer matrix associated to the Bazhanov-Stroganov
Lax operator in the cyclic representations of the reflection algebra is defined by:
T (λ) ≡ tra{Ka,+(λ)Ua,−(λ)} (2.19)
= a+(λ)A−(λ) + d+(λ)D−(λ) + b+(λ)C−(λ) + c+(λ)B−(λ), (2.20)
It is a one parameter family of commuting operators satisfying the following symmetries proprieties:
T (λ) = T (1/λ), T (−λ) = T (λ). (2.21)
The boundary quantum determinant:
detq Ua,−(λ) ≡ ((λ/q)
2 − (q/λ)2)[A−(λq
1/2)A−(q
1/2/λ) + B−(λq
1/2)C−(q
1/2/λ)] (2.22)
= ((λ/q)2 − (q/λ)2)[D−(λq
1/2)D−(q
1/2/λ) + C−(λq
1/2)B−(q
1/2/λ)], (2.23)
is a central element in the reflection algebra, i.e.
[detq Ua,−(λ),Ua,−(µ)] = 0, (2.24)
and its explicit expression reads:
detq Ua,−(λ) = (λ
2/q2 − q2/λ2)A−(λq
1/2)A−(q
1/2/λ). (2.25)
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3 Gauged cyclic reflection algebra and SoV representations
In our previous paper we solved the spectral problem associated to the transfer matrix of the
cyclic representations under the requirement that one of the boundary matrices is triangular, i.e.
b+(λ) ≡ 0. In this paper we want to solve the same type of spectral problem but for the most
general boundary conditions. In order to do so we can follow the same approach used in the case
of the transfer matrix associated to the spin-1/2 reflection algebra [68]. That is, we introduce the
following linear combinations of the original reflection algebra generators:
A−(λ|β) =
[
−
(
λq3/2/β
)
A−(λ)− αqB−(λ) + C−(λ)/(αq) + βD−(λ)/
(
λq3/2
)]
/(β/q2 − q2/β)
(3.1)
B−(λ|β) =
[
−
(
λβ/q1/2
)
A−(λ)− αqB−(λ) +
(
β2/αq
)
C−(λ) +
(
βq1/2/λ
)
D−(λ)
]
/(β − 1/β)
(3.2)
C−(λ|β) =
[(
λq3/2/β
)
A−(λ) + αqB−(λ)−
(
q3/αβ2
)
C−(λ)−
(
q5/2/λβ
)
D−(λ)
]
/(β/q2 − q2/β)
(3.3)
D−(λ|β) =
[(
λβ/q1/2
)
A−(λ) + αqB−(λ)− C−(λ)/αq −
(
q1/2/λβ
)
D−(λ)
]
/(β − 1/β), (3.4)
where β 6= ±1,±q2 and α are arbitrary complex values; to simplify the notation, we won’t explicit
the dependance in α. As it is discussed in the appendices A and B, these operators families still
satisfy a set of commutation relations which are gauged versions of the reflection algebra commu-
tation relations. In the following we will refer to these families as the gauge transformed reflection
algebra generators. In the same appendices, we prove the following theorem, characterizing the
representation of these generators:
Theorem 3.1. For almost all the values of the boundary-bulk-gauge parameters there exit a left
〈Ωβ | and a right |Ωβ〉 pseudo-eigenstate of B−(λ|β):
〈Ωβ|B−(λ|β) = b0(λ|β)〈Ωβ/q2 |, B−(λ|β)|Ωβ〉 = |Ωq2β〉b0(λ|β), (3.5)
where:
bh(λ|β) = b−(β)(
λ2
q
−
q
λ2
)
N∏
a=1
(
λ
b−,a(β)qha
−
b−,a(β)q
ha
λ
)(λqhab−,a(β)−
1
λqhab−,a(β)
), (3.6)
for h= (h1, ..., hN) ∈ {0, ..., p − 1}
N with
b
2
−,n(β) 6= q
1−2hα2ǫ− , b
2
−,n(β) 6= −q
1−2hβ2ǫ− , (3.7)
b
2
−,n(β) 6= q
1−2hµ2ǫm,+, b
2
−,n(β) 6= q
1−2hµ2ǫm,−, (3.8)
for any ǫ = ±1, n,m ∈ {1, ...,N} and h ∈ {1, ..., p − 1}. Then, the following set of states:
〈β, h1, ..., hN| =
1
nβ
〈Ωβ|
N∏
n=1
hn∏
kn=1
A−(q
1−kn/b−,n(β)|βq
2)
A−(q1−kn/b−,n(β))
, (3.9)
|β, h1, ..., hN〉 ≡
1
nβ/q2
N∏
n=1
hn∏
kn=1
D−(q
1−kn/b−,n(β)|β)
D−(q1−kn/b−,n(β))
|Ωβ〉, (3.10)
7
form a left and a right basis of the representation space defining the following decomposition of the
identity:
I ≡
p−1∑
h1,...,hN=0
∏
1≤b<a≤N
(X(ha)a −X
(ha)
a )|βq
2, h1, ..., hN〉〈β, h1, ..., hN|, (3.11)
with
〈β, h1, ..., hN|βq
2, k1, ..., kN〉 =
∏
1≤a≤N
δha,ka
∏
1≤b<a≤N
1
X
(ha)
a −X
(hb)
b
, (3.12)
where
X
(hb)
b = (b−,b(β)q
hb)2 + 1/(b−,b(β)q
hb)2 (3.13)
for the non-zero normalization fixed by
nβ =
 ∏
1≤b<a≤N
(
X(p−1)a −X
(p−1)
b
)
〈Ωβ|Ωβq2〉
1/2 . (3.14)
In this basis the operator family B−(λ|β) is pseudo-diagonalized:
〈β, h1, ..., hN|B−(λ|β) = bh(λ|β)〈β/q
2, h1, ..., hN|, (3.15)
B−(λ|β)|β, h1, ..., hN〉 = |q
2β, h1, ..., hN〉bh(λ|β), (3.16)
with simple pseudo-spectrum
b
2p
−,n(β) 6= ±1, b
p
−,m(β) 6= b
p
−,n(β), ∀n 6= m ∈ {1, ...,N}, (3.17)
and the operator families A−(λ|β) and D−(λ|β) in the zeros ζ
(ha)
a of B−(λ|β) act as simple shift
operators:
〈β, h1, ..., hN|A−(ζ
(ha)
a |βq
2) = A−(ζ
(ha)
a )〈β, h1, ..., hN|T
−ϕa
a , (3.18)
D−(ζ
(ha)
a |β)|β, h1, ..., hN〉 = T
−ϕa
a |β, h1, ..., hN〉D−(ζ
(ha)
a ), (3.19)
where
〈β, h1, ..., ha, ..., hN|T
±
a = 〈β, h1, ..., ha ± 1, ..., hN|, (3.20)
T±a |β, h1, ..., ha, ..., hN〉 = |β, h1, ..., ha ± 1, ..., hN〉, (3.21)
and:
ζ(h)n =
(
b−,n(β)q
h
)ϕn
for h ∈ {0, ..., p − 1} and ∀n ∈ {1, ..., 2N}, (3.22)
ϕa = 1− 2θ(a− N) with θ(x) = {0 for x ≤ 0, 1 for x > 0}. (3.23)
Let us comment that the existence of the states 〈Ωβ| and |Ωβ〉 can be proven by a general
argument which we present in Appendix B. For general representations, the pseudo-spectrum of
B−(λ|β), i.e. the values of b−,n(β) and b−(β), must be computed by recursion on the number of
sites. However, in Appendix B we present the explicit expression for b−,n(β) and b−(β) in some
particular representations.
The interest in these gauge transformed boundary generators is due to the possibility to use
them to rewrite the transfer matrix associated to the most general cyclic 6-vertex reflection algebra
representations in a simple form, as presented in the following proposition:
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Proposition 3.1. The quantum determinant can be written in terms of the gauge transformed
boundary generators as:
detq U−(λ)
(λ2/q2 − q2/λ2)
= A−(q
1/2λǫ|βq2)A−(q
1/2/λǫ|βq2) + B−(q
1/2λǫ|β)C−(q
1/2/λǫ|βq2) (3.24)
= D−(q
1/2λǫ|β)D−(q
1/2/λǫ|β) + C−(q
1/2λǫ|βq2)B−(q
1/2/λǫ|β), (3.25)
ǫ = ±1. Moreover, if we set the gauge parameter α to:
α = −ββ+/q
2α+e
τ+ , (3.26)
(α+ and β+ are defined in (2.17), they are linked to the boundary parameters ζ+, κ+ and τ+, see
(2.11)-(2.12)) then the transfer matrix can be written as
T (λ) = a+(λ)A−(λ|β) + a+(1/λ)A−(1/λ|β) + qc+(λ|β)B−(λ|β/q
2) (3.27)
T (λ) = d+(λ)D−(λ|β) + d+(1/λ)D−(1/λ|β) + c+(λ|β)B−(λ|β)/q, (3.28)
where we have defined:
a+(λ) = −
λ2q − 1/qλ2
λ2 − 1/λ2
g+(λ), d+(λ) =
λ2q − 1/qλ2
λ2 − 1/λ2
g+(q/λ), (3.29)
c+(λ|β) =
−q(λ2q − 1/qλ2) (ββ+/qα+ − qα+/ββ+)
β (α+ − 1/α+) (β+ + 1/β+)
. (3.30)
Proof. The proof of this statement coincides with the one given in [68] for the XXZ spin 1/2 quan-
tum chain with general integrable boundaries; in fact, this statement is representation independent.
The only difference is that here we have used a Laurent polynomial form while in the XXZ case it
was a trigonometric form.
The simple representations (3.27)-(3.28) of the transfer matrix in terms of the gauge transformed
boundary generators and the known actions (3.18)-(3.19) of these operators imply that the transfer
matrix spectral problem is separated in the pseudo-eigenbasis of B−(λ|β).
4 T -spectrum characterization in SoV basis and scalar products
In this section we present the complete characterization of the spectrum of the transfer matrix
T (λ) associated to the cyclic representations of the 6-vertex reflection algebra. We first present
some preliminary properties satisfied by all the eigenvalue functions of the transfer matrix T (λ):
Lemma 4.1. Denote by ΣT the transfer matrix spectrum, then any τ(λ) ∈ ΣT is an even function of
λ symmetrical under the transformation λ→ 1/λ which admits the following interpolation formula:
τ(λ) =
N∑
a=1
Λ2 −X2
(X
(0)
a )2 −X2
N∏
b=1
b6=a
Λ−X
(0)
b
X
(0)
a −X
(0)
b
τ(ζ(0)a ) + (−1)
N
(Λ +X)
2
N∏
b=1
Λ−X
(0)
b
X −X
(0)
b
detqM(1)
− (−1)N
(Λ−X)
2
N∏
b=1
Λ−X
(0)
b
X +X
(0)
b
(ζ+ + 1/ζ+)
(ζ+ − 1/ζ+)
(ζ− + 1/ζ−)
(ζ− − 1/ζ−)
detqM(i)
+ (Λ2 −X2)τ∞
N∏
b=1
(Λ−X
(0)
b ), (4.1)
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where:
Λ ≡ (λ2 + 1/λ2) and X ≡ q + 1/q (4.2)
and
τ∞ ≡
κ+κ−(e
τ+−τ−
∏
N
b=1 δbγb + e
τ−−τ+
∏
N
b=1 αbβb)
(ζ+ − 1/ζ+) (ζ− − 1/ζ−)
. (4.3)
We recall that ζ−, κ−, τ−, ζ+, κ+ and τ+ are the boundary parameters, see (2.11)-(2.12), and
αn, βn, γn and δn are the bulk parameters, see (2.7).
Proof. This lemma coincides with Lemma 5.1 of our previous paper.
We introduce the following one-parameter family Dτ (λ) of p× p matrices:
Dτ (λ) ≡

τ(λ) −a(1/λ) 0 · · · 0 −a(λ)
−a(qλ) τ(qλ) −a(1/ (qλ)) 0 · · · 0
0
. . .
...
... · · ·
...
... · · ·
...
...
. . . 0
0 . . . 0 −a(q2l−1λ) τ(q2l−1λ) −a(1/
(
q2l−1λ
)
)
−a(1/
(
q2lλ
)
) 0 . . . 0 −a(q2lλ) τ(q2lλ)

,
(4.4)
where for now τ(λ) is a generic function and we have defined:
a(λ) = a+(λ)A−(λ), (4.5)
(from (2.13) and (3.29)) where the coefficient a(λ) satisfies the quantum determinant condition:
a(λq1/2)a(q1/2/λ) =
a+(λq
1/2)a+(q
1/2/λ)detqU−(λ)
(λ/q)2 − (q/λ)2
. (4.6)
The separation of variables lead to the following discrete characterization of the transfer matrix
spectrum.
Theorem 4.1. For almost all the values of the boundary-bulk parameters T (λ) is diagonalizable
and it has simple spectrum and ΣT coincides with the set of polynomials τ(λ) of the form (4.1)
which satisfy the following discrete system of equations:
det Dτ (ζ
(0)
a ) = 0, ∀a ∈ {1, ...,N}. (4.7)
I) The right T -eigenstate corresponding to τ(λ) ∈ ΣT is defined by the following decomposition
in the right SoV-basis:
|τ〉 =
p−1∑
h1,...,hN=0
N∏
a=1
q(ha)τ,a
∏
1≤b<a≤N
(X(ha)a −X
(hb)
b )|β, h1, ..., hN〉, (4.8)
10
where the gauge parameters α and β satisfy the condition (3.26) and the q
(ha)
τ,a are the unique
nontrivial solutions up to normalization of the linear homogeneous system:
Dτ (ζ
(0)
a )
 q
(0)
τ,a
...
q
(p−1)
τ,a
 =
 0...
0
 . (4.9)
II) The left T -eigenstate corresponding to τ(λ) ∈ ΣT is defined by the following decomposition
in the left SoV-basis:
〈τ | =
p−1∑
h1,...,hN=0
N∏
a=1
qˆ(ha)τ,a
∏
1≤b<a≤N
(X(ha)a −X
(hb)
b )〈h1, ..., hN, β/q
2|, (4.10)
where the gauge parameters α and β satisfy the condition (3.26) and the qˆ
(ha)
τ,a are the unique
nontrivial solutions up to normalization of the linear homogeneous system:(
qˆ
(0)
τ,a . . . qˆ
(p−1)
τ,a
)(
Dˆτ (ζ
(0)
a )
)t0
=
(
0 . . . 0
)
, (4.11)
and Dˆτ (λ) is the family of p × p matrices defined substituting in Dτ (λ) the coefficient a(λ)
with
d(λ) = d+(λ)D−(λ). (4.12)
defined from (2.13) and (3.29).
Proof. The Theorem 3.1 implies that for almost all the values of the gauge-boundary-bulk param-
eters the conditions (3.7)-(3.8) hold. Here, we need to prove also that for almost all the values of
the boundary-bulk parameters we have,
b
2
−,n(β) 6= q
1−2hα±2+ , b
2
−,n(β) 6= −q
1−2hβ±2+ , ∀h ∈ {1, ..., p − 1}, n ∈ {1, ...,N}, (4.13)
once we set the ratio α/β as in (3.26). Let us first observe that B−(λ|β) is a Laurent polynomial in
α, β, the inner boundary parameters and the bulk parameters. So that by (3.26), the one parameter
family B−(λ|β) becomes Laurent polynomial in the outer boundary parameters too. Consequently,
to prove that (4.13) is satisfied for almost all the values of the boundary-bulk parameters it is
enough to prove that we can find some values of these parameters for which (4.13) is satisfied.
Indeed, we can chose arbitrary boundary-bulk parameters satisfying the following inequalities:
µp+,n 6= α
±p
+ and µ
p
+,n 6= −β
±p
+ , ∀n ∈ {1, ...,N}, (4.14)
together with those in (B.64) and (B.65) and impose the N conditions (B.63). Under these con-
ditions, Theorem 3.1 implies the pseudo-diagonalizability of B−(λ|β) and fixes the spectrum of its
zeros b−,n(β) by (B.66); so that the inequality (4.13) is satisfied.
As we have proven that for almost all the values of the boundary-bulk parameters the inequalities
(4.13), (B.64) and (B.65) hold, to prove this theorem we have just to follow the same proof given
in the non-gauged case, i.e. the proof of Theorem 5.1 of our previous paper.
Let us comment that with respect to this last theorem here we are stating also the diagonal-
izability of the transfer matrix for almost any value of the parameters of the representation. This
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last statement can be proven as it follows. Let us consider the following special representation,
where the bulk parameters satisfy:
cn = −b
∗
n ; dn = −a
∗
n and α
∗
nβn = a
∗
nbn (4.15)
and where the boundary matrices are diagonal, Ka,−(λ) = Ka(λ; ζ−, 0, 0) and
Ka,+(λ) = Ka(qλ; ζ+, 0, 0) (see (2.11)-(2.12)), with the associated boundary parameters satisfying
moreover |ζ−| = |ζ+| = 1. The ∗ operation is the complex conjugation. A simple direct calculation
made for example in [110] leads to the following Hermitian conjugate of the monodromy matrix
(2.4):
M †a(λ) = σ
y
aMa(λ
∗)σya (4.16)
where σya denotes the Pauli matrix.
From this relation, and using the specific inner boundary matrix introduced, one can compute
the Hermitian conjugate of the boundary monodromy matrix (2.2):
U†a,−(λ) = U
ta
a,−(1/λ
∗) (4.17)
Then, from the definition of the boundary transfer matrix, and for the special choice of represen-
tation here chosen, we can show:
T †(λ) = T (1/λ∗) (4.18)
Thus for this special representation the boundary transfer matrix is normal. Then it follows that
the determinant of the pN × pN matrix of elements 〈ei|τj〉, where 〈 ei | is the generic element of a
given basis of covectors and | τj 〉 is the generic transfer matrix eigenvector, is non zero.
Noticing that this determinant is a fractional function of the bulk and boundary parameters,
non zero for the special choice of the parameters above defined, it follows that it is non zero for
almost every choice of the parameters. Which concludes the proof.
It is also interesting to remark that we can obtain the coefficients of a left transfer matrix
eigenstates in terms of those of the right one. The following lemma defines this characterization
and can be proven as in the standard case [1]:
Lemma 4.2. Let τ(λ) ∈ ΣT then it holds:
qˆ
(h)
τ,a
qˆ
(h−1)
τ,a
=
a(1/ζ
(h−1)
a )
d(1/ζ
(h−1)
a )
q
(h)
τ,a
q
(h−1)
τ,a
. (4.19)
Let us introduce a class of left and right states, the so-called separate states, characterised by
the following type of decompositions in the left and right separate basis:
〈α| ≡
p−1∑
h1,...,hN=0
N∏
a=1
α(ha)a
∏
1≤b<a≤N
(X(ha)a −X
(hb)
b )〈β/q
2, h1, ..., hN| (4.20)
|β〉 =
p−1∑
h1,...,hN=0
N∏
a=1
β(ha)a
∏
1≤b<a≤N
(X(ha)a −X
(hb)
b )|β, h1, ..., hN〉 (4.21)
where the coefficients α
(ha)
a and β
(ha)
a are arbitrary complex numbers, meaning that the coefficients
of these separate states have a factorised form in these basis. (X
(ha)
a defined in (3.13)).
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These separate states are interesting at least for two reasons: the eigenstates of the boundary
transfer matrix are special separate states, and they admit a simple determinant scalar product,
as it is stated in the next proposition:
Proposition 4.1. Let us take an arbitrary separate left state 〈α| and an arbitrary separate right
state |β〉. Then it holds:
〈α|β〉 = det M(α,β) (4.22)
where the elements of the size N matrix M(α,β) are given by:
∀(a, b) ∈ [1, N ]2, M
(α,β)
a,b ≡
p−1∑
h=0
α(h)a β
(h)
a (X
(h)
a )
(b−1) (4.23)
The proof is quite straightforward, it is based on the fact that one can see a Vandermonde
determinant when computing the scalar product. One of the main corollary is the orthogonality of
two eigenstates 〈τ | and |τ ′〉 of the boundary transfer matrix associated to two different eigenvalues
τ(λ) and τ ′(λ):
〈τ |τ ′〉 = 0 (4.24)
The computation of such scalar products is the very first step towards the dynamics, several
further steps being required to reach this characterization for the models associated to cyclic rep-
resentations of the 6-vertex reflection algebra: the reconstruction of the local operators in separate
variables, the identification of the ground state, the homogeneous and the thermodynamic limit.
For example a rewriting of the determinant representations for the form factors obtained from
separation of variable will be necessary to overcome the standard problems related to the homo-
geneous limit. This problem has been addressed and solved for the XXX spin 1/2 chain, linking
the separation of variable type determinants with Izergin’s, Slavnov’s and Gaudin’s type determi-
nants [118,119].
5 Functional equation characterizing the T -spectrum
The purpose of this section is to characterize the spectrum by functional relations analogous to
Baxter’s T-Q equation. To begin with, we first need the following property.
Lemma 5.1. Let τ(λ) be a function of λ invariant under the transformation λ→ 1/λ and λ→ −λ
then detpDτ (λ) (from (4.4)) is a function of
Z = λ2p +
1
λ2p
, (5.1)
i.e. it is a function of λp invariant under the transformations λp → 1/λp and λ→ −λ. Moreover, if
τ(λ) is a Laurent polynomial of degree N+2 in Λ = λ2+ 1
λ2
then detpDτ (λ) is a Laurent polynomial
of degree N+ 2 in Z.
Proof. The first part of this lemma about the dependence w.r.t. Z of detpDτ (λ) has been already
proven in Lemma 5.2 of our previous paper [1] while the second part of this lemma can be proven
following the proof given in Proposition 6.1 of the same paper. To adapt this proof here, let us
observe that the matrix Dτ (i
aqh+1/2) for a ∈ {0, 1} and h ∈ {0, ..., p−1} contains one row with two
13
divergent elements, i.e. −a(±1) and −a(±i), respectively for a = 0 and a = 1. Nevertheless the
determinants detpDτ (i
aqh+1/2) are all finites for any a ∈ {0, 1} and h ∈ {0, ..., p − 1} if τ(ibqk+1/2)
are finite for any b ∈ {0, 1} and k ∈ {0, ..., p−1}. Indeed, by the symmetries λp → 1/λp and λ→ −λ
all the determinants detpDτ (q
h+1/2) coincide as well as all the determinants detpDτ (iq
h+1/2). So
that we have to prove our statement for one value of qh+1/2 and one value of iqh+1/2. Now, we can
use the expansion of the determinant w.r.t. the central row:
detpDτ (λq
1/2) = τ(λ)detp−1Dτ,(p+1)/2,(p+1)/2(λq
1/2) +
x(λ)detp−1Dτ,(p+1)/2,(p+1)/2−1(λq
1/2)
λ2 − 1/λ2
−
x(1/λ)detp−1Dτ,(p+1)/2,(p+1)/2+1(λq
1/2)
λ2 − 1/λ2
, (5.2)
where
x(λ) =
(
λ2 −
1
λ2
)
a(λ), (5.3)
and Dτ,i,j(λ) denotes the (p− 1)× (p− 1) matrix obtained from Dτ (λ) removing the row i and the
column j. From the identity:
detp−1Dτ,(p+1)/2,(p+1)/2+1(λq
1/2) = detp−1Dτ,(p+1)/2,(p+1)/2−1(q
1/2/λ), (5.4)
and the regularity of these two determinants for λ→ ±1 and λ→ ±i, it follows that detpDτ (i
aq1/2)
are finites too for a ∈ {0, 1}. Now, our statement about the Laurent polynomiality of degree N+2 of
detpDτ (λ) w.r.t. Z follows from the symmetries and from the fact that τ(λ) and x(λ) are Laurent
polynomials in λ of degree 2N+ 4.
Let us introduce the following notations:
a∞ = lim
λ→+∞
λ−2(N+2)a(λ) =
(−1)N+1κ+κ−α−β−α+
∏
N
n=1 bncn
q3+Nβ+ (ζ+ − 1/ζ+) (ζ− − 1/ζ−)
, (5.5)
a0 = lim
λ→0
λ2(N+2)a(λ) =
(−1)N+1q3+Nκ+κ−β+
∏
N
n=1 andn
α−β−α+ (ζ+ − 1/ζ+) (ζ− − 1/ζ−)
, (5.6)
and
F (λ) =
2N∏
b=1
 λp(
ζ
(0)
b
)p −
(
ζ
(0)
b
)p
λp
 , (5.7)
where we recall that ζ−, κ−, τ−, α−, β−, ζ+, κ+, τ+, α+ and β+ are the boundary parameters (see
(2.11),(2.12) and (2.17)), while an, bn, cn and dn are the bulk parameters, see (2.7). Then the
following results hold:
Proposition 5.1. For almost all the values of the boundary-bulk parameters, T (λ) has simple
spectrum and τ(λ) of the form (4.1) is an element of ΣT (the set of the eigenvalues of T (λ)) if
and only if detpDτ (λ) is a Laurent polynomial of degree N + 2 in the variable Z (see (5.1)) which
satisfies the following functional equation:
detpDτ (λ) = F (λ)
(
λ2p −
1
λ2p
)2 p−1∏
k=0
(τ∞ − (q
k
a∞ + q
−k
a0)). (5.8)
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Proof. The SoV characterization of the spectrum implies that τ(λ) ∈ ΣT if and only if it holds:
detpDτ (ζ
(0)
a ) = 0, ∀a ∈ {1, ...,N}, (5.9)
and τ(λ) has the form (4.1). In the previous lemma we have shown that detpDτ (λ) is a Laurent
polynomial of degree N+2 in Z, here we show that from τ(λ) of form (4.1) it follows the identities:
lim
λ→±1,±i
detpDτ (λq
1/2+h) = 0 ∀h ∈ {0, ..., p − 1}. (5.10)
For the symmetry it is enough to consider the above limit in the case h = 0. Let us denote with
D¯τ (λq
1/2) the matrix whose first row is the sum of the first and the last row of Dτ (λq
1/2) divided
for (λ2−1/λ2) and whose row (p+ 1) /2 is the row (p+ 1) /2 of Dτ (λq
1/2) multiplied for (λ2−1/λ2)
while all the others rows of D¯τ (λq
1/2) and Dτ (λq
1/2) coincide. Clearly it holds:
detpD¯τ (λq
1/2) = detpDτ (λq
1/2), (5.11)
so that we can compute the limits directly for detpD¯τ (λq
1/2). The interesting point is that now all
the rows of the matrix D¯τ (λq
1/2) are finites in the limits λ→ ±1,±i, this is a consequence of the
identities:
τ(±iaq1/2) = a(±iaq1/2), a(±iaq−1/2) = 0, ∀a ∈ {0, 1}. (5.12)
Explicitly, we have that the nonzero elements of the rows 1, (p+ 1) /2 and p are:
[
D¯τ (±i
aq1/2)
]
1,1
= ra,±,
[
D¯τ (±i
aq1/2)
]
1,2
= sa,±, (5.13)[
D¯τ (±i
aq1/2)
]
1,p−1
= − sa,±,
[
D¯τ (±i
aq1/2)
]
1,p
= − ra,±, (5.14)[
D¯τ (±i
aq1/2)
]
(p+1)/2,(p+1)/2−1
= − x(±ia), (5.15)[
D¯τ (±i
aq1/2)
]
(p+1)/2,(p+1)/2+1
= x(±ia), (5.16)[
D¯τ (±i
aq1/2)
]
p,1
= − τ(±iaq1/2),
[
D¯τ (±i
aq1/2)
]
p,p
= τ(±iaq1/2), (5.17)
where we have defined:
ra,± = (−1)
a lim
λ→±1
τ(iaq1/2λ)− a(iaq1/2/λ)
λ2 − 1/λ2
, sa,± = (−1)
a lim
λ→±1
a(i−aq−1/2/λ)
λ2 − 1/λ2
. (5.18)
The remaining rows of D¯τ (±i
aq1/2) produce the tridiagonal part of this matrix. Then, it is possible
to prove that this matrix has linear dependent rows; so that detpD¯τ (±i
aq1/2) = 0. Finally, we can
15
compute the following asymptotic formulae:
∆∞ ≡ lim
λ→∞
λ−2p(N+2)detpDτ (λ) = detp
[
lim
λ→∞
λ−2(N+2)Dτ (λ)
]
(5.19)
= lim
λ→0
λ2p(N+2)detpDτ (λ) = detp
[
lim
λ→0
λ2(N+2)Dτ (λ)
]t
(5.20)
= detp

τ∞ −a0 0 · · · 0 −a∞
−xa∞ xτ∞ −xa0 0 · · · 0
0 −x2a∞ x
2τ∞ −x
2a0
. . .
...
...
. . .
. . . 0 0
0 . . . 0 −x2l−1a∞ x
2l−1τ∞ −x
2l−1a0
−x2la0 0 . . . 0 −x
2la∞ x
2lτ∞

, (5.21)
where we have denoted with t the transpose of the matrix and x = q2(N+2). We have that ∆∞ is a
degree p polynomial in τ∞ whose zeros are known from the identities:
∆∞|τ∞=qka∞+q−ka0 = 0 ∀k ∈ {0, ..., p − 1}, (5.22)
so that we get:
∆∞ =
p−1∏
k=0
(τ∞ − (q
k
a∞ + q
−k
a0)). (5.23)
This means that we have determined detpDτ (λ) in N + 2 different values of Z together with the
asymptotic for Z →∞. From which the characterization (5.8) trivially follows.
The discrete characterization of the spectrum given in Theorem 4.1 can be reformulated in terms
of Baxter’s type T-Q functional equations and the eigenstates admit an algebraic Bethe ansatz like
reformulation, as we show in the next theorem. These type of reformulations of the spectrum holds
for several models once they admit SoV description, see for example [69,108–110,115–117].
In the following we denote with Q(λ) a polynomial in Λ = λ2 + 1
λ2
of degree NQ of the form:
Q(λ) =
NQ∏
b=1
(Λ− Λb) . (5.24)
Theorem 5.1. For almost all the values of the boundary-bulk parameters such that:
τ∞ 6= q
−k
a∞ + q
k
a0 ∀k ∈ {0, ..., p − 1}, (5.25)
τ(λ) ∈ ΣT (the set of the eigenvalues of T (λ)) if and only if τ(λ) is an entire function and there
exists and is unique a polynomial Q(λ) of the form (5.24) with NQ = (p− 1)N, satisfying the
following functional equation:
τ(λ)Q(λ) = a(λ)Q(λ/q) + a(1/λ)Q(λq) +
[
τ∞ − (q
−NQa∞ + q
NQa0)
] (
Λ2 −X2
)
F (λ), (5.26)
and the conditions:
(Q(ζ(0)a ), ..., Q(ζ
(p−1)
a )) 6= (0, ..., 0) ∀a ∈ {1, ...,N}. (5.27)
We recall that a∞,a0 and F (λ) are defined in (5.5)-(5.7) and that X = q + 1/q (4.2).
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Proof. Let us prove first that if it exists a Q(λ) of the form (5.24) with NQ = (p− 1)N satisfying
(5.27) and (5.26) with τ(λ) an entire function, then τ(λ) ∈ ΣT . The r.h.s of the equation (5.26) is
a Laurent polynomial in λ as we have:
a(λ)Q(λ/q) + a(1/λ)Q(λq) =
x(λ)Q(q/λ)− x(1/λ)Q(λq)
λ2 − 1/λ2
(5.28)
which is finite in the limits λ → ±1, λ → ±i. So that the r.h.s. of (5.26) is a polynomial of
degree pN+ 2 in Λ, as it is invariant w.r.t. the transformations λ→ −λ and λ→ 1/λ. Then, the
assumption that τ(λ) is entire in λ implies by the equation (5.26) that τ(λ) is a polynomial in Λ
of the form (4.1) and that it satisfies the equations:
detpDτ (ζ
(0)
a ) = 0, ∀a ∈ {1, ...,N}, (5.29)
thanks to (5.26) and (5.27), so that we obtain by SoV characterization τ(λ) ∈ ΣT .
Let us now prove the reverse statement, i.e. we assume τ(λ) ∈ ΣT and we prove that there
exists Q(λ) of the form (5.24) with degree NQ = (p− 1)N satisfying (5.27) and (5.26). Let us
consider the system of equations:
Dτ (λ)

X0(λ)
X1(λ)
...
...
Xp−1(λ)

p×1
=
[
τ∞ − (q
−NQa∞ + q
NQa0)
]
F (λ)

Λ20 −X
2
Λ21 −X
2
...
...
Λ2p−1 −X
2

p×1
, (5.30)
where we have used the notations:
Λi = q
2iλ2 +
1
q2iλ2
. (5.31)
From the condition τ(λ) ∈ ΣT and the assumption of general values of the boundary-bulk param-
eters (5.25), we know that detpDτ (λ) is a non-zero polynomial, so defining:
ZdetpDτ =
{
±iaqh+1/2,±ζ(h)n ∀a ∈ {0, 1} , n ∈ {1, ..., 2N}, h ∈ {0, ..., p − 1}
}
, (5.32)
we can solve the previous system of equations for any value of λ ∈ C\ZdetpDτ by the Cramer’s rule:
Xi(λ) =
τ∞ − (q
−NQa∞ + q
NQa0)
(Z2 − 4)
∏p−1
k=0 [τ∞ − (q
ka∞ + q−ka0)]
detpD
(i+1)
τ (λ), (5.33)
where D
(i)
τ (λ) is the p × p matrix obtained replacing the column i by the column at the r.h.s. of
(5.30). Let us now rewrite the system of equation (5.30) bringing the first element in the last one
for the two column vectors:
D˜τ (λ)

X1(λ)
X2(λ)
...
Xp−1(λ)
X0(λ)

p×1
=
[
τ∞ − (q
−NQa∞ + q
NQa0)
]
F (λ)

Λ21 −X
2
Λ22 −X
2
...
Λ2p−1 −X
2
Λ20 −X
2

p×1
, (5.34)
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where it is easy to see that D˜τ (λ) = Dτ (λq). Rescaling now the argument of the functions, we can
rewrite it as it follows:
Dτ (λ)

X1(λ/q)
X2(λ/q)
...
Xp−1(λ/q)
X0(λ/q)

p×1
=
[
τ∞ − (q
−NQa∞ + q
NQa0)
]
F (λ)

Λ20 −X
2
Λ21 −X
2
...
Λ2p−2 −X
2
Λ2p−1 −X
2

p×1
, (5.35)
so that it must hold:
Xi+1(λ/q) = Xi(λ) ∀λ ∈ C\ZdetpDτ , i ∈ {0, ..., p − 1} (5.36)
where we have used the notation Xp(λ) ≡ X0(λ), or equivalently:
Xa(λ) = X0(λq
a) ∀λ ∈ C\ZdetpDτ , a ∈ {1, ..., p − 1} . (5.37)
Let us observe now that, from their definition, Xa(λ) are continuous functions of λ so the above
equation must be indeed satisfied for any value of λ ∈ C. Moreover, from the identity:
detpD
(1)
τ (λ) = detpD
(1)
τ (1/λ), (5.38)
which we can prove by some simple exchange of rows and columns, and from the fact that:
∀i ∈ {0...p − 1}, λ→ 1/λ ⇒ Λi → Λp−i (5.39)
we get the symmetry:
X0(λ) = X0(1/λ), (5.40)
which together with the symmetry X0(λ) = X0(−λ) implies that X0(λ) is a function of Λ.
By using this last result we can rewrite the first equation of the system (5.30) as it follows
∀λ ∈ C :
τ(λ)X0(λ)− a(λ)X0(λ/q)− a(1/λ)X0(λq) =
[
τ∞ − (q
−NQa∞ + q
NQa0)
] (
Λ2 −X2
)
F (λ). (5.41)
Let us now prove that detpD
(1)
τ (λ) is indeed a polynomial of degree (p − 1)N + 2p in Λ. Note
that in the following when we refer to a row k ∈ Z what we mean is the row k′ ∈ {1, ..., p} with
k′ = k mod p. In the row h¯ = (p + 1)/2 + h of D
(1)
τ (±iaq1/2−hλ) at least one of the three non-zero
elements is diverging under the limit λ→ ±1,±i. We can proceed as done in the previous theorem,
we define the matrix D¯
(1)
τ,h(λ) as the matrix with all the rows coinciding with those of D
(1)
τ (λ) except
the row h + 1, which is obtained by summing the row h and h + 1 of D
(1)
τ (λ) and dividing them
by ((iaqh−1/2λ)2 − 1/(iaqh−1/2λ)2), and the row h¯, obtained multiplying the row h¯ of D
(1)
τ (λ) by
((iaqh−1/2λ)2 − 1/(iaqh−1/2λ)2). Clearly we have:
detpD¯
(1)
τ,h(λ) = detpD
(1)
τ (λ), (5.42)
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and the interesting point is that now all the rows of the matrix D
(1)
τ,h(±i
aq1/2−hλ) are finite in the
limits λ→ ±1,±i. We have that the nonzero elements of the rows h, h+1 and h¯ of D¯
(1)
τ,h(±i
aq1/2−h)
reads: [
D¯
(1)
τ,h(±i
aq1/2−h)
]
h+1,h−1
= − sa,±(1− δh−1,1) + δh−1,1ωa, (5.43)[
D¯
(1)
τ,h(±i
aq1/2−h)
]
h+1,h
= − ra,±(1− δh,1) + δh,1ωa, (5.44)[
D¯
(1)
τ,h(±i
aq1/2−h)
]
h+1,h+1
= ra,±(1− δh+1,1) + δh+1,1ωa, (5.45)[
D¯
(1)
τ,h(±i
aq1/2−h)
]
h+1,h+2
= sa,±(1− δh+2,1) + δh+2,1ωa, (5.46)[
D¯
(1)
τ,h(±i
aq1/2−h)
]
h¯,h¯−1
= − x(±ia)(−1)a(1− δh¯−1,1), (5.47)[
D¯
(1)
τ,h(±i
aq1/2−h)
]
h¯,h¯+1
= x(±ia)(−1)a(1− δh¯+1,1), (5.48)[
D¯
(1)
τ,h(±i
aq1/2−h)
]
h,h−1
= τ(±iaq1/2)(1 − δh+1,1), (5.49)[
D¯
(1)
τ,h(±i
aq1/2−h)
]
h,h+1
= − τ(±iaq1/2)(1 − δh+1,1), (5.50)
where we have defined:
ωa = (−1)
a
(
q2 − 1/q2
)
. (5.51)
The remaining rows of D¯
(1)
τ,h(±i
aq1/2−h) produce the tridiagonal part of this matrix. It is possible
to prove than that for any h ∈ {0, ..., p − 1} the matrix D¯
(1)
τ,h(±i
aq1/2−h) has linear dependent rows;
so that detpD
(1)
τ (±iaq1/2−h) = 0 and the following factorization holds:
detpD
(1)
τ (λ) =
(
λ2p −
1
λ2p
)
Pτ (λ) . (5.52)
Here Pτ (λ) is a Laurent polynomial of degree 2(p − 1)N+ 2p in λ, with the following odd parity:
Pτ (1/λ) = −Pτ (λ) , (5.53)
being detpD
(1)
τ (λ) a polynomial of degree (p− 1)N+ 2p in Λ. Here, we want to prove that in fact:
detpD
(1)
τ (λ) =
(
λ2p −
1
λ2p
)2
Q¯τ (λ) , (5.54)
where Q¯τ (λ) is a polynomial of degree (p−1)N in Λ. In order to do so we write down the equation:
τ(λ)Rτ (λ) = a(λ)Rτ (λ/q) + a(1/λ)Rτ (λq)
+
(
Z2 − 4
) (
Λ2 −X2
) p−1∏
k=0
[
τ∞ − (q
k
a∞ + q
−k
a0)
]
F (λ), (5.55)
where for convenience we have denoted Rτ (λ) =detpD
(1)
τ (λ), and we recall Z = λ2p +
1
λ2p . The
above equation is a direct consequence of the equation satisfied by X0(λ) and of the definition of
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this last function in terms of detpD
(1)
τ (λ). Now let us consider the following limit on the above
equation λ→ ±ia with a ∈ {0, 1}:
τ(±ia)Rτ (±i
a) =
1
±2ia
dx
dλ
(±ia) (Rτ (±i
a/q)−Rτ (±i
aq))
+ x(±ia) lim
λ→±ia
[
Rτ (λ/q)
λ2 − 1/λ2
−
Rτ (λq)
λ2 − 1/λ2
]
, (5.56)
now by using the known identities:
Rτ (±i
a) = Rτ (±i
a/q) = Rτ (±i
aq) = 0, (5.57)
Rτ (λ/q)
λ2 − 1/λ2
=
Rτ (q/λ)
λ2 − 1/λ2
, (5.58)
we get:
lim
λ→±ia
Rτ (λ/q)
λ2 − 1/λ2
= − lim
λ→±ia
Rτ (λq)
λ2 − 1/λ2
, (5.59)
and so being x(±ia) 6= 0
lim
λ→±ia
Rτ (λ/q)
λ2 − 1/λ2
= 0. (5.60)
These results imply the identities:
Pτ (±i
a/q) = −Pτ (±i
aq) = 0. (5.61)
We can now write the functional equation for Pτ (λ):
τ(λ)Pτ (λ) = a(λ)Pτ (λ/q) + a(1/λ)Pτ (λq)
+
(
λ2p −
1
λ2p
)(
Λ2 −X2
) p−1∏
k=0
[
τ∞ − (q
k
a∞ + q
−k
a0)
]
F (λ). (5.62)
Taking the limit λ→ ±ia with a ∈ {0, 1}, we obtain:
τ(±ia)Pτ (±i
a) =
1
±2ia
dx
dλ
(±ia) (Pτ (±i
a/q)− Pτ (±i
aq))
+ x(±ia) lim
λ→±ia
[
Pτ (λ/q)
λ2 − 1/λ2
−
Pτ (λq)
λ2 − 1/λ2
]
, (5.63)
so that using the previous result (5.61) and the identity:
lim
λ→±ia
Pτ (λ/q)
λ2 − 1/λ2
= lim
λ→±ia
Pτ (λq)
λ2 − 1/λ2
(5.64)
we obtain
Pτ (±i
a) = 0, (5.65)
being τ(±ia) 6= 0. Let us now compute the functional equation for Pτ (λ) in the points λ = ±i
aqǫ
for a ∈ {0, 1}, ǫ ∈ {−1, 1}, we obtain:
τ(±iaq)Pτ (±i
aq) = a(±iaq)Pτ (±i
a) + a(±ia/q)Pτ (±i
aq2), (5.66)
τ(±ia/q)Pτ (±i
a/q) = a(±ia/q)Pτ (±i
a/q2) + a(±iaq)Pτ (±i
a), (5.67)
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implying:
Pτ (±i
a/q2) = −Pτ (±i
aq2) = 0, (5.68)
being a(±iaqǫ) 6= 0 for a, ǫ ∈ {0, 1}. We can iterate these computations for λ = ±iaqbǫ for any
a ∈ {0, 1}, ǫ ∈ {−1, 1} and b ∈ {2, ..., (p− 3) /2} obtaining that:
Pτ (±i
a/q2b) = −Pτ (±i
aq2b) = 0, for any b ∈ {1, ..., (p− 3) /2} . (5.69)
In the cases λ = ±iaq±1/2 as a(±ia/q1/2) = 0 the functional equation for Pτ (λ) give us:
τ(±iaq±1/2)Pτ (±i
aq±1/2) = a(±iaq1/2)Pτ (±i
aq∓1/2), (5.70)
which being Pτ (±i
aq1/2) = −Pτ (±i
aq−1/2) and τ(±iaq±1/2) =a(±iaq1/2) 6= 0 implies the identity:
Pτ (±i
aq1/2) = −Pτ (±i
aq−1/2) = 0, (5.71)
so that the factorization (5.54) is proven and we get that:
X0(λ) =
τ∞ − (q
−NQa∞ + q
NQa0)∏p−1
k=0 [τ∞ − (q
ka∞ + q−ka0)]
Q¯τ (λ), (5.72)
is a polynomial of degree NQ = (p− 1)N in Λ which has the form (5.24). This follows by taking
the asymptotic of its functional equation so that we can fix:
Q(λ) ≡ X0(λ), (5.73)
hence giving a constructive proof of the existence of the polynomial Q-function solution of the
equation (5.26). The fact that it is unique is shown observing that if Qˆ(λ) is another polynomial
solution then:
Dτ (λ)

Q(λ)− Qˆ(λ)
Q(λq)− Qˆ(λq)
...
...
Q(λqp−1)− Qˆ(λqp−1)

p×1
=

0
0
...
...
0

p×1
, (5.74)
from which it follows Q(λ) ≡ Qˆ(λ) as Dτ (λ) is invertible for any λ ∈ C\ZdetpDτ .
Finally, let us show that Q(λ) satisfies the condition (5.27). By the definition (5.33), Q(λ) is a
continuous function of the boundary-bulk parameters, then it is enough to prove this statement for
some value of these parameters to show that it holds for almost all the values of these parameters.
Let us impose the condition (B.63), where the ratio β/α is fixed by (3.26), then the following
identities are satisfied:
a(ζ(0)a ) = 0 ∀a ∈ {1, ...,N}, (5.75)
and the SoV characterization of the transfer matrix spectrum holds for any value of the boundary-
bulk parameters satisfying the inequalities (B.64)-(B.65). So in particular if we impose:
µnk,− = 1/(q
1+kµa,+) ∀k ∈ {1, ..., p − 1}, (5.76)
for some nk ∈ {1, ...,N}\{a} once we have chosen any a ∈ {1, ...,N}. Under these conditions it
holds:
a(ζ(k)a ) = 0, ∀k ∈ {1, ..., p − 1}, (5.77)
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and the SoV representation implies the following centrality condition:
p−1∏
k=0
T (ζ(k)a ) =
p−1∏
k=0
a(1/ζ(k)a ), (5.78)
from which in particular follows:
p−1∏
k=0
τ(ζ(k)a ) =
p−1∏
k=0
a(1/ζ(k)a ). (5.79)
Let us remark now that the r.h.s and the l.h.s of the above equation are continuous w.r.t. the
boundary-bulk parameters so that the above identity holds also if we take the special limit µa,− →
q1−p/µa,+ for which it holds a(1/ζ
(p−1)
a ) = 0 and so we get:
∃!h¯ ∈ {0, ..., p − 1} : τ(ζ(h¯)a ) = 0. (5.80)
By definition of the function Q(λ) under these conditions and limit on the bulk parameters we get:
Q(ζ(h¯)a ) ∝ detp

Wa,h¯ −a(1/ζ
(h¯)
a ) 0 · · · 0 0
Wa,h¯+1 τ(ζ
(h¯+1)
a ) −a(1/ζ
(h¯+1)
a ) 0 · · · 0
Wa,h¯+2 0 τ(ζ
(h¯+2)
a ) −a(1/ζ
(h¯+1)
a )
...
... · · ·
...
Wa,p−1 0 · · · 0 τ(ζ
(p−1)
a ) 0 · · ·
...
...
. . . 0
Wa,h¯ . . . 0 0 τ(ζ
(h¯−2)
a ) −a(1/ζ
(h¯−2)
a )
Wa,h¯ 0 . . . 0 0 τ(ζ
(h¯−1)
a )

,
(5.81)
where we have defined:
Wa,k =
(
(ζ(k)a )
2 + 1/(ζ(k)a )
2
)2
−X2. (5.82)
Now replacing the first row R1 with the following linear combination of rows:
R¯1 = R1 +
p−2−h¯∑
i=0
i∏
j=0
a(1/ζ
(h¯+j)
a )
τ(ζ
(h¯+j+1)
a )
R2+i, (5.83)
we get
R¯1 =
(
W¯a,h¯ 0 · · · 0 0
)
1×p
(5.84)
where:
W¯a,h¯ =Wa,h¯ +
p−2−h¯∑
i=0
i∏
j=0
a(1/ζ
(h¯+j)
a )
τ(ζ
(h¯+j+1)
a )
Wa,h¯+1+i (5.85)
and so:
Q(ζ(h¯)a ) = W¯a,h¯
p−1∏
k 6=h¯,k=0
τ(ζ(k)a ) 6= 0, (5.86)
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for generic values of the boundary-bulk parameters. Indeed, as the Wa,h¯+1+i are functions only
of the bulk parameter µa,+ while the ratios a(1/ζ
(h¯+j)
a )/τ(ζ
(h¯+j+1)
a ) are functions of both the
boundary and the bulk parameters then we can prove that W¯a,h¯ 6= 0. Explicitly we can compute
the asymptotic of W¯a,h¯ in the limit µa,+ →∞, by using the know asymptotic of the transfer matrix,
therefore showing that it is non-zero for general values of boundary-bulk parameters.
In the previous theorem we have excluded the boundary-bulk one-constraint cases leading to
an identically zero detDτ (λ) for any τ(λ) ∈ ΣT , these specific cases are considered in the next
theorem.
Theorem 5.2. Let us assume that there exists k ∈ {0, ..., p − 1} such that it holds:
τ∞ = q
−k
a∞ + q
k
a0, (5.87)
then, for almost all the values of the boundary-bulk parameters, τ(λ) ∈ ΣT (the set of the eigenvalues
of T (λ)) if and only if τ(λ) is an entire function and there exists and is unique a polynomial Q(λ) of
the form (5.24) with NQ ≤ (p− 1) (N+1) and NQ = k mod p, satisfying the following homogeneous
Baxter equation:
τ(λ)Q(λ) = a(λ)Q(λ/q) + a(1/λ)Q(λq), (5.88)
and the conditions:
(Q(ζ(0)a ), ..., Q(ζ
(p−1)
a )) 6= (0, ..., 0) ∀a ∈ {1, ...,N}. (5.89)
Proof. First let us assume that τ(λ) and Q(λ) satisfies the homogeneous Baxter equation with τ(λ)
entire function and Q(λ) polynomial of the form (5.24) with NQ ≤ (p− 1) (N+1) and NQ = k mod p,
then from this same equation it follows that τ(λ) is a polynomial of the form (4.1). Moreover, for
any fixed λ ∈ C we can construct the following homogeneous system of equations:
Dτ (λ)

Q(λ)
Q(λq)
...
...
Q(λqp−1)

p×1
=

0
0
...
...
0

p×1
, (5.90)
which is satisfied as a consequence of the Baxter equation. Finally, being (Q(λ), ..., Q(λqp−1))
non-zero for any λ ∈ C, up to at most a finite number of values, we get:
detDτ (λ) = 0 ∀λ ∈ C (5.91)
so that Proposition 5.1 implies τ(λ) ∈ ΣT .
To prove the reverse statement we use the results of the Lemma C.1 on the matrix Dτ (λ) and
on its cofactors:
Ci,j(λ) = (−1)
i+jdetp−1Dτ,i,j(λ). (5.92)
We take now τ(λ) ∈ ΣT from which it holds:
detDτ (λ) = 0 ∀λ ∈ C, (5.93)
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and so by Lemma C.1 it follows that rankDτ (λ) = p− 1 for any λ ∈ C\K, where K is a finite set
of complex numbers if not empty. Then the matrix composed of the cofactors of the matrix Dτ (λ)
has rank 1 for any λ ∈ C\K. This just means the proportionality:
Vi(λ) = ai,j(λ)Vj(λ) ∀λ ∈ C\K,∀i, j ∈ {1, ..., p} (5.94)
where we have defined:
Vi(λ) ≡ (Ci,1(λ),Ci,2(λ), ...,Ci,p(λ)) ∀λ ∈ C\K,∀i ∈ {1, ..., p} (5.95)
and ai,j(λ) are some functions such that:
ai,j(λ) 6= 0 and finite for any λ ∈ C\ {K ∪K0 ∪Ki ∪Kj} (5.96)
where K0 is the set of the p-roots of unit and
Ka ≡ {x ∈ C : Va(x) ≡ (0, ..., 0)} ∀a ∈ {1, ..., p} (5.97)
such sets are finite if not empty, being the elements of the vectors (Λp −Xp)Vi(λ) Laurent poly-
nomials. The above identities in particular imply:
a1,2(λ)C1,1(λ)C2,2(λ) = a1,2(λ)C1,2(λ)C2,1(λ) ∀λ ∈ C\K (5.98)
so that for any λ ∈ C\ {K ∪K0 ∪Ki ∪Kj} it holds:
C1,1(λ)C2,2(λ) = C1,2(λ)C2,1(λ). (5.99)
Hence it holds for any λ ∈ C using continutiy properties of the cofactors, being {K ∪K0 ∪Ki ∪Kj}
a finite set of values. Similarly, the fact that the vectorial condition D(λ)V1(λ) = 0
¯
holds true for
any λ ∈ C\K implies that it is indeed satisfied for any λ ∈ C. Here, we write explicitly the first
element of this vectorial condition:
τ(λ)C1,1(λ) = a(λ)C1,p(λ) + a(1/λ)C1,2(λ), (5.100)
together with the rewriting of (5.99) by using the identity (C.1):
C1,1(λ)C1,1(λq) = C1,2(λ)C1,p(qλ). (5.101)
Once we recall that C1,1(λ), C1,2(λ) and C1,p(λ) are Laurent polynomial in λ satisfying the factor-
izations (C.4), (C.5) and (C.6), respectively, it follows that the above two equations holds as well
as if written in terms of the functions Ĉ1,1(λ), Ĉ1,2(λ) and Ĉ1,p(λ).
Similarly to what has been done in the Lemma 5 of the paper [109], we can show that the
two above equations for Ĉ1,1(λ), Ĉ1,2(λ) and Ĉ1,p(λ) and their symmetry properties (C.3) imply
that if Ĉ1,1(λ) has a common zero with Ĉ1,2(λ) then this is also a zero of Ĉ1p(λ) and also the
inverse of such zero is a common zero of these polynomials. Moreover, the same statement holds
exchanging Ĉ1,2(λ) with Ĉ1,p(λ). So we can denote with c1,1C1,1(λ), c1,2C1,2(λ) and c1,pC1,p(λ)
the polynomials obtained simplifying the common factors in Ĉ1,1(λ), Ĉ1,2(λ) and Ĉ1,p(λ). Then,
they have to satisfy the relations:
C1,p(λ) = y1,1C1,1(λq
−1), C1,2(λ) = y
−1
1,1C1,1(λq) (5.102)
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and defined x1,1 ≡c1,1/c1,2 =c1,p/c1,1, we obtain the following Baxter equation in the polynomial
C1,1(λ):
t(λ)C1,1(λ) = (x1,1y1,1)a(λ)C1,1(λq
−1) + (1/(x1,1y1,1))a(1/λ)C1,1(λq), (5.103)
and computing the above equation in λ = q1/2 we get:
t(q1/2)C1,1(q
1/2) = (x1,1y1,1)a(q
1/2)C1,1(q
−1/2), (5.104)
from which it follows x1,1y1,1 = 1 once we recall that C1,1(q
1/2) 6= 0 and that C1,1(λ) is even under
λ→ 1/λ. So, we can define:
Q(λ) ≡ C1,1(λ), (5.105)
a polynomial in Λ of maximal degree (p− 1) (N + 1), which satisfies the homogeneous Baxter
equation as required.
Let us introduce now the following states:
〈β, ω| =
p−1∑
h1,...,hN=0
N∏
a=1
ha−1∏
ka=0
a(1/ζ
(ka)
a )
d(1/ζ
(ka)
a )
∏
1≤b<a≤N
(X(ha)a −X
(hb)
b ) 〈β, h1, ..., hN| , (5.106)
|β, ω¯〉 =
p−1∑
h1,...,hN=0
∏
1≤b<a≤N
(X(ha)a −X
(hb)
b )|β, h1, ..., hN〉, (5.107)
(see (4.5), (4.12) and (4.19)) and the following renormalization of the B−-operator family
Bˆ−(λ|β) =
B−(λ|β)T
2
β
(λ2/q − q/λ2)b−(β)
, (5.108)
which is a degree N polynomial in Λ = λ2+ 1
λ2
, and where Tβ is simply a shift on the gauge parameter
β (see (B.94)). As first remarked in the papers [61,104], from the polynomial characterization of the
Q-function and the SoV characterization it follows the Bethe-like rewriting of the transfer matrix
eigenstates stated in the following1:
Corollary 5.1. The left and right transfer matrix eigenstates associated to τ(λ) ∈ ΣT admit the
following Bethe ansatz like representations:
〈τ | = 〈β, ω|
NQ∏
b=1
Bˆ−(λb|β), |τ〉 =
NQ∏
b=1
Bˆ−(λb|β)|β, ω¯〉, (5.109)
where the λb (fixed up the symmetry λb → −λb, λb → 1/λb) for b ∈ {1, ...,NQ} are the zeros of
Q(λ) and we have imposed the condition (3.26) on the gauge parameters.
1One should remark that the logic that lead us to the ABA rewriting of the transfer matrix eigenstates is completely
different from the one underling the algebraic Bethe ansatz. We get it by rewriting the original SoV form and this
allows us to identity the non-trivial state that takes a role similar to a reference state. Note however that it has
properties rather different from an ABA reference state as in general it is not an eigenstate of the transfer matrix!
For simpler models, for which such a reference state can be naturally guessed, one can also follow the ABA logic i.e.
to make an ansatz on the form of the ABA states and then to compute the action of the transfer matrix on these
states deriving the Bethe equations by putting to zero the so-called unwanted terms. This is what it has been done
in the paper [53] for the quantum spin 1/2 chains.
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Proof. These identities follow from the polynomiality of theQ-functions, which implies the following
identity:
N∏
a=1
q(ha)τ,a =
N∏
a=1
Q(ζ(h)a ) =
N∏
a=1
NQ∏
b=1
((ζ(h)a )
2 + 1/(ζ(h)a )
2 − Λb)
= (−1)NNQ
N∏
a=1
NQ∏
b=1
(Λb − ((ζ
(h)
a )
2 + 1/(ζ(h)a )
2)) = (−1)NNQ
NQ∏
b=1
bˆh(λb) (5.110)
where the bˆh(λb) is the eigenvalue of the operator Bˆ−(λ|β) and the
Λb = λ
2
b + 1/λ
2
b (5.111)
are the zeros of the Q-function as defined in (5.24). Now we have just to do the action of the
monomial:
NQ∏
b=1
Bˆ−(λb|β) (5.112)
on the right state (5.107) and use that by definition:
NQ∏
b=1
Bˆ−(λb|β)|β, h1, ..., hN〉 = |β, h1, ..., hN〉
NQ∏
b=1
bˆh(λb) (5.113)
to prove that the vector in (5.109) coincides, up to the sign, with the vector (4.8) and so it is
the corresponding transfer matrix eigenvector; similarly one shows that the covector in (5.109)
coincides with the covector (4.10).
6 Conclusions
In this second article we have shown how to implement the SoV method to characterize the transfer
matrix spectrum for integrable models associated to the Bazhanov-Stroganov quantum Lax opera-
tor and to the most general integrable boundary conditions. For that purpose it was necessary to
perform a gauge transformation so as to recast the problem in a form similar to the one studied in
our first article, i.e., such that one of the boundary K-matrices becomes triangular after the gauge
transformation. Let us stress that the separate basis was designed again as the (pseudo)-eigenvector
basis of some gauged operator of the reflection algebra having simple spectrum. What remains to
be done is the construction of integrable local cyclic Hamiltonian having appropriate boundary
conditions and commuting with the boundary transfer matrices considered here. This amounts to
use trace identities involving the fundamental R-matrix acting in the tensor product of two cyclic
representations [121,124,125] and to construct the associated K-matrices, hence also acting in these
cyclic representations. The reflection equations will have to be written for arbitrary choices (and
mixing) of the spin-1/2 and cyclic representations. Correspondingly, there will be compatibility
conditions between the different K-matrices acting in these two different representations. We will
address this question in a forthcoming article [138].
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Appendices
A Gauge transformed Yang-Baxter algebra
A.1 Gauge transformed Yang-Baxter generators
For arbitrary complex parameters α and β let us introduce the following two matrices:
G(λ|α, β) ≡
(
1/(αβλ) β/(αλ)
1 1
)
, G¯(λ|γ) ≡
(
1/(λγ) 0
1 1
)
, (A.1)
and their inverses:
G−1(λ|α, β) =
αλ
β − 1/β
(
−1 β/(αλ)
1 −1/(αβλ)
)
, G¯−1(λ|γ) =
(
λγ 0
−λγ 1
)
. (A.2)
Now we can construct the gauge transformed bulk monodromy matrix (see (2.4)):
M(λ|α, β, γ) = G−1(λq1/2|α, β)M(λ)G¯(λq1/2|γ) =
(
A(λ|α, β, γ) B(λ|α, β)
C(λ|α, β, γ) D(λ|α, β)
)
, (A.3)
and, in a similar way, we can define (see (2.3)):
Mˆ(λ|α, β, γ) = G¯−1(q1/2/λ|γ) Mˆ (λ)G(q1/2/λ|α, β) =
(
A¯(λ|α, β, γ) B¯(λ|α, β, γ)
C¯(λ|α, β, γ) D¯(λ|α, β, γ)
)
. (A.4)
The definition here chosen of these gauge transformations differ w.r.t. that used previously in the
literature on one hand for the particular choice of the right transformation in M(λ|α, β, γ) and, on
the other hand, as the parameters on the left and the right transformation are a priori independent.
It is simple to prove by direct computations that:
D¯(λ|α, β, γ) = f(α, β, γ)A(1/λ|α, β, γ), B¯(λ|α, β, γ) = −f(α, β, γ)B(1/λ|α, β), (A.5)
C¯(λ|α, β, γ) = −f(α, β, γ)C(1/λ|α, β, γ), A¯(λ|α, β, γ) = f(α, β, γ)D(1/λ|α, β), (A.6)
where:
f(α, β, γ) = (−1)N
γ(1− β2)
αβ
. (A.7)
Moreover, the identity:
detqM(λ) = (−1)
N M(λq1/2)Mˆ(q1/2/λ), (A.8)
and the corollaries:
detqM(λ) = (−1)
N M(λq1/2|α, β, γ)Mˆ (q1/2/λ|αq, β, γq) (A.9)
= (−1)N Mˆ (q1/2/λ|αq, β, γq)M(λq1/2 |α, β, γ), (A.10)
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imply the following two equivalent expressions of the quantum determinant by the gauge trans-
formed generators:
detqM(λ) =
γ(1− q2β2)
[
A(λq1/2|α, β, γ)D(λ/q1/2 |α, βq)−B(λq1/2|α, β)C(λ/q1/2|α, βq, γq)
]
αβ
(A.11)
=
γ(q2 − β2)
[
D(λq1/2|α, β)A(λ/q1/2 |α, β/q, γq) − C(λq1/2|α, β, γ)B(λ/q1/2|α, β/q)
]
αβ
,
(A.12)
plus other two equivalent rewriting. The gauge transformed Yang-Baxter generators are of special
interest as they define a closed set of commutation relations:
A(λ|α, β, γ)A(µ|α, β/q, γ/q) = A(µ|α, β, γ)A(λ|α, β/q, γ/q) (A.13)
B(λ|α, β)B(µ|α, β/q) = B(µ|α, β)B(λ|α, β/q) (A.14)
C(λ|α, β, γ)C(µ|α, βq, γ/q) = C(µ|α, β, γ)C(λ|α, βq, γ/q) (A.15)
D(λ|α, β)D(µ|α, β/q) = D(µ|α, β)D(λ|α, β/q) (A.16)
A(λ|α, β, γ)B(µ|α, β/q) =
q(λ/µ − µ/λ)
λq/µ − µ/qλ
B(µ|α, β)A(λ|α, β/q, γq)
+
(q − 1/q)µ/λ
λq/µ− µ/qλ
A(µ|α, β, γ)B(λ|α, β/q) (A.17)
B(λ|α, β)A(µ|α, β/q, γq) =
λ/µ − µ/λ
q(λq/µ − µ/qλ)
A(µ|α, β, γ)B(λ|α, β/q)
+
(q − 1/q)λ/µ
λq/µ− µ/qλ
B(µ|α, β)A(λ|α, β/q, γq), (A.18)
We can prove these commutation relations by direct computations using the properties of the gauge
transformations and their action on the Yang-Baxter equation.
A.2 Pseudo-reference state for the gauge transformed Yang-Baxter algebra
In the following, we want to study the conditions for which a nonzero state identically annihilated
by the action of the operator family A(λ|α, β, γ) exists:
〈Ω, α, β, γ|A(λ|α, β, γ) = 0. (A.19)
It is an easy consequence of the gauge transformed Yang-Baxter commutation relations that under
the condition that this state exists and is unique then it is a pseudo-reference state for the gauge
transformed Yang-Baxter algebra, i.e. it holds:
〈Ω, α, β, γ|A(λ|α, β, γ) = 0, 〈Ω, α, β, γ|B(λ|α, β) = b(λ|α, β)〈Ω, α, β/q, γq|, (A.20)
〈Ω, α, β/q, γq|C(λ|α, βq, γq) = c(λ|α, βq)〈Ω, α, β, γ|, 〈Ω, α, β, γ|D(λ|α, β) 6= 0, (A.21)
with:
b(λq1/2|α, β)c(λq−1/2|α, βq) = −detqM(λ). (A.22)
Here, we show that we can construct such a pseudo-reference state if and only if we impose at least
N + 1 constraints on the bulk and gauge parameters.
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Let us start our analysis looking to the local conditions to be imposed, in order to do so let us
define the local gauge transformed bulk operators:(
An(λ|α, β, γ) Bn(λ|α, β)
Cn(λ|α, β, γ) Dn(λ|α, β)
)
0
= G−10 (λq
1/2|α, β)L0,n(λq
−1/2)G¯0(λq
1/2|γ) (A.23)
and let us introduce the parameters:
z(ǫn,kn)n = −q
kn+1/2
[(
cpn + d
p
n
apn + b
p
n
)1/p
an
cn
](1+ǫn)/2
αn
an
, (A.24)
w(ǫn,kn)n = −q
1/2−kn
[(
apn + b
p
n
cpn + d
p
n
)1/p
dn
bn
](1+ǫn)/2
βn
dn
, (A.25)
where n ∈ {1, ..., N} , ǫn = ±1, kn ∈ {0, ..., p − 1}. Let us denote with:
〈hn, n|vn = q
hn〈hn, n|, vn|hn, n〉 = |hn, n〉q
hn , (A.26)
the left and right eigenbasis of the operators vn.
Lemma A.1. Let us assume that:
apn + b
p
n 6= 0, c
p
n + d
p
n 6= 0, (A.27)
then the non-zero left state annihilated by the local operator An(λ|α, β, γ) exists if and only if we
impose the following two constraints on the gauge parameters:
β/α = w(ǫn,kn)n , γ = z
(ǫn,kn)
n , (A.28)
for some fixed ǫn = ±1 and kn ∈ {0, ..., p − 1}, moreover this state is uniquely defined by:
〈Ωn,α,β,γ| =
p−1∑
hn=0
qhn(kn+1)
[
hn∏
rn=1
anq
rn−1/2 + bnq
1/2−rn
cnqrn−1/2 + dnq1/2−rn
(
cpn + d
p
n
apn + b
p
n
)1/p](1+ǫn)/2
〈hn, n|. (A.29)
Similarly, if the condition (A.27) holds the non-zero right state annihilated by the local operator
An(λ|α, β, γ) exists if and only if we impose the following two constraints on the gauge parameters:
β/α = w(ǫn,kn)n , γ = z
(ǫn,kn−2)
n , (A.30)
for some fixed ǫn = ±1 and kn ∈ {0, ..., p − 1}, moreover this state is uniquely defined by:
|Ωn,α,β,γ〉 =
p−1∑
hn=0
|hn, n〉q
−hnkn
[
hn∏
rn=1
cnq
rn−1/2 + dnq
1/2−rn
anqrn−1/2 + bnq1/2−rn
(
apn + b
p
n
cpn + d
p
n
)1/p](1+ǫn)/2
. (A.31)
These are pseudo-eigenstates of the operator Bn(λ|α, β):
〈Ωn,α,β,γ |Bn(λ|α, β) = bn(λ|α, β)〈Ωn,α,β/q,γq|, (A.32)
Bn(λ|α, β)|Ωn,α,β,γ〉 = qbn(λq|α, β)|Ωn,α,β/q,γq〉, (A.33)
where:
bn(λ|α, β) =
β2γn
(1− β2)µn,ǫn
(
λ
q1/2µn,ǫn
−
q1/2µn,ǫn
λ
)
. (A.34)
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Proof. The lemma is proven by direct construction. Let us introduce a state:
〈Ωn,α,β,γ| =
p−1∑
h=0
ch(n, α, β, γ)〈h, n|, (A.35)
and look for the conditions to be imposed on ch(n, α, β, γ) in order to satisfy the equation:
〈Ωn,α,β,γ |An(λ|α, β, γ) = 0, ∀λ ∈ C. (A.36)
By the definition of An(λ|α, β, γ) it is easy to verify that we have:
〈Ωn,α,β,γ |An(λ|α, β, γ) =
(
−λ
p−1∑
h=0
C+h 〈h, n|+
1
λ
p−1∑
h=0
C−h 〈h, n|
)
β2
1− β2
, (A.37)
where:
C+h = q
−1/2ch(αnq
h + (βγ/α) δnq
−h) + ch−1γq
1/2(anq
h−1/2 + bnq
1/2−h), (A.38)
C−h = q
1/2ch(βnq
−h + (βγ/α) γnq
h) + (β/α) q−1/2ch+1(cnq
h+1/2 + dnq
−1/2−h), (A.39)
and we omit to write explicitly the dependence on n, α, β, γ in ch when it is not misleading. So
that we get the following system of equations:
C+h = 0, C
−
h = 0 ∀h ∈ {0, ..., p − 1} . (A.40)
As we have assumed that the bulk parameters are generic and satisfy (A.27), the equations C+h = 0
fix the values of the ratios Eh ≡ ch−1/ch and the equations C
−
h = 0 fix the value of ratios Fh ≡
ch+1/ch for any h ∈ {0, ..., p − 1} and one has to impose the compatibility of these values:
Eh = 1/Fh−1 ∀h ∈ {0, ..., p − 1} , (A.41)
together with the cyclicity condition:
p−1∏
h=0
Eh = 1. (A.42)
Then it is easy to show that the only solution of this system of equation is obtained fixing the two
gauge parameters by (A.28) which correspondingly fixes the form of the state (A.29).
Let us compute now the action of the operator Bn(λ|α, β) on this state; by definition it holds:
Bn(λ|α, β) =
β2Dn(λ)− αβλq
1/2Bn
β2 − 1
(A.43)
so that:
〈Ωn,α,β,γ|Bn(λ|α, β)|hn, n〉 =
β2
1− β2
{
λ
[
chn
q−1/2δn
qhn
+
α
β
chn−1(anq
hn−1/2 + bnq
1/2−hn)
]
− chn
q1/2γnq
hn
λ
}
=
β2chnq
hn
β2 − 1
{
λ
q1/2
α
βγ
αn +
q1/2γn
λ
}
, (A.44)
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where to get the third line we used the identity C+hn = 0. Now remarking that:
chn(n, α, β, γ)q
hn = chn(n, α, β/q, γq), (A.45)
as the effect of qhn is to bring kn to kn +1 in the state 〈Ωn,α,β,γ|, this, for the gauge choice (A.28),
being equivalent to the above redefinitions of the gauge parameters. So that we get:
〈Ωn,α,β,γ |Bn(λ|α, β) = bn(λ|α, β)〈Ωn,α,β/q,γq | (A.46)
and so:
bn(λ|α, β) =
β2
β2 − 1
{
λ
q1/2
α
βγ
αn +
q1/2γn
λ
}
(A.47)
=
β2
β2 − 1

q1/2γn
λ +
λ
q1/2
q−1 andnβn for ǫn = −1
q1/2γn
λ +
λ
q1/2
q−1 cnbnβn for ǫn = 1
. (A.48)
Similarly, one can prove our statements for the right state and the action on it of Bn(λ|α, β).
Let us remark that if the condition (A.27) are not satisfied we can still derive the left and right
local reference states imposing some case dependent condition on the gauge parameters; here for
simplicity we have chosen to omit the description of these cases.
Proposition A.1. Let us assume that for any n ∈ {1, ...,N} the conditions (A.27) is satisfied then
the non-zero left state annihilated by the operator family A(λ|α, β, γ) exists if and only if we impose
the following N+ 1 constraints on the bulk and gauge parameters:
γ = z
(ǫ1,k1)
1 , β/α = w
(ǫN ,kN )
N , w
(ǫn,kn)
n = 1/z
(ǫn+1,kn+1)
n+1 ∀n ∈ {1, ...,N − 1} , (A.49)
for fixed N-tuples of ǫn = ±1 and kn ∈ {0, ..., p − 1}, moreover it is uniquely defined by:
〈Ω, α, β, γ| =
p−1∑
h1,...,hN=0
N∏
n=1
qhn(kn+1)
[
hn∏
rn=1
anq
rn−1/2 + bnq
1/2−rn
cnqrn−1/2 + dnq1/2−rn
(
apn + d
p
n
apn + b
p
n
)1/p](1+ǫn)/2 N⊗
n=1
〈hn, n|.
(A.50)
Under the same condition the non-zero right state annihilated by the operator family A(λ|α, β, γ)
exists if and only if we impose the following N+ 1 constraints on the bulk and gauge parameters:
γ = z
(ǫ1,k1−2)
1 , β/α = w
(ǫN ,kN )
N , w
(ǫn,kn)
n = 1/z
(ǫn+1,kn+1−2)
n+1 ∀n ∈ {1, ..., N − 1} , (A.51)
for fixed N-tuples of ǫn = ±1 and kn ∈ {0, ..., p − 1}, moreover it is uniquely defined by:
|Ω, α, β, γ〉 =
p−1∑
h1,...,hN=0
N∏
n=1
q−hnkn
[
hn∏
rn=1
cnq
rn−1/2 + dnq
1/2−rn
anqrn−1/2 + bnq1/2−rn
(
apn + b
p
n
cpn + d
p
n
)1/p](1+ǫn)/2 N⊗
n=1
|hn, n〉.
(A.52)
These are pseudo-eigenstates of B(λ|α, β):
〈Ω, α, β, γ|B(λ|α, β) = b(λ|α, β)〈Ω, α, β/q, γq|, (A.53)
B(λ|α, β)|Ω, α, β, γ〉 = |Ω, α, βq, γ/q〉qN b(λq|α, β), (A.54)
with:
b(λ|α, β) =
N∏
n=1
bn(λ|α, β). (A.55)
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Proof. The operator family A(λ|α, β, γ) is a degree N Laurent polynomial of the form:
A(λ|α, β, γ) =
N∑
n=0
λ2n−NAn(α, β, γ) (A.56)
where the An(α, β, γ) are operators, for example we write explicitly:
A0(α, β, γ) =
−α
∏
N
n=1 βnv
−1
n + βγ
∏
N
n=1 γnvn + q
−1/2β
∑
N
a=1
(∏
N
n=a+1 βnv
−1
n
)
Ca
∏a−1
n=1 γnvn
(β − 1/β) γ
,
(A.57)
AN (α, β, γ) =
−α
∏
N
n=1 αnvn + βγ
∏
N
n=1 δnv
−1
n − q
1/2αγ
∑
N
a=1
(∏
N
n=a+1 αnvn
)
Ba
∏a−1
n=1 δnv
−1
n
(β − 1/β) γ
.
(A.58)
For general values of the parameters these are invertible operators so that we have to impose at
least N+ 1 constraints to have that their common kernel is at least one dimensional. We can find
the set of constraints by using induction and decomposing A(λ|α, β, γ) in terms of gauged operators
on two subchains one of N− 1 sites and one of 1 site. The most general decomposition reads:
AN,...,1(λ|α, β, γ) = AN,...,2(λ|α, β, x1, y1)A1(λ|x1, y1, γ) +BN,...,2(λ|α, β, x1, y1)C1(λ|x1, y1, γ)
(A.59)
where we have defined:
M(λ|α, β, x, y) = G−1(λq1/2|α, β)M(λ)G(λq1/2 |x, y) =
(
A(λ|α, β, x, y) B(λ|α, β, x, y)
C(λ|α, β, x, y) D(λ|α, β, x, y)
)
,
(A.60)
and we have explicitly pointed out in the subscripts the quantum sites to which the operator are
referred. The following identities holds:
A(λ|α, β, x, y) = −A(λ|α, β, xy), (A.61)
B(λ|α, β, x, y) = A(λ|α, β, x/y), (A.62)
C(λ|x, y, γ) =
x2y2 − 1
1− y2
A(λ|1, 1/xy, γ), (A.63)
A(λ|x, y, γ) =
x2 − y2
1− y2
A(λ|1, y/x, γ), (A.64)
from which it follows:
AN,...,1(λ|α, β, γ) =
(
y21 − x
2
1
)
AN,...,2(λ|α, β, x1y1)A1(λ|1, y1/x1, γ)
1− y21
+
(x21y
2
1 − 1)AN,...,2(λ|α, β, x1/y1)A1(λ|1, 1/x1y1, γ)
1− y21
. (A.65)
Then AN,...,1(λ|α, β, γ) admits a non-zero state annihilated by its action once we impose that it is
true for AN,...,2(λ|α, β, x1y1) and A1(λ|1, 1/x1y1, γ) or for A1(λ|1, y1/x1, γ) andAN,...,2(λ|α, β, x1/y1),
and this state is given by the tensor product of the ones on the two subchains. As the parameters x1
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and y1 are arbitrary in fact these two conditions are equivalents and so we can chose just one of them.
So let us say we ask the second one and we repeat the same argument for AN,...,2(λ|α, β, x1/y1),
i.e. AN,...,2(λ|α, β, x1/y1) admits such a state if A2(λ|1, y2/x2, x1/y1) and AN,...,3(λ|α, β, x2/y2) do.
So on by induction we get that the existence condition is equivalent to the existence conditions for
the following N local operators:
An(λ|1, yn/xn, xn−1/yn−1) for any n ∈ {1, ..., N} , (A.66)
where we have denoted
yN/xN = β/α, x0/y0 = γ, (A.67)
while the yn/xn for any n ∈ {1, ...,N − 1} are free parameters to be used to satisfy the exis-
tence condition for the local operators An(λ|1, yn/xn, xn−1/yn−1). From the previous lemma for
An(λ|1, sn, rn), the existence condition is equivalent to:
sn = w
(ǫn)
n and rn = z
(ǫn)
n (A.68)
for any ǫn = ±1 and the right state annihilated by An(λ|1, sn, rn) reads:
〈Ωn, sn, rn| =
p−1∑
hn=0
qhn(kn+1)
 hn∏
kn=1
anq
kn−1/2 + bnq
1/2−kn
cnqkn−1/2 + dnq1/2−kn
(
cpn + d
p
n
apn + b
p
n
)1/p(1+ǫn)/2 〈hn, n|. (A.69)
From this it is clear that the existence conditions of such a state for AN,...,1(λ|α, β, γ) coincides
with the simultaneous existence for the N local operators (A.66) and that the state is just the
tensor product of the states (A.69) so that our proposition is proven. Similarly, we can prove the
statement for the right state and using the previous lemma we can prove our statement on the
action of the operator B(λ|α, β) on these states.
B Gauge transformed Reflection algebra
B.1 Gauge transformed boundary operators
The gauged two-row monodromy matrix can be defined as it follows:
U−(λ|α, β) ≡
q1/2
λ
G−1(λq1/2|α, β)U−(λ)G(q
1/2/λ|α, β) =
(
A−(λ|α, βq
2) B−(λ|α, β)
C−(λ|α, βq
2) D−(λ|α, β)
)
. (B.1)
Note that one can expand this last gauged monodromy matrix in terms of the gauged bulk ones.
Moreover, U−(λ|α, β) does not depend on the internal gauge parameter γ, so we are free to chose
it at will. The following decompositions hold:(
A−(λ|α, βq
2)
C−(λ|α, βq
2)
)
=M(λ|α, β, γ)K¯−(λ|γ)
(
A¯(λ|α, βq, γq)
C¯(λ|α, βq, γq)
)
(B.2)(
B−(λ|α, β)
D−(λ|α, β)
)
=M(λ|α, β, γ)K¯−(λ|γ)
(
B¯(λ|α, β/q, γq)
D¯(λ|α, β/q, γq)
)
, (B.3)
where
K¯−(λ|γ) =
q1/2
λ
G¯−1(λq1/2|γ) K−(λ) G¯(q
1/2/λ|γq). (B.4)
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Explicitly, for B−(λ|α, β), it holds:
B−(λ|α, β)
f(α, β/q, γq)
= K¯−(λ|γ)12A(λ|α, β, γ)A(1/λ|α, β/q, γq) − K¯−(λ|γ)11A(λ|α, β, γ)B(1/λ|α, β/q)
+ K¯−(λ|γ)21B(λ|α, β)B(1/λ|α, β/q) − K¯−(λ|γ)22B(λ|α, β)A(1/λ|α, β/q, γq). (B.5)
where:
K¯−(λ|γ)11 =
λ2(ζ−/q + q
2γκ−e
τ−)− q2γκ−e
τ−/
(
ζ−λ
2
)
− 1/ζ−
ζ− − 1/ζ−
, (B.6)
K¯−(λ|γ)22 =
(ζ− + qγκ−e
τ−)/λ2 − γλ2 − 1/ζ−
ζ− − 1/ζ−
, (B.7)
K¯−(λ|γ)12 =
qγκ−e
τ−(λ2/q − q/λ2)
ζ− − 1/ζ−
(B.8)
K¯−(λ|γ)21 =
(q/λ2 − λ2/q) [qγeτ−κ− + ζ− − κ−/(qγe
τ−)]
ζ− − 1/ζ−
. (B.9)
Then it holds:
K¯−(λ|γ)21 ≡ 0, ∀λ ∈ C for γ = γǫ (B.10)
for ǫ = ± and
γǫ =
−ζ− + ǫ
√
ζ2− + 4κ
2
−
2qeτ−κ−
. (B.11)
These gauge transformed boundary operators satisfies the following gauge deformed reflection al-
gebra.
Proposition B.1. The gauge transformed boundary operators satisfy the following commutation
relations:
B−(λ2|β)B−(λ1|β/q
2) = B−(λ1|β)B−(λ2|β/q
2), (B.12)
A−(λ2|βq
2)B−(λ1|β) =
(λ1q/λ2 − λ2/qλ1)(λ1λ2/q − q/λ1λ2)
(λ1/λ2 − λ2/λ1)(λ1λ2 − 1/λ1λ2)
B−(λ1|β)A−(λ2|β)
+
(λ1λ2/q − q/λ1λ2)(λ1β/qλ2 − λ2q/βλ1)(q − 1/q)
(λ1/λ2 − λ2/λ1)(λ1λ2 − 1/λ1λ2)(β/q − q/β)
B−(λ2|β)A−(λ1|β)
+
(λ1λ2/β − β/λ1λ2)(q − 1/q)
(λ1λ2 − 1/λ1λ2)(β/q − q/β)
B−(λ2|β)D−(λ1|β), (B.13)
B−(λ1|β)D−(λ2|β) =
(λ1q/λ2 − λ2/qλ1)(λ1λ2/q − q/λ1λ2)
(λ1/λ2 − λ2/λ1)(λ1λ2 − 1/λ1λ2)
D−(λ2|βq
2)B−(λ1|β)
−
(λ1λ2/q − q/λ1λ2)(λ2βq/λ1 − λ1/λ2βq)(q − 1/q)
(λ1/λ2 − λ2/λ1)(λ1λ2 − 1/λ1λ2)(βq − 1/βq)
D−(λ1|βq
2)B−(λ2|β)
−
(λ1λ2β − 1/λ1λ2β)(q − 1/q)
(λ1λ2 − 1/λ1λ2)(βq − 1/qβ)
A−(λ1|βq
2)B−(λ2|β), (B.14)
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and
A−(λ1|βq
2)A−(λ2|βq
2)−
(λ1λ2/β − 1/λ1λ2)(q − 1/q)
(λ1λ2 − 1/λ1λ2)(β/q − q/β)
B−(λ1|β)C−(λ2|βq
2) =
A−(λ2|βq
2)A−(λ1|βq
2)−
(λ1λ2/β − 1/λ1λ2)(q − 1/q)
(λ1λ2 − 1/λ1λ2)(β/q − q/β)
B−(λ2|β)C−(λ1|βq
2).
(B.15)
Similar commutation relations involving C−(λ|β) can be written by using the following β-symmetries:
B−(λ|β) = C−(λ|q
2/β), A−(λ|β) = D−(λ|q
2/β). (B.16)
Moreover, these gauge transformed operators satisfy the following parity properties:
A−(λ|β) = −
(q − 1/q)(λ2q/β − β/λ2q)
(β/q2 − q2/β)(λ2 − 1/λ2)
D−(λ|β) +
(β/q − q/β)(λ2/q − q/λ2)
(β/q2 − q2/β)(λ2 − 1/λ2)
D−(1/λ|β),
(B.17)
D−(λ|β) =
(q − 1/q)(λ2β/q − q/λ2β)
(β/q2 − q2/β)(λ2 − 1/λ2)
A−(λ|β) +
(β/q − q/β)(λ2/q − q/λ2)
(β − 1/β)(λ2 − 1/λ2)
A−(1/λ|β), (B.18)
B−(1/λ|β) = −
(λ2q − 1/qλ2)
(λ2/q − q/λ2)
B−(λ|β) , C−(1/λ|β) = −
(λ2q − 1/qλ2)
(λ2/q − q/λ2)
C−(λ|β). (B.19)
Proof. Both the commutation relations and the parity properties here presented coincide with those
derived in [68] for the case of the XXZ spin 1/2 quantum chain with general integrable boundaries.
This is the case as they are clearly representation independent. Here we are just writing them in
a Laurent polynomial form instead of a trigonometric form.
B.2 Representation of the gauge transformed Reflection algebra
In the bulk of the paper we have anticipated that for almost all the values of the boundary, bulk
and gauge parameters the operator family B−(λ|β) is pseudo-diagonalizable. We will show this
statement in the last subsection of this appendix, but for now we want to write explicitly the
representation of the other gauge transformed boundary operator families in the left and right
basis formed out of the pseudo-eigenstates of B−(λ|β).
Theorem B.1. The action of the reflection algebra generator A−(λ|βq
2) on the generic state 〈β,h|
is given by the following expression:
〈β,h|A−(λ|βq
2) =
2N∑
a=1
ζ
(ha)
a
(
λ2/q − q/λ2
)
(λζ
(ha)
a − 1/(λζ
(ha)
a ))A−(ζ
(ha)
a )
λ
(
(ζ
(ha)
a )2/q − q/(ζ
(ha)
a )2
)(
(ζ
(ha)
a )2 − 1/(ζ
(ha)
a )2
) N∏
b=1
b6=a modN
Λ−X
(hb)
b
X
(ha)
a −X
(hb)
b
× 〈β,h|T−ϕaa + (−1)
N
q1/2
2λ
detqM(1)(
λ
q1/2
+
q1/2
λ
)
N∏
b=1
Λ−X
(hb)
b
X −X
(hb)
b
〈β,h|
+ (−1)N+1
iq1/2
2λ
ζ− + 1/ζ−
ζ− − 1/ζ−
detqM(i)(
λ
q1/2
−
q1/2
λ
)
N∏
b=1
Λ−X
(hb)
b
X +X
(hb)
b
〈β,h|
+ q
(
λ2/q − q/λ2
) N∏
b=1
(Λ−X
(hb)
b )〈β,h|A
∞
− (βq
2), (B.20)
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where
〈β,h|A∞− (βq
2) =
1
q(1− β2)
 2N∑
a=1
∏
N
b=1
b6=a modN
(X
(ha)
a −X
(hb)
b )
−1
A−(ζ
(ha)
a )〈β,h|T
−ϕa
a(
(ζ
(ha)
a )2/q − q/(ζ
(ha)
a )2
)(
(ζ
(ha)
a )2 − 1/(ζ
(ha)
a )2
)
+(−1)N
(
1
2
detqM(1)
N∏
b=1
1
X −X
(hb)
b
+
i
2
ζ− + 1/ζ−
ζ− − 1/ζ−
detqM(i)
N∏
b=1
1
X +X
(hb)
b
)
〈β,h|
]
+
κ−
q(ζ− − 1/ζ−)
(∏
N
a=1 γaδa
qαeτ−
− qαeτ−
N∏
a=1
αaβa
)
〈β,h|, (B.21)
and
〈β, h1, ..., ha, ..., hN|T
±
a = 〈β, h1, ..., ha ± 1, ..., hN|, (B.22)
once the parameter α has been fixed by (3.26).
Proof. The following interpolation formula:
〈β,h|A−(λ|βq
2) =
2N∑
a=1
ζ
(ha)
a
(
λ2/q − q/λ2
)
A−(ζ
(ha)
a )
λ
(
(ζ
(ha)
a )2/q − q/(ζ
(ha)
a )2
) 2N∏
b=1
b6=a
λ/ζ
(hb)
b − ζ
(hb)
b /λ
ζ
(ha)
a /ζ
(hb)
b − ζ
(hb)
b /ζ
(ha)
a
× 〈β,h|T−ϕaa + (−1)
N
q1/2
2λ
detqM(1)(
λ
q1/2
+
q1/2
λ
)
N∏
b=1
λ/ζ
(hb)
b − ζ
(hb)
b /λ
q1/2/ζ
(hb)
b − ζ
(hb)
b /q
1/2
〈β,h|
+ (−1)N+1
iq1/2
2λ
ζ− + 1/ζ−
ζ− − 1/ζ−
detqM(i)(
λ
q1/2
−
q1/2
λ
)
N∏
b=1
λ/ζ
(hb)
b − ζ
(hb)
b /λ
q1/2/ζ
(hb)
b − ζ
(hb)
b /q
1/2
〈β,h|
+ q
(
λ2/q − q/λ2
) N∏
b=1
(Λ−X
(hb)
b )〈β,h|A
∞
− (βq
2), (B.23)
where we have defined:
A∞,0− (βq
2) = lim
λ→∞,0
λ∓2(N+1)A−(λ|βq
2), (B.24)
is a direct consequence of the functional dependence with respect to λ:
A−(λ|β) =
2N+2∑
a=0
λ2(a−(N+1))Aa(β) (B.25)
and of the identities:
U−(q
1/2) = (−1)NdetqM(1) I0, U−(iq
1/2) = −i
ζ− + 1/ζ−
ζ− − 1/ζ−
detqM(i) σ
z
0 , (B.26)
which are representation independent. Instead the asymptotic operators A∞,0− (βq
2) depend on the
representation and we can compute them observing that using the definition (3.1) of A−(λ|βq
2) it
holds:
A∞− (βq
2) =
[
−A∞− /βq
1/2 − αqB∞− + C
∞
− /αq
]
/(β − 1/β) (B.27)
A0−(βq
2) =
[
βq1/2D0− − αqB
0
− + C
0
−/αq
]
/(β − 1/β) (B.28)
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where the A∞,0− , D
∞,0
− , B
∞,0
− and C
∞,0
− are the asymptotic limits of the ungauged elements of U−(λ).
The identities:
A∞,0− = q
∓1D0,∞− , B
0
− = −q
2B∞− , C
0
− = −q
2C∞− , (B.29)
following from (B.17)-(B.19), and
B∞− =
κ−e
τ−
∏
N
a=1 αaβa
q(ζ− − 1/ζ−)
, C∞− =
κ−e
−τ−
∏
N
a=1 γaδa
q(ζ− − 1/ζ−)
, (B.30)
imply the main identity:
βqA∞− (βq
2) +A0−(βq
2)/(βq) =
κ−(β − 1/β)
ζ− − 1/ζ−
[∏
N
a=1 γaδa
qαeτ−
− qαeτ−
N∏
a=1
αaβa
]
. (B.31)
This identity allows to compute these asymptotic operators once we use the interpolation formula
to write A0−(βq
2) in terms of A∞− (βq
2) as it follows:
〈β,h|A0−(βq
2) =
2N∑
a=1
qA−(ζ
(ha)
a )(
(ζ
(ha)
a )2/q − q/(ζ
(ha)
a )2
)(
(ζ
(ha)
a )2 − 1/(ζ
(ha)
a )2
) N∏
b=1
b6=a modN
1
X
(ha)
a −X
(hb)
b
× 〈β,h|T−ϕaa + (−1)
N
q
2
detqM(1)
N∏
b=1
1
X −X
(hb)
b
〈β,h|
+ (−1)N
iq
2
ζ− + 1/ζ−
ζ− − 1/ζ−
detqM(i)
N∏
b=1
1
X +X
(hb)
b
〈β,h|
− q2〈β,h|A∞− (βq
2). (B.32)
Similarly, the following theorem characterizes the right SoV representation of the gauged cyclic
reflection algebra:
Theorem B.2. The action of the reflection algebra generators D−(λ|β) on the generic state |β,h〉,
can be written as it follows:
D−(λ|β)|β,h〉 =
2N∑
a=1
T−ϕaa |β,h〉
ζ
(ha)
a
(
λ2/q − q/λ2
)
(λζ
(ha)
a − 1/(λζ
(ha)
a ))D−(ζ
(ha)
a )
λ
(
(ζ
(ha)
a )2/q − q/(ζ
(ha)
a )2
)(
(ζ
(ha)
a )2 − 1/(ζ
(ha)
a )2
) ·
·
N∏
b=1
b6=a modN
Λ−X
(hb)
b
X
(ha)
a −X
(hb)
b
+ |β,h〉(−1)N
q1/2
2λ
detqM(1)(
λ
q1/2
+
q1/2
λ
)
N∏
b=1
Λ−X
(hb)
b
X −X
(hb)
b
+ |β,h〉(−1)N
iq1/2
2λ
ζ− + 1/ζ−
ζ− − 1/ζ−
detqM(i)(
λ
q1/2
−
q1/2
λ
)
N∏
b=1
Λ−X
(hb)
b
X +X
(hb)
b
+ q
(
λ2/q − q/λ2
) N∏
b=1
(Λ−X
(hb)
b )D
∞
− (β)|β,h〉, (B.33)
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where:
D∞− (β) =
β
q(β − 1/β)
 2N∑
a=1
D−(ζ
(ha)
a )T
−ϕa
a |β,h〉(
(ζ
(ha)
a )2/q − q/(ζ
(ha)
a )2
)(
(ζ
(ha)
a )2 − 1/(ζ
(ha)
a )2
) N∏
b=1
b6=a modN
1
X
(ha)
a −X
(hb)
b
+(−1)N
(
1
2
detqM(1)
N∏
b=1
1
X −X
(hb)
b
−
i
2
ζ− + 1/ζ−
ζ− − 1/ζ−
detqM(i)
N∏
b=1
1
X +X
(hb)
b
)
|β,h〉
]
+
κ−[qαe
τ−
∏
N
a=1 αaβa −
∏
N
a=1 γaδa
qαeτ− ]
q(ζ− − 1/ζ−)
|β,h〉. (B.34)
and
T±a |β, h1, ..., ha, ..., hN〉 = |β, h1, ..., ha ± 1, ..., hN〉. (B.35)
Proof. The following interpolation formula is derived as in the previous theorem using the polyno-
miality of the operator family D−(λ|β):
D−(λ|β) =
2N+2∑
a=0
λ(2a−(2N+2))Da(β), (B.36)
we have just to compute the asymptotic operator D∞− (β). The following identities:
D∞− (β) =
[
βA∞− /q
1/2 + αqB∞− − C
∞
− /αq
]
/(β − 1/β) (B.37)
D0−(β) = −
[
q3/2A∞− /β + q
2(αqB∞− − C
∞
− /αq)
]
/(β − 1/β) (B.38)
trivially follows by the definition of the operator family D−(λ|β), from which we get:
qD∞− (β)/β + βD
0
−(β)/q =
κ−(β − 1/β)
ζ− − 1/ζ−
[∏
N
a=1 γaδa
qαeτ−
− qαeτ−
N∏
a=1
αaβa
]
, (B.39)
while from the interpolation formula we get:
D0−(β) =
2N∑
a=1
qD−(ζ
(ha)
a )T
−ϕa
a |β,h〉(
(ζ
(ha)
a )2/q − q/(ζ
(ha)
a )2
)(
(ζ
(ha)
a )2 − 1/(ζ
(ha)
a )2
) N∏
b=1
b6=a modN
1
X
(ha)
a −X
(hb)
b
+ (−1)N
(
q
2
detqM(1)
N∏
b=1
1
X −X
(hb)
b
−
iq
2
ζ− + 1/ζ−
ζ− − 1/ζ−
detqM(i)
N∏
b=1
1
X +X
(hb)
b
)
|β,h〉
− q2D∞− (β)|β,h〉. (B.40)
from which the statement of the theorem follows easily .
38
B.3 SoV spectral decomposition of the identity
The Theorem 3.1 states the pseudo-diagonalizability of B−(λ|β) for almost all the values of the
boundary-bulk-gauge parameters, so that for almost all the values of these parameters the left and
right states 〈β,h| and |β,k〉 are well defined nonzero left and right states describing a left and right
basis in the space of the representation.
We can now defines the following pN × pN matrices U (L,β) and U (R,βq
2) defining the change of
basis from the original left and right basis:
〈h| ≡ ⊗Nn=1〈hn, n| and |h〉 ≡ ⊗
N
n=1|hn, n〉, (B.41)
composed by vn-eigenstates, to the left and right pseudo-eigenbasis of B−(λ|β):
〈β,h| = 〈h|U (L,β) =
pN∑
i=1
U
(L,β)
κ(h),i〈κ
−1 (i) | and |βq2,h〉 = U (R,βq
2)|h〉 =
pN∑
i=1
U
(R,βq2)
i,κ(h) |κ
−1 (i)〉,
(B.42)
where κ is an isomorphism between the sets {0, ..., p − 1}N and {1, ..., pN} defined by:
κ : h ∈ {0, ..., p − 1}N → κ (h) ≡ 1 +
N∑
a=1
p(a−1)ha ∈ {1, ..., p
N}. (B.43)
It follows from the pseudo-diagonalizability of B−(λ|β) that the p
N×pN square matrices U (L,β) and
U (R,βq
2) are invertible matrices for which it holds:
U (L,β)B−(λ|β) = ∆B−(λ|β)U
(L,β), B−(λ|β)U
(R,βq2) = U (R,βq
2)∆B−(λ|β), (B.44)
where ∆B−(λ|β) is the p
N × pN diagonal matrix defined by:(
∆B−(λ|β)
)
i,j
≡ δi,jbκ−1(i)(λ|β) ∀i, j ∈ {1, ..., p
N}. (B.45)
We can prove that it holds, with the same notation as in Theorem 3.1:
Proposition B.2. For almost all the values of the boundary-bulk-gauge parameters it holds:
〈Ωβ|Ωβq2〉 6= 0, (B.46)
so that fixed the normalization factor:
nβ =
 ∏
1≤b<a≤N
(
X(p−1)a −X
(p−1)
b
)
〈Ωβ|Ωβq2〉
1/2 , (B.47)
in the left and right pseudo-eigenstates, then the pN×pN matrix M ≡ U (L,β)U (R,βq
2) is the following
invertible diagonal matrix:
Mκ(h)κ(k) = 〈β,h|βq
2, k〉 =
∏
1≤a≤N
δha,ka
∏
1≤b<a≤N
1
X
(ha)
a −X
(hb)
b
, (B.48)
from which the following spectral decomposition of the identity I follows:
I ≡
p−1∑
h1,...,hN=0
∏
1≤b<a≤N
(X(ha)a −X
(ha)
a )|βq
2, h1, ..., hN〉〈β, h1, ..., hN|. (B.49)
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Proof. The following identity holds:
bh(λ|β)〈β/q
2,h|β,k〉 = 〈β,h|B−(λ|β)|β,k〉 = bk(λ|β)〈β,h|βq
2,k〉. (B.50)
From it follows the fact that the matrix M is diagonal:
〈β/q2,h|β,k〉 = 〈β,h|βq2,k〉 = 0 ∀h 6= k ∈{0, ..., p − 1}N (B.51)
as there exists at least a n ∈ {1, ...,N} such that hn 6= kn and then:
bh(ζ
(kn)
n |β) 6= 0, bk(ζ
(kn)
n |β) = 0. (B.52)
Moreover, independently from the choice of the nonzero normalization factor nβ, the Theorem
3.1 implies that the matrices U (L,β) and U (R,βq
2) are invertible for almost all the values of the
boundary-bulk-gauge parameters so that the same must be true for the diagonal matrix M , i.e. it
must holds:
Mκ(h)κ(h) = 〈h,β|βq
2,h〉 6= 0 ∀h ∈{0, ..., p − 1}N, (B.53)
which implies (B.46) for p− 1 ≡ (p− 1, ..., p − 1) being:
Mκ(p−1)κ(p−1) =
〈Ωβ|Ωβq2〉
n2β
, (B.54)
and we can define the normalization factor according to (B.47). The computation now of the
remaining diagonal matrix elements Mκ(h)κ(h) for h 6= p− 1 can be done in a standard way by
computing the matrix elements:
θa,ha(β) ≡ 〈β, h1, ..., ha, ..., hN|A−(ζ
(ha+1)
a |βq
2)|βq2, h1, ..., ha + 1, ..., hN〉, (B.55)
where ha ∈ {0, ..., p − 1}, a ∈ {1, ...,N}. Using the left action of the operator A−(ζ
(ha+1)
a |βq2) we
get:
θa,ha(β) =
 1
q
(
ζ
(ha)
a
)2 −
(
ζ
(ha)2
a q − 1/qζ
(ha)2
a
)
β(β − 1/β)
 N∏
b=1
b6=a
X
(ha+1)
a −X
(hb)
b
X
(ha)
a −X
(hb)
b
×
A−(1/ζ
(ha)
a )(q − 1/q)(
(ζ
(ha)
a )2 − 1/(ζ
(ha)
a )2
) 〈β, h1, ..., ha + 1, ..., hN|β, h1, ..., ha + 1, ..., hN〉 (B.56)
=
A−(1/ζ
(ha)
a )(1/q − q)((ζ
(ha)
a )2q/β − β/q(ζ
(ha)
a )2)(
(ζ
(ha)
a )2 − 1/(ζ
(ha)
a )2
)
(β − 1/β)
N∏
b=1
b6=a
X
(ha+1)
a −X
(hb)
b
X
(ha)
a −X
(hb)
b
× 〈β, h1, ..., ha + 1, ..., hN|β, h1, ..., ha + 1, ..., hN〉 (B.57)
while using the decomposition (B.17) and the fact that:
〈β, h1, ..., ha, ..., hN|D−(1/ζ
(ha+1)
a |βq
2)|βq2, h1, ..., ha + 1, ..., hN〉 = 0 (B.58)
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it holds:
θa,ha(β) =
A−(1/ζ
(ha)
a )(1/q − q)((ζ
(ha)
a )2q/β − β/q(ζ
(ha)
a )2)k
(ha+1)
a(
(ζ
(ha+1)
a )2 − 1/(ζ
(ha+1)
a )2
)
(β − 1/β)
× 〈β, h1, ..., ha, ..., hN|βq
2, h1, ..., ha, ..., hN〉. (B.59)
These results lead to the identity:
〈β, h1, ..., ha + 1, ..., hN|βq
2, h1, ..., ha + 1, ..., hN〉
〈β, h1, ..., ha, ..., hN|βq2, h1, ..., ha, ..., hN〉
=
N∏
b=1
b6=a
X
(ha)
a −X
(hb)
b
X
(ha+1)
a −X
(hb)
b
, (B.60)
from which one can prove:
〈β, h1, ..., ha, ..., hN|βq
2, h1, ..., ha, ..., hN〉
〈β, p− 1, ..., p − 1|βq2, p − 1, ..., p − 1〉
=
∏
1≤b<a≤N
X
(p−1)
a −X
(p−1)
b
X
(ha)
a −X
(hb)
b
. (B.61)
This proves the proposition being by our choice of normalization:
〈β, p− 1, ..., p − 1|βq2, p − 1, ..., p − 1〉 =
∏
1≤b<a≤N
1
X
(p−1)
a −X
(p−1)
b
. (B.62)
B.4 Proof of pseudo diagonalizability and simplicity of B−(λ|β)
We prove the pseudo-digonalizability and pseudo-simplicity of B−(λ|β) in two steps. We first
consider some special representation for which such statement is proven by direct computation
then we use this result to prove our statement for general representations.
B.4.1 Pseudo diagonalizability and simplicity of B−(λ|β): special representations
The following theorem holds:
Theorem B.3. Let us assume that the conditions on the bulk-gauge parameters:
β = αw
(ǫN,kN)
N
, z
(ǫn+1,kn+1)
n+1 = 1/w
(ǫn,kn)
n ∀n ∈ {1, ...,N − 1} , (B.63)
are satisfied for fixed N-tuples of ǫn = ±1 and kn ∈ {0, ..., p − 1} and that the conditions (A.27)
hold together with the following ones:(
z
(ǫ1,k1)
1
)p
6= (−ζ− + ǫ0
√
ζ2− + 4κ
2
−)
p/(2qeτ−κ−)
p, (B.64)
and
µ2pn,ǫn 6= ±1, µ
2p
n,ǫn 6= α
2pǫ
− , µ
2p
n,ǫn 6= −β
2pǫ
− , µ
2p
n,+ 6= µ
2pǫ
m,−, µ
p
n,ǫn 6= µ
p
m,ǫn, (B.65)
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for any ǫ0 = ±1 and n,m ∈ {1, ...,N}, then the operator family B−(λ|β) has simple pseudo-spectrum
characterized by:
b−,n(β) = µn,ǫnq
1/2 ∀n ∈ {1, ...,N}, i.e. independent w.r.t. β, (B.66)
b−(β) = f(α, β/q, z
(ǫ1,k1+1)
1 )
(
β4/q2
(1− β2)(1 − (β/q)2)
)N
(−1)N
N∏
n=1
γ2n
µ2n,ǫn
×
[
z
(ǫ1,k1+1)
1 e
τ−κ− + ζ− − κ−/(z
(ǫ1,k1+1)
1 e
τ−)
]
/(ζ− − 1/ζ−), (B.67)
and the left pseudo-eigenbasis characterized by the formulae (3.9) by fixing:
〈Ωβ| =
p−1∑
h1,...,hN=0
N⊗
n=1
qhn(kn+1)
 hn∏
kn=1
anq
kn−1/2 + bnq
1/2−kn
cnqkn−1/2 + dnq1/2−kn
(
cpn + d
p
n
apn + b
p
n
)1/p(1+ǫn)/2 〈hn, n|. (B.68)
Similarly, let us assume that the conditions (A.27) and (B.64)-(B.65) are satisfied together with:
β = αw
(ǫN,kN)
N
, z
(ǫn+1,kn+1−2)
n+1 = 1/w
(ǫn,kn)
n ∀n ∈ {1, ...,N − 1} , (B.69)
for fixed N-tuples of ǫn = ±1 and kn ∈ {0, ..., p − 1}, then the operator family B−(λ|β) has simple
pseudo-spectrum characterized by fixing :
b−,n(β) = µn,ǫnq
−1/2 ∀n ∈ {1, ...,N}, i.e. independent w.r.t. β, (B.70)
b−(β) = f(α, β/q, z
(ǫ1,k1−1)
1 )
(
β4
(1− β2)(1 − (β/q)2)
)N
(−1)N
N∏
n=1
γ2n
µ2n,ǫn
×
[
z
(ǫ1,k1−1)
1 e
τ−κ− + ζ− − κ−/(z
(ǫ1,k1−1)
1 e
τ−)
]
/(ζ− − 1/ζ−), (B.71)
and right pseudo-eigenbasis characterized by the formulae (3.10) by fixing:
|Ωβ〉 =
N∏
n=1
p−1∏
rn=1
D−(b−,n(β)/q
rn |β)|Ω¯β〉 (B.72)
with
|Ω¯β〉 =
(
β
q
)N p−1∑
h1,...,hN=0
N∏
n=1
q−hnkn
[
hn∏
rn=1
cnq
rn−1/2 + dnq
1/2−rn
anqrn−1/2 + bnq1/2−rn
(
apn + b
p
n
cpn + d
p
n
)1/p](1+ǫn)/2 N⊗
n=1
|hn, n〉.
(B.73)
Proof. The conditions (B.63) and the choice of internal gauge parameter:
γ = z
(ǫ1,k1)
1 , (B.74)
imply that the states (B.68) and (B.73) are annihilated by A(λ|α, β, γ) and A(1/λ|α, β/q, γq)
respectively as the following identifications hold:
〈Ωβ| = 〈Ω, α, β, γ|, |Ω¯β〉 = |Ω, α, β/q, γq〉
(
β
q
)N
, (B.75)
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moreover, it holds:
〈Ωβ|B(λ|α, β) = b(λ|α, β)〈Ω, α, β/q, γq|, (B.76)
B(λ|α, β/q)|Ω¯β〉 = |Ω, α, β, γ〉β
Nb(λq|α, β/q), (B.77)
so that it holds:
〈Ωβ|B−(λ|α, β) = f(α, β/q, γq)K¯−(λ|γ)21〈Ωβ|B(λ|α, β)B(1/λ|α, β/q), (B.78)
B−(λ|α, β)|Ω¯β〉 = B(λ|α, β)B(1/λ|α, β/q)|Ω¯β 〉f(α, β/q, γq)K¯−(λ|γ)21, (B.79)
and consequently:
〈Ωβ|B−(λ|α, β) = f(α, β/q, γq)K¯−(λ|γ)21b(λ|α, β)b(1/λ|α, β/q)〈Ωβ/q2 |, (B.80)
B−(λ|α, β)|Ω¯β〉 = |Ω¯βq2〉b(λq|α, β)b(q/λ|α, β/q)f(α, β/q, γq)K¯−(λ|γ)21, (B.81)
so that for the pseudo-eigenvalue it holds:
b0(λ|β) = f(α, β/q, γq)K¯−(λ|γ)21b(λ|α, β)b(1/λ|α, β/q), (B.82)
b1(λ|β) = f(α, β/q, γq)K¯−(λ|γ)21b(λq|α, β)b(q/(λ)|α, β/q), (B.83)
respectively on the left and the right. This fixes the values of the b−(β) and b−,a(β) to those stated
in this theorem. Note that the condition (B.64) implies that:
b−(β/q
2a) 6= 0 ∀a ∈ {0, ..., p − 1} . (B.84)
Let us now prove that the states (3.9) and (3.10) are all nonzero states. The reasoning is
done explicitly only for the left case as for the right one we can proceed similarly. We know by
construction that the state 〈Ωβ| is nonzero so let us assume by induction that the same is true
for the state 〈β,h(0)| = 〈β, h
(0)
1 , ..., h
(0)
N
| with h
(0)
j ∈ {0, ..., p − 2} and let us show that 〈β,h
(0)
j | =
〈β, h
(0)
1 , ..., h
(0)
j + 1, ..., h
(0)
N
| is nonzero. We have that:
〈β,h
(0)
j |A−(ζ
(h
(0)
j +1)
j |βq
2) = A−(ζ
(h
(0)
j +1)
j )〈β,h
(0)| 6= 0
¯
∀j ∈ {1, ...,N} (B.85)
so that 〈β,h
(0)
j | is nonzero. Using this we can prove that all the states 〈β, h
(0)
1 + x1, ..., h
(0)
N
+ xN|
with xj ∈ {0, 1} for any j ∈ {1, ...,N} are nonzero, which just proves the validity of the induction.
Note that the same statements hold if we substitute the given value of β fixed in (B.69) with any
value β/q2a for any a ∈ {1, ..., p − 1}; i.e. we have that 〈Ωβ/q2a | is nonzero and from that we prove
similarly the induction.
Let us now prove that the sets of left and right states define respectively a left and a right basis
of the linear space of the representation. Let us consider the linear combination to zero of the left
states:
0
¯
=
∑
k∈ZNp
ck〈β,k|, (B.86)
and let us act on it with the following product of operator:
B−,h(β) ≡ B−(ζ
(0)
1 |β)B−(ζ
(1)
1 |β/q
2) · · · B−(ζ
(p−1)
1 |β/q
2(p−2))
×B−(ζ
(0)
2 |β/q
2(p−1))B−(ζ
(1)
2 |β/q
2p) · · · B−(ζ
(p−1)
2 |β/q
4(p−1)−2)
· · · × B−(ζ
(0)
N
|β/q2(N−1)(p−1)) · · · B−(ζ
(p−1)
2 |β/q
2N(p−1)−2), (B.87)
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where the generic monomial in it:
B−(ζ
(0)
m |β/q
2(m−1)(p−1))B−(ζ
(1)
2 |β/q
2(m−1)(p−1)+2) · · · B−(ζ
(p−1)
2 |β/q
2m(p−1)−2), (B.88)
contains only the p − 1 arguments ζ
(km)
m with km ∈ {0, ..., p − 1}\{hn} and h≡ {h1, ..., hN} is a
generic element of ZNp . Then, it easily to understand that it holds:
0
¯
=
∑
k∈ZNp
ck〈β,k|
B−,h(β) = ch〈β,h|B−,h(β)
= ch
N∏
n=1
∏
kn∈{0,...,p−1}\{hn}
bh(ζ
(kn)
n |β/q
2(n−1)(p−1)+k′n )〈β/q2N(p−1),h|, (B.89)
where k′n = kn if k
′
n < hn and k
′
n = kn − 1 if hn < kn. Now the simplicity of the pseudo-spectrum
of B−(λ|β) implies that:
N∏
n=1
∏
kn∈{0,...,p−1}\{hn}
bh(ζ
(kn)
n |β/q
2(n−1)(p−1)+k′n) 6= 0, (B.90)
from which we derive:
ch = 0 (B.91)
having already proven:
〈β/q2N(p−1),h| 6= 0
¯
. (B.92)
The generality of the chosen h∈ ZNp implies that the linear combination to zero (B.86) is satisfied
if and only if (B.91) holds for any h∈ ZNp , that is the left pseudo-eigenstates 〈β,k| are a left
basis.
Note that in the bulk of the paper we have chosen to present the construction of the SoV-
basis starting from a state |Ωβ〉 associated to the pseudo-eigenvalue b0(λ|β) just to simplify the
simultaneous presentation of the left and right basis; in fact, we can construct the right basis also
starting from the state |Ω¯β〉 associated to b1(λ|β), which is the state constructed directly here for
the considered special representations.
B.4.2 Pseudo diagonalizability and simplicity of B−(λ|β): general representations
In this section we prove the Theorem 3.1 stating the pseudo diagonalizability and simplicity of the
operator family B−(λ|β) for almost all the values of the boundary-bulk-gauge parameters. Let us
first prove the following lemma:
Lemma B.1. There exists at least one left and one right pseudo-eigenstate |Ωβ〉 and 〈Ωβ| of the
one parameter family of pseudo-commuting operators B−(λ|β) satisfying the condition (3.5) with
pseudo-eigenvalue b0(λ|β) satisfying the conditions (3.7) and (3.8).
Proof. The operator family B−(λ|β) admits the following representation:
B−(λ|β) = (
λ2
q
−
q
λ2
)
N∑
a=0
ΛaB¯−,a(β)T
−2
β , (B.93)
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where the following commutation relations holds:
B¯−,a(β)Tβ = TβB¯−,a(βq),
[
B¯−,a(β), B¯−,b(β)
]
= 0 ∀a, b ∈ {1, ...,N}, (B.94)
as a consequence of the commutation relations (B.12). The result of the previous section implies
that for some special choice of the boundary-bulk-gauge parameters all the operators B¯−,a,β are
invertible as B−(λ|β) is pseudo-diagonalizable and it admits the following representation:
B−(λ|β) = b−(β)(
λ2
q
−
q
λ2
)
N∏
a=1
(
λ
B−,a(β)
−
B−,a(β)
λ
)(λB−,a(β)−
1
λB−,a(β)
)T−2β , (B.95)
where the B−,a(β) are commuting and invertible operators. Then the fact that this operators
depend continuously on these parameters implies that this statement is true for almost any values
of these parameters. This also implies that for almost all the value of the boundary-bulk-gauge
parameters we can use the above representation for B−(λ|β).
We can now recall that, thanks to the result of the Lemma A.1 of our previous paper, we can
always find a nonzero simultaneous eigenstate of commuting operators such as the B−,a(β) for any
a ∈ {1, ...,N}. This is a pseudo-eigenstate of the operator family B−(λ|β).
Now, for the same set of representations considered in the previous section we know that the
pseudo-eigenvalues of B−(λ|β) satisfy the conditions (3.7) and (3.8). Then, we can use once again
the continuity argument to argue that the eigenvalues on the common eigenstate still satisfy (3.7)
and (3.8).
We can now prove the Theorem 3.1, by using the results of the previous sections.
Proof of Theorem 3.1. The proof of the pseudo-diagonalizability of B−(λ|β) is a direct consequence
of the previous lemma. Indeed, under the conditions (3.7) and (3.8) we can prove that all the
left and right states are well defined and nonzero states which are pseudo-eigenstates of B−(λ|β)
associated to different pseudo-eigenvalues as a consequence of the gauge transformed commutation
relations. The proof of the fact that the states (3.9) and (3.10) are all nonzero is done reproducing
the argument presented in the proof of Theorem B.3.
The statements about the spectral decomposition of the identity of the theorem have been
already given in Proposition B.2.
C Properties of cofactor
In this appendix we prove a lemma giving the main properties of the cofactors of the matrix Dτ (λ).
Lemma C.1. The matrix Dτ (λ) has at least rank p − 1 for any λ ∈ C, up to at most a finite
number of values. The following symmetries:
Ci+h,j+h(λ) = Ci,j(λq
h) ∀i, j, h ∈ {1, ..., p}, (C.1)
Ci,j(−λ) = Ci,j(λ) ∀i, j ∈ {1, ..., p}, (C.2)
C1,1(1/λ) = C1,1(λ), C1,2(1/λ) = C1,p(λ), (C.3)
45
hold. Moreover, the cofactors C1,1(λ), C1,2(λ) and C1,p(λ) are polynomials in λ of maximal degree
(p− 1) (2N+ 4) which admit the following decomposition:
C1,1(λ) = Ĉ1,1(λ)
(
λ2 −
1
λ2
)2 p−2∏
k=1
k 6=(p−1)/2
(
λ2q1+2k −
1
λ2q1+2k
)
, (C.4)
where Ĉ1,1(λ) is a polynomial in Λ of degree (p− 1) (N+ 1), and:
C1,2(λ) = Ĉ1,2(λ)
(
λ2 −
1
λ2
)2 p−2∏
k=1
k 6=(p−1)/2
(
λ2q1+2k −
1
λ2q1+2k
)
, (C.5)
C1,p(λ) = Ĉ1,p(λ)
(
λ2 −
1
λ2
)2 p−2∏
k=1
k 6=(p−1)/2
(
λ2q1+2k −
1
λ2q1+2k
)
, (C.6)
where Ĉ1,2(λ) and Ĉ1,p(λ) are polynomials of maximal degree 2 (p− 1) (N+ 1) in λ.
Proof. Let us remark that independently from the explicit form of τ(λ) the following identities
hold:
C1,p(q
1/2−p/µa,+) =
p−1∏
j=1
a(µa,+q
j) 6= 0 ∀a ∈ {1, ...,N}, (C.7)
so that C1,p(λ) is a non-zero polynomial in λ which implies the statement on the rank of Dτ (λ).
The proof of the above symmetry properties is standard we just need to make some exchange of
rows and columns to bring the matrix in the determinant defining the cofactor in the l.h.s into the
matrix defining the cofactor in the r.h.s..
Let us show our statement on the form of C1,1(λ). In order to do so we have to prove that
C1,1(λ) is finite in the points
2 λ = ±iaqh for any h ∈ {1, ..., p− 1}. More precisely, in the line p−h
there is at least one element of the matrix M1,1(λ) associated to C1,1(λ) which is diverging in the
limit λ → ±iaqh. Here, we have to distinguish three cases. For the case h 6= (p ± 1)/2, we can
proceed as done in the bulk of the paper. We can define the matrix M
(h)
1,1(λ) as the matrix with
all the rows coinciding with those of M1,1(λ) except the row (p + 1)/2 − h, which is obtained by
summing the row (p−1)/2−h and (p+1)/2−h of M1,1(λ) and dividing them by ((λ/q
h)2−(qh/λ)2),
and the row p− h, obtained multiplying the row p− h of M
(h)
1,1(λ) by ((λ/q
h)2 − (qh/λ)2). Clearly
it holds detp−1M
(h)
1,1(λ) = (−1)
i+j
C1,1(λ) and all the rows of the matrix M
(h)
1,1(±i
aqhλ) are finite in
the limits λ→ 1 and so the same is true for their determinants. In fact, it is possible to show that
these lines are linear dependents in each one of the matrices M
(h)
1,1(±i
aqh), so that:
detp−1M
(h)
1,1(±i
aqh) = 0 ∀h ∈ {1, ..., p}\ {0, (p ± 1)/2}. (C.8)
In the remaining cases, if h = (p±1)/2 then the row (p±1)/2p−h = p mod(p) is not contained
in M1,1(±i
aqh) so that we cannot remove here the divergence as we have done before. However,
we can proceed differently, let us explain it in the case h = (p + 1)/2 as in the other case we can
2As for h = 0 the matrix M1,1(±i
a) does not contain any singular elements.
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proceed similarly. In the last row of M1,1(±i
aq(p+1)/2λ) under the limit λ → 1 the last element
tend to τ(iaq1/2), finite nonzero value, and the next to last tend to a(±iaq−1/2) = 0, all the others
on this row are zero. So that C1,1(±i
aq(p−1)/2) is finite iff detp−2D(1,p),(1,p)(±i
aq(p+1)/2) is finite.
This is shown using the following expansion of the determinant:
detp−2D(1,p),(1,p)(±i
aq(p+1)/2λ) = τ(λ)detp−3Dτ,(1,(p+1)/2,p),(1,(p+1)/2,p)(±i
aq(p+1)/2λ) (C.9)
+
x(λ)detp−3Dτ,(1,(p+1)/2,p),(1,(p+1)/2−1,p)(±i
aq(p+1)/2λ)
λ2 − 1/λ2
(C.10)
−
x(1/λ)detp−3Dτ,(1,(p+1)/2,p),(1,(p+1)/2+1,p)(±i
aq(p+1)/2λ)
λ2 − 1/λ2
, (C.11)
and the identity:
detp−3Dτ,(1,(p+1)/2,p),(1,(p+1)/2−1,p)(±i
aq(p+1)/2) = detp−3Dτ,(1,(p+1)/2,p),(1,(p+1)/2−1,p)(±i
aq(p+1)/2).
(C.12)
Finally, let us remark that in the case h = 0 the lines (p − 1)/2 and (p + 1)/2 of M1,1(±i
a) are
one the opposite of the other so that detp−1M1,1(±i
a) = 0. We can so define the matrix M
(0)
1,1(λ)
as the matrix with all the rows coinciding with those of M1,1(λ) except the row (p+1)/2, which is
obtained by summing the row (p−1)/2 and (p+1)/2 of M1,1(λ) and dividing them by (λ
2−1/λ2),
this matrix has finite elements on the row (p + 1)/2 also in the limit λ → ±ia. Similarly to the
previous cases one can show that the rows of M
(0)
1,1(±i
a) are linear dependent so that it holds also:
lim
λ→±ia
detp−1M1,1(±i
aλ)
λ2 − 1/λ2
= (−1)adetp−1M
(0)
1,1(±i
a) = 0, (C.13)
from which our statement on the form of C1,1(λ) follows. Similarly, we can prove our statement
on C1,p(λ).
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