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ПАРАЛЛЕЛЬНАЯ ДЕКОМПОЗИЦИЯ СИСТЕМЫ ЧАСТИЧНЫХ БУЛЕВЫХ ФУНКЦИЙ 
 
Предлагается подход к решению задачи многоблочной параллельной декомпозиции системы частичных буле-
вых функций. Подход предполагает интервальное представление заданной системы в виде пары троичных мат-
риц и последующее рассмотрение графов ортогональности строк указанных матриц и сводит данную задачу  
к нахождению кратчайшего покрытия множества ребер одного графа полными двудольными подграфами 
(бикликами) другого графа. Описано два метода решения рассматриваемой задачи, использующих предлагае-
мый подход. 
Ключевые слова: система частичных булевых функций; троичная матрица; полный двудольный подграф. 
 
Под декомпозицией системы булевых функций понимается ее представление в виде суперпози-
ции двух или более систем функций, каждая из которых в некотором смысле проще исходной системы. 
Задача декомпозиции булевых функций является одной из важных и сложных задач из области логи-
ческого проектирования, ее успешное решение непосредственно влияет на качество и стоимость про-
ектируемых цифровых устройств. Декомпозиция системы булевых функций, описывающей поведение 
некоторого дискретного устройства, ведет к разбиению его на отдельные блоки, что облегчает даль-
нейшую процедуру логического синтеза. Как показано в работах [1, 2], данной задаче посвящено зна-
чительное количество статей, однако вопрос еще требует исследований [3]. В настоящей статье рас-
сматривается задача декомпозиции системы булевых функций в следующей постановке. 
Задана система частичных (не полностью определенных) булевых функций в виде векторной 
функции f(x) = (f1(x), f2(x), ..., fт(x)), где компонентами вектора x = (x1, x2, ..., xn) являются булевы пере-
менные, составляющие множество Х. Требуется найти суперпозицию f(x)  (g1(z1), g2(z2), …, gk(zk)), 
где z1, z2, …, zk – векторные переменные, компонентами которых служат соответственно переменные 
из подмножеств Z1, Z2, …, Zk (возможно, пересекающихся) множества Х = {x1, x2, …, xn}, а символ  
обозначает отношение реализации, т. е. значения компонент 1, 2, ..., т векторной функции  совпа-
дают со значениями компонент функции f везде, где эти значения определены. При этом мощность  
|Zi| (i = 1, 2, …, k) должна быть ограничена некоторой заданной величиной р, а число k должно быть 
минимальным и меньшим, чем п. Указанная декомпозиция определяет структуру логической схемы, 
показанную на рис. 1. Такой вид декомпозиции назван многоблочной параллельной декомпозицией [4]. 
Подобная задача при k = 2 решалась в статье [5]. 
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Рис. 1. Структура логической схемы 
 
g1 g2 gk 
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В подавляющем большинстве публикаций, рассматривающих задачу декомпозиции булевых 
функций, подмножества Z1, Z2, …, Zk считаются заданными [2, 4, 6, 7]. Вопросу поиска таких подмно-
жеств, при которых существует соответствующая декомпозиция, посвящено не так много публикаций. 
Среди работ, где рассматривается данный вопрос, можно назвать работы [8–13]. В данной статье пред-
лагается подход, не требующий конкретного задания подмножеств Z1, Z2, …, Zk. Его можно рассматри-
вать как дальнейшее развитие подхода, представленного в работе [14]. 
 
1. Описание подхода 
 
Предлагаемый подход к решению данной задачи требует интервального задания системы частич-
ных булевых функций [3] – в виде пары троичных матриц X, F размерности l  n и l  m соответ-
ственно. Столбцы матрицы X соответствуют переменным x1, x2, ..., xn, а столбцы матрицы F – функ-
циям f1(x), f2(x), ..., fт(x). Строка матрицы X представляет интервал булева пространства, а соответству-
ющая ей строка матрицы F – значения функций на этом интервале. Символ «–» в i-й строке и j-м 
столбце матрицы F означает, что i-й интервал не используется для задания функции fj(x). Строки мат-
риц X и F имеют единую нумерацию. 
Рассмотрим графы GX = (V, EX) и GF = (V, EF), где множество вершин V является множеством об-
щих номеров строк матриц X и F, а множества ребер EX и EF являются множествами пар номеров ор-
тогональных строк матриц X и F соответственно. Две строки троичной матрицы ортогональны, если 
имеется столбец, у которого в одной из этих строк расположен ноль, а в другой – единица [3]. Система 
функций задана корректно с помощью матриц X и F, если EF  EX, т.е. GF является остовным подгра-
фом графа GX. 
Замечание. Любая пара матриц (X, F) указанного вида может рассматриваться как представле-
ние некоторой системы частичных булевых функций, если граф GF является остовным подграфом 
графа GX. 
Каждому ребру из множества EX приписано множество переменных из множества 
Х = {x1, x2, ..., xn}, по которым соответствующие строки ортогональны. Полному двудольному под-
графу, или биклике, графа GX припишем множество переменных из Х, взятых по одной из каждого 
ребра, принадлежащего данной биклике. Биклику назовем допустимой, если число приписанных ей 
переменных не превышает р и если она содержит хотя бы одно ребро из множества EF. 
Множество переменных, приписываемых биклике, определяется следующим образом. Пусть 
{xi, xj, ..., xk} – множество переменных, по которым ортогональны две строки, соответствующие ребру 
из множества EX. Образуем элементарную дизъюнкцию xi  xj  ...  xk из этих переменных. Получим 
конъюнктивную нормальную форму (КНФ), членами которой будут указанные дизъюнкции, взятые по 
всем ребрам, входящим в данную биклику. После удаления возможных поглощаемых элементарных 
дизъюнкций преобразуем полученную КНФ, раскрыв скобки, в дизъюнктивную нормальную форму 
(ДНФ). Множество переменных, приписанных биклике, составят переменные, входящие в элементар-
ную конъюнкцию минимального ранга полученной ДНФ. 
Утверждение. Для системы частичных булевых функций f(x), заданной троичными матрицами 
X и F, существует реализующая ее суперпозиция (g1(z1), g2(z2), …, gk(zk)), если существует покрытие 
множества EF допустимыми бикликами графа GХ, число которых k. 
Пусть получено указанное покрытие бикликами B1, B2, …, Bk. Каждая биклика Bi может быть за-
дана парой множеств вершин Vi, Vi, поскольку каждая вершина из Vi связана в биклике ребрами со 
всеми вершинами из Vi. Каждая функция gi(zi) задается матрицами Xi и Fi. Матрица Xi является мино-
ром матрицы X, образованном столбцами, соответствующими переменным, приписанным биклике Bi. 
Матрица Fi состоит из одного столбца, где в строке с номером, соответствующим вершине из Vi, 
находится 0, в строке с номером, соответствующим вершине из Vi, находится 1 (или наоборот), а в 
строке, для которой нет соответствующих вершин ни в Vi, ни в Vi, находится символ «–». Векторная 
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функция  задается матрицами U и Ф. Матрица U состоит из столбцов, представляющих матрицы 
F1, F2, …, Fk, а матрица Ф совпадает с матрицей F. Действительно, согласно приведенному выше за-
мечанию пара матриц (U, Ф) может рассматриваться как представление системы частичных булевых 
функций. Нетрудно видеть, что для любого значения вектора х, произвольно взятого из области опре-
деления любой функции fi заданной системы, значения функций i и fi будут совпадать. Следовательно, 
пары матриц (X1 F1), (X2 F2), …, (Xk Fk) и (U, Ф) представляют искомую суперпозицию. Это пред-
ставление обладает избыточностью в виде повторяемых и поглощаемых строк в матрицах, а также 
знаков «–» в одностолбцовых матрицах Fi. Такую избыточность легко устранить, удалив упомянутые 
строки из матриц. 
 
2. Точный метод 
 
Точный метод, гарантирующий минимум числа функций в искомой суперпозиции, описан в ста-
тье [15] и заключается в выполнении процесса, состоящего из следующих этапов. 
1. Нахождение всех максимальных допустимых биклик в графе GX. Для этого можно использо-
вать метод, представленный в работе [16]. 
2. Получение кратчайшего покрытия множества EF найденными бикликами. Если число биклик, 
составляющих покрытие, не меньше п, то для заданной системы функций не существует нетривиаль-
ной декомпозиции указанного вида. 
3. Определение булевых функций g1(z1), g2(z2), …, gk(zk) и векторной функции . 
На этапе получения покрытия можно продолжить оптимизацию решения, уменьшая сумму чисел 
компонент векторов z1, z2, …, zk. Тогда каждую биклику надо снабдить весом в виде числа приписан-
ных ей переменных и решать задачу о взвешенном покрытии. При доопределении не полностью опре-
деленных булевых функций в процессе декомпозиции некоторые переменные могут оказаться несуще-
ственными аргументами. Тогда можно выбирать вариант с наименьшим числом существенных аргу-
ментов. 
Пример 1. Пусть система частичных булевых функций f(x) задана следующими троичными мат-
рицами: 
X = 
1 2 3 4 5 6
1 0 1 0 1 0 1
0 0 1 2
1 1 1 0 1 3
0 1 0 1 1 1 4
1 1 1 0 5
0 0 1 1 6
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Требуется получить суперпозицию f(x)  (g1(z1), g2(z2), …, gk(zk)) при минимальном k и числе р 
компонент каждого из векторов z1, z2, …, zk, не превышающем 3. 
Граф GX = (V, EX) с множеством вершин V = {v1, v2, v3, v4, v5, v6} представим в виде перечня ребер. 
В табл. 1 представлены эти ребра и приписанные им переменные. Граф GF = (V, EF) имеет то же мно-
жество вершин, а его множество ребер EF отличается от EX только тем, что в нем отсутствуют ребра 
v2v4 и v5v6. 
 
Т а б л и ц а  1  
Ребра графа GX = (V, EX) с приписанными им переменными 
v1v2 v1v3 v1v4 v1v6 v2v3 v2v4 v2v5 v2v6 v3v4 v3v5 v3v6 v4v5 v4v6 v5v6 
х1 x4 х5 х6 x1 х2 х3 х4 х6 х1 х4 х1 х4 х5  х4 х1 х4 х1 х3 х5 х5 х6 х1 х5 х1 х3 х6 х2 х1 
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Для графа GX получено 18 максимальных допустимых биклик. Искомое покрытие составляют 
следующие биклики с соответствующими КНФ и ДНФ: 
{v1, v5}, {v2, v3, v4, v6} – x1 (х5  х6) = x1 х5  x1 х6, 
{v 1, v2, v3, v4, v5}, {v6} – х1 х2 х4, 
{v1, v2, v4, v5, v6}, {v3} – (х5  х6) (х1  х5) = х1 х6  х5. 





































;        X2 = 
1 2 4
1 0 0 1
0 0 2
1 1 3
0 1 1 4
1 5





































































0 0 1 1
1 0 1 2
1 0 0 3
1 0 1 4
0 0 1 5











,   Ф = 
1 2 3


















После устранения избыточности получим следующие матрицы, представляющие искомые си-





















;        X2 = 
1 2 4
1 0 0 1
0 0 2
0 1 1 3
1 4












































0 0 1 1
1 0 1 2
1 0 0 3








,   Ф = 
1 2 3
0 0 1 1











В результате совместной минимизации в классе ДНФ полученных систем булевых функций по-
лучим следующие матричные представления ДНФ: 
Х = 
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Применение описанного метода не всегда приведет к решению задачи практической размерности 
за приемлемое время. Достижимой верхней границей числа всех максимальных биклик в графе явля-
ется 2п – 1 – 1, где п – число вершин графа, и, кроме того, задача кратчайшего покрытия имеет не поли-
номиальную сложность. Этот метод следует считать основой для разработки эвристических методов 
решения данной задачи. Описание одного из них представлено далее. 
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3. Эвристический метод 
 
Первым шагом на пути к решению является определение нижней границы числа биклик, состав-
ляющих искомое покрытие, и выделение из графа GF такого числа изолированных ребер с наибольшим 
числом приписанных переменных. В полном графе Kn мощность покрытия бикликами ребер графа не 
меньше, чем log2 n, где а – целое число, ближайшее сверху к а. Если взять раскраску вершин графа 
GF и заменить каждое множество одноцветных вершин одной вершиной, сохранив все ребра, то полу-
чим полный граф, скажем Kт. Таким образом, выделим, как указано выше, log2 т = k изолированных 
ребер и объявим их начальной совокупностью биклик B1, B2, …, Bk. (Поскольку метод не претендует 
на получение точного решения, можно воспользоваться последовательной раскраской графа, не гаран-
тирующей минимума числа цветов.) 
Дальнейший процесс решения задачи представляется как последовательность шагов, на каждом 
из которых выбирается пара (vi, Vj
s), где vi  Vj1, Vj2, и вершина vi связана ребрами из EX со всеми вер-
шинами из Vj
s. Вершина vi вносится в множество Vj
t (t  s), и таким образом вносятся новые ребра в 
биклику Bj = Vj1, Vj2. Естественно, такое действие имеет смысл, когда среди этих ребер имеется хотя бы 
одно из ребер графа GF, не присутствующее ни в одной из имеющихся биклик. Внесение вершины vi  
в множество Vj
t сопровождается добавлением в КНФ, соответствующую биклике Bj, элементарных 
дизъюнкций, связанных с вносимыми ребрами. При этом, естественно, учитывается закон поглощения 
(a  b) a = a, и надо, чтобы изменяемая биклика оставалась допустимой. То есть ДНФ, получаемая рас-
крытием скобок в КНФ, должна содержать хотя бы одну элементарную конъюнкцию ранга, не превы-
шающего р. 
Если такой пары не существует, в искомую совокупность вносится новая биклика в виде одного 
ребра из EF, не принадлежащего ни одной из уже полученных биклик. Процесс заканчивается, когда 
каждое ребро из EF окажется хотя бы в одной из биклик B1, B2, …, Bk. 
Выбор пары (vi, Vj
s) осуществляется по критериям, которые перечислены далее в порядке их при-
менения. 
1. Минимум ребер графа GF, которые не сможет покрыть биклика Bj (такое ребро связывает пару 
вершин, присутствующей в той или другой доле биклики Bj). 
2. Максимум новых покрываемых ребер из EF, вводимых в Bj вместе с вершиной vi. 
3. Наименьший минимальный ранг элементарной конъюнкции в соответствующей ДНФ. 
4. Максимум числа элементарных конъюнкций минимального ранга в соответствующей ДНФ. 
Пример 2. Пусть система частичных булевых функций f(x) задана матрицами из примера 1, и 
надо решить ту же задачу, что поставлена в этом примере. 
Нижней границей мощности покрытия графа GF бикликами является 2. Из табл. 1 выбираем два 
непересекающихся ребра с элементарными дизъюнкциями максимального ранга и получаем следую-
щие биклики: 
В1 = {v1}, {v4} – (х1  х2  х3  х4  х6), 
В2 = {v2}, {v3} – (х1   х4  х5). 
Пара (v5, {v4}) для варианта формирования биклики {v1, v5}, {v4} оценивается по приведен-
ным критериям как одна из лучших. Действительно, ребро v1v5 отсутствует в графе GF. Число новых 
покрываемых ребер во всех случаях равно единице. Соответствующая КНФ имеет вид 
(х1  х2  х3  х4  х6)(х1  х3  х6) и, преобразованная по закону поглощения, совпадает с ДНФ 
х1  х3  х6, имеющей три элементарных конъюнкции ранга 1. Таким образом, имеем теперь следующие 
биклики: 
В1 = {v1, v5}, {v4} – (х1  х3  х6), 
В2 = {v2}, {v3} – (х1   х4  х5). 




В1 = {v1, v5}, {v2, v4} – х1, 
В2 = {v2}, {v3} – (х1   х4  х5). 
Такое последовательное внесение ребер в биклики приводит к совокупности биклик 
В1 = {v1, v5}, {v2, v3, v4} – х1, 
В2 = {v2, v4}, {v3, v6} – х2 х4 (х1   х3  х5). 
Ребро v3v6 графа GF не может быть покрыто ни одной из полученных биклик. У биклики В2 име-
ется доля, содержащая пару вершин v3, v6, а расширенная биклика В1 = {v1, v5, v6}, {v2, v3, v4} покры-
вает ребро v3v6, но не является допустимой, так как элементарные конъюнкции в соответствующей 
ДНФ имеют ранги, превышающие р = 3: х1 х2 х4 (х5  х6) = х1 х2 х4 х5  х1 х2 х4 х6. Поэтому вводим 
биклику В3 = {v3}, {v6} с элементарной дизъюнкцией (х1  х5) и добавляем к ней ребро v1v6. В резуль-
тате получаем следующее покрытие: 
В1 = {v1, v5}, {v2, v3, v4} – х1( х5  х6) = х1 х5  х1 х6, 
В2 = {v2, v4}, {v3, v6} – х2 х4 (х1   х3  х5) = х1 х2 х4   х3 х2 х4  х2 х4 х5, 
В3 = {v1, v3}, {v6} – (х1  х4) (х1  х5) = х1  х4 х5. 





































;        X2 = 
1 2 4
1 0 0 1
0 0 2
1 1 3
0 1 1 4
1 5























































































,   Ф = 
1 2 3
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Совместная минимизация полученных функций в классе ДНФ приводит к следующим матрич-
ным представлениям минимальных систем ДНФ: 
Х = 









    




















   














Представлено два метода решения задачи многоблочной параллельной декомпозиции системы 
частичных булевых функций. Первый метод получает точное решение, т.е. гарантировано минималь-
ное число блоков в структурной реализации заданной системы. Второй метод такой гарантии не дает, 
но позволяет решать задачу значительно быстрее, чем первый метод. Как было сказано, точный  
метод может служить основой для разработки других, эвристических методов, более пригодных для 
практических задач. К таким методам относится второй из описанных методов. Точный метод может 
быть использован как эталон для оценки качества решений, получаемых эвристическими методами. 
Под качеством решения следует понимать близость его к минимальному решению и простоту полу-
чаемых функций. Нетрудно заметить, что представленный эвристический метод получил решение 
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The problem of Boolean functions decomposition is to represent a given system of Boolean functions as a superposition of simpler 
Boolean functions. In fact, the implementation of a system of Boolean functions by logical unites, or the synthesis of a combinational 
circuit, is reduced to decomposition, in which the obtained superposition includes functions implemented by logical unites. 
The decomposition problem is considered in the following statement. Given a system of partial (incompletely specified) Boolean 
functions in the vector form, f(x) = (f1(x), f2(x), ..., fт(x)), where the components of the vector x = (x1, x2, ..., xn) are Boolean variables 
forming a set X. A superposition f(x)  (g1(z1), g2(z2), …, gk(zk)) must be found, where the components of the vector zi, i = 1, 2, …, k, 
are the variable in the set Zi  X and  denotes the realization relation, i.e., the values of the components of the vector function  
coincide with the values of the components of f everywhere they are specified. At that, the cardinality |Zi|, i = 1, 2, …, k, must be 
restricted by a given value p, and k must be minimum and less than n. An approach to solving the problem that does not demand the 
sets Z1, Z2, …, Zk to be given is described. 
The approach uses the interval representation of a system of partial Boolean functions, i.e., in the form of a pair of ternary matrices, 
X, F, of dimension l  n and l  m, respectively. The columns of the matrix X correspond to the values x1, x2, ..., xn, and the columns 
of the matrix F to the functions f1(x), f2(x), ..., fт(x). A row of X gives an interval of Boolean space, and the corresponding row of F 
the function values at this interval. The symbol “–” in the i-th row and j-th column of F means that the i-th interval is not used to 
specify the function fj(x). The rows of X and F have common numeration. 
The graphs GX = (V, EX) and GF = (V, EF) are considered, where V is the set of common numbers of rows of the matrices X and F, 
and EX and EF are the sets of pairs of orthogonal rows of the matrices X and F, respectively. A system of Boolean functions is given 
with matrices X and F correctly if EF  EX, i.e., GF is a spanned subgraph of GX. Every edge in EX is assigned with the variables from 
the set Х = {x1, x2, ..., xn}, according to which the corresponding rows of X are orthogonal. A complete bipartite subgraph (biclique) of 
GX is assigned with the set of variables in X taken one by one from each edge of the biclique. A biclique is called admissible if the 
number of variables assigned to it is at most p, and it contains at least one edge in EF. 
Let B1, B2, …, Bk be bicliques covering the set EF. Any biclique Bi can be given by a pair of vertex sets Vi, Vi. Every function 
gi(zi) of the required superposition is specified by matrices Xi and Fi. The matrix Xi is the minor of X formed by the columns corre-
sponding to the variables assigned to the biclique Bi. The matrix Fi consists of one column, where the element with number corre-
sponding to the vertex in Vi is 0, and the element with number corresponding to the vertex in Vi is 1 (or vice versa). The element that 
does not correspond to any vertex in Vi or in Vi is “–”. The vector function  is given by matrices U and Ф. The matrix U consists of 
the columns that are the one-column matrices F1, F2, …, Fk, and the matrix Ф coincide with F. 
Two methods for the considered problem are presented. The first method obtains an exact solution, i.e., the minimal number of 
blocks in a structural implementation of the given system of functions is ensured. This method is reduced to that first all maximal 
admissible bicliques are found in graph GX, and then a shortest cover with them of the edges in EF is obtained. The second method is 
heuristic one, it does not guarantee the minimal solution, but it allows solving the problem much faster in comparison with the first 
one. This method forms bicliques successively, that constitute a cover of the edges of graph GF finally. The exact method can serve as 
a basis for developing other, heuristic methods, more applicable for practical tasks. The second method from the described ones is one 
of them. Moreover, the exact method can be used as an etalon for estimating the quality of solutions obtained by heuristic methods. 
The quality of the solution must be understood as its closeness to the optimal solution and simplicity of the obtained functions. 
 
Keywords: system of partial Boolean functions; ternary matrix; complete bipartite subgraph. 
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