Abstract-The increasing reliance upon cloud services entails more flexible networks that are realized by virtualized network equipment and functions. When such advanced network systems face a massive failure by natural disasters or attacks, the recovery of the entire system may be conducted in a progressive way due to limited repair resources. The prioritization of network equipment in the recovery phase influences the interim computation and communication capability of systems, since the systems are operated under partial functionality. Hence, finding the best recovery order is a critical problem, which is further complicated by virtualization due to dependency among network nodes and layers. This paper deals with a progressive recovery problem under limited resources in networks with VNFs, where some dependent network layers exist. We prove the NP-hardness of the progressive recovery problem and approach the optimum solution by introducing DeepPR, a progressive recovery technique based on deep reinforcement learning. Our simulation results indicate that DeepPR can obtain 98.4% of the theoretical optimum in certain networks.
I. INTRODUCTION
Resilience is a critical concern for communication networks that are deployed in support of cloud systems. However, the recent trend towards the virtualization of network equipment and functions potentially introduces new fragility into such systems due to layering [1] .
Many studies reveal the fragility unique in layered networks [2] , [3] . For example, a network system may be realized by the combination of virtualized functions and infrastructure (physical) nodes. The nodes in the infrastructure layer host some functions including the orchestrator function that manages the life cycle of virtualized functions and the mapping between the two layers [4] . Therefore, the functionality of the orchestrator function depends on the infrastructure node hosting it; at the same time, it is necessary to have a working virtualized orchestrator to manage the physical computation resources on every infrastructure node. This interdependency between two layers results in increased fragility.
Furthermore, the interdependency has an influence on recovery decisions after a massive failure. After massive failures, it is critical to start providing necessary connections as soon as possible, even when available resources, such as manpower or backup equipment, to repair the system is limited. The prioritization of specific connections or services are wellstudied in [5] , [6] , [7] for single layer networks. However, 
this prioritization becomes more complex when there is interdependency between layers, since the role of each node is determined not only by the topology of a network but also by the interdependency [8] , [9] . The following example characterizes the inherent complexity of the problem. Let us consider an example illustrated in Fig. 1 . The network consists of two constituent layers, which represent a virtualized function layer G 0 and an infrastructure layer G 1 . Each server v i on G 1 can host one function f i . Suppose that either v 1 or v 2 hosts a virtualized orchestration function among the four servers; i.e. f 1 or f 2 can be an orchestration function. As explained above, at least one orchestration function needs to be available for servers to be functional. The demand of each server shows the amount of resources needed to repair it.
Our problem is to determine the recovery order of the servers, considering the number of functions available during the recovery process. Here, the following two recovery orders are compared in terms of the total number of functions available over recovery time steps:
For simplicity, it is assumed that only one unit of resource is available at each time step
. Table I describes the number of available functions at each time step when following each recovery order. Note that an integer in each cell represents the the number of functions available (utility) at the time step. For instance, in P 1 , we first recover v 1 and obtain 1 available function (utility) at t 2 , since it takes two steps to satisfy the demand of the node.
978-1-7281-0962-6/19/$31.00 ©2019 IEEE A recovered node stays functional until the last step t 7 and continues providing the same utility at every step after the step in which it was recovered. Therefore, the computation capability at t 3 and t 4 is 1, as there are no other nodes recovered during these steps. Since v 2 is recovered after three steps, another unit of utility is added at t 5 . In P 2 , the interdependency between the virtualized function layer and the infrastructure layer plays an interesting role in the recovery process. Even though sufficient resources are assigned to v 4 and v 3 in the first two steps, the utility remains 0 until v 2 is recovered. This is because the two nodes (v 3 , v 4 ) cannot receive the orchestration messages due to the unreachability to f 2 , which is an orchestration function. Hence, the total utility jumps to 3, once v 2 is recovered at t 5 . As a result, the total utility over time of P 1 is 12, while the total utility of P 2 is 10.
Hence, the total utility available during recovery is different depending on which recovery order we adopt. Motivated by this simple example, the question addressed in this paper is the following. How do we find a recovery order that maximizes the accumulated utility during the recovery process in networks with interdependency between layers? This problem is a variant of the progressive recovery problem [5] , which aims at maximizing the amount of flows going through a network during the recovery process. However, the fundamental difference lies in the consideration of the interconnectedness between nodes in different layers.
In order to answer this question, we first prove that the progressive recovery problem with a general graph always has an equivalent progressive recovery problem with a simpler graph. Additionally, the NP-hardness of the simpler problem is shown, which implies that the general case cannot be solved in polynomial time. We then propose a Deep reinforcement learning-based algorithm for Progressive Recovery (DeepPR) to solve the problem. Deep reinforcement learning seems suitable for this problem, because it is easy to calculate the total available computation capability when given a recovery order, as seen in the previous example, even though determining the optimum order is intractable.
II. RELATED WORKS
Pioneering work [5] on the progressive recovery problem focuses on determining the recovery order of communication links that maximizes the amount of flows on the recovered network with limited resources. As an extension, the work [6] proposes node evaluation indices to decide the recovery order to maximize the number of virtual networks accommodated. Considering the necessity of monitoring to observe failure situations, the joint problem of progressive recovery and monitor placement is discussed in [7] .
The fragility induced by dependency between network layers has been pointed out in the context of interdependent network research [2] , [3] , [10] . In particular, the interdependency between virtualized nodes and physical nodes in optical networks is considered in [2] . A similar dependency caused by VNF orchestration is discussed in [3] .
The works in [11] , [12] , [13] analyze the behaviors of failure propagations in such interdependent networks when each node performs local recovery (healing), where a functioning node substitutes for the failed node by establishing new connections with its neighbors.
Progressive recovery problems in interdependent networks have been discussed in [14] , [8] , [9] , [15] . Classifying the progressive recovery problems by the types of interdependency, the work [14] proposes the optimum algorithm for a special case and heuristics for other cases. ILP and Dynamic Programming-based algorithms are employed to solve a variant of the progressive recovery problem in [8] .
III. MODEL

A. Network Model
A network, which consists of virtulized functions and infrastructure nodes hosting the functions, is modeled by an interdependent network that is formed by two constituent
, which correspond to the virtualized orchestration function layer (G 0 ) and the infrastructure node layer (G 1 ). A pair of nodes in different constituent graphs can be connected by an arc representing their dependency relationships:
indicates that a node v j has dependency on a node v i . The node v i is called a supporting node, and v j is a supported node.
Two node attribute functions are defined to capture the characteristics of each node: demand and utility functions. The demand function d : V → N represents how many resources needs to be assigned to fully recover a given node. This demand can be interpreted as the cost or manpower to repair a specific node in the context of recovery problems. The utility function u : V → N indicates the computational capability of a given node, such as the number of functions it can host, when it is fully recovered.
B. Network Failure and Progressive Recovery Plan
When a network failure event occurrs at time t 0 , some nodes in the network become nonfunctional. Let
denote a set of nonfunctional nodes at time t k . With this notation, the nonfunctional nodes right after the failure are represented as F [t 0 ]. A failure is represented by a node set in this paper, because any failure of an edge can be converted to a node failure by replacing the nonfunctional edge
In progressive recovery scenarios, we receive a limited amount of resources at each time step after a failure. The resource function r : t i → c i ∈ N indicates the amount of the repair resources available at time t i (i ∈ {0, ..
., T } ⊂ N).
A progressive recovery plan P is an assignment of the available resources to the nonfunctional nodes. Formally, P is a (T + 1) × |V | matrix whose entries indicate the amount of resources assigned to a specific node at a specific time. Because of the limitation on the available resource amount,
During the recovery process, nodes can be classified by two measures: the amount of resources assigned to the node and the functionality of the node. A node v is saturated when it has received enough recovery resources:
] denote a set of saturated nodes at time t i . A node v is said to be functional if and only if it is (1) saturated and (2) reachable from at least one saturated supporting node in the other constituent graph via a simple path consisting of functional nodes. When a node v is functional at time t i (i ∈ {0, ..., T } ⊂ N), the node state function α i (v) = 1; otherwise 0. A node v is recovered at t i only when it becomes functional by assigning
In real networks, a nonfunctional saturated node can be interpreted as either an infrastructure node unreachable from an orchestration function or a virtualized function that is hosted on an infrastructure node that is nonfunctional.
A resource assignment P [t i ] at each step t i is called a splitting assignment when it prevents any nodes from saturation or recovery, even though there exists a node that can be saturated or recovered at t i . Contrarily, a concentrating assignment saturates or recovers some node if possible, and provides all the extra resources, which cannot saturate nor recover any node, to one unsaturated node.
IV. PROBLEM FORMULATION
This section formulates the progressive recovery problem in interdependent networks, and discusses and theoretically proves some properties of the problem.
A. The Problem and Special Cases
The progressive recovery problem is to find a recovery plan P represented by a (time step × node)-matrix that maximizes the sum of utility provided by functional nodes during the recovery. A simpler case of the problem is one in which it is assumed that the functionality of virtualized functions totally depends on the functionality of a physical server hosting the function. In other words, there is no need for recovery (resource allocations) to repair virtualized functions, since the unavailability of the functions occurs only due to the loss of physical servers hosting them. In our terminology, when virtualized function nodes are nonfunctional, they are always saturated.
The interdependency between the virtual and physical layer still exists even with the above assumption, since any physical machine needs at least an indirect connection with a virtual control function. Obviously, a virtual function needs at least one physical machine, which can host it, to be functional. Definition 1. A graph N = (V, A) in the progressive recovery problem is said to be one-layered when nodes in G 0 = (V 0 , E 00 ) never require repair resources to be functional. In other words, nodes in G 0 are nonfunctional only because the loss of supporting nodes in the other constituent graph:
B. Intractability
Theorem 1. The one-layered star case (StarPR) is NP-hard.
Proof: What needs to be shown is IIK ≤ p StarPR , where IIK is a known NP-hard problem, the Time-Invariant Incremental Knapsack Problem [16] .
Given an instance of IIK, an instance of StarPR is constructed as follows. We construct a graph with v i 's that corresponds to each item x i ∈ X and a special node v. Edges are added so that each v i is adjacent to v:
The set of failed nodes F consists of v i 's. The demand d and utility u functions are defined using the given weight w and value a functions, respectively. The available resource function value r(t) for time t is defined by the given capacity function B t . This conversion is obviously executed in polynomial time.
Clearly, IIK reaches the optimum if and only if StarPR reaches the optimum, since the objective functions of these two problems are identical with the settings above. The progressive property of StarPR, which accumulates utility over time, is inherited in the property of IIK solutions that S i ⊆ S i+1 (i = 1, ..., T − 1).
Therefore, the PR problem is, in general, a NP-hard problem. This proof also implies that the intractability of a progressive recovery problem changes, depending on the d, u, and r functions. The work [14] provides a polynomial time optimum algorithm for the one-layered star case (Case 1 in [14] ) with r : t i → C and d : V → C, where C is a constant.
C. Relations among PR with Different Topology
This section first characterizes the optimum recovery plan in special types of graphs (one-layered graphs). Also, it is proven that the optimum recovery plan of a general network topology shares the same property with that of one-layered graphs, by showing the conversion of the general case into one-layered graph cases.
Theorem 2. The optimum recovery plan P * for any onelayered rooted tree only consists of concentrating assignments that allocate resources to nodes adjacent to a functional node when r : t i → C (∀t i ).
Proof: Please see our technical report [17] . The same statement holds for the case where G 0 has more nodes, and there exists more biconnected pairs of nodes between G 0 and G 1 .
Theorem 3. For any one-layered graph, the optimum recovery plan P * only consists of concentrating assignments that allocate resources to nodes adjacent to a functional node when r : t i → C(∀t i ).
Proof: The multiple nodes in G 0 can be recognized as one logical node, since there is no need to assign resources to them. Hence, the resource assignment decision at each time step is equivalent to the progressive recovery problem in a logical star graph. Please see our technical report [17] for details.
Next, we claim that the progressive recovery problem with any network topology can be coverted into the case in a onelayered graph. Proof: Please see our technical report [17] .
Lemma 2. In any graph, the first two nodes saturated by the optimum recovery plan P * are always the two nodes in a support pair.
Proof: Please see our technical report [17] .
Lemma 3. Let us think about the recovery of a one-layered rooted tree satisfying the following property.
• There is only one node u ∈ V 0 that is saturated.
• Any node adjacent to the node u ∈ V 0 has utility of zero:
In the one-layered rooted tree, the second node v 2 recovered by the optimum recovery plan P * has utility strictly greater than zero:
Theorem 4.
A progressive recovery problem with any general graph with u(v ∈ V 0 ) = 0 has an equivalent progressive recovery problem with a one-layered graph.
Proof: It follows from Lemma 1-3. Please see our technical report [17] for details.
Therefore, it is enough to think about the cases of onelayered graphs. Also, it is possible to aggregate multiple nodes in G 0 into one logical node in G 0 to decide the resource assignment, as the proof of Theorem 3 suggests. Thus, without loss of generality, the rest of this paper only deals with the one-layered graphs with one node in G 0 .
V. REINFORCEMENT LEARNING FOR PROGRESSIVE RECOVERY PLAN
A. Q-Learning
Reinforcement Learning (RL) is a method to learn the best mapping of scenarios S to actions A. The key elements of RL are an agent, who learns the mapping by numerical rewards for its trial actions, and an environment, which updates scenarios and returns the numerical reward depending on actions the agent takes.
In Q-learning, the mapping is learned using the actionvalue function Q : S × A → R that represents the quality of each pair of a state and an action. In theory, the Q-value converges after infinite trial actions (experiences):
, which means the expected reward achievable by following the optimum action sequence (policy) π from state s taking action a at time t. Note that γ is a discount factor for future rewards that defines the scope of learning. For each experience, the update of the Q-value is performed by Q(s t , a t ) ← Q(s t , a t ) + α (y t − Q(s t , a t )), where y t = r t+1 + γ max at+1 Q(s t+1 , a t+1 ), and α is a learning rate. y t is called the target, since y t should be equal to Q(s t , a t ) by convergence.
B. Deep Q-Network (DQN)
Mnih et al. [18] report a significant improvement in RL by introducing Deep Q-Network (DQN). Instead of explicitly calculating the Q-values, DQN uses neural networks (NNs), which are parametrized by a weight function θ, as a function approximator to estimate the optimum Q-values:
The dramatical improvement by DQN in learning performance is achieved mainly by introducing experience replay and Target-Net [18] . Also, -greedy exploration is used to effectively traverse state-action pairs.
1) Experience Replay:
It is known that the correlation among experiences e t = (s t , a t , r t , s t+1 ) causes fluctuations of the learning process. Experience Replay buffers the experiences B = {e t } and randomly takes samples from B for the learning. This random sampling prevents DQN from undergoing fluctuation due to learning from correlated experiences in sequences.
2) Target-Net and Eval-Net: The learning by DQN updates not only Q(s t , a t ) but also the target value y t , since y t involves the estimate of the Q-value. In order to stabilize the learning, it is proposed to use two separated NNs; one, named Eval-Net for the learning for each experience, and the other, named Target-Net, for calculating the target value y t . The weight function θ T of Target-Net is periodically updated by copying the weight function θ of Eval-Net.
3) -greedy Exploration: The tradeoff between exploration and exploitation is one of the crucial challenges in RL. The -greedy exploration is a commonly used approach to address this challenge. In this greedy approach, the agent follows the current best action known in a current state to reinforce the previous learning (exploitation) with probability (1 − ). With probability , it tries a different random action that can potentially return a better reward (exploration).
C. Applying DQN to PR
In our problem, the agent tries to learn the optimum resource allocations to nonfunctional nodes. Therefore, the legal actions for our agent are selecting a subset of nonfunctional nodes. Here, we assume a situation where at most one node is fully recovered at a time step by setting One of the biggest challenges in our problem is the size of the state space, which grows exponentially in the number of nodes. Even with a graph with 20 nodes, over 1 million (≈ 2 20 ) possible states exist, and the number of Q-values is P (20, 2) × 2 20 . In order to improve the performance of exploration in such a huge state space, we take a random action among a set of legal actions with probability .
VI. EVALUATIONS
A. Simulation Settings 1) Network Topology: GNP random graphs [19] and the BT North America graph [20] are used as network topologies. Since our theoretical results indicate it is enough to test the algorithm performance in one-layered graphs with single node in G 0 , a node in G 0 is randomly selected among the highest degree nodes in each graph. For GNP random graphs, we used the following ranges: n ∈ {5, 6, ..., 20}, and p = 0.2. Note that only connected GNP random graphs are fed into our simulations. The BT North America graph is based on an IP backbone network with 36 nodes and 76 edges.
2) Node Attributes and Available Resource:
The utility, demand, and resource values are randomly selected among the integers within given ranges. Here, the following setting is used: (utility range, demand range, resource amount available at each time step) = ( [1, 4] , [1, 2] , 1). Also, it is assumed that all the nodes in a given network are initially nonfunctional:
B. Baseline Algorithms
DeepPR is compared with three baseline algorithms named DP-OPT, RANDOM, and RATIO. DP-OPT is the optimum network-wide utility calculated by a bottom-up dynamic programming technique, which enables us to obtain the optimum until relatively larger graphs compared to simple enumerations. A simple enumeration algorithm needs over four hours to find the optimum in graphs with 12 nodes, while DP-OPT is able to compute the optimum within four hours until 27 nodes. However, the running time of DP-OPT still grows exponentially, and it is not realistic to run it for the cases with over 28 nodes. RANDOM is a heuristic algorithm that randomly selects one of the nonfunctional nodes adjacent to functional nodes. RATIO is a greedy heuristic algorithm inspired by the approximation algorithm of the set cover problem. This heuristic assigns resources to the most costeffective node among the nodes adjacent to functional nodes at each time step by calculating u (v) d (v) . RATIO could be an appropriate baseline when the optimum is not available, since it is known that greedy choices based on the cost-effectiveness can perform well in this type of allocation problems. The detailed explanation of these algorithms are available on our technical report [17] . Fig. 2 illustrates a sample of the learning curve of DeepPR over episodes, which are alternating sequences of states and actions from the initial network state to the fully recovered state. This sample is obtained in a GNP graph with 19 nodes, and similar curves are also observed in other graphs. Since the NNs are randomly initialized, the initial Q-values do not reflect the actual rewards. Through the update on Q-values and explorations, the NNs are trained to select an action that maximizes the total utility. In the figure, the utility (total reward) that DeepPR achieves stays at approximately 725 until around the 250th episode, and after that, it continues increasing towards around 900. Because of the exploration by random actions, utility values fluctuate during the entire training period. Note that each episode takes 1.057 seconds on average in a computer with a 2.5 GHz Intel Core i5 CPU, Intel HD Graphics 4000 (1536 MB), and 8 G memory. Fig. 3 indicates a comparison among the four algorithms in terms of total utility in GNP random graphs. In smaller graphs, the utility obtained by DeepPR always matches with the theoretical optimum (DP-OPT). In theory, Q-learning is guaranteed to achieve the optimum by visiting each stateaction pair an infinite number of times. Since it is easier to visit each state-action pair a greater number of times in graphs with fewer states and action choices, the estimation of Q-values seems to converge to more accurate values, which leads to the optimum. In contrast, the difference between DP-OPT and DeepPR becomes notable in some larger graphs for the same reason. DeepPR achieves 93.4% of the optimum utility obtained by DP-OPT in the worst case and 98.4% of the optimum on average over different GNP graphs. Compared to RATIO, DeepPR performs slightly better in larger graphs. Also, RANDOM is the worst heuristic among the four methods over all sizes of graphs and continues getting worse along with the graph size because of the increase of legal actions. Fig. 4 shows the utility obtained by three algorithms in the BT North America graph. Here, DP-OPT is not included since it is intractable due to the number of nodes. In this practical topology, we also observed a trend similar to the results from GNP graphs; particularly, DeepPR is still superior to RATIO.
C. Results and Discussions
The performance of DeepPR implies that the NNs succeed in approximating the evaluation values (Q-values) for stateaction pairs. The key to find a near-optimal strategy from a huge action space is to guess the effectiveness of each action at a state by sampled strategies. It could be said that the NNs are successfully trained as function approximators for the Qvalues based on random actions taken by -greedy exploration.
VII. CONCLUSION
This paper discusses a progressive recovery problem of interdependent networks to maximize the total available computation utility of the networks, where a limited amount of resources arrives in a time sequence. It is proved that the recovery problem with a general network topology always has an equivalent progressive recovery problem with a one-layered graph, which is much simpler but still NP-hard. In order to solve the intractable recovery problem, a deep reinforcement learning-based algorithm, DeepPR is introduced by taking node state vectors and total utility over time as its states and discounted rewards, respectively. The simulation results indicate that it achieves 98.4% of the theoretical optimum in smaller GNP random networks.
