Abstract-With the evolutions in sensing technologies and the increasing use of advanced process control techniques, terabytes of data are recorded today during the manufacturing process of semiconductor devices. These large amount of data are then operated by Fault Detection and Classification (FDC) systems to assess the overall condition of production equipment. However, specific characteristics of semiconductor manufacturing such as highly correlated parameters, time-varying behaviors, or the large number of operating conditions tend to limit the efficiency of current indicators to detect and diagnose a failure occurence. There is therefore a significant requirement for the development and application of new methodologies to improve detection efficiency while reducing the complexity of condition monitoring, without losing detailed insight for efficient failure analysis. In this paper, we use data pretreatment algorithms from signal processing and time series analysis, and Multiway Principal Components Analysis (MPCA) methods to accurately represent equipment behavior and process dynamics and thus overcome issues inherent to semiconductor manufacturing context. A realcase application on a plasma etcher from STMicroelectronics Rousset 8' fab is proposed to highlight benefits of these methods.
I. INTRODUCTION
Semiconductor devices manufacturing could be broadly described as a batch multilayer process. Products from multiple technologies are grouped into batches (containing up to 25 wafers) and manufactured according to a sequence of operations during which electronic circuits are gradually created on a wafer (Fig. 1) . The manufacturing processes encompass several hundred operations at regular intervals, possibly on the same machinery, resulting in reentrant flows. Each operation made by a specific tool on a product is associated to fixed production recipes that describes the set of processing steps to be followed as closely as possible to achieve a satisfactory product quality.
As most of industrial batch processes, semiconductor manufacturing processes are highly nonlinear, time varying and subject to significant disturbances. Causes of these disturbances may arise from equipment (repairs, chamber cleaning, preventive maintenance, gradual build-up on chamber, machine aging, or sensor drift), product (different incoming wafer state, changes in materials), or process (first wafer effect, different preprocess chambers or steady states, warmup). This generally result in gradual drift or abrupt shift, leading to variability wafer-to-wafer, within a batch, or batchto-batch. To ensure the successful completion of a recipe and a consistent replicability of product quality, tens or even hundreds parameters are collected from tool sensors, representing a direct information on the tools current condition. As an extension of traditional statistical process control (SPC) approach, FDC is then used to detect and classify equipment failures for enhancement of tool effectiveness and product yield.
Nowadays, most of industrial FDC systems relies on the individual monitoring of sensor data. It consists in calculating several statistics of collected parameters (mean, standard deviation, maximum, minimum, range, etc.) on predefined time windows (recipe, step, etc.). These univariate indicators are then monitored throughout conventional SPC control charts to detect drifts or shifts. However, this approach presents several disavantages: 1. Its unidimensional nature leads to not considering the relationships, whether statics or dynamics, between collected parameters. This is a problem with multivariate processes where sensor measurements are highly correlated because of physical and chemical principles that drive the process operation. 2. The set of indicators used to monitor a specific recipe 1 is usually highly dependent on the production context. The large number of different equipment types, operations, products, and collected parameters prevents complete coverage. Experts analysis is therefore essential to define an 1 Also known as "monitoring strategy". [3] , [4] , [5] Nonlinearity is Kernel PCA (KPCA) [6] considered Time varying processes Recursive PCA (RPCA) [7] Model updating Adaptative PCA [8] Dynamic processes Dynamic PCA (DPCA) [9] Time dependencies EWMA Hybrid-wise Multiway PCA (E-HMPCA) [10] are considered effective strategy. In return, only critical parameters (within the meaning of failure modes experts) are monitored, resulting on frequent non-detection problems. Multivariate statistical process control such as principal component analysis (PCA) has found wide application in fault detection and diagnosis using collected sensor data. PCA is a projection method for mapping original high dimensional and correlated data onto a lower dimensional space with minimum loss of information. Originally applicable to a continuous, linear, and static processes [11] , [12] , [13] , application of PCA was extended for handling industrial systems which exhibit batch data, nonlinear behaviour, changing process conditions, or time-correlated parameters. Some of these extensions are listed in Table  I . In addition, some recent approaches combine several process characteristics, such as Batch Dynamic PCA [14] or Adaptative Kernel PCA [15] .
In this paper, we use E-HMPCA to perform fault detection and diagnosis for a batch process on a plasma etcher. According [10] , the main advantage of E-HMPCA is its ability to consider process dynamics, and both batch-tobatch and time-to-time (during recipe duration) correlations. Moreover, large data matrix calculations are avoided. E-HMPCA approach for fault detection is presented in the next section.
II. FAULT DETECTION VIA E-HMPCA

A. Data unfolding
Data from batch processes are usually stored in a threedimensional matrix X, (I × J × K), where I, J, and K are respectively the number of batches, variables, and observations (sampling times). Intended to handle batch data, E-HMPCA relies on hybrid-wise unfolding that combines the advantages of both batch-wise and variable-wise unfolding approaches [16] . To achieve this, X is unfolded according I, mean-centered, and rearranged in a variable-wise structure to obtain a (IK × J) matrix (Fig.2) . However, correlations are still considered in a static way. Thus, the next step of the methodology will consist to consider time dependencies by employing an Exponentially Weighted Moving Average (EWMA) approach.
B. Process dynamics integration
After the unfolding step, the resulting matrix X, (IK ×J) is decomposed by PCA:
The loading matrix P gives the coefficients for each original variable when calculating the principal components. The score matrix T contained the projections of the original data onto the principal components. These matrices can be partitioned according the number l of the more significant principal components which are sufficient to explain the variability of the data:
An important number of selection criteria have been proposed in the literature to determine an optimal number of principal components. The most common are based on heuristics or statistical decision-making practices. A non exhaustive list can be found in [17] . EWMA is then used to incorporate process dynamics, first into the score and then into the covariance matrices:
where t k is a (I × l) matrix corresponding to the score of the k th observation of each wafer in the matrixT , and S E,k is the EWMA filtered covariance matrix at time k (e.g. t E,1 contained the EWMA filtered projection of the firsts data collected for each variable and each wafer). Thus batch dynamic is considered, taking into account all the previous observations from recipe start. The coefficient λ (0 ≤ λ ≤ 1) represents the degree of weighting decrease, that determines the weight of older data. According [10] , a small λ is helpful in detecting small variations from the model but increases the delay time of detection, while a large one has the opposite effect.
In the same way, EWMA is used to filter the residual subspaces projection to consider process dynamic:
is a (I ×J −l) matrix (also called error matrix) corresponding to the projection of the k th observation of each batch on the residual subspace.
C. Fault detection indices
First, a new observation x new,k is projected on filtered principal components and residual subspaces through score and error matrices:
In E-HMPCA, fault detection is ensured by classical PCA detection indices Hotelling's T 2 and Squared Prediction Error SP E:
• Hotelling's T 2 statistic measures variations in the principal components subspace, and is expressed by using the diagonal matrix Λ E,k whose elements are the eigenvalues of the filtered correlation matrix S E,k in the decreasing order:
• SP E is the magnitude of a sample projection on the residual subspace. A change in variable correlation indicates an unusual situation because the variables do not conserve their normal relations. Under this situation, the sample increases its projection and the magnitude reaches unusual values compared to those obtained during normal conditions. SP E expression is given by:
The process is considered reliable if the T 2 and the SP E statistics are under their upper control limit (UCL), which are respectively expressed as follows:
where m E,k and v E,k are mean and variance of the new data at time k [10] .
III. CASE STUDY
A. Description of the context
In order to demonstrate the effectiveness of E-MHPCA, we study in this paper a plasma etching tool of STMicroelectronics Rousset 8" fab. To reduce the complexity, we only focus here on one etch operation and one product. The related production recipe consist in a serie of twelve steps. Measured variables are sampled at 1 second intervals during the etch process, for approximately 320 measures. We have collected data from 37 sensor for one month of production, which represents more than 1100 wafers. These parameters can be classified according Table II . We attempt to detect a gas leak in the etch chamber. First effects were observed (but not considered as a fault) on FDC control charts around the 394 th production run in our data. 
B. Data preprocessing
Before applying PCA, several preprocessing steps are mandatory due to the industrial nature of the data. A common complication is that data from real industrial batch processes are often characterized by unsynchronized trajectories of variable duration. However, the synchronization of the trajectories to a common length is mandatory for the application of many statistical analysis approaches. One way to avoid this is to use statistic indicators on the data from each wafer over all available samples and work with only means, standard deviations, etc. Another approach would be to select a specified number of samples, corresponding to some critical process event. However, this type of approach leads to the loss of part of the information contained in the original data. In this work, Dynamic Time Warping (DTW) has been utilized to synchronize raw traces onto a reference trace, based on data from an equipment in proper operating mode. DTW was first developped in the domain of speech recognition. It was well utilized in the context of batch processing [10] , [16] , [18] , [19] . The principle is to nonlinearly warps two trajectories in such a way that similar events are aligned and a minimum distance between them is obtained. We can see on Fig.3 an example of DTW on noisy data from a real manufacturing process. Readers interested in a further study of DTW algorithm and applications can refer to the works cited above.
A second step for data preprocessing consists in scaling into zero mean and unit variance each column of the data matrix X before the application of PCA. This is mandatory by the fact that original variables are not only heterogeneous in their mean (data are expressed in different measurement units), but also on their dispersion and nature (measurement units are not expressed in similar quantities). This is thus necessary to get each variable to a common framework of comparability prior further analysis.
A third step concerns normality of sensor data. In most of multivariate SPC practices data are supposed normally distributed. Although multivariate normality is not a very strict assumption when PCA is used for data reduction or exploratory purposes, violating the normality assumption when modeling with PCA and monitoring with Hotelling's T 2 and SP E could lead to several issues with fault detection [20] . Actually, control limits given in equation 3 are statistically relevant for normally distributed scores and residuals [2] , [21] . However, this assumption is regularly violated in the context of real industrial data. If several alternative approaches for dealing with non-normal distributed data have been proposed, it may be sometimes sufficient to apply data transformations (e.g. using logarithm or square root functions) to obtain multivariate normaly distributed data.
To ensure normality of our data, the Doornik-Hansen test for multivariate normality [22] is applied on filtered scores and residual matrices t E,k and e E,k for each time k. Results show that we can retain the normality hypothesis, and therefore use T 2 and SP E control limits as defined in equation 3.
C. Results
E-HMPCA model is built from a sample of 50 wafers selected from wafers processed before the failure, representing an equipment in regular condition. Based on crossvalidation [23] . The idea behind cross-validation broadly lies in partitioning the original data set and select the number of components which maximize the predictive properties of model, builded and tested on different parts of the data set. The selection criteria is then based on the sum of squares of prediction errors. According this approach, the first ten components are retained for more than 72% of cumulated variance intercepted (i.e. the amount of inertia, or variation in the data set, explained by retained components relative to the total explainable inertia). The "forgetting" factor λ was set to 0.1, this value being considered preferable in order to detect small variations of the process.
SP E and Hotelling's T 2 are used to detect abnormal behaviors on the whole production recipe for each of the 1051 remaining wafers. An exemple of SP E and T 2 with their 99% confidence thresholds is given in Fig. 4 for a process in regular operating conditions. However, both SP E and T 2 control charts shows a very sharp peak starts around time interval 309 for a wafer being part of the training sample, as we can see on Fig. 5 . SP E contribution plot, which represents the contribution of each original variable in the index value at each time k, is presented in Fig. 6 for time interval 309 of the process. The interest of such a graph is in isolating the most representative parameters at identified failure times, and thus achieve first assumptions for the fault diagnosis. Based on subsequent tests on affected product, engineers have identified deficiencies related to a sporadic problem of very short duration occuring during the etch process, that affects chamber pressure (linked to parameter 21 on Fig. 6 ). According this analysis, we removed this wafer from the training sample, since its process is not representative of intended operating conditions. However this first analysis showed that we could provide relevant information (i.e. failure time and impacted parameters) for an efficient diagnosis, with relatively simple and well-known tools widely used in classical PCA methods. According T 2 and SP E results on test data, wafers processed after the 393 th run (which corresponds to the run ID 1940 in our data) seem representative of non-regular operating conditions, as shown in Fig. 7 for the following run. The corresponding contribution plot at time interval 50, which exhibits the greatest violation of the control limit, is given on Fig. 8 . We can see that parameters 21, 22 and 29 present the most important contributions. According Table  II classification, parameters 22 and 29 correspond to the subgroup "Gas". In addition, parameter 21 is linked to the subgroup "Pressure". It seems consistent with the description of the fault given in III-A. After an additional analysis conducted by process engineers, time interval 50 could be identified as a key moment regarding the impact of the failure on the recipe achievement.
IV. CONCLUSION AND PROSPECTS
Including process dynamics in score and error matrices, E-HMPCA allows to model accurately a manufacturing batch process. We have seen with an exemple on a real etch equipment from STMicroelectronics Rousset, that two control charts can effectively replace current monitoring strategies that require to monitor dozens of control charts. This approach has the additional advantage to address multivariate data collected directly from sensor, and not univariate indicators that restrict the original information contained in the data. This explains the improvement of detection capability compared to actual FDC systems. This is evidenced by the accurate detection of both ponctual process variations on a specific time step of a process (Fig. 5) , and a progressive change in the equipment behavior that impact the whole recipe. In addition conventional methods of diagnosis, such as contribution plots, can provide relevant information for a first diagnostic phase.
Future works can be divided in two parts. The first part concerns the improvement of the algorithms. Several methods have been developed for linear PCA in order to improve components selection, fault detection indices, or diagnostic methods. Adapting these methods to E-HMPCA may lead to a better detection capability and a reduction of false alarms rates. The second parts focus on the adaptation to semiconductor manufacturing issues, for real-time fault detection and diagnosis of production equipment in an industrial environment. This requires improvements to handle recipe changes, and any behavioral changes due to interventions on equipment (e.g. preventive or corrective maintenance).
