Abstract. The generalized topological sorting problem takes as input a positive integer k and a directed, acyclic graph with some vertices labeled by positive integers, and the goal is to label the remaining vertices by positive integers in such a way that each edge leads from a lower-labeled vertex to a higher-labeled vertex, and such that the set of labels used is exactly {1, . . . , k}. Given a generalized topological sorting problem, we want to compute a solution, if one exists, and also to test the uniqueness of a given solution. The best previous algorithm for the generalized topological sorting problem computes a solution, if one exists, and tests its uniqueness in O(n log log n + m) time on input graphs with n vertices and m edges. We describe improved algorithms that solve both problems in linear time O(n + m).
Introduction
Motivated by an application in the VLSI layout system HILL (Lengauer and Mehlhorn, 1984) , Hagerup and Rülling (1986) introduced the generalized topological sorting (GTS) problem and considered two variants of the problem. We focus here on the so-called constrained GTS problem, deferring a discussion of the unconstrained GTS problem to the final section of the paper. Given a partial function f, Dom( f ) denotes the domain of f, i.e., Dom( f ) = {v | f(v) is defined}. The definition below is illustrated in Fig. 1 .
Definition. An instance of the constrained GTS problem is a tuple P = (V, E, f , k), where (V, E) is a directed, acyclic graph, f is a partial function from V to IN = {1, 2, . . .}, and k ∈ IN . A solution to P is a total function f : V → IN with the following properties: (1) f is monotonic, i.e., for all (u, v) ∈ E, f (u) < f (v).
(2) f is an extension of f, i.e., for all v ∈ Dom( f ), f (v) = f (v).
(3) f (V ) = {1, . . . , k}.
In the application in the HILL system, an instance of the GTS problem is formulated by a user of the system, whose intent is to describe a certain desired vertex labeling to the system in a convenient manner. If the instance has no solution, the user has made a mistake. If it has more than one solution, on the other hand, the labeling is underdetermined, and the user should be prompted for more information. We are therefore interested not only in deciding solvability and computing solutions to GTS problems, but also in testing the uniqueness of a given solution.
In a more general perspective, the same question can be asked for other computational problems: If a given instance has a solution, is that solution unique? Related questions play a certain role in complexity-theoretic investigations of more difficult problems, cf. the demonstration by Valiant and Vazirani (1986) that the problem Unique SAT of deciding whether a given Boolean formula has exactly one satisfying assignment is complete under randomized polynomial-time reductions in the class D P of set differences between two languages in NP. However, little work seems to have been done along these lines for problems that can be solved in polynomial time.
This paper describes linear-time algorithms for the following tasks: Given an instance P of the constrained GTS problem, (A) decide whether P has a solution and, if so, compute one; (B) decide whether a given solution to P is unique. It turns out that (A), the existence problem, is essentially solved by a known algorithm for convex bipartite matching, whereas our handle on (B), the uniqueness problem, is a careful analysis of the special solution produced by our algorithm for (A). The best previous algorithms for problems (A) and (B), due to Hagerup and Rülling (1986) , have running times of O(n log log n + m) for input graphs with n vertices and m edges.
Preliminaries
Consider from now on a fixed instance P = (V, E, f , k) of the constrained GTS problem and let n = |V |, m = |E| and K = {1, . . . , k}. The functions Low and High, defined below and illustrated in Fig. 2 , are fundamental to our discussion.
Definition. Let Low and High be the functions defined on V by
for all v ∈ V , where length(p) denotes the number of edges on the path p, and f L and f H are the trivial extensions of f with
Low (v) and High(v) can be computed for all v ∈ V in O(n + m) time by a procedure, similar to usual topological sorting, that processes the vertices once in topological order and once in inverse topological order. If f is a solution to P , clearly Low (v) ≤ f (v) ≤ High(v) for all v ∈ V . In particular, we will assume throughout that 1 ≤ Low (v) ≤ High(v) ≤ k ≤ n for all v ∈ V , since otherwise P fails in a trivial way to be solvable. It is then easy to see that Low and High are monotonic extensions of f, i.e., the functions Low and High are solutions to P , except that their ranges may not include all of K. 
The Existence Problem
Consider the bipartite graph H on the vertex sets V and K that contains an edge (v, i), for v ∈ V and i ∈ K, exactly if Low (v) ≤ i ≤ High(v). H is convex, i.e., the vertices connected to each v ∈ V form a set of consecutive integers. We make use of maximum matchings in H, but for reasons of convenience phrase the discussion in terms of what we call pairings.
The size of a pairing g is |Dom(g)|, and g is maximum if |Dom(g)| ≥ |Dom(g )| for all pairings g . Lipski and Preparata (1981) gave an algorithm for computing maximum matchings in convex bipartite graphs, which is trivially converted into an algorithm for computing maximum pairings. As demonstrated by Gabow and Tarjan (1985) , the algorithm can be implemented to run in linear time O(n). The algorithm below, whose implementation details have been ignored, computes the same maximum pairing as the linear-time algorithm. Identify the partial function g with the set
Sort the elements of V by their High values, i.e., compute a bijection σ : {1, . . . , n} → V such that for all i, j ∈ IN with 1 ≤ i < j ≤ n, High(σ(i)) ≤ High(σ(j)); g := ∅; for i := 1 to n do begin ( * assign a value to σ(i), if possible * )
The vertices are hence processed in the order of increasing High values, and each vertex is mapped to the smallest allowed value still available, if any. In addition to being maximum, the pairing computed by the algorithm is also regular, in the sense of the following definition.
Lemma 1. Any pairing computed by the above algorithm is regular.
Proof. Let g be a pairing computed by the algorithm and let u, v ∈ V be as in the definition of a regular pairing, i.e., v ∈ Dom(g) and
is included in g(Dom(g)) during the processing of v, it belongs to J during the processing of u. In particular, J = ∅ during the processing of u, so u ∈ Dom(g). The claim now follows, since g(u) is chosen as min J, yet is different from g(v). 2 Definition. For any partial function g from V to IN , the total function f : V → IN given by
is called the High extension of g.
Lemma 2. Let f be the High extension of a regular pairing g. Then for all u, v ∈ V ,
and the regularity of g implies that
Lemma 3. Any High extension f of a regular pairing of size k is a solution to P .
Proof. We need only verify that f is monotonic. Let (u, v 
Theorem 1. Given an instance P = (V, E, f , k) of the constrained GTS problem with |V | = n and |E| = m, the solvability of P can be tested in O(n + m) time, and if P is solvable, a solution to P can be computed in O(n + m) time.
Proof. First compute the functions Low and High corresponding to P in O(n + m) time. Then find a regular maximum pairing g. As stated above, this can be done in O(n) time. If g is not of size k, clearly P is not solvable. Otherwise, by Lemma 3, P is solvable, and a solution to P can be obtained in O(n) time as the High extension of g. 2
The Uniqueness Problem
This section develops an algorithm to test whether a given constrained GTS problem has more than one solution. Define a standard solution to be the High extension of a regular pairing of size k (by Lemma 3, each such function is indeed a solution to P ). We begin by investigating the properties of standard solutions, one major goal being to show that such solutions maximize the sum of all vertex labels.
Definition. For any solution f to P , let S(f ) = v∈V f (v). f is called maximal if S(f ) ≥ S(f ) for all solutions f to P , and minimal if S(f ) ≤ S(f ) for all solutions f to P .
Definition. For any two solutions f and f to
should be taken as a multiset, i.e., it is formed without elimination of duplicates, and its cardinality is exactly n.
Given two solutions f and f to P , D(f, f ), informally, expresses the changes necessary to turn f into f . We now decompose D(f, f ) into simpler parts. 
Proof.
By induction on |A|. If |A| = 0, there is nothing to show. Otherwise choose p 1 as a cycle in D or, if D is acyclic, as a maximal path in D, which is necessarily complete in D, and apply the induction hypothesis to D 1 = (U, A\A 1 ), where A 1 is the set of edges on p 1 . The lemma follows, since every complete path in D 1 is a complete path in D. 2
Definition. For every directed multigraph
If D is a cycle, clearly ∆(D) = 0, and if D is a complete path from i to j, then ∆(D) = j − i. Furthermore, for any two solutions f and f to P , it is easy to see that ∆(D(f, f )) = S(f ) − S(f ). Using the latter characterization of S(f ) − S(f ) as well as the following lemma, we are able to demonstrate the maximality of standard solutions.
Lemma 5. For all standard solutions f and for all v ∈ V with |f −1 (f (v))| ≥ 2, we have f (v) = High(v).
Proof. Let f be the High extension of a regular pairing g, and suppose that v ∈ V has |f −1 (f (v))| ≥ 2, but f (v) < High(v). Then v ∈ Dom(g), and for some u ∈ V with u / ∈ Dom(g), f (u) = High(u) = f (v). But then
contradicting the regularity of g. 2
Lemma 6. Let f be a solution to P and let f be a standard solution. Then no path decomposition of D(f, f ) contains an incrementing path.
Proof. Let p be a complete path in some path decomposition of D(f, f ) consisting of the edges
and choose w 1 , . . . , w t ∈ V such that for j = 1, . . . , t, f (w j ) = i j−1 and f (w j ) = i j .
For s = 1, . . . , t, consider now the assertion
We will prove Q(s) for s = 1, . . . , t by complete induction on s. Q(t) implies
Hence by Lemma 5, High(w 1 ) = f (w 1 ) = i 0 , providing the basis Q(1) for the induction.
For the inductive step, fix s with 2 ≤ s ≤ t and assume that Q(j) is true for j = 1, . . . , s − 1. Choose r with 1 ≤ r ≤ s − 1 such that i r−1 > i s−1 ≥ i r . This is possible since i j > i s−1 holds for j = 0, by the induction hypothesis Q(s − 1) and the fact that i 0 = i s−1 , but not for j = s − 1. Now
and Lemma 2 implies that High(w s ) ≤ High(w r ) and hence, by the induction hypothesis Q(r), that High(w s ) ≤ i 0 , i.e., Q(s). 2 Lemma 7. Every standard solution f is a maximal solution to P .
Proof.
Let f be an arbitrary solution to P and let {p 1 , . . . , p r } be a path decomposition of
and by Lemma 6, ∆(p i ) ≤ 0 for i = 1, . . . , r.
Assume in the remainder of this section that P is solvable. Having shown that a maximal solution to P can be computed in O(n + m) time, we next argue that a minimal solution to P can be found within the same time bound. Whereas this fact can be demonstrated by simple modifications to the algorithms described in Section 3, a cleaner argument proceeds as follows: Consider the constrained GTS problem P rev = (V, E rev , k +1− f, k), where E rev = {(v, u) ∈ V ×V | (u, v) ∈ E} and k+1− f is the partial function from V to IN with the same domain as f and given by (k + 1 − f )(v) = k + 1 − f(v), for all v ∈ Dom( f ). It is easy to see that for any given function f : V → IN, f is a minimal solution to P if and only if k + 1 − f is a maximal solution to P rev . O(n + m) time hence suffices to compute a standard (maximal) solution f max and a minimal solution f min to P . If f min = f max , then obviously f has more than one solution. On the other hand, if f min = f max , then all solutions to P are maximal. We will show that in this case, if f is a standard solution to P , then P has a solution different from f if and only if such a solution can be obtained from f simply by interchanging the labels of two vertices. Subsequently we show how to identify two such vertices in linear time.
For all v ∈ V , call u ∈ V a predecessor of v if (u, v) ∈ E, and call w ∈ V a successor of v if (v, w) ∈ E.
for all successors w of v 1 . Lemma 8. Let f be a standard solution. Then P has a maximal solution different from f if and only if there is an interchangeable pair in f .
If (v 1 , v 2 ) is an interchangeable pair in f , then the function f : V → K given by
obviously is a solution to P different from f .
Assume now that P has a maximal solution f different from f and let D = D(f, f ). By Lemma 6, no path decomposition of D contains a complete path, since at least one such path would be incrementing; the indegree of each vertex in D therefore equals its outdegree.
Choose v 2 ∈ V with f (v 2 ) = f (v 2 ) such that f (v 2 ) is minimal, subject to the condition f (v 2 ) = f (v 2 ). By formulating the corresponding property in terms of D, it is easy to see that
The existence of v 1 follows from the properties of D: Since at least one edge in
The situation is depicted in Fig. 3 ; note that f (v 2 ) = f (v 1 ) and/or f (v 2 ) = f (v 1 ) is possible. We next verify that (v 1 , v 2 ) satisfies the conditions stated in the definition of an interchangeable pair. First of all, it is clear that v 1 , v 2 / ∈ Dom( f ) and that f (v 1 ) < f (v 2 ). In order to verify condition (2), let u be a predecessor of v 2 . Since f (u) < f (v 2 ), it follows from the choice of
Finally consider condition (3) and let w be a successor of v 1 . Since f and f are solutions to P , f (w) > f (v 1 ) and f (w) > f (v 1 ). If f (w) < f (v 2 ), we have a contradiction to the choice of v 1 . On the other hand, it follows from condition (2) that w = v 2 . Hence if f (w) = f (v 2 ), Lemma 5 implies that f (w) = High(w), which leads to the contradiction f (w) > f (v 1 ) ≥ f (v 2 ) = High(w). We may therefore conclude that f (w) > f (v 2 ). 2 Lemma 9. Given a solution f to P containing an interchangeable pair, an interchangeable pair in f can be identified in O(n + m) time.
Remark. We cannot compute all interchangeable pairs, since their number may be Ω(n 2 ).
Proof. Consider the following algorithm:
It is easy to see by induction that for j = 1, . . . , k,
for all successors w of v}.
Hence every pair (z 1 , z 2 ) reported by the algorithm indeed is an interchangeable pair. On the other hand, suppose that (v 1 , v 2 ) is an interchangeable pair in f . By the characterization of U j given above, it is easy to see that v 1 ∈ U f (v 2 ) . Hence in that execution of the loop in which j has the value f (v 2 ), z 1 will be chosen as some vertex with f (z 1 ) ≥ f (v 1 ), and the algorithm will report the interchangeable pair (z 1 , v 2 ) (and possibly other pairs). The algorithm hence correctly computes an interchangeable pair, if there is one. We now consider the complexity of the algorithm. First of all, the elements of V can initially be (bucket-)sorted in O(n) time by their images under f (i.e., labels). If U 1 , . . . , U k are the successive values assumed by a single variable U implemented as a doubly-linked linear list with its elements sorted by their images under f , it is then possible to carry out the insertions into U in O(n) overall time, the deletions from U in O(n + m) overall time, and the selection of z 1 in O(1) time per execution of the loop. Since the remaining parts of the algorithm can also be executed in O(n + m) time, the lemma follows. 2 successor w of v with f (w) = f (v) + 1, i.e., f (V ) = {1, . . . , k}. Hence f is indeed a solution to P k .
As argued in (Hagerup and Rülling, 1986) , it is now easy to compute solutions to unconstrained GTS problems and to test their uniqueness by answering the same questions for constrained GTS problems. Specifically, with the notation from above, P is solvable if and only if P M is, and a solution to P is unique if and only if P M has a unique solution, while P M +1 is not solvable.
