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This paper provides an analytical solution for the time-dependent performance evaluation of truck
handling operations at an air cargo terminal. The demand for loading and unloading operations is highly
time-dependent and stochastic for two classes of trucks. Two heterogeneous handling facilities with
multiple servers are available to handle trucks assuming exponentially distributed processing times.
Trucks are routed to a handling facility depending on the current state of the system upon arrival.
To approximate the time-dependent behavior of such heterogeneous queueing systems, we develop a
stationary backlog-carryover (SBC) approach. A numerical study compares this approach with simula-
tions and demonstrates its applicability to real-world input data.
& 2014 Elsevier Ltd. All rights reserved.
1. Introduction
The demand for air cargo transportation services is cyclical in
nature. This demand is characterized by strong interdependencies
between the economic situation and long-term airfreight volumes
[15]. Moreover, considerable peaks and off-peaks in air cargo
transportation activities occur within a day [18]. These dynamics
are reﬂected in the demand for freight handling capacity at air
cargo terminals. Air cargo terminals serve as cross-docking facil-
ities for sorting, (re-)consolidation, and short-term storage before
and after transportation by air (e.g., [24]). Airfreight shipments are
delivered and picked up by trucks (e.g., [22]). Such road transpor-
tation takes a fundamental position in the air cargo logistics chain.
Freight forwarders provide trucking services for air cargo ship-
ments from the shipper to the origin airport and from the
destination airport to the consignee (e.g., [29]). Furthermore, cargo
airlines themselves operate scheduled intra-continental road fee-
der services between airports in their hub-and-spoke networks
(e.g., [4]). Especially within Europe, such trucking services have
increased signiﬁcantly at an annual growth rate of 20% between
2002 and 2012, amounting to nearly 20,000 scheduled intra-
European frequencies per week [5].
In this paper, we analyze the truck handling operations at the
hub of one of Europe's largest combination carriers. An evaluation
of such a system's time-dependent performance provides crucial
information for various managerial decisions. Operations man-
agers of air cargo terminals have to evaluate the time-dependent
operational performance to adjust capacity levels, to change
operational handling procedures, and (if possible) to schedule
truck arrivals. Thus far, the performance of air cargo operations
(e.g., [17,23]) and of truck handling operations in other contexts
(e.g., [11,12]) under non-stationary conditions has mainly been
analyzed by simulation. The objective of this work is to develop
and evaluate an accurate and fast analytical approximation
method for the time-dependent performance evaluation of truck
handling operations at an air cargo terminal.
The corresponding system features two handling facilities for
loading and unloading activities of unit load devices (ULDs), such
as pallets and containers used for consolidated transportation.
While facility 1 is equipped with a single truck dock, facility
2 features two parallel truck docks. Because of different opera-
tional requirements, such as requirements regarding shape, size,
and weight, we distinguish two heterogeneous classes of trucks
according to the type of airfreight carried: (1) export deliveries,
which can be handled only at handling facility 1, and (2) import
and transit shipments, which can be handled at both facilities. The
number of truck arrivals is highly time-dependent, resulting in
signiﬁcant variations in activity level throughout a day with peaks
typically occurring at night. Such ﬂuctuations are somewhat
predictable, the actual extent, however, is subject to uncertainty.
Processing times are stochastic and facility-dependent, but inde-
pendent of the truck class, as empirical analyses revealed. We
assume that the processing times are time-independent. Since the
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two handling facilities lie some distance apart, arriving trucks are
assigned to one of the available facilities upon arrival. Trucks with
export shipments are exclusively routed to handling facility 1. For
trucks with import or transit shipments, the routing decision
depends on the current numbers of trucks being handled or
waiting at each handling facility. Trucks waiting for cargo handling
services are processed on a ﬁrst-come, ﬁrst-served basis at both
facilities.
Prior to this study, similar queueing systems with heteroge-
neous servers and heterogeneous jobs that join a queue directly
upon arrival have only been analyzed in steady state. Static routing
decisions are analyzed by Ross and Yao [25], Ansell et al. [2], Argon
et al. [3], and Liu and Righter [19]. In the case of state-dependent
routing, threshold policies based on a particular facility may be
applied (e.g., [26,28]) or routing decisions may be based on the
state of several stations; e.g., an arriving job may be routed to the
facility with the shortest queue (e.g., [6,1]). Furthermore, in
contrast to our setting, all these references primarily restrict the
scope of analysis to parallel single-server queues. The term
“N-system” is often used to describe similar queueing systems in
call centers. However, while trucks are routed directly at arrival in
the considered truck handling system, calls are routed just before
being served in call center systems, but wait in job speciﬁc queues
(e.g., [7,8]).
There are different approaches for the non-stationary analysis
of homogeneous queueing systems. The numerical solution of the
respective set of ordinary differential equations (e.g., [16,21]) and
the randomization approach [10] are applicable to Markovian
systems. Although these methods provide (nearly) exact results,
the numerical solution is rather time-consuming [13]. Determi-
nistic ﬂuid approaches approximate discrete events through
continuous processes. These approaches are fast and suitable
for the time-dependent analysis of overloaded systems (e.g.,
[20,14]). However, any queue in an underloaded system is not
considered. Another class of approximations is based upon the
application of steady-state models. Comparing various approxima-
tion methods, Ingolfsson et al. [13] show that the stationary
independent period-by-period (SIPP) approximation achieves
good results within a reasonable time. This method divides the
observed time horizon into multiple smaller periods and then
analyzes each period independently using a stationary model [9].
In contrast, the stationary backlog-carryover (SBC) approach con-
siders the dependencies between successive periods [27]. This
method builds backlogs of non-served arrivals and carries them
over to the succeeding period. Numerical studies indicate better
approximation results than the SIPP approach for MðtÞ=M=cðtÞ
systems.
The contribution of this paper is the analysis of a queueing
system with two heterogeneous classes of trucks, two separate
handling facilities with multiple servers, and state-dependent
routing upon arrival. Based on a stationary Markov model, we
develop an SBC approach for the time-dependent performance
evaluation. The approximation method is applied to arbitrary
state-dependent routing policies.
The remainder of this paper is organized as follows. Section 2
introduces the queueing model of the analyzed truck handling
system. The corresponding Markov chain and the calculation of
the steady-state performance are presented in Section 3. The ﬁrst
part of Section 4 provides a brief introduction to the SIPP approach
to analyze non-stationary systems. The SBC approach for the
heterogeneous queueing system is developed in the second part
of Section 4. In Section 5, a numerical study is conducted for the
purpose of comparing the SIPP and SBC approximations with
simulation results. Furthermore, a sensitivity analysis with respect
to handling capacities, demand, and routing policies is presented
to gain insights into the real-world behavior of the system. A
conclusion and suggestions for further research are provided in
Section 6.
2. The queueing model
The truck handling system is represented by a queueing model
with heterogeneous jobs (i.e., truck classes), with heterogeneous
servers (i.e., truck docks) at two parallel stations (i.e., handling
facilities), and with routing decisions before entering a queue (see
Fig. 1).
We distinguish between two independent inhomogeneous
Poisson arrival processes with instantaneous arrival rates λAðtÞ
and λBðtÞ, respectively. Trucks of class A carry export shipments,
whereas trucks of class B are dedicated to import and transit
shipments. Depending on the truck handling facility, the servers
represent ﬂexible or specialized truck docks for loading and
unloading activities. Handling facility 1 features c1 ﬂexible servers,
which are able to handle trucks of classes A and B. Handling facility
2 is equipped with c2 parallel specialized truck docks, which are
only able to handle trucks of class B. The truck docks are assumed
to operate with exponentially distributed service times at constant
rates μ1 and μ2 independent of truck class. In front of each
handling facility, there is a single queue that is served on a
ﬁrst-come, ﬁrst-served basis. We assume an inﬁnitely large
waiting room.
The state of the system is described by a tuple ðn1;n2Þ, where n1
denotes the overall number of trucks at facility 1, i.e., the trucks
being processed at a server or waiting, and where n2 denotes the
overall number of trucks at facility 2. All possible states are
included in the inﬁnite state space:
S ¼ fðn1;n2Þjn1Af0;1;2;…g;n2Af0;1;2;…gg ð1Þ
Immediately upon arrival, trucks are assigned to one of the two
handling facilities. An arriving truck of class A is always served at
handling facility 1, whereas a truck of class B can be handled at
either facility. Let Rðn1;n2Þ deﬁne the state-dependent routing
decision for an arriving class B truck, i.e.,
Rðn1;n2Þ ¼
1; if an arriving truck of class B is routed
to the flexible facility 1;
0; if an arriving truck of class B is routed
to the specialized facility 2:
8>><
>>:
ð2Þ
For example, in the truck handling system at the considered air
cargo hub, an arriving truck of class B is routed to handling facility
1 if the following two conditions are met:
 There is no server available at specialized handling facility 2.
 The ratio of the numbers of trucks at handling facilities 1 and
2 is smaller than a predeﬁned parameter ω.
Fig. 1. The model of the truck handling system.
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This results in the following deﬁnition of the routing decision:
Rωðn1;n2Þ ¼
1 if n2Zc24n1oω  n2;
0 otherwise

ð3Þ
The idea behind the ﬁrst condition of the routing policy
Rωðn1;n2Þ is to prioritize handling facility 2 as long as there are
idle truck docks available. The second condition takes the ratio of
the current numbers of trucks at both facilities into account. One
possibility to deﬁne ω is to relate the overall processing rates of
the two handling facilities to each other, i.e., ω¼ ðc1  μ1Þ=ðc2  μ2Þ.
Performance measures of interest are the expected time-
dependent number of trucks at each facility, E½LS1ðtÞ and E½LS2ðtÞ;
the expected times in the system for trucks arriving at time t,
E½WS1ðtÞ and E½WS2ðtÞ; the expected number of waiting trucks,
E½LQ1 ðtÞ and E½LQ2 ðtÞ; the expected waiting times for trucks arriving
at time t, E½WQ1 ðtÞ and E½WQ2 ðtÞ; and the expected utilizations,
E½U1ðtÞ and E½U2ðtÞ.
3. Steady-state performance
As the inter-arrival times for each truck class and the proces-
sing times at both facilities are exponentially distributed, the
system's behavior can be modeled by a continuous-time Markov
chain. To derive a ﬁnite state space, we assume that the overall
number of trucks at facility 1 may not exceed K1 trucks and that
the system size of facility 2 is restricted to K2 trucks
ðK1Zc1; K2Zc2Þ. The modiﬁed state space is given by
Sn ¼ fðn1;n2Þjn1Af0;1;2;…;K1g;n2Af0;1;2;…;K2gg: ð4Þ
To calculate the steady-state probabilities Pðn1 ;n2Þ, the Chap-
man–Kolmogorov equation has to be derived for every state
ðn1;n2ÞASn (Eq. (5)).
λA  Pðn1 ;n2Þ  1½n1oK1 
þλB  Pðn1 ;n2Þ  1½ðn1oK14Rðn1 ;n2Þ ¼ 1Þ3 ðn2oK24Rðn1 ;n2Þ ¼ 0Þ
þminfn1; c1g  μ1  Pðn1 ;n2Þ
þminfn2; c2g  μ2  Pðn1 ;n2Þ
¼ λB  Pðn1 ;n2 1Þ  1½n2 1Z04Rðn1 ;n2 1Þ ¼ 0
þðλAþλB  1½Rðn1 1;n2Þ ¼ 1Þ  Pðn1 1;n2Þ  1½n1 1Z0
þminfn2þ1; c2g  μ2  Pðn1 ;n2 þ1Þ  1½n2oK2 
þminfn1þ1; c1g  μ1  Pðn1 þ1;n2Þ  1½n1oK1  ð5Þ
The total outﬂow rate out of state ðn1;n2Þ includes truck arrivals
and trucks leaving the system. Arriving trucks enter the system
only if the assigned facility is not full. Otherwise, they are lost and
their arrival does not result in a state transition. An arrival of a
truck of class A occurs at rate λA and has to be considered if there is
available waiting space at facility 1, i.e., n1oK1 holds. Trucks of
class B reach the system at rate λB. These trucks are either handled
at facility 1 or at facility 2, depending on the state of the system. In
case Rðn1;n2Þ ¼ 1, an arriving truck of class B is routed to facility
1 and thus must be considered if facility 1 is not fully occupied, i.e.,
n1oK1 holds. When Rðn1;n2Þ ¼ 0 is fulﬁlled, an arriving truck of
class B is routed to facility 2, if there is waiting space available
at facility 2, i.e., n2oK2 holds. Therefore, a truck arrival of class B
has to be taken into account if the condition ðn1oK14
Rðn1;n2Þ ¼ 1Þ3ðn2oK24Rðn1;n2Þ ¼ 0Þ holds. As facility 1 works
at processing rate μ1, trucks leave facility 1 at rate minfn1; c1g  μ1.
Trucks of class B leave facility 2 at rate minfn2; c2g  μ2.
The total inﬂow rate into state ðn1;n2Þ includes a transition
from state ðn1;n21Þ. Such a transition occurs at rate λB and
represents the arrival of a truck of class B that is routed to facility
2. This transition is possible if starting state ðn1;n21Þ exists, i.e.,
n21Z0 is fulﬁlled, and condition Rðn1;n21Þ ¼ 0 holds.
A transition from state ðn11;n2Þ to state ðn1;n2Þ occurs if an
arriving truck is routed to facility 1. This transition includes truck
arrivals of class A, which arrive at rate λA and which are always
routed to facility 1, as well as arrivals of trucks of class B. However,
an arrival of a truck of class B has to be taken into account only if
the truck is routed to facility 1, i.e., condition Rðn11;n2Þ ¼ 1 is
fulﬁlled. This transition has to be considered if the starting state
exists, i.e., n11Z0 holds. A truck that is leaving facility 1 at rate
μ1 corresponds to a transition from state ðn1þ1;n2Þ to state
ðn1;n2Þ. This transition occurs at rate minfn1þ1; c1g  μ1, if
n1þ1rK1 holds. A transition from state ðn1;n2þ1Þ to state
ðn1;n2Þ takes into account a service completion at facility 2.
The normalization equation (Eq. (6)) guarantees that the sum of
all steady-state probabilities equals one:
∑
K1
n1 ¼ 0
∑
K2
n2 ¼ 0
Pðn1 ;n2Þ ¼ 1 ð6Þ
After solving the system of linear equations, the derived
steady-state probabilities are used to calculate different perfor-
mance measures. The expected utilization of handling facility 1 is
given by the following equation:
E½U1 ¼ ∑
K1
n1 ¼ 0
∑
K2
n2 ¼ 0
min
n1
c1
;1
 
 Pðn1 ;n2Þ ð7Þ
The expected number of trucks at handling facility 1, which are
either waiting or being served, is calculated by the following
equation:
E½LS1 ¼ ∑
K1
n1 ¼ 0
∑
K2
n2 ¼ 0
n1  Pðn1 ;n2Þ ð8Þ
The effective arrival rate λ1 at facility 1 is based on the arrivals
of trucks of class A and the arrivals of trucks of class B that are
routed to facility 1. An arriving truck of class B is routed to facility
1 if Rðn1;n2Þ ¼ 1 is fulﬁlled. Therefore, λ1 can then be calculated by
the following equation:
λ1 ¼ λAþλB  ∑
K1
n1 ¼ 0
∑
K2
n2 ¼ 0
Rðn1;n2Þ  Pðn1 ;n2Þ ð9Þ
Little's law is applied to derive the expected time in the system
per truck at handling facility 1 ðE½WS1Þ through the following
equation:
E½WS1 ¼
E½LS1
λ1
ð10Þ
The performance measures for handling facility 2 are calculated
in a similar way using the following equations:
E½U2 ¼ ∑
K1
n1 ¼ 0
∑
K2
n2 ¼ 0
min
n2
c2
;1
 
 Pðn1 ;n2Þ ð11Þ
E½LS2 ¼ ∑
K1
n1 ¼ 0
∑
K2
n2 ¼ 0
n2  Pðn1 ;n2Þ ð12Þ
λ2 ¼ λB  ∑
K1
n1 ¼ 0
∑
K2
n2 ¼ 0
ð1Rðn1;n2ÞÞ  Pðn1 ;n2Þ ð13Þ
E½WS2 ¼
E½LS2
λ2
ð14Þ
In addition to facility related performance measures, the
expected probability that an arriving truck of class A will be
blocked is calculated using the following equation:
E½PblockA  ¼ ∑
K2
n2 ¼ 0
PðK1 ;n2Þ ð15Þ
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An arriving truck of class B is blocked from entering the system
if the truck is routed to facility 1, i.e., Rðn1;n2Þ ¼ 1, and there is no
waiting space available at facility 1, or if the truck is routed to
facility 2, i.e., Rðn1;n2Þ ¼ 0, and there is no waiting space available
at facility 2:
E½PblockB  ¼ ∑
K2
n2 ¼ 0
RðK1;n2Þ  PðK1 ;n2Þ þ ∑
K1
n1 ¼ 0
ð1Rðn1;K2ÞÞ  Pðn1 ;K2Þ ð16Þ
In accordance with our speciﬁc real world case, the truck
handling system has c1 ¼ 1 ﬂexible server at facility 1 and c2 ¼ 2
specialized servers at facility 2. Furthermore, the routing policy of
Eq. (3) with ω¼ 0:5 is applied. All possible transitions between
states and the corresponding transition rates for this case are
given in the state transition diagram in Fig. 2.
4. Approximation of time-dependent performance measures
4.1. The stationary independent period-by-period approach
The main idea of the stationary independent period-by-period
(SIPP) approximation is that a queueing system's performance in a
period can be replaced by its steady-state values [9]. The periods
are analyzed independently. Time horizon T is divided into periods
½ai; bi ðiA IÞ of same length l to apply the SIPP approximation to the
truck handling system described in Section 2. The input arrival
rates λAðiÞ and λBðiÞ for period i are time-averages, i.e.,
λAðiÞ ¼
1
l

Z bi
t ¼ ai
λAðtÞ dt and λBðiÞ ¼
1
l

Z bi
t ¼ ai
λBðtÞ dt: ð17Þ
The steady-state model of Section 3 is solved for each period i
and the performance of the whole period is set to be equal to the
derived steady-state performance.
4.2. The stationary backlog-carryover approach
Introduced by Stolletz [27] for homogeneous systems, the
stationary backlog-carryover (SBC) approach uses steady-state
solutions in a similar way to the SIPP approach. However, unlike
the SIPP approach, the SBC approach connects succeeding periods
with each other. Thus, the SBC approach builds backlogs of non-
served arrivals in a period that are carried over to the succeeding
period.
Similar to the SIPP approach, time horizon T is divided into
periods i with constant parameters. Two evaluation steps are
performed for every period i. In the ﬁrst step, the corresponding
stationary loss system is considered and the expected utilization as
well as the expected probability of blocking are determined. These
calculations make use of an artiﬁcial arrival rate that includes the
actual arrival rate and a backlog carried over from the previous
period. The backlog of a period is derived based on the artiﬁcial
arrival rate and the resulting expected probability of blocking in
the same period. In the second step of the SBC approach, the
performance of the original system is approximated by a stationary
waiting system. A modiﬁed arrival rate is used as an input for these
calculations. This modiﬁed arrival rate is chosen so that the
expected utilization of the considered waiting system equals the
expected utilization of the loss queueing system from the ﬁrst step
of the SBC.
The basic idea of the SBC approach can also be used to analyze
heterogeneous queueing systems. Thereby, the two steps of the
basic SBC approximation are performed for every period i by
applying the modiﬁcations described in the remainder of this
section.
In the ﬁrst step, the corresponding loss system is considered
and the expected utilizations of both facilities, E½UðlossÞ1 ðiÞ and
E½UðlossÞ2 ðiÞ, as well as the expected blocking probabilities for
Fig. 2. State transition diagram for the considered real-world case.
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arriving jobs of both truck classes, E½PblockðlossÞA ðiÞ and E½PblockðlossÞB ðiÞ,
are determined. These calculations are made by using the steady-
state model from Section 3 with K1 ¼ c1 and K2 ¼ c2. Thereby,
artiﬁcial arrival rates ~λAðiÞ and ~λBðiÞ for both truck classes are used
as inputs. In accordance with the standard version of the SBC
approach, these artiﬁcial arrival rates include the actual arrival
rates and possible backlogs, bAði1Þ and bBði1Þ, which are
carried over from the preceding period:
~λAðiÞ ¼ λAðiÞþbAði1Þ ¼ λAðiÞþ ~λAði1Þ  E½PblockðlossÞA ði1Þ ð18Þ
~λBðiÞ ¼ λBðiÞþbBði1Þ ¼ λBðiÞþ ~λBði1Þ  E½PblockðlossÞB ði1Þ ð19Þ
In the second step, the performance of the original system is
approximated by the performance of the corresponding waiting
system. The maximum values for capacities K1 and K2 of both
handling facilities have to be chosen so that the unlimited waiting
system is sufﬁciently approximated by a loss-waiting system. The
quality of the approximation can be measured by the blocking
probabilities for both truck classes, which are reduced with
increasing values of K1 and K2. Modiﬁed truck arrival rates
λMAR1 and λMAR2 at both handling facilities are determined to
calculate the performance of the waiting system. This determina-
tion is performed in a way such that the utilization of a handling
facility in the considered waiting system equals the respective
utilization of the corresponding loss system, i.e.,
λMAR1 ðiÞ ¼ c1  μ1  E½UðlossÞ1 ðiÞ ð20Þ
and
λMAR2 ðiÞ ¼ c2  μ2  E½UðlossÞ2 ðiÞ: ð21Þ
However, the truck class-dependent modiﬁed arrival rates
λMARA ðiÞ and λMARB ðiÞ are required for the determination of the
steady-state probabilities. These arrival rates are calculated based
on the modiﬁed arrival rates for each facility and in such a way
that the ratio of the modiﬁed arrival rates for each truck class
λMARA ðiÞ and λMARB ðiÞ equals the ratio of the corresponding actual
arrival rates λAðiÞ and λBðiÞ, i.e., Eq. (22) must hold:
λMARA ðiÞ
λMARB ðiÞ
¼ λAðiÞ
λBðiÞ
ð22Þ
Furthermore, the sum of the modiﬁed arrival rates at both facilities
must be identical to the sum of the modiﬁed arrival rates of both
truck classes:
λMARA ðiÞþλMARB ðiÞ ¼ λMAR1 ðiÞþλMAR2 ðiÞ ð23Þ
The transformation of Eqs. (22) and (23) results in the modiﬁed
arrival rates λMARA ðiÞ and λMARB ðiÞ for each truck class:
λMARA ðiÞ ¼
λAðiÞ
λAðiÞþλBðiÞ
 ðλMAR1 ðiÞþλMAR2 ðiÞÞ ð24Þ
and
λMARB ðiÞ ¼
λBðiÞ
λAðiÞþλBðiÞ
 ðλMAR1 ðiÞþλMAR2 ðiÞÞ ð25Þ
Subsequently, these modiﬁed arrival rates are used to deter-
mine the steady-state probabilities of the truck handling system
by applying the steady-state model, as described in Section 3. The
performance measures of period i are approximated with the
respective steady-state values. The complete pseudo-code for the
application of the SBC approach is given in Algorithm 1.
Algorithm 1. SBC for the truck handling system.
1: Input: λAðiÞ, λBðiÞ, μ1, μ2, c1, c2, K1, K2, I
2: Initialization: bAð0Þ ¼ 0, bBð0Þ ¼ 0
3: for i≔1 to I do
4: ~λAðiÞ ¼ λAðiÞþbAði1Þ
5: ~λBðiÞ ¼ λBðiÞþbBði1Þ
6: procedure LOSS SYSTEM ( ~λAðiÞ, ~λBðiÞ, μ1, μ2, c1, c2, Rðn1;n2Þ)
7: return E½PblockðlossÞA ðiÞ, E½PblockðlossÞB ðiÞ, E½UðlossÞ1 ðiÞ,
E½UðlossÞ2 ðiÞ
8: end procedure
9: bAðiÞ ¼ ~λAðiÞ  E½PblockðlossÞA ðiÞ
10: bBðiÞ ¼ ~λBðiÞ  E½PblockðlossÞB ðiÞ
11: λMAR1 ðiÞ ¼ c1  μ1  E½UðlossÞ1 ðiÞ
12: λMAR2 ðiÞ ¼ c2  μ2  E½UðlossÞ2 ðiÞ
13: λMARA ðiÞ ¼ λAðiÞλAðiÞþλBðiÞ  ðλ
MAR
1 ðiÞþλMAR2 ðiÞÞ
14: λMARB ðiÞ ¼ λBðiÞλAðiÞþλBðiÞ  ðλ
MAR
1 ðiÞþλMAR2 ðiÞÞ
15: procedure LOSS-WAITING SYSTEM (ðλMARA ðiÞ, λMARB ðiÞ, μ1, μ2, c1,
c2, K1, K2, Rðn1;n2Þ)
16: return Time-dependent performance measures
17: end procedure
18: end for
5. Numerical study
5.1. Steady-state performance analysis
The ﬁrst part of our numerical study analyzes the impact of the
truncation of the state space in the steady-state model. Further-
more, we analyze the long-term behavior of the SBC approach
using constant rates and then compare our results to theoretical
steady-state values. The subsequent analysis is based on the
original truck handling system with c1 ¼ 1 server at facility 1, with
c2 ¼ 2 servers at facility 2, and with the routing policy delineated
in Eq. (3) with ω¼ 0:5. Four different combinations of arrival rates
are considered ðλAAf0:7;0:9g; λBAf1:4;1:8gÞ, all of which result in
different loads ρ¼ ðλAþλBÞ=ðc1  μ1þc2  μ2Þ. The processing rate at
each facility is set to μ1 ¼ μ2 ¼ 1.
The impact of the state space truncation via ﬁnite K ¼ K1 ¼ K2
on the expected number of trucks at each facility is illustrated in
Tables 1 and 2. These tables compare the results of the steady-
state model from Section 3 with a limited K to the simulation
results with an unlimited state space, i.e., K ¼1. The last column
of each table includes the 95% conﬁdence intervals of the simula-
tion results for 1,000,000 replications considering one time unit
after a warm-up phase of 2000 time units. These conﬁdence
intervals are presumed to be small enough so that the simulation
results can be used as benchmark for the steady-state values. The
approximation quality of the steady-state model increases with a
larger state space for all considered arrival rate combinations. This
result can be explained by decreasing blocking probabilities for
increasing truncation limits K. The dependencies of the expected
blocking probabilities E½PblockA  and E½PblockB  on K are shown in
Table 3. In the considered cases, the steady-state performance
values are well approximated by the steady-state model when the
system parameters K ¼ K1 ¼ K2 are chosen to be larger or equal to
50 trucks. In these cases, the maximum expected blocking prob-
abilities are considerably small with E½PblockA  ¼ 7:57 104 for
trucks of class A and E½PblockB  ¼ 4:76 105 for trucks of class B.
Moreover, the relative deviation of the expected number of trucks
at each facility does not exceed 3.00%. However, dependent on the
data, the truncation limits have to be adjusted.
In a second set of experiments, we run the SBC approach with
constant arrival rates by applying the four arrival rate combina-
tions described above. After a certain period i, all parameters and
performance measures no longer change from one period to the
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succeeding period. All resulting performance measures converge
to the respective measurements from the steady-state model of
Section 3. The numerical results demonstrate that the SBC
approach reaches the steady-state in the considered cases.
5.2. Time-dependent performance analysis
The following numerical experiments analyze the SBC approach's
capability to describe the system's transient and time-dependent
behavior. Therefore, the SBC approach is compared to the estimates
obtained from simulation and to the results of the SIPP approximation.
The SIPP approach is chosen because this method is frequently used to
analyze the time-dependent behavior of a system under non-
stationary conditions [9] and because this approach provides com-
paratively good approximation results [13].
In accordance with the truck handling operations described in
Section 1, the system conﬁguration for our analysis is character-
ized by c1 ¼ 1 and c2 ¼ 2 servers and the routing policy delineated
in Eq. (3) with ω¼0.5. The service rates are assumed to be
constant at μ1 ¼ μ2 ¼ 1. Table 4 illustrates piecewise constant
arrival rates λAðtÞ and λBðtÞ over a time horizon of 1000 time units
and the corresponding system load in terms of ρðtÞ ¼ ðλAðtÞþ
λBðtÞÞ=ðc1  μ1þc2  μ2Þ. This artiﬁcial dataset incorporates shocks
in terms of increasing and decreasing arrival rates, accounts for
asymmetric developments of λAðtÞ and λBðtÞ, and includes a period
of temporary overload in t ¼ ½400;450Þ. With the exception of this
overload period, the arrival rates are chosen such that the system
is able to reach a steady state for each arrival rate combination.
According to the preliminary results of the steady-state analysis,
the system parameters K1 and K2 are chosen to be 50 for the SIPP
and SBC approximations. As recommended by Stolletz [27], a
period length of l¼ μ1 ¼ 1 is applied in the SBC approach. For
the SIPP approach, a period length of l¼50 is chosen as the arrival
rates remain constant for at least 50 periods and, therefore, the
application of a shorter period length is not beneﬁcial.
Figs. 3 and 4 show the time-dependent expected number of
trucks at each facility, E½LS1ðtÞ and E½LS2ðtÞ, as well as the expected
waiting time per truck at each facility, E½WQ1 ðtÞ and E½WQ2 ðtÞ. The
SIPP approach calculates merely steady-state values and, thus,
ignores the transient behavior of the system's performance. The
development of the performance measures is therefore character-
ized by a stepwise trajectory. Because of the limitation of the
Table 2
Steady-state values of E½LS2 and the relative deviations from the simulation results.
Input K¼25 K¼50 K¼75 K¼100 Simulation ðK ¼1Þ
λA ¼ 0:7, λB ¼ 1:4 ðρ¼ 0:7Þ 1.9237 (0.15%) 1.9238 (0.15%) 1.9238 (0.15%) 1.9238 (0.15%) 1.9266 [70.0035]
λA ¼ 0:9, λB ¼ 1:4 ðρ¼ 0:77Þ 2.3712 (1.16%) 2.3969 (0.08%) 2.3986 (0.01%) 2.3987 (0.01%) 2.3989 [70.0046]
λA ¼ 0:7, λB ¼ 1:8 ðρ¼ 0:83Þ 3.7898 (0.67%) 3.8183 (0.08%) 3.8184 (0.08%) 3.8184 (0.08%) 3.8154 [70.0071]
λA ¼ 0:9, λB ¼ 1:8 ðρ¼ 0:9Þ 5.6911 (10.47%) 6.3076 (0.77%) 6.3445 (0.19%) 6.3465 (0.16%) 6.3568 [70.0124]
Table 1
Steady-state values of E½LS1 and the relative deviations from the simulation results.
Input K¼25 K¼50 K¼75 K¼100 Simulation ðK ¼1Þ
λA ¼ 0:7, λB ¼ 1:4 ðρ¼ 0:7Þ 3.0689 (0.16%) 3.0723 (0.05%) 3.0723 (0.05%) 3.0723 (0.05%) 3.0739 [70.0058]
λA ¼ 0:9, λB ¼ 1:4 ðρ¼ 0:77Þ 8.0015 (19.55%) 9.6891 (2.58%) 9.9217 (0.25%) 9.9470 (0.01%) 9.9462 [70.0188]
λA ¼ 0:7, λB ¼ 1:8 ðρ¼ 0:83Þ 4.0907 (0.46%) 4.1136 (0.09%) 4.1136 (0.09%) 4.1136 (0.09%) 4.1097 [70.0066]
λA ¼ 0:9, λB ¼ 1:8 ðρ¼ 0:9Þ 9.3829 (21.94%) 11.6586 (3.00%) 11.9665 (0.44%) 11.9994 (0.17%) 12.0195 [70.0196]
Table 3
Steady-state values of E½PblockA  and E½PblockB .
Input K¼25 K¼50 K¼75 K¼100
λA ¼ 0:7, λB ¼ 1:4 ðρ¼ 0:7Þ E½PblockA  5:73 105 7:69 109 1:03 1012 1:38 1016
E½PblockB  6:44 107 1:08 1012 1:56 1018 2:59 1024
λA ¼ 0:9, λB ¼ 1:4 ðρ¼ 0:77Þ E½PblockA  8:63 103 5:78 104 4:13 105 2:97 106
E½PblockB  1:00 105 4:30 1010 1:59 1014 5:88 1019
λA ¼ 0:7, λB ¼ 1:8 ðρ¼ 0:83Þ E½PblockA  1:01 104 1:56 108 2:12 1012 2:85 1016
E½PblockB  2:35 104 2:67 107 2:75 1010 3:08 1013
λA ¼ 0:9, λB ¼ 1:8 ðρ¼ 0:9Þ E½PblockA  1:04 102 7:57 104 5:46 105 3:92 106
E½PblockB  2:16 103 4:76 105 9:47 107 1:87 108
Table 4
Input arrival rates for time-dependent performance evaluation.
t [0;100) [100;200) [200;400) [400;450) [450;700) [700;900) [900;1000)
λAðtÞ 0.2 0.6 0.6 0.8 0.6 0.6 0.2
λBðtÞ 1.2 1.2 1.8 2.3 2.0 1.6 1.0
ρðtÞ 0.47 0.6 0.8 1.03 0.87 0.73 0.4
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system size by parameters K1 and K2, a steady state is achieved
even in the case of overload for periods t ¼ ½400;450Þ. However,
this results in a signiﬁcant overestimation of the actual values in
these periods as no transient phases are taken into account. In
contrast, the SBC approach considers the transient behavior and
therefore comes signiﬁcantly closer to the simulation results than
the SIPP approximation for these periods. Both the expected time-
dependent number of trucks at each facility, E½LS1ðtÞ and E½LS2ðtÞ,
and the expected waiting times per truck, E½WQ1 ðtÞ and E½WQ2 ðtÞ,
are well approximated by the SBC approach.
Fig. 5 shows the expected time-dependent utilization of each
handling facility, E½U1ðtÞ and E½U2ðtÞ, and reveals that the SIPP
approach reaches the correct steady-state values for each facility
in underloaded periods. Once again, the SBC approach approx-
imates time-dependent behavior better than the SIPP approach
because the SBC approach also traces the transient phases of the
system's behavior.
Figs. 3–5 reveal that both the SIPP and SBC approaches properly
predict steady-state values. The SBC approach also achieves good
approximation results for transient phases. Therefore, it obviously
outperforms the SIPP approximation by providing reliable
expected values of time-dependent performance measures. The
SBC approach achieves a high approximation quality for a wide
range of the overall system utilization without depending on the
arrival rate conﬁguration.
5.3. Performance analysis of non-stationary real-world data
This section analyzes the real-word air cargo terminal with
c1 ¼ 1 and c2 ¼ 2 servers and with the routing policy delineated in
Eq. (3) with ω¼ 0:5. Fig. 6 illustrates an excerpt of the typical
arrival patterns and the corresponding system load ρðtÞ from a
Wednesday at 12:00 am to a Friday at 12:00 am. The data show
that the arrival rate of class B per hour λBðtÞ considerably exceeds
the arrival rate of class A per hour λAðtÞ. The system load reaches
its maximum of 0.998 on Thursday morning between 1:00 am and
2:00 am.
Service times differ between the facilities as a result of different
conveyor processes. The distribution of the handling times at
facility 1 is shown in Fig. 7. The mean service time is 8.93 min
per truck (i.e., μ1 ¼ 6:72 trucks per hour) and the coefﬁcient of
variation is 1.10. Trucks at facility 2 are processed in 13.87 min per
truck on average (i.e., μ2 ¼ 4:33 trucks per hour) with a coefﬁcient
of variation of 1.13, see the distribution in Fig. 8. The distributions
are not exponential, but such an assumption would be reasonable
as revealed by a comparison of simulation results of the number of
trucks in the overall system and at facility 1 based on empirical,
exponentially distributed, and deterministic service times, see Fig.
9. Neglecting stochasticity at all leads to a signiﬁcant under-
estimation of the expected number of trucks in the system.
The performance evaluation is again conducted through the
SIPP approach, the SBC approach, and by simulation. Empirical
performance data are not available for the analyzed air cargo
system. Collecting such data would require a long observation
period with a stable arrival pattern to reach the same conﬁdence
intervals as by simulation. Furthermore, the comparison to simu-
lation allows a direct judgment of the reliability of the approaches
as deviations in the performance measures are not due to addi-
tional external effects in the observed data.
Fig. 3. Time-dependent expected number of trucks at each handling facility.
Fig. 4. Time-dependent expected waiting time of a truck at each handling facility.
Fig. 5. Time-dependent expected utilization of each handling facility.
Fig. 6. Real-world data on time-dependent arrival rates and system load.
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The weighted average service time of all servers is
ðc1  μ1þc2  μ2Þ=ðc1þc2Þ ¼ 12:22 min per truck. Therefore, a per-
iod length of l¼12 min is chosen for the SBC and the SIPP
approach. Based on the results of Section 5.1, system parameters
K1 and K2 are again chosen to be 50 for the SIPP and SBC
approximations. This results in sufﬁciently small maximum
instantaneous blocking probabilities of E½PblockA  ¼ 6:11 1020
for trucks of class A and E½PblockB  ¼ 9:03 106 for trucks of class B.
Fig. 10 shows the expected time-dependent behavior of the
number of trucks at facility 1 ðE½LS1ðtÞÞ. The SIPP approximation
signiﬁcantly overestimates in periods close to critical load and
underestimates in the following periods with underload because
this approach does not consider any carryovers from previous
periods. The SBC approach, however, comes quite close to deter-
mining the expected performance from simulation for each period.
Fig. 11 shows similar results for the expected time-dependent
waiting time per truck at handling facility 2 ðE½WQ2 ðtÞÞ.
5.4. Sensitivity analysis
To derive further managerial insights from the application of
the SBC approximation, we conduct a sensitivity analysis with
respect to server capacities (Analysis I), demand (Analysis II), and
routing policies (Analysis III). This performance evaluation is based
on the same system conﬁguration, input rates, and method
parameters as in the previous base case analysis.
Analysis I assesses the impact of a second ﬂexible server at
handling facility 1 ðc1 ¼ 2Þ. Due to this increased capacity, the
routing decision delineated in Eq. (3) is adjusted with ω¼ 1:0 in
order to achieve some kind of balanced loads between both
facilities. We assume the service rate per server to be independent
of the number of servers at a particular facility. This is a reasonable
assumption as there is no obvious interference in parallel handling
processes. However, our model could be easily adapted to account
for a proportional deduction in the overall process rate by
introducing a corresponding parameter. The time-dependent
expected values of the average waiting time per truck for the
overall system ðE½WQ ðtÞÞ as well as for the utilizations at facilities
1 and 2 ðE½U1ðtÞ; E½U2ðtÞÞ are presented in Figs. 12–14, respec-
tively, also providing the performance of the base case scenario for
Fig. 7. Empirical distribution and exponential approximation of handling times at
facility 1.
Fig. 8. Empirical distribution and exponential approximation of handling times at
facility 2.
Fig. 9. Comparison of the simulation results of the number of trucks in the overall
system and at facility 1 based on empirical handling times and the exponential and
deterministic approximations.
Fig. 10. Expected time-dependent number of trucks at handling facility 1.
Fig. 11. Expected time-dependent waiting time per truck at handling facility 2.
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the purpose of comparison. Fig. 12 reveals that a second truck dock
at facility 1 could signiﬁcantly reduce waiting times. However, this
additional server would lead to a lower and, therefore, less
efﬁcient utilization of handling facility 1 (see Fig. 13). Fig. 14
similarly shows a reduction of the utilization of handling facility 2.
This reduction can be explained by additional routings to facility 1.
Because of the increased parameter ω, the routing decision
Rωðn1;n2Þ changes in a way that increases the number of states
with possible routing to handling facility 1. The set of states
S0 ¼ ðn1;n2Þjn2Zc240:5rn1n2o1
 
ð26Þ
describes the corresponding additional system states in which an
arriving truck of class B is routed to facility 1 in contrast to the
base case of c1 ¼ 1. Therefore, the utilization of facility 1 within
Analysis I is higher than only half of the utilization in the base
case.
Analysis II evaluates the impact of an increase in demand by
10% for each time interval. The number of servers at handling
facility 1 is reset to the initial situation of c1 ¼ 1. While in the base
scenario, temporary overload has not been existent, the increased
demand results in system loads ρðtÞZ1 on Thursday 1:00–2:00
am, 3:00–4:00 am, and 10:00–11:00 pm and on Friday 1:00–2:00
am, and 3:00–4:00 am. A comparison of the corresponding
expected time-dependent average waiting time per truck for the
overall system ðE½WQ ðtÞÞ to the base case scenario is provided in
Fig. 15. The graph shows that the demand increase by 10% results
in increasing waiting times. The maximum waiting time increases
by 55.2% from 24.24 to 37.61 min per truck.
Analysis III assesses the impact of the state-dependent routing
policy on the number of trucks in the system. To generalize the
routing policy Rωðn1;n2Þ from Eq. (3), let ϑ be a threshold on the
number of trucks at facility 2. The resulting routing decision is
deﬁned by
Rϑ;ωðn1;n2Þ ¼
1 if n2Zϑ4n1oω  n2;
0 otherwise:
(
ð27Þ
For ϑ¼ 2 and ω¼ 0:5, policy Rϑ;ωðn1;n2Þ equals to the original
one assumed in Section 5.3. The number of states allowing for
routing increases with decreasing ϑ and increasing ω. Table 5
shows the time-averaged probability E½ProuteB  that an arriving
truck of class B is allocated to facility 1 and the time-averaged
expected number of trucks in the system E½LS. Routing policy
Rϑ;ωðn1;n2Þ is applied with all combinations of ϑAf1;…;6g and
ωAf0:25;0:5;0:75;1:0;1:25g.
As expected, the average routing probability E½ProuteB  decreases
with increasing ϑ and increases in ω. The average number of
trucks in the system increases in ϑ for all values of ω with the
exception of ω¼1.25. In this case, the average number of trucks in
the system reaches a minimum at ϑ¼ 2. With respect to E½LS, the
policy is relatively insensitive to changes in ω. The lowest average
number of trucks over all analyzed policies is observed for ϑ¼ 1
and ω¼ 0:5. Under this policy, 34.92% of trucks of class B are
routed to the ﬂexible server.
Fig. 12. Expected time-dependent average waiting time per truck for the overall
system after opening a second server at handling facility 1 (Analysis I).
Fig. 13. Expected time-dependent utilization at handling facility 1 after opening a
second server at handling facility 1 (Analysis I).
Fig. 14. Expected time-dependent utilization at handling facility 2 after opening a
second server at handling facility 1 (Analysis I).
Fig. 15. Expected time-dependent average waiting time per truck for the overall
system after a 10%-increase in demand (Analysis II).
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6. Conclusion
In this paper, we developed an accurate approximation approach
for the time-dependent performance analysis of truck handling
operations at an air cargo terminal. The underlying system features
heterogeneous classes of trucks, heterogeneous classes of servers at
two parallel handling facilities, and the routing of trucks upon
arrival. We provide a general model for multiple parallel servers
and for arbitrary system-dependent routing policies. By formulating
a Markov chain and the corresponding system of equations, we
derived the steady-state performance measures. We then devel-
oped an SBC approach for approximating the time-dependent
performance of the considered heterogeneous queueing system.
The numerical study shows that the SBC approach outperforms the
SIPP approach in the evaluation of the system's transient and time-
dependent behavior. This observation also holds for periods of
overload. Our analysis was based on artiﬁcial and on real-world
input data, indicating the applicability of our approach.
With respect to further research, the extension of the SBC
approximation so that it integrates time-dependent truncation
limits could be useful for improving the accuracy of the perfor-
mance approximation. Furthermore, future research could inte-
grate the developed performance approximation into a decision
model. For example, the optimization of the routing policy, the
provision of decision support for time-dependent capacity supply,
or an active management of truck arrivals by means of stochastic
appointment scheduling approaches would be notable topics for
further research.
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