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ABSTRACT
Context. The large amount of spectra obtained during the epoch of extensive spectroscopic surveys of Galactic stars needs the devel-
opment of automatic procedures to derive their atmospheric parameters and individual element abundances.
Aims. Starting from the widely-used code MOOG by C. Sneden, we have developed a new procedure to determine atmospheric pa-
rameters and abundances in a fully automatic way. The code FAMA (Fast Automatic MOOG Analysis) is presented describing its
approach to deriving atmospheric stellar parameters and element abundances. The code, freely distributed, is written in Perl and can
be used on different platforms.
Methods. The aim of FAMA is to render the computation of the atmospheric parameters and abundances of a large number of stars
using measurements of equivalent widths as automatic and as independent of any subjective approach as possible. It is based on the
simultaneous search for three equilibria: excitation equilibrium, ionization balance, and the relationship between log n(Fe I) and the
reduced equivalent widths. FAMA also evaluates the statistical errors on individual element abundances and errors due to the uncer-
tainties in the stellar parameters. The convergence criteria are not fixed ’a priori’ but are based on the quality of the spectra.
Results. In this paper we present tests performed on the Solar spectrum EWs which tests the dependency on the initial parameters,
and the analysis of a sample of stars observed in Galactic open and globular clusters.
Key words. Methods: data analysis; techniques: spectroscopic; stars: abundances; Galaxy: abundances, open clusters and associa-
tions: general; surveys
1. Introduction
The most recent years have been characterized by a large num-
ber of ambitious spectroscopic surveys, such as, the Gaia-ESO
Survey (GES) with the Very Large Telescope (VLT) at the
European Southern Observatory (Gilmore et al. 2012; Randich
& Gilmore 2012), the APOGEE Survey at the Apache Point
Observatory (Allende Prieto et al. 2008), the RAVE Survey at
the Anglo-Australian Observatory (Zwitter et al. 2008), and the
BRAVA (Kunder et al. 2012) and ARGOS (Freeman et al. 2013)
surveys dedicated to the Galactic bulge. Moreover, wide-field
multifiber facilities such as, HERMES (Barden et al. 2010) at
the Anglo- Australian Observatory, 4MOST (de Jong 2011) at
the New Technology Telescope, and MOONS (Cirasuolo et al.
2011) at the VLT are planned for the near future.
These surveys yield spectra for a very large number of stars
which need automatic or semi-automatic procedures to analyze
their spectra. To satisfy the requests for an automatic and rapid
? The current version of FAMA is available at the CDS via anony-
mous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-
strasbg.fr/cgi-bin/qcat?J/A+A/
analysis, several new codes have been designed during the past
few years. Some of them are based on the χ2 minimization of the
differences between the observed spectrum and a grid of syn-
thetic spectra, such as the codes ABBO (Bonifacio & Caffau
2003) and SME (Valenti & Piskunov 1996), or the projection
of the observed spectra on a grid of synthetic spectra as in
MATISSE (Recio-Blanco et al. 2006). Other methods are based
on the analysis of the equivalent widths of the metal lines, as in
the codes developed by Takeda and collaborators (Takeda et al.
2002) and in GALA (Mucciarelli et al. 2013).
The two methodologies, the global χ2 minimization and the
traditional analysis with EWs, differ particularly in their use of
the knowledge of the physics, the Boltzmann and Saha statisti-
cal physics, governing the stellar atmospheres. While classical
methods make an intensive use of statistical physics, taking ad-
vantage of the physical-state indicators that are available in high-
resolution stellar spectra, the χ2 minimization methods lose part
of the information trying to optimize the atmospheric parameters
by seeking the best match between the observed spectrum and
a synthetic spectrum. The possible risk of this latter approach
is, for instance, described by Torres et al. (2012) who analyzed
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a sample of high-resolution spectra with both the classical EW
method and the χ2 minimization techniques. Comparing the re-
sults obtained with different methods, they found that correla-
tions between the stellar parameters exist, and that they are much
stronger for parameters derived with χ2 minimization due to one
spectroscopic quantity that can play against another to some ex-
tent which leads to nearly the same cross-correlation value or χ2
value. For example, stronger lines produced by adopting a higher
metallicity for the synthetic spectrum can be compensated by
a suitable increase in the effective temperature to first order. A
similar degeneracy exists between surface gravity and tempera-
ture. Torres et al. (2012) found that the effect of these correla-
tions is evidently much weaker in the case of classical EW anal-
ysis, in which their work was performed with Moog. For these
reasons we believe that traditional analysis has still a strong po-
tential in the framework of high-resolution spectra, and, with the
help of automatic procedures, it will be competitive as one of the
more appealing χ2 minimization techniques.
In this context, we have decided to automate the well-known,
widely-used Moog code1 (Sneden 1973; Sneden et al. 2012) to
allow the computation of a fully self-operating spectral analysis.
Moog was originally designed at the beginning of the 1970s, and
it has been periodically updated by Sneden and his collaborators.
The typical use of Moog is to assist in the determination of the
chemical composition of a star, following the basic equations
of one dimensional local thermodynamic equilibrium (1D LTE)
stellar line analysis. Moog performs a variety of line analysis and
spectrum synthesis tasks.
The classical version of Moog makes use of the Abfind driver
with a model atmosphere to derive the stellar parameters and the
abundances. Moog needs a continuous human intervention to ad-
just the stellar parameters satisfying three requirements: the ion-
ization balance, the excitation balance, and the minimization of
the trend between log n(Fe I) and the observed (or predicted) re-
duced equivalent widths [log(EW/λ)]. Each of these three well-
known steps allows one to fix one of the stellar parameters: The
effective temperature (Teff) is obtained by eliminating trends be-
tween log n(Fe I) and the excitation potential (EP). The surface
gravity is optimized by assuming the ionization equilibrium con-
dition, i.e. log n(Fe II)=log n(Fe I). The microturbulence is set
by minimizing the slope of the relationship between log n(Fe I)
and the logarithm of the reduced EWs. However the three steps
are interconnected, for example a variation in effective tempera-
ture produces a variation in log n(Fe II) and log n(Fe I)and thus
could require an adjustment in the surface gravity. The changes
on gravity can sometimes be of second order. As long as changes
to Teff and ξ are not radical from iteration to iteration, we can
thus neglect the variation in log g by adjusting it every few iter-
ations. The determination of the atmospheric parameters is usu-
ally done with an iterative process, which could take a relatively
long time to complete the analysis of a single star. This process is
acceptable, if the number of stars is limited, but it is completely
infeasible for a large survey.
To make the analysis of a large number of stars possible, we
have designed an automation of Moog, also called FAMA (Fast
Automatic Moog Analysis), that does not need any human in-
tervention during the phase of determination of abundances and
atmospheric parameters. It is able to minimize the slopes of the
correlations in a coherent way that considers the quality of the
spectra and of the EW measurement. FAMA is developed at the
1 Moog is available at http://www.as.utexts.edu/∼chris/moog
Arcetri Observatory and it can be freely obtained with the instal-
lation manual sending an email to laura@arcetri.astro.it,
in the web page http//www.arcetri.astro.it/∼laura, or
at CDS. It is a Perl code2, which performs a complete 1D LTE
(local thermodynamic equilibrium) spectral analysis of high-
resolution spectra. Composed of several modules and a param-
eter file that allow the user to derive the stellar parameters and
abundances, the Perl code starts from two files with EWs (one
with iron EWs and the other with EWs of other elements) and a
file with first-guess atmospheric parameters.
In the present paper we show the working principles of
FAMA with some tests on the Sun and on a sample of stars in
open clusters (OCs) and in globular clusters (GCs). The paper is
structured as follows: In Sec.2 we present the philosophy of the
code together with the definition of the quality parameter QP. In
Sec.3, we will describe how the errors are computed, whereas
in Sec.4 we present the test data analysis. Finally, our summary
and conclusions are given in Sec.5.
2. The working principles of the code
The ingredients with which FAMA is fed are: i) EW files: two
files, one containing EWs of iron in the two ionization stages
and the second one containing EWs belonging to the complete
list of elements, and ii) parameter file: a file with the first-guess
atmospheric parameters which includes the effective tempera-
ture, Teff , the surface gravity, log g , the microturbulent veloc-
ity, ξ, and the abundance of iron with respect to the solar value,
[Fe/H]3.
The philosophy of the code is based on an iterative search for
the three equilibria (excitation, ionization, and the trend between
log n(Fe I) and log(EW/λ)) with a series of recursive steps start-
ing from a set of initial atmospheric parameters, and arriving at a
final set of atmospheric parameters which fulfills the three equi-
librium conditions. The order followed in the search for the three
equilibria is also important since Teff is the controlling parameter
for the ultimate solution. Thus it is necessary first to regulate it,
then to move to the second most important parameter, the surface
gravity, which adjusts the ionization equilibrium, and finally to
fix the microturbulence.
1. Excitation equilibrium:
According to the classical equation of Saha-Boltzmann, as
summarized by Takeda et al. (2002) and by Gray (2005), the
abundance of Fe I increases with an increase in Teff , while
it is less sensitive to a variation in the surface gravity. The
relation is given by the following formula:
log n(FeI) ∝ e−EPi/kTeff , (1)
where log n(Fe I) is the logarithmic abundance of iron and
EPi is the excitation potential of each line corresponding to
the level i. This relation is valid in the approximation that
most of the iron atoms are neutral. This means that the varia-
tion in temperature causes changes in iron abundance of lines
with different EPi, and we can constrain Teff by requiring that
the abundances derived from Fe I lines, for which the val-
ues of the excitation potential spread over a sufficiently wide
range, be independent of EP.
2 For FAMA we used Perl, but the same steps can be obviously done
in other languages, such as Fortran or Idl
3 [Fe/H]=log n(Fe I)- log n(Fe I)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2. Ionization equilibrium:
The surface gravity, log g, is related to the Fe II abundance
by the following relation
log n(FeII) ∝ log gn/3, (2)
derived in the approximation of the classical equation of
Saha-Boltzmann and with n= 1 when iron is mostly ionized
and n= 2 for an iron population dominated by neutral atoms.
Thus, the same abundance should be derived for neutral and
ionized lines in the condition of ionization equilibrium for
a given element. The equality of the abundances log n(Fe I)
and log n(Fe II) gives us a direct measurement of the surface
gravity.
3. Microturbulence equilibrium:
The minimization of the trend between log n(Fe I) and the
reduced equivalent widths, log(EWs/λ), are necessary to set
the microturbulent velocity, ξ. The microturbulent velocity
is a quantity incorporated in the Doppler width of the pro-
file of a line, which was introduced to increase the strength
of the lines near or on the flat part of the curve of growth
to reconcile them with the observations. The classical way
to set ξ is to nullify any trend between the abundance log
n(Fe I) and the reduced equivalent width. The justification
for this requirement is that ξ preferentially affects the mod-
erately/strong lines, while the weak ones are less affected by
ξ. As noted by Magain (1984), this classical method might
lead to a systematic overestimate of ξ, when the observed
EWs are affected by random errors. This overestimate is due
to the correlation between errors in EWs and in abundances
of each line. This might be avoided by using theoretical EWs
instead of observed ones.
Thus, the aim of FAMA is to reach the three equilibria with
a series of iterations. A block diagram of FAMA is shown in
Fig. 1. The iteration strategy is the following: First the Teff is
adjusted by an amount that depends on how far the initial Teff is
from the excitation equilibrium. Subsequently the surface grav-
ity is modified by an initial amount that depends on the differ-
ence between log n(Fe I) and log n(Fe II). Finally, ξ is varied on
the basis of the slope of reduced EW versus log n(Fe I). This is
repeated in three cycles (see the first and last cycle in Fig. 1).
In each cycle, the minimization requirements on the slopes and
neutral/ionized iron abundances are varied and becomes stricter
with each cycle. In particular, the minimization requirements for
the first cycle are three times larger than those of the last cycle,
and those of the second cycle are two times larger. The value of
the smallest minimization requirement is calculated using the in-
formation on the quality of the EW measurements. Since the EW
measurements are affected by errors, it is not reasonable to min-
imize the slopes to infinitely low values, yielding zero slopes.
This would have no physical justification and would lead us to
find local minima in the three-dimensional space of Teff , log g,
and ξ. Thus the minimum reachable slopes (MRS) in FAMA are
strictly linked to the quality of the spectra, as expressed by the
dispersion of log n(Fe I) (σFeI) around the average value < log
n(Fe I)>. This is correct in the approximation that the main con-
tribution to the dispersion is due to the error in the EW measure-
ment rather than to an inaccuracy in atomic parameters, as e.g.,
the strengths (log gf). The MRS are defined as the following:
i) MRSTeff =
(σFeI/
√
(Nlines)
rEP , where rEP is the range spanned
in excitation potential (EP) by the measured lines and
(σFeI/
√
(Nlines) is the standard deviation with Nlines the num-
ber of lines employed;
ii) MRSξ=
(σFeI/
√
(Nlines)
rEW , where rEW is the range spanned in re-
duced EW;
iii) MRSlogg=
√
σ2FeI + σ
2
FeII, where σ
2
FeI and σ
2
FeII are the dis-
persions around the mean of log n(Fe I) and log n(Fe II),
respectively.
This means that we are allowed to minimize the excitation equi-
librium up to a MRSTeff∼0.001 for a spectrum with a very high
signal-to-noise ratio (SNR) having a σFeI=0.06 dex derived from
about one hundred Fe I lines, and a typical rEP=5, while we can-
not reach MRSTeff≤0.003 for a spectrum of average quality with
a σFeI=0.12 dex, derived from ∼60 lines. The same is true for the
ionization equilibrium and for the microturbulent velocity trend.
During the first iteration, the file containing the EWs of Fe I
and Fe II are treated with the σ-clipping, a procedure that al-
lows us to remove EWs producing abundances more discrepant
than nσ from the average abundance. The σ-clipping thresholds
may be easily changed on the basis of the needs of the user and
of the quality and spectral coverage of the spectrum via a file
containing the main parameters that can be set by the user.
2.1. The QP parameter
The first-guess atmospheric parameters should be derived from
photometric information or from other sources, if possible, and
should preferably allow one to start close to the final values. That
is a dwarf star should be treated with the initial parameters suit-
able for a dwarf star, and a giant star should have appropriate first
guess parameters. To ensure the final solution independence of
the initial parameters, FAMA is however designed to repeat the
complete convergence path up to six times, starting each time
from the previous set of stellar parameters which ensured the
convergence. At each step, the requirements of minimization of
the three slopes become stricter and they are parametrized by the
so-called QP quality parameter. This parameter QP assumes six
values, 10, 8, 6, 4, 2, and 1, which means that the requirement for
the first step is that, e.g., a MRSTeff =10× (σFeI/
√
(N)
rEP . In the specific
example described above, the high SNR spectrum would indi-
cate MRSTeff∼0.01. In the later steps, MRSTeff will move from
0.01 to 0.001, passing from 0.008 to 0.006, 0.004, and 0.002.
Note that each step starts with initial parameters that are the con-
vergence point of the previous step and with the original EW list.
The sequence of several steps is necessary, because it allows us
to move toward the final set of stellar parameters while main-
taining the initial line list. If we were to reach a minimization of
the slope with QP=1 with a single step, by starting from stellar
parameters that were far from the true ones, we would risk both
losing several lines with the first σ-clipping and finding a con-
vergence point that could be far from the true value. The values
assumed by the QP parameter can be set by the user on the basis
of the quality of spectra.
From the block diagram of FAMA shown in Fig. 1 we can
see the structure of the code. At the top of the diagram, in green,
are the three input files. The flow of the analysis is the following:
The file containing the first guess stellar atmospheric parameters
is given to an interpolator code of model atmosphere, in our spe-
cific case the KURUCZ (Kurucz 1979; Castelli & Kurucz 2004)
or MARCS models (Gustafsson et al. 2008), and a model at-
mosphere with the input parameters is produced. The model at-
3
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mosphere and the files containing the EWs of iron are given to
Moog. Aσ-clipping is performed on Fe I and Fe II lines based on
an initial run of Moog, and Moog is run again with the cleaned
list of EW. Then, the first step begins with the QP parameter set
to 10. Each step is composed of a series of iterations (shown
with dotted arrows), which allow FAMA to reach the required
minimization criteria. The iterations continue until the final con-
vergence criteria are reached. The last step (indicated with red
lines and arrows) corresponds to QP=1. At the end of this step
when the final stellar parameters are obtained, the EWs of all
elements are given to Moog, a σ-clipping is then performed on
them, and a final evaluation of the error is done. At this point,
the final results are written in two files, one containing the final
stellar parameters with errors, and the other with the individual
element abundances and their errors (in red in the diagram).
2.2. Quality plots
At the end of the run of FAMA a control plot is produced with
the aim of helping to visually check the quality of the result4. In
Fig. 2, we show an example of the control plot with four panels.
In the first three panels, the filled (red) circles are the abundances
from the Fe I EWs accepted after theσ-clipping, while the empty
circles are those rejected. In the first two panels, the excitation
and microturbulence equilibria are shown. The blue long dashed
line is the zero-slope line, and the dashed magenta line is the
slope of the final convergence point. In the case of good con-
vergence these two lines are coincident. In the third panel, the
dependence on iron abundances on λ is shown giving us a fur-
ther test on the quality of the data and of the EW measurements.
In spectra of good quality, we do not expect any dependence of
EWs on the wavelength. Finally, the ionization equilibrium is
presented in the fourth panel with the green circles, where the
Fe II abundances are used for gravity determination, and with
empty circles showing rejected lines. The cyan horizontal line in
the last panel is the average Fe II abundance, while the magenta
line is the average Fe I.
3. The evaluation of errors
FAMA is designed to evaluate the errors on the final stellar pa-
rameters. This is done with a further last step after the final con-
vergence, in which the slopes of the excitation equilibrium, the
slope of the trend between log n(Fe I) and reduced EWs, and
the difference between Fe I and Fe II abundances are not com-
pletely minimized but kept to the values given by the dispersion
of the abundances. To do this, FAMA derives the stellar param-
eters which correspond to following:
1) For the Teff : a slope equal to the ratio between the dispersion
around the mean value of iron abundance and the range of EP
±σFeIrEP ;
2) For ξ: a slope corresponding to ± σFeIrEW , where rEW is the range
spanned in reduced EW;
3) For gravity: a difference between log n(Fe I) and log n(Fe II)
equal to ±
√
(σ2FeI + σ
2
FeII), where σ
2
FeI and σ
2
FeII are the disper-
sions around the mean of log n(Fe I) and log n(Fe II), respec-
tively. This allows us to find the maximum and minimum values
for Teff , log g, and ξ, which are acceptable within errors due to
4 The quality plots are produced making use of a supermongo macro
http://www.astro.princeton.edu/∼rhl/sm/.
the dispersion of the abundances. This choice is shown in Fig. 3,
where the slopes corresponding to the dispersion of the Fe I and
Fe II abundances are shown.
Concerning the error in the final individual element abun-
dances, there are two types of errors which are considered by
FAMA: i) the statistical uncertainties due to the random errors
in the EW measurements and to uncertainties on the atomic pa-
rameters; and ii) the errors on the abundances generated by the
uncertainties in the determination of the atmospheric parameters.
The first source of errors is simply evaluated during the analysis
with Moog by the standard deviation around the average value
of the abundance of each elements. The second source of error is
instead evaluated recomputing the element abundances with the
stellar parameters corresponding to the minimum and maximum
slope and Fe I and Fe II difference. Their difference with respect
to the abundances computed with the best parameters gives us
an estimate of the error due to the uncertainties in stellar param-
eters.
4. Code validation
The aim of the present paper is to introduce the FAMA code
testing it on a set of literature EW measurements. We have used
the EWs of the Sun and of a set of stars in OCs and GCs present
in published papers to perform a set of tests described in the
following sections.
4.1. Checking the independency of the starting point with the
Sun
First, we have considered the EWs of the Sun measured by
Magrini et al. (2010. hereafter M10) from a high-resolution
spectrum that is obtained with the spectrograph UVES at VLT.
We have performed the analysis with FAMA starting from six
different sets of atmospheric parameters. The aim of this first
test is to check the possibility of retrieving with initial param-
eters that stay very far from the known parameters. In Table 1,
we show the results of FAMA, with the literature accepted so-
lar values: All results are in excellent agreement with the Solar
parameters. In Fig. 4 the paths followed by FAMA are shown.
The left panel shows the full range of Teff and log g while the
right panel is a zoom around the region of the final solutions.
Different symbols indicate the path obtained from each of the
six starting values of Table 1. The red squares mark the final
values. Note that FAMA is already approaching the final values
after the first step. The following steps allow us to fine-tune the
parameters and to approach as close as possible the final values.
The uncertainties shown in Table 1 are obtained with the pro-
cedure described in Sec. 3, and the error in the iron abundance
considers both sources of errors from EWs and stellar parame-
ters. We note that all solutions are consistent within error5 of the
accepted solar parameters given in the first row of the Table 1.
4.2. Stars in open clusters
We have selected a sample of stars belonging to OCs, observed
by several authors during the past few years and analyzed with
Moog. The sample includes nine evolved stars in the old, distant
open clusters Be18, Be21, Be22, Be32 , and PWM4 (Yong et al.
5 No code is able to produce atmospheric parameters more accurate
than those permitted by the data uncertainties.
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Fig. 1. Block diagram of FAMA: the input files in green, the main codes in blue, the iterative steps in black, and finally, the final
outputs in red.
2012, hereafter Y12), 16 evolved stars in the old open clusters
Be 31, Be 32, Be 39, M 67, NGC 188, and NGC 1193 (Friel
et al. 2010, hereafter F10), and 10 stars (Magrini et al. 2010) in
three inner-galaxy clusters, NGC 6192, NGC 6404, NGC 6583.
We have preferred to use literature measurements to separate the
effects due to EWs and the choice of atomic parameters from
the effects due to minimization criteria. Thus, we use the Fe I
and Fe II EWs available in the original papers and the atomic
data adopted by each author for each star. The aim of this paper
is indeed to compare the Fama results to those of the literature
5
Magrini, L. et al.: FAMA
Fig. 2. Example of the final control plot of FAMA. In the first three panels, the filled (red) circles are the abundances from the Fe I
EWs accepted after the σ-clipping, while the empty circles are those rejected. In the first two panels the excitation and microtur-
bulence equilibria are shown. The blue long-dashed line is the zero-slope curve, and the dashed magenta line is the slope of the
final convergence point. In the third panel the dependence on iron abundances on λ is shown, and in the fourth panel, the ionization
equilibrium is presented with the green circles being the Fe II abundances used for gravity determination. The cyan horizontal line
in the last panel is the average Fe II abundance, while the magenta line is the average Fe I.
6
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Table 1. Solar analysis.
Teff−in log gin [Fe/H]in ξin Teff−out log gout [Fe/H]out ξout
Literature Solar parameters 5777 4.44 0.0 1.1
5500 3.51 0 0.9 5754±81 4.38±0.19 -0.02±0.07 1.07±0.05
5000 4.01 0 1.0 5754±81 4.38±0.19 -0.02±0.07 1.05±0.12
6000 4.51 0 0.8 5766±100 4.41±0.20 -0.01±0.09 1.05±0.07
4000 2.51 0 1.2 5768±94 4.40±0.20 -0.02±0.08 1.07±0.06
5000 1.51 0 1.5 5774±95 4.42±0.20 -0.01±0.08 1.05±0.06
5800 4.51 0 1.1 5776±118 4.43±0.20 -0.01±0.08 1.05±0.06
Fig. 3. Evaluation of errors on the stellar parameters. The green
circles are the lines accepted after the σ-clipping. The blue long-
dashed line is the zero-slope curves, and the dashed magenta line
is the slope of the final convergence point. The two dotted lines
in the upper panel indicate ±
√
σ2FeI + σ
2
FeII values. The dashed-
dotted lines in the second and last panels show the lines with a
slope of σFeIrEP and of
σFeI
rEW , respectively.
which are obtained in the same conditions (same atomic param-
eters and EWs). A future work will be devoted to a re-analysis
Fig. 4. Solar parameters derived from a sample of different first
guess stellar parameters. The different symbols indicate the dif-
ferent initial parameters shown in Table 1. The (red) empty large
squares are the final parameters shown in the last four columns
of Table 1.
using a common line list and a common method of measuring
EWs and deriving parameters.
This test focuses on stars analyzed with the classical proce-
dure. That is the author using the classical procedure start from
the photometric values of Teff and log g and from an assumed ξ
1.5 km s−1 for giant stars, and manually adjust effective temper-
atures to remove any trends of Fe I abundance with EP. Then,
they alter log g values to achieve ionization equilibrium, vary
ξ to minimize trends of Fe I abundance with line strength and
7
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iterate as necessary on the parameters until the trends are re-
moved. Starting from the same photometric values we have per-
formed the analysis on the EW values published in the paper
of Y12, F10, and M10, with also their EP and log gf values. In
our analysis we have considered the line broadening computed
with tabulated damping constants (Barklem et al. 2000; Barklem
& Aspelund-Johansson 2005) whenever possible, and we have
used the Unso¨ld approximation for other lines. In the works of
M10, F10 and Y12, the Unso¨ld approximation has been adopted.
In Table 2, we show the literature parameters of the selected
stars with the errors quoted by the authors and the results ob-
tained with our code. The literature parameters are given in
columns 2 to 5. Our results are in columns 8 to 12. The iron
abundances computed with FAMA are re-scaled to the Solar
abundances quoted in each paper (references and values in the
6th and 7th columns, respectively). For the FAMA results, the
error on the iron abundance considers both the error due to stellar
parameters and the error due to the dispersion of the abundance
around the average. In Fig. 5 we plot the literature vs. FAMA
parameters. In the four panels of Fig. 5 we show the mean least
squares fit of the literature vs. FAMA results for each of the four
parameters with continuous (black) lines and the one-to-one re-
lations for each parameter with dashed (magenta) lines. There is
general good agreement. Note that the correlation between the
two results is close to unity for the four parameters with some
small offsets. In particular, the offset in temperature is very small
being around -14K, while the offset in gravity is more consistent
with FAMA tending to have higher gravity than the literature
values. This effect seems to be more marked at low gravity. For
microturbulence the relationship is very good with a very small
offset. For [Fe/H] the results of FAMA have an offset of 0.04 dex
with respect to the literature results.
The offsets are likely due to different aspects: for exam-
ple different versions of Moog adopted in the present work
(Moog v.2010), in Y12, in F10 and in M10 (Moog v.2002), and
to different model atmosphere grids. Y12 computed model at-
mospheres using the ATLAS99 program (Kurucz 1993), F10
adopted the plane-parallel MARCS models of (Bell et al. 1976),
and M10 used the Kurucz model atmospheres (Kurucz 1979).
On the other hand, the version of FAMA we adopted for this
test, uses the complete grid of MARCS models (Gustafsson et
al. 2008) which includes both spherical and plane-parallel mod-
els. Spherical models are adopted for stars with log g<3.5, thus
we practically used spherical models for the whole sample of
evolved stars that we have analyzed. Another source of the dif-
ferences with literature results might be the result of different
treatments of the line broadening. As noticed above, the results
shown in the present paper have been obtained by considering
the line broadening from collisions with neutral hydrogen for
lines with tabulated damping constants (Barklem et al. 2000;
Barklem & Aspelund-Johansson 2005) while using the Unso¨ld
approximation for other lines. The different treatment of damp-
ing might lead to differences in abundances up to 0.1 dex.
To probe how these dependences work in our stars, we have
analyzed one of them, namely Be18-1383, by adopting different
choices of damping treatment, Moog version, and model atmo-
spheres. These choices lead to the following differences:
i) Unso¨ld approximation for the damping treatment: we found
negligible differences in all atmospheric parameters with
variation [Fe/H] on the order of ∼0.01 dex;
ii) Moog v.2009: we found differences in temperature ∼ +20 K,
gravity ∼+0.04 dex, ξ ∼+0.05 km s−1, and no differences in
[Fe/H];
iii) with plane-parallel Kurucz model atmospheres: we found
no differences in temperature, but differences in gravity ∼
+0.20 dex, ξ ∼ +0.06 km s−1, and [Fe/H] ∼ −0.08 dex;
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Fig. 5. Comparison of the parameters derived with FAMA with those available in the literature for the open clusters. The continuous
(black) lines are the mean least squares fit of the FAMA vs literature results for each of the four parameters. The dashed (magenta)
lines are the one-to-one relations for each parameter.
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Table 2. Sample of analyzed stars in OCs
Star Teff log g [Fe/H] ξ Ref. log n(Fe I) Teff−FAMA log gFAMA [Fe/H]FAMA ξFAMA
(K) (km/s) (K) (km/s)
Be31-260 4850±100 2.2±0.2 -0.32±0.13 1.5±0.2 F10 7.52 4860±125 2.34±0.20 -0.17±0.09 1.38±0.15
Be31-1295 5000±100 2.5±0.2 -0.32±0.16 1.4±0.2 F10 7.52 5000±150 2.50±0.24 -0.23±0.25 1.40±0.10
Be32-2 4100±100 1.0±0.2 -0.28±0.14 1.5±0.2 F10 7.52 4096± 75 1.00±0.10 -0.27±0.08 1.45±0.08
Be32-4 4100±100 1.0±0.2 -0.31±0.14 1.5±0.2 F10 7.52 4160±134 1.32±0.20 -0.24±0.09 1.48±0.12
Be39-3 4200±100 1.5±0.2 -0.20±0.12 1.5±0.2 F10 7.52 4200±150 1.50±0.28 -0.23±0.09 1.50±0.15
Be39-5 4450±100 1.8±0.2 -0.21±0.15 1.5±0.2 F10 7.52 4452±150 1.80±0.21 -0.24±0.09 1.57±0.11
Be39-12 4750±100 2.2±0.2 -0.19±0.18 1.5±0.2 F10 7.52 4838±128 2.51±0.20 0.00±0.11 1.24±0.10
Be39-14 4750±100 2.2±0.2 -0.22±0.16 1.5±0.2 F10 7.52 4842±138 2.40±0.20 -0.04±0.17 1.30±0.10
M67-105 4400±100 2.0±0.2 0.01±0.13 1.5±0.2 F10 7.52 4314±150 1.71±0.24 0.14±0.08 1.17±0.09
M67-141 4700±100 2.4±0.2 0.10±0.13 1.5±0.2 F10 7.52 4782±110 2.54±0.20 0.17±0.08 1.49±0.13
M67-170 4250±100 1.4±0.2 -0.03±0.14 1.5±0.2 F10 7.52 4338±150 1.79±0.20 0.07±0.16 1.44±0.11
NGC188-532 4850±100 2.9±0.2 0.18±0.2 1.5±0.2 F10 7.52 4724±146 2.80±0.20 0.16±0.17 1.24±0.09
NGC188-747 4650±100 2.6±0.2 0.13±0.2 1.5±0.2 F10 7.52 4448±141 2.19±0.21 0.32±0.12 0.96±0.10
NGC188-919 4400±100 2.1±0.2 0.13±0.2 1.5±0.2 F10 7.52 4598±150 2.55±0.20 0.24±0.11 1.50±0.14
NGC188-1224 4750±100 2.8±0.2 0.12±0.16 1.5±0.2 F10 7.52 4738±150 2.89±0.21 0.22±0.09 1.35±0.13
NGC1193-282 4650±100 2.1±0.2 -0.22±0.14 1.5±0.2 F10 7.52 4568± 98 1.96±0.20 -0.26±0.08 1.45±0.13
Be18-1163 4500±100 2.2±0.3 -0.46±0.10 1.2±0.2 Y12 7.5 4640±144 2.39±0.20 -0.35±0.07 1.22±0.14
Be18-1383 4400±100 1.9±0.3 -0.41±0.12 1.2±0.2 Y12 7.5 4402±138 1.63±0.31 -0.42±0.09 1.26±0.12
Be21-T50 4625±100 1.9±0.3 -0.26±0.13 1.3±0.2 Y12 7.5 4484±137 1.61±0.20 -0.35±0.08 1.20±0.12
Be21-T51 4500±100 1.7±0.3 -0.35±0.14 1.2±0.2 Y12 7.5 4536±137 1.74±0.26 -0.38±0.12 1.25±0.13
Be22-414 4350±100 1.7±0.3 -0.41±0.11 1.1±0.2 Y12 7.5 4350±139 1.70±0.22 -0.34±0.07 1.19±0.12
Be22-643 3850±100 0.2±0.3 -0.49±0.22 1.5±0.2 Y12 7.5 3750±100 0.48±0.24 -0.18±0.23 1.60±0.08
Be32-16 4875±100 2.4±0.3 -0.39±0.11 1.0±0.2 Y12 7.5 4794±144 2.22±0.23 -0.42±0.10 1.01±0.13
Be32-18 4950±100 2.7±0.3 -0.33±0.10 1.4±0.2 Y12 7.5 4872±125 2.36±0.23 -0.39±0.08 1.35±0.14
NGC6192-9 5050± 70 2.3±.15 0.19±0.07 1.7±0.25 M10 7.47 5128±150 2.49±0.23 0.26±0.10 1.69±0.14
NGC6192-45 5020± 70 2.5±.15 0.08±0.08 1.6±0.25 M10 7.47 4974±147 2.43±0.26 0.06±0.10 1.46±0.14
NGC6192-96 5050± 70 2.3±.15 0.13±0.10 2.1±0.25 M10 7.47 5050±150 2.43±0.21 0.11±0.12 2.13±0.15
NGC6192-137 4670± 70 2.1±.15 0.07±0.08 1.8±0.25 M10 7.47 4658±130 2.07±0.14 0.04±0.09 1.80±0.14
NGC6404-5 5000± 70 1.0±.15 0.05±0.09 2.6±0.25 M10 7.47 5128±120 1.00±0.20 0.12±0.09 2.60±0.15
NGC6404-16 4450± 70 1.6±.15 0.07±0.09 2.1±0.25 M10 7.47 4458±150 1.72±0.20 0.07±0.06 2.07±0.15
NGC6404-27 4400± 70 1.4±.15 0.20±0.09 1.8±0.25 M10 7.47 4340±125 1.12±0.20 0.04±0.09 1.90±0.12
NGC6404-40 4250± 70 2.3±.15 0.11±0.10 1.4±0.25 M10 7.47 4216±150 2.17±0.23 0.07±0.08 1.34±0.11
NGC6583-46 5100± 70 2.9±.15 0.4±0.12 1.4±0.25 M10 7.47 5100±150 3.04±0.20 0.45±0.09 1.44±0.15
NGC6583-62 5050± 70 2.7±.15 0.34±0.12 1.4±0.25 M10 7.47 5062±150 2.88±0.20 0.41±0.10 1.30±0.15
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4.3. Stars in Globular Clusters
We have selected a sample of stars that belong to GCs observed
by Carretta et al. (2009) (C09, hereafter) and span a wide metal-
licity range ([Fe/H] from -0.8 to -2.3) to check the applicability
of our method in the metal poor regime. The selected stars6 be-
long to the clusters 47Tuc, M4, M10, M15, and NGC6397. The
literature values of temperature and gravity of these stars are de-
rived from photometry, and thus, a direct comparison with the
parameters obtained from our spectral analysis is not possible,
with the exception of metallicity. The only free parameter in C09
is the microturbolent velocity and, of course, the metallicity. We
mention that the group of E. Carretta uses a private line analysis
code, known as the ROSA code (Gratton 1988), which produces
solid results in accord with our work.
As in our test on OC stars, we have started the analysis with
FAMA from the photometric values of Teff and log g and from
the values of ξ given in C09. In Table 3, we show these val-
ues of Teff , log g, [Fe/H], and ξ. Then we report the results of
our spectroscopic analysis in the following columns, with Teff ,
log g, [Fe/H], and ξ derived using FAMA, which is rescaled to
the Solar abundance adopted by C09.
Figure 6 summarizes the literature vs. FAMA metallicity
for both OCs and GCs, and shows the good agreement over
the whole metallicity range: The coefficient of the mean least
squares fit is very close to unity, at 1.09.
5. Summary and conclusions
We have presented a new FAMA code designed for an automatic
spectral analysis using EWs obtained from high-resolution stel-
lar spectra. The code is written in Perl and is based in the widely
used fortran code, Moog, by C. Sneden. FAMA is freely dis-
tributed (via email to laura@arcetri.astro.it, web page
http//www.arcetri.astro.it/∼laura, and CDS) and it
works on different platforms (tested on Mac osx (Leopard,
Mountain Lion) and Linux (Ubuntu, Centos)).
In the present paper, we have described the code with its gen-
eral structure, starting from the determination of the atmospheric
parameters that are defined by the excitation and ionization equi-
libria, and by the nullification of the trend between log n(Fe I)
and reduced EWs. We then described how metallicity is com-
puted, and how errors on stellar parameters and on abundances
are obtained. We have also described how the convergence crite-
ria are set and how they are chosen and varied depending on the
quality of the spectra and of the EW measurements.
We have presented three tests: the first one on the repro-
ducibility of the final results, analyzing the Solar spectrum start-
ing from six different starting points, the second one computing
a complete spectral analysis of a set of 34 evolved stars belong-
ing to Galactic OCs, and the third one computing the spectral
analysis of 10 stars belonging to GCs with literature metallicity
[Fe/H] values that range from -0.7 to -2.3. To separate the effects
due to EW measurements from the choice of atomic parameters,
we have used published EWs and log gf for all tests. We have
demonstrated the independence of FAMA on the initial set of
stellar parameters, and its capability to reproduce the literature
results obtained with a completely manual and time-consuming
technique. Small offsets and differences with literature OC re-
sults might be due to different versions of Moog, to a differ-
6 The EW measurements have been kindly provided by E. Carretta
togheter with the adopted atomic data
Fig. 6. Comparison of the metallicity derived with FAMA to the
literature values for the sample of OC and GC stars. The con-
tinuous (black) lines are the mean least squares fit of the FAMA
vs literature results for each of the four parameters. The dashed
(magenta) lines are the one-to-one relations for each parameter.
ent adopted grid of model atmospheres, and to line broadening
treatment. In GCs, we could compare [Fe/H] to literature val-
ues, finding a good agreement, even if we have a slightly higher
dispersion than in more metal-rich stars.
FAMA is an easily installable Perl code, which performs a
complete spectral analysis of high-resolution spectra. It starts
from two files with EWs and a file with first-guess atmospheric
parameters and gives a file with stellar parameters with their un-
certainties, a file with the element abundances with their errors,
and a control plot to check the final solution as main final results.
Due to its versatility and its low CPU requirement7, it is a perfect
code to perform spectral analysis on large samples of spectra.
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7 For a typical stars with ∼150-200 log n(Fe I) lines and ∼20-30
log n(Fe II) lines the CPU time to complete the analysis on a iMac
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Table 3. Sample of analyzed stars in GCs
Star Teff log g [Fe/H] ξ Teff−FAMA log gFAMA [Fe/H]FAMA ξFAMA
(K) (km/s) (K) (km/s)
47Tuc-5270 3999 1.01 -0.772 1.48 3909±175 1.01±0.40 -0.72±0.19 1.48±0.1
47Tuc-13795 4183 1.30 -0.832 1.49 4183±150 1.11±0.20 -0.95±0.08 1.74±0.1
M10-28853 4381 1.29 -1.593 1.66 4407±150 1.24±0.20 -1.67±0.10 1.97±0.1
M10-28854 4425 1.36 -1.633 1.70 4447±75 1.10±0.20 -1.77±0.20 1.62±0.15
M4-27448 4243 1.24 -1.136 1.97 4207±75 1.00±0.10 -1.27±0.08 1.66±0.07
M4-29693 4261 1.28 -1.275 1.66 4489±150 1.83±0.20 -1.23±0.11 1.98±0.1
NGC6397-602241 4779 1.69 -1.926 1.50 4711±125 1.14±0.20 -2.25±0.19 1.99±0.1
NGC6397-602256 4720 1.57 -2.039 2.16 4660±75 1.00±0.10 -2.35±0.09 2.16±0.07
M15-2792 4567 1.26 -2.306 1.88 4729±150 1.35±0.20 -2.32±0.11 1.50±0.1
M15-4099 4324 0.69 -2.225 2.16 4324±75 0.68±0.10 -2.47±0.10 2.16±0.07
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