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0.1 Objectifs et motivations
L’objet de cette the`se est l’e´tude de certaines E´quations Diffe´rentielles
Stochastiques Re´trogrades (note´es EDSR) dites a` croissance quadratique et
une motivation particulie`re de cette e´tude se trouve dans le champ des appli-
cations : nous donnerons des applications de l’e´tude the´orique de ces objets
en mathe´matiques financie`res et, plus particulie`rement, a` un proble`me d’op-
timisation de portefeuille.
Rappelons ici brie`vement dans quel contexte la notion d’EDSR a e´te´
introduite. On se place sur un espace probabilise´ (Ω,F,P), sur lequel est
construit un mouvement brownien W (d dimensionnel) Sur cet espace, une
EDSR a` horizon de´terministe T est de´finie par une e´quation dont la forme
ge´ne´rique est la suivante
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdWs,
et dont les parame`tres sont la condition terminale YT = ξ et un ge´ne´rateur
f = f(s, y, z), qui est une fonction (e´ventuellement ale´atoire). Originaire-
ment introduite dans [BIS] puis dans le cas ge´ne´ral dans [PAR90], la the´orie
des EDSR s’est beaucoup de´veloppe´e depuis : de nombreux raffinements
dans les hypothe`ses ont permis d’e´largir la classe d’EDSR admettant des
solutions. Le cadre classique est celui des EDSR lipschitziennes au sens ou`
le ge´ne´rateur de l’EDSR est suppose´ lipschitzien (par rapport aux variables
y et z). Les objectifs principaux de cette the`se sont :
• d’une part, l’e´tude d’une classe spe´cifique d’EDSR (pour laquelle on va
chercher a` raffiner progressivement les hypothe`ses sur le ge´ne´rateur) et avec
l’objectif comple´mentaire de ge´ne´raliser le cadre brownien,
• d’autre part, l’e´tude de´taille´e d’une application en mathe´matiques fi-
nancie`res, pour deux mode`les de marche´ financier.
0.1.1 Quelques champs d’application
Avant de proce´der a` des rappels pre´cis concernant les de´finitions, hy-
pothe`ses et re´sultats the´oriques de´ja` e´tablis sur les EDSR, on se propose ici
de pre´senter quelques exemples bien connus d’applications de la the´orie des
EDSR. Un des inte´reˆts de l’e´tude des EDSR est le rapprochement fructueux
avec un autre domaine des Mathe´matiques : il existe ainsi un lien entre un
certain type d’EDSR (nomme´es EDSR markoviennes) et des EDP dites se-
miline´aires (ce lien a e´te´ e´tudie´ dans [PAR92] et ge´ne´ralise´ dans le cadre
d’EDSR quadratique dans [KOB]). Plus pre´cise´ment, on peut relier, via des
formules dites de Feynman Kac, la solution de telles EDSR a` la solution
d’EDP semiline´aires et, ce qui est d’autant plus inte´ressant, est la possibi-
lite´ d’appliquer des me´thodes provenant a` l’origine des EDP pour re´soudre
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les EDSR associe´es. On souligne que, dans le cas d’une EDSR quadratique,
i.e. lorsque le ge´ne´rateur f := f(s, y, z) a une croissance de l’ordre de |z|2
alors conside´rant l’EDP associe´e (dont la solution u s’exprime en fonction
de la solution de l’EDSR), la non line´arite´ contient un terme de l’ordre de
|∇u|2 : ce type de non line´arite´ est difficile a` traiter et ceci est une des rai-
sons motivant l’e´tude des EDSR a` croissance quadratique, pour lesquelles
on dispose d’outils spe´cifiques.
Un second exemple d’application se trouve dans le domaine du controˆle sto-
chastique. Conside´rons ainsi le proble`me de controˆle optimal (e´tudie´ dans
l’article [FUH]) consistant a` minimiser la fonction de couˆt suivante :
J = inf
ut(ω)∈K
(
E
(∫ T
0
g(t,Xt, ut)dt+ φ(XT )
))
,
ou` K de´signe un sous ensemble ferme´ de Rm dans lequel tout processus de
controˆle note´ u prend ses valeurs et, ou` on suppose que X est le processus
de´fini par l’EDS suivante :
(1)
{
dXt = b(t,Xt)dt+ σ(t,Xt)
[
dWt + r(t,Xt, ut)dt
]
,
X0 = x,
e´quation dans laquelle le processus u de´signe le controˆle. Afin de re´soudre
ce proble`me, on introduit alors la fonction ψ (repre´sentant le hamiltonien
du syste`me) comme suit :
ψ(t, x, z) = inf
ut(ω)∈K
(g(t, x, u) + z · r(t, x, u)).
La re´ponse au proble`me de controˆle s’exprime en termes de la solution (Y, Z)
de l’EDSR suivante :
(2)
{
dYt = −ψ(t,Xt, Zt)dt+ ZtdWt
YT = φ(XT )
et elle est donne´e par l’expression : J = Y0. Pour re´soudre ce proble`me de
controˆle, il faut e´tablir l’existence d’une solution au syste`me forme´ des deux
e´quations (1) et (2) : dans ce syste`me qui est appele´ syste`me forward back-
ward, le processus X solution de l’e´quation (1) de type forward intervient
dans la seconde e´quation de type backward (ce type de syste`me est e´tudie´
au chapitre II de [ELK97b]). On note que, sous l’hypothe`se que la fonction
g intervenant dans l’expression du couˆt est a` croissance quadratique en x et
u, il est simple de montrer que le hamiltonien ψ est controˆle´ par un terme
quadratique en z et, de ce fait, l’EDSR qui est a` re´soudre est une fois encore
de type quadratique. D’autre part, l’existence d’un controˆle optimal u∗ est
justifie´e par la proposition 5.2 de l’article [FUH].
Dans certains proble`mes issus de la finance, on est amene´ a` conside´rer
une classe particulie`re d’EDSR, a` savoir les EDSR a` croissance quadratique
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(par rapport a` la variable z) : ceci est une autre raison motivant l’e´tude
the´orique de ces objets. Dans cette the`se, on s’inte´ressera ainsi a` l’extension
des re´sultats pre´ce´demment obtenus dans [KOB] a` une classe plus ge´ne´rale
d’EDSR.
0.1.2 Rappels pre´liminaires
On commence par donner quelques uns des re´sultats majeurs aux-
quels nous ferons re´fe´rence par la suite. Commune´ment, on se place sur un
espace probabilise´ note´ (Ω,F,P) sur lequel on suppose eˆtre de´fini un mou-
vement Brownien standard W (d-dimensionnel d ≥ 1) dont la filtration
naturelle F satisfait les conditions “usuelles” de comple´tude et de conti-
nuite´ a` droite. Dans toute la suite et sauf mention particulie`re, on se donne
T un temps de´terministe (appele´ aussi l’horizon) et l’ensemble des proces-
sus construits sont adapte´s a` la filtration F = (Ft)t∈[0,T ] et ne sont alors
conside´re´s que sur [0, T ]. Dans ce contexte, on cherche a` re´soudre l’EDSR
suivante (d’horizon de´terministe T )
(Eq0.1) Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdWs,
dont les parame`tres sont le ge´ne´rateur f , qui est une fonction (s, ω, y, z)→
f(s, ω, y, z) mesurable par rapport a` la tribu P × B(Rk) × B(Rk×d), et la
condition terminale ξ, qui est une variable FT -mesurable. Classiquement,
B(Rk) de´signe l’ensemble des bore´liens de l’espace Rk et P de´signe l’ensemble
des pre´visibles de (Ω× [0, T ],F⊗B([0, T ])). On rappelle que la dimension de
l’EDSR est donne´e par la dimension du processus solution Y On conside`re
le cadre classique ou` une solution est de´finie sur S2(Rk) × H2(Rk×d). Ces
espaces sont de´finis ci-dessous par
– S2(Rk) = {Y,processus adapte´s ca`dla`g, tels que :}
{ E
(
sup
s∈[0,T ]
|Ys|)
2
)
<∞},
– H2(Rk×d) = {Z,processus pre´visibles (k × d -dimensionnels) et t.q :
E(
∫ T
0
|Zs|
2ds) <∞},
et on note H2loc(R
k×d) l’espace de´fini comme suit :
H2loc(R
k×d) := Z,processus pre´visibles (k × d -dimensionnels) et t.q :
{
∫ T
0
|Zs|
2ds <∞ -p.s.}.
La solution d’une telle EDSR est un couple (Y, Z) de processus appartenant
a` S2(Rk) × H2(Rk×d) et satisfaisant les conditions minimales suivantes :
s→ f(s, Ys, Zs) appartient a` L
1([0, T ]), P-p.s., les processus sont adapte´s a`
la filtration F et satisfont l’e´quation (Eq0.1). Une particularite´ remarquable
des EDSR est que la donne´e d’une e´quation suffit a` de´terminer, sous de
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bonnes conditions sur les parame`tres (celles-ci sont pre´cise´es au the´ore`me
0.1 ci-dessous), un couple de processus solution. Sous ces hypothe`ses, le
processus Z apparaissant dans l’inte´grale par rapport au mouvement brow-
nien W est alors localement de carre´ inte´grable, de`s lors qu’on impose le
caracte`re adapte´ des solutions. L’exemple le plus simple pour lequel on ob-
tient une solution (Y, Z) a` l’EDSR de parame`tres (f, ξ) correspond au cas
ou` le ge´ne´rateur est identiquement nul et ou` la condition terminale ξ est de
carre´ inte´grable. De`s lors, l’unique solution de l’e´quation
Yt = ξ −
∫ T
t
ZsdWs,
est donne´e par Yt = E(ξ|Ft) et le the´ore`me de repre´sentation des martin-
gales browniennes donne l’existence (et l’unicite´ a` indistinguabilite´ pre`s)
d’un processus Z satisfaisant Z ∈ H2(Rk×d) (i.e. de carre´ inte´grable) tel que
Yt = E(ξ|Ft) = E(ξ) +
∫ t
0
ZsdWs.
On rappelle les premiers re´sultats concernant l’e´tude des EDSR (que l’on
supposera k dimensionnelles avec k ≥ 1). L’un de premiers re´sultats, obtenu
dans [PAR90], est donne´ par le the´ore`me suivant :
The´ore`me 0.1 Sous les hypothe`ses suivantes sur les parame`tres f et ξ as-
socie´s a` l’EDSR (Eq0.1)
– (A) Le ge´ne´rateur f satisfait la condition suivante dite de Lipschitz
en les variables y et z
∃ λ > 0, ∀ t, y, y
′
, z, z
′
,
|f(t, y, z)− f(t, y
′
, z
′
)| ≤ λ
(
|y − y
′
|+ |z − z
′
|
)
. (L)
– (B) Les parame`tres f et ξ satisfont la condition d’inte´grabilite´ suivante
E
(
|ξ|2 +
∫ T
0
|f(r, 0, 0)|2dr
)
<∞.
l’EDSR (Eq0.1) posse`de une et une seule solution dans l’espace S2(Rk) ×
H2(Rd).
Sous de bonnes hypothe`ses d’inte´grabilite´ sur les parame`tres de l’EDSR (a`
savoir (f, ξ)), il est encore possible de construire des solutions dans les es-
paces Sp(Rk) et Hp(Rk×d), qui sont ceux de´finis comme les espaces munis
des normes suivantes :
• |Y |Sp = E
(
sup
s∈[0,T ]
|Ys|
p
) 1
p ,
• |Z|Hp(Rk×d) = E
(
(
∫ T
0
|Zs|
2ds)
p
2
)1∧ 1
p .
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Ces espaces sont, en particulier, me´triques complets, lorsque 0 < p < 1, et de
Banach (pour p ≥ 1). (pour des re´sultats pre´cis, on renvoie a` [PAR99]). Un
nouveau re´sultat d’existence et d’unicite´ est obtenu sous une nouvelle hy-
pothe`se (M) dite de monotonie sur le ge´ne´rateur (hypothe`se remplac¸ant (L)
et relie´e aux accroissements en y). Cette hypothe`se dit que f est lipschitzien
par rapport a` z et monotone par rapport a` y, au sens suivant :
(M)


∃ µ ∈ R, ∀ t, y, y
′
, z (y − y
′
)(f(t, y, z)− f(t, y
′
, z)) ≤ µ|y − y
′
|2.
∃ K > 0, ∀ t, y, z, z
′
, |f(t, y, z)− f(t, y, z
′
)| ≤ K|z − z
′
|.
Une e´tape essentielle dans l’e´tablissement de ces re´sultats est l’existence
d’estimations a priori pre´cises des normes de ces solutions.
Lemme 0.1 Supposons que les parame`tres (f , ξ) de l’EDSR (Eq0.1) sa-
tisfont les hypothe`ses (A) et (B) du the´ore`me 0.1 alors pour toute solution
(Y, Z) de l’EDSR (dans l’espace S2(Rk)×H2(Rd)), il existe une constante
universelle note´e Cu telle que pour β assez grand on ait :
E
(
sup
0≤t≤T
eβt|Yt|
2 +
∫ T
0
eβt|Zt|
2dt
)
≤ CuE
(
eβT |ξ|2 +
∫ T
0
eβT |f(t, 0, 0)|2dt
)
.
Ces estimations a priori sont e´galement tre`s utiles pour l’e´tude des EDSR
quadratiques. D’autre part, pour le cas particulier des EDSR unidimension-
nelles (k = 1), on dispose de re´sultats de comparaison. Enfin, on rappelle
que sous de bonnes conditions d’inte´grabilite´ sur les parame`tres de l’EDSR,
on obtient le meˆme genre d’estimations a priori en cherchant des solutions
(Y, Z) de´finies sur les espaces Sp(Rk)×Hp(Rk×d) (p > 1).
Pour conclure ces rappels pre´liminaires, on mentionne les re´sultats ob-
tenus dans [ROY06], dans le cadre des EDSR a` sauts unidimensionnelles
(en horizon de´terministe T , T > 0), auxquelles nous ferons re´fe´rence dans la
seconde partie de la the`se. Dans ce cadre, les EDSR conside´re´es sont de´finies
sur un espace dit de Wiener-Poisson, espace qui est muni d’un mouvement
Brownien W et d’une mesure ale´atoire de Poisson N˜p(ds, dx) inde´pendante
du mouvement brownien. On note F la filtration engendre´e par ces deux pro-
cessus inde´pendants (comple´te´e par la famille des ne´gligeables) et satisfai-
sant ainsi les hypothe`ses usuelles. La forme des EDSR (unidimensionnelles)
sur cet espace filtre´ est donne´e par :
(Eq0.2)
Yt = ξ+
∫ T
t
f(s, Ys, Zs, Us)ds
−
∫ T
t
ZsdWs −
∫ T
t
∫
R\{0}
Us(x)N˜p(dx, ds).
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On ne conside`re que des EDSR unidimensionnelles, car ce cadre particulier
est requis pour e´tablir le re´sultat de comparaison, qui est un outil essentiel
dans l’e´tude des EDSR a` croissance quadratique et dont on donne un e´nonce´
dans cette section au the´ore`me 0.3. On reprend les notations du chapitre 2 de
[IKE] en appelant encore n(dx) (ou plus simplement n) la mesure d’intensite´
associe´e a` la mesure compense´e de Poisson N˜p. On rappelle qu’une mesure
ale´atoire de Poisson Np est, en particulier, une mesure de comptage associe´e
a` un processus ponctuel p : Ω× R+ → R \ {0}. On donne un exemple ou` il
est simple de de´finir le processus ponctuel p ainsi que l’ensemble ale´atoire
Dp associe´ qui repre´sente l’ensemble des instants de sauts de p. Soit X
un processus de Le´vy de´fini sur un espace filtre´ standard et a` valeurs d
dimensionnelles, i.e. le processus X est ca`dlag adapte´ et a` accroissements
inde´pendants et stationnaires. On lui associe la mesure de ses sauts (qui est
note´e Np) qui est la mesure de comptage suivante
∀ t ∈ [0, T ], ∀A ∈ B(Rd), Np([0, t]×A) =
∑
s≤t,∆Xs∈A
1{ ∆Xs 6=0},
et ou` l’ensemble Dp de´fini par Dp := {s,Xs 6= Xs−} repre´sente l’ensemble
ale´atoire des sauts (cet exemple est donne´ au chapitre 2 section 4 de [IKE]).
Le caracte`re croissant de la mesure de comptage permet de donner un sens
a` l’inte´grale suivante
∀ t,
∫ t
0
∫
R\{0}
φs(x)Np(ds, dx) :=
∑
s≤t
φs(x)1(s,x)∈Dp ,
de`s que :
∑
s≤t |φs(x)|1(s,x)∈Dp <∞. (P-p.s.) Une autre de´finition de l’inte´grale
existe et cette dernie`re ne´cessite d’introduire une nouvelle notation. On
de´signe ainsi par Nˆp le compensateur pre´visible associe´ a` la mesure Np et
on appelle N˜p la mesure (compense´e) de martingale de´finie comme suit
N˜p(ds, dx) = Np(ds, dx)− Nˆp(ds, dx).
On peut donner un sens en tant que martingale de carre´ localement inte´grable
a` l’inte´grale stochastique suivante∫ .
0
∫
R\{0}
φs(x)N˜p(ds, dx),
pour tout processus φ pre´visible satisfaisant la condition :
(∫
R\{0}×[0,T ]
|φs(x)|
2Nˆp(ds, dx)
)
<∞, P-p.s.
Pour une mesure ale´atoire de Poisson, le compensateur est de´terministe et,
dans toute notre e´tude, on suppose qu’il existe une mesure n (dite de Le´vy)
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telle que Nˆp(ds, dx) = n(dx)ds. D’autre part, pour toute EDSR dont la
forme est donne´e par (Eq0.2) et sous des hypothe`ses qui sont pre´cise´es dans
l’e´nonce´ du the´ore`me 0.2 (analogues a` celles du the´ore`me 0.1), une solution
est un triplet de processus (Y, Z, U) appartenant a` S2(R)×L2(W )×L2(N˜p).
On pre´cise ci-dessous la de´finition des espaces hilbertiens L2(N˜p) et L
2(W ) :
L2(W ) = {Z, Z processus pre´visibles et t.q.
E
(∫
[0,T ]
|Zs|
2ds
)
<∞}
L2(N˜p) = {U, processus P ⊗ B(R \ {0}) mesurables et satisfaisant :
E
(∫
[0,T ]×R\{0}
|Us(x)|
2n(dx)ds
)
<∞},
ou` P de´signe l’ensemble des e´ve`nements pre´visibles sur Ω× [0, T ]. Le triplet
(Y, Z, U) est tel que Y est un processus ca`dlag et Z et U sont des processus
pre´visibles. Dans la suite, on note, par souci de simplification, L2(n) au lieu
de : L2(R,R \ {0}, n(dx)). On introduit alors la notation F pour de´signer
la filtration naturelle engendre´e par le brownien W et la mesure ale´atoire
de Poisson Np et comple´te´e. De fac¸on analogue au cas brownien, l’espace de
Wiener-Poisson posse`de la proprie´te´ de repre´sentation pre´visible des martin-
gales, a` savoir que toutes les martingales K de carre´ (localement) inte´grable
s’e´crivent sous la forme suivante :
Kt = K0 +
∫ t
0
LsdWs +
∫ t
0
∫
R\{0}
Ms(x)N˜p(ds, dx),
ou` les processus L et M sont des processus pre´visibles et au minimum de
carre´ (localement) inte´grable. Dans le cadre ou` la filtration est seulement
continue a` droite, les notions de processus pre´visibles et adapte´s ne coinci-
dent pas ne´cessairement. En particulier et dans toute notre e´tude, les pro-
cessus Z et U apparaissant dans l’EDSR (Eq0.2) sont pris pre´visibles et
de carre´ (localement) inte´grable de sorte que les deux inte´grales stochas-
tiques associe´es sont des martingales de carre´ (localement) inte´grable. Dans
ce cadre, les deux re´sultats suivants ont e´te´ e´tablis dans [ROY03] :
– Des re´sultats d’existence et d’unicite´, sous l’hypothe`se que le ge´ne´rateur
est lipschitzien par rapport a` la variable z (et monotone par rapport
a` y).
– Un re´sultat de comparaison dans le cadre unidimensionnel.
On rappelle les e´nonce´s de ces deux principaux re´sultats, auxquels nous
ferons appel lors de l’e´tude the´orique d’EDSR quadratiques (dans le contexte
d’une filtration discontinue particulie`re associe´e a` l’espace deWiener-Poisson
qui a e´te´ pre´sente´ ci-dessus).
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The´ore`me 0.2 On conside`re l’EDSR a` sauts unidimensionnelle suivante
Yt = η +
∫ T
t
f(s, Ys, Zs, Us)ds−
∫ T
t
ZsdWs −
∫ T
t
∫
R\{0}
Us(x)N˜p(dx, ds).
On suppose que η appartient a` L2(FT ) (i.e. η est une variable FT -mesurable
et de carre´ inte´grable) et que le ge´ne´rateur f satisfait l’hypothe`se note´e (Hex)
constitue´e des trois points suivants :
1. f est lipschitzien par rapport aux variables z et u, au sens suivant :
∃ K ≥ 0, ∀t ∈ [0, T ],∀ y ∈ R, z, z
′
∈ Rd, u, u
′
∈ L2(n)
|f(t, y, z, u)− f(t, y, z
′
, u
′
)| ≤
K
(
|z − z
′
|+
(∫
R\{0}
|(u− u
′
)(x)|2n(dx)
) 1
2 )
.
2. f est continue par rapport a` y et il existe un processus φ pre´visible et
a` valeurs positives tel que : E(
∫ T
0
φ2sds) < +∞ et :
|f(t, y, z, u)| ≤ φt +K
(
|y|+ |z|+
(∫
R\{0}
|u(x)|2n(dx)
) 1
2 )
.
3. f est monotone par rapport a` y, au sens suivant :
∃ α ∈ R, ∀ t, ∀ y, y
′
∈ R, ∀ z, u ∈ Rd × L2(n)
(y − y
′
)(f(t, y, z, u)− f(t, y
′
, z, u)) ≤ α|y − y
′
|2
Sous ces conditions, il existe une solution (Y, Z, U) qui est a` valeurs dans
S2(R)×H2(Rd)× L2(N˜p) et qui, de plus, est unique dans cet espace.
Dans le cadre d’une filtration continue a` droite, le ge´ne´rateur f est mesurable
respectivement a` P⊗B(R)⊗B(Rd)⊗B(L2(n(dx))) (P de´signe l’ensemble des
e´le´ments pre´visibles de Ω× [0, T ]). On introduit ci-dessous une nouvelle hy-
pothe`se note´e (Hcomp) concernant le ge´ne´rateur, avant d’e´noncer le re´sultat
de comparaison e´tabli dans [ROY06].
(Hcomp)


(i) E
∫ T
0
|f(s, 0, 0, 0)|2ds) <∞.
(ii) f est lipschitzien respectivement par rapport a` y et z.
(iii) f satisfait l’hypothe`se (Aγ) donne´e ci-dessous.
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Cette dernie`re hypothe`se (Aγ) est de´finie par les conditions :
(Aγ)


∃ C1, C2 t.q. − 1 < C1 ≤ 0 et C2 ≥ 0,
∀ y ∈ R,∀ z ∈ Rd, ∀u, u
′
∈ L2(n)
f(t, y, z, u)− f(t, y, z, u
′
) ≤
∫
R\{0}
γ
y,z,u,u
′
t (u− u
′
)(x)n(dx),
ou` γy,z,u,u
′
: Ω× [0, T ]→ L2(n) est t.q. :
il est mesurable par rapport a` chacune de ces variables et
C1(1 ∧ |x|) ≤ γt(x) ≤ C2(1 ∧ |x|)
La notation γy,z,u,u
′
signifie que le processus pre´visible γ peut de´pendre de
tous les parame`tres indique´s. Ceci e´tant pose´, on e´nonce alors le re´sultat de
comparaison suivant (la re´fe´rence est [ROY06]) :
The´ore`me 0.3 On conside`re deux EDSR avec sauts de parame`tres respec-
tifs (f1, η1) et (f2, η2), ou` les conditions terminales η1 et η2 appartiennent
a` L2(FT ) et telles que f1 satisfait (Hex), f2 satisfait (Hcomp). On suppose,
de plus, que (Y 1, Z1, U1) et (Y 2, Z2, U2) sont des solutions respectives des
EDSR de parame`tres (f1, η1) et (f2, η2) et satisfont :(
η1 ≤ η2 et ∀ s, f1(s, Y
1
s , Z
1
s , U
1
s ) ≤ f2(s, Y
1
s , Z
1
s , U
1
s )
)
P-p.s.
On obtient alors : ∀t ∈ [0, T ], Y 1t ≤ Y
2
t , P-p.s.
Si, de plus, Y 10 = Y
2
0 , alors : ∀ t ∈ [0, T ], Y
1
t = Y
2
t (P-p.s.) et, par
conse´quent : Z1 = Z2 et U1 = U2.
La dernie`re assertion est appele´e re´sultat de comparaison strict. Au vu des
hypothe`ses faites, la preuve re´sulte de l’application d’une proce´dure clas-
sique de line´arisation au ge´ne´rateur f2. On obtient le meˆme re´sultat sous
l’hypothe`se syme´trique suivante : f1 satisfait (Hcomp) (et f2 satisfait (Hex))
et l’ine´galite´ suivante est ve´rifie´e
f1(s, Y
2
s , Z
2
s , U
2
s ) ≤ f2(s, Y
2
s , Z
2
s , U
2
s ) P-p.s. et pour tout s.
L’une des conse´quences directes du re´sultat de comparaison fourni par ce
the´ore`me 0.3 est le re´sultat d’unicite´ (obtenu pour : f1 = f2 et η1 = η2).
Comme dans le cadre brownien, la preuve du the´ore`me 0.2 d’existence re-
pose sur l’existence d’estimations a priori pre´cises des normes des solutions.
Les hypothe`ses ne´cessaires au re´sultat de comparaison sont nettement plus
contraignantes que dans le cas brownien. Ceci est l’une des difficulte´s ma-
jeure de l’e´tude des EDSR a` croissance quadratique et avec sauts.
Dans la section qui suit, nous rappelons les principaux re´sultats ayant e´te´
e´tablis sur les EDSR quadratiques (dans le cadre brownien) et on insiste sur
les sche´mas des preuves qui sont adaptables a` des cadres d’e´tude beaucoup
plus ge´ne´raux, ce qui fera l’objet du travail mene´ dans cette the`se.
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0.2 Rappel des re´sultats dans le cadre quadratique
0.2.1 Le cadre
Dans le cadre brownien (e´tudie´ notamment par [KOB]), une EDSR
du type (Eq0.1) est dite quadratique lorsque le ge´ne´rateur f satisfait la
condition :
(C0) ∀ y, z ∈ R× R
d, |f(s, y, z)| ≤ αs + b|y|+
γ
2
|z|2, P-p.s. et pour tout s,
ou` b, γ sont des constantes positives et α est un processus adapte´ positif
satisfaisant la proprie´te´ d’inte´grabilite´ suivante :
∃ C > 0,
∫ T
0
αsds ≤ C, P-p.s.
La contrainte (C0) n’est pas la plus ge´ne´rale qui soit. Cette condition four-
nit un exemple de contraintes sur le ge´ne´rateur d’une EDSR permettant
d’e´tablir un re´sultat d’existence (dans le cadre d’une filtration brownienne).
Dans toute l’e´tude des EDSR quadratiques et pour pouvoir se re´fe´rer aux
re´sultats classiques de comparaison (tels que celui e´nonce´ au the´ore`me 0.3),
on ne conside`re que des EDSR unidimensionnelles. La solution d’une telle
EDSR est un couple (Y , Z) de processus adapte´s et appartenant a` S∞(R)×
H2(Rd) et on rappelle la de´finition de ces espaces :
– S∞(R) = {Y, processus ca`dlag adapte´ tel que : esssup
s,ω
(|Ys(ω)|) <∞}.
– H2(Rd) = {Z, processus pre´visibles satisfaisant : E(
∫ T
0 |Zs|
2ds) <∞}.
0.2.2 Les re´sultats d’existence et de stabilite´
Avant de redonner les re´sultats majeurs d’existence concernant les EDSR
quadratiques, on pre´cise les hypothe`ses a` poser sur les parame`tres des EDSR
e´tudie´es.
Hypothe`ses pre´liminaires
Soient c une fonction croissante continue, a et b deux processus adapte´s
et a` valeurs dans L1([0, T ]). Le ge´ne´rateur f ve´rifie l’hypothe`se (H0.1) si,
pour tous (s, y, z) appartenant a` [0, T ]× R× Rd, on a :
(H0.1)


f(s, y, z) = a(s)y + F0(s, y, z),
avec : |F0(s, y, z)| ≤ b(s) + c(|y|)|z|
2, P-p.s. et pour tout s.
ainsi que
(y, z)→ f(s, y, z) est continue (pour tout s).
On note que, sous cette hypothe`se, le ge´ne´rateur est controˆle´ par la somme
d’un terme quadratique en z et d’un processus φ : (s, y) → a(s)y + b(s)
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qui est continu (puisque line´aire) en la variable y. Le re´sultat d’existence
(the´ore`me 0.4) e´nonce´ au paragraphe suivant a e´te´ ge´ne´ralise´ dans [LEP98]
au cadre d’un ge´ne´rateur f seulement continu et a` croissance dite surline´aire
par rapport a` y : i.e., le processus φ qui domine f(., ., 0) : (s, ω, y)→ f(s, y)
est croissant et ve´rifie la condition suivante
∫ ∞
0
dy
φ(y)
= +∞. (un exemple
de telle fonction est : y → y ln(y).)
Dans toute la suite, sauf mention contraire, la condition terminale est sup-
pose´e borne´e et on appelle solution de l’EDSR (Eq0.1) de ge´ne´rateur sa-
tisfaisant (H0.1), tout couple de processus adapte´s (Y, Z) appartenant a`
S∞(R)×H2(Rd) et tel que t→ f(t, Yt, Zt) appartienne a` L
1([0, T ]).
Enonce´s des re´sultats
Bien que les re´sultats pre´sente´s dans cette section peuvent s’e´tendre a`
des EDSR a` horizon ale´atoire, on ne conside`re que les re´sultats concernant
un temps T de´terministe, qui est le cas traite´ par la suite. Lorque l’on parle
de la filtration F , on entend la filtration restreinte a` [0, T ] (a` savoir :
F = (Ft)t∈[0,T ]).
The´ore`me 0.4 Supposons que les parame`tres (f , ξ) de l’EDSR (Eq0.1)
soient tels que le ge´ne´rateur f ve´rifie l’hypothe`se (H0.1), c : R
+ → R+ est
une fonction croissante continue et : ξ ∈ L∞(FT ), alors l’EDSR posse`de au
moins une solution (Y , Z) appartenant a` S∞(R)×H2(Rd).
D’autre part, il existe une solution minimale (Y∗, Z∗) (resp. une solution
maximale (Y ∗, Z∗)) qui est caracte´rise´e par la proprie´te´ suivante :
Si on conside`re une EDSR de parame`tres (g, ζ) qui ve´rifie :
f ≤ g et : ξ ≤ ζ (resp. f ≥ g et ξ ≥ ζ)
et pour laquelle on connait une solution (Yg, Zg), alors on a les relations
suivantes :
Y∗ ≤ Yg (resp. Y
∗ ≥ Yg).
Ce the´ore`me assure ainsi l’existence d’une solution minimale a` toute EDSR
a` croissance quadratique satisfaisant l’hypothe`se (H0.1). La de´monstra-
tion de ce the´ore`me s’appuie tre`s fortement sur le lemme (dit de stabilite´
par monotonie) suivant (on renvoie aussi a` [KOB]) :
Lemme 0.2 Soient (f , ξ) et (fn, ξn)n les donne´es d’EDSR ve´rifiant les
conditions suivantes :
• (1) Pour tout s et presque suˆrement, la suite de ge´ne´rateurs (fn)n converge
de fac¸on monotone vers f (avec f continue) sur les compacts de [0, T ]×R×
Rd, sup
n
ξn ∈ L∞(FT ) et ξ
n → ξ (P-p.s.).
• (2) Il existe k : R+ → R+ telle que : k ∈ L1([0, T ]) et une constante C,
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C > 0, de sorte que :
∀ n ∈ N, ∀ (s, y, z) ∈ [0, T ]× R× Rd, |fn(s, y, z)| ≤ ks + C|z|
2.
• (3) Pour tout n, l’EDSR caracte´rise´e par (fn, ξn) posse`de une solution
(Y n, Zn) dans S∞(R)×H2(Rd). Cette solution est telle que (Y n)n est mo-
notone (de meˆme sens de monotonie que (fn)) et satisfait :
∃M > 0, ∀ n, |Y n|S∞ ≤M .
Sous les conditions (1), (2) et (3), il existe un couple de processus (Y , Z)
∈ S∞(R)×H2(Rd) qui est une solution de l’EDSR donne´e par (f , ξ) et cette
solution est telle que :


lim
n→∞
sup
s∈[0,T ]
|Y ns − Ys| = 0 P-p.s.,
lim
n→∞
E(
∫ T
0
|Zns − Zs|
2ds) = 0. (i.e. Zn → Z dans L2(W ).)
Remarques
Justifions brie`vement le terme de re´sultat de stabilite´ : l’objectif de ce
lemme est de prouver un re´sultat de convergence des solutions d’une suite
d’EDSR de parame`tres (fn, ξn) vers une solution de l’EDSR, dont les pa-
rame`tres (f, ξ) sont obtenus comme limite au sens pre´cise´ dans le point (1)
du lemme pre´ce´dent. Du fait que cette construction est base´e sur une ap-
proximation, on obtient seulement un re´sultat d’existence (et non d’unicite´)
alors que, dans le cadre Lipschitz, l’utilisation approprie´e (dans un espace de
Banach) d’un the´ore`me de Picard (qui est un the´ore`me de point fixe) fournit
a` la fois l’existence et l’unicite´. Toutefois, l’utilisation d’une proce´dure d’ap-
proximation monotone permet d’obtenir l’existence de solutions minimales
ou maximales (dans l’article [BRI06], ceci est re´alise´ a` l’aide d’une proce´dure
classique d’inf-convolution).
Ele´ments de preuve
L’objectif de cette section est de fournir quelques de´tails sur les me´thodes
usuelles utilise´es dans cette the`se : dans les diffe´rentes preuves d’existence
dont nous nous inspirerons, la proce´dure consiste essentiellement a` justifier
successivement les e´tapes suivantes :
– l’existence d’estimations a priori pour toute solution (Y, Z). Tout pro-
cessus Y solution d’une telle EDSR est ainsi compare´ a` la solution
d’une e´quation diffe´rentielle ordinaire.
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– la construction d’une suite de solutions (Y n, Zn) a` des EDSR clas-
siques (avec des ge´ne´rateurs fn suffisamment re´guliers, i.e lipschit-
ziens par rapport a` y et z) : cette e´tape consiste en l’approximation
du ge´ne´rateur par une suite monotone (fn) de ge´ne´rateurs satisfaisant
les hypothe`ses classiques (telles qu’e´nonce´es au the´ore`me 0.1).
– la justification d’un re´sultat de stabilite´ par monotonie : la proprie´te´
de monotonie est obtenue en exploitant les re´sultats de comparaison
e´tablis dans le cadre standard et ce re´sultat de stabilite´ repose es-
sentiellement sur la convergence (forte) dans L2(W ) de la suite de
processus (Zn) construites a` l’e´tape pre´ce´dente.
Cette me´thode s’inspire notamment d’outils the´oriques provenant de l’ana-
lyse de certaines EDP (semiline´aires) et elle a e´te´ originairement employe´e
dans [KOB] puis aussi dans [LEP98], pour des ge´ne´rateurs quadratiques en
z et a` croissance (au plus) surline´aire en y. Afin de justifier ces re´sultats, il
est d’autre part tre`s commode d’utiliser les outils spe´cifiques du calcul sto-
chastique (telle que la formule d’Itoˆ) ainsi que du re´sultat de comparaison
dans le cadre classique des EDSR (dites Lipschitz) unidimensionnelles.
On donne maintenant une extension du re´sultat d’existence. La preuve
de ce re´sultat peut eˆtre trouve´e dans l’article [BRI06]. On e´nume`re ci-dessous
les nouvelles hypothe`ses sur les parame`tres :
• le ge´ne´rateur f satisfait l’hypothe`se (H0.2) suivante (un peu moins ge´ne´rale
que (H0.1))
(H0.2)
{
∃ α ≥ 0, β, γ > 0, (β
γ
≤ α) tels que
|f(s, y, z)| ≤ α+ β|y|+ γ2 |z|
2, P-p.s. et pour tout s.
• la condition terminale ξ n’est plus suppose´e borne´e, mais elle satisfait
seulement la condition suivante, donnant l’existence d’un moment exponen-
tiel
(C1) ∃ λ, λ > γe
βT t.q. E(eλ|ξ|) <∞.
On de´finit les espaces dans lesquels on cherche des solutions sous ces dernie`res
hypothe`ses :
S(R) =
⋃
p,p>1
Sp(R) et H(Rd) =
⋃
p,p>1
Hp(Rd),
ou` les espaces Sp(R) et Hp(Rd) sont de´finis comme suit :
– Sp(R) = {Y,processus adapte´s tels que : E
(
sup
s∈[0,T ]
|Ys|
p
)
<∞}.
– Hp(Rd) = {Z,processus pre´visibles satisfaisant : E(
∫ T
0
|Zs|
2ds)
p
2 <∞}.
22
Il est clair, d’une part, que pour tout p, p > 1, l’espace S∞(R) est stric-
tement inclu dans Sp(R). D’autre part, tout processus Y tel que (Y, Z)
est une solution de l’EDSR, dont les parame`tres (f , ξ) satisfont (C1) et
(H0.2), n’a aucune raison d’eˆtre borne´ en ge´ne´ral. Cette hypothe`se (H0.2)
permet notamment l’e´tablissement d’estimations a priori pre´cises quant aux
normes des solutions et, tout comme dans [KOB], la proce´dure qui conduit
a` ces estimations repose sur la comparaison avec la solution d’une e´quation
diffe´rentielle ordinaire. L’un des points techniques essentiel de cette preuve
donne´e dans [BRI06] est l’utilisation d’une proce´dure de localisation : cette
dernie`re consiste en l’introduction d’une suite (τk) de temps d’arreˆt bien
choisie, de sorte que la famille des EDSR dites arreˆte´es au temps τk aient a`
nouveau une condition terminale borne´e.
The´ore`me 0.5 Sous ces nouvelles hypothe`ses (H0.2) et (C1) sur les parame`-
tres (f, ξ), l’EDSR (Eq0.1) posse`de une solution (Y, Z) dans S(R)×H(Rd).
Du fait de la construction de cette solution, qui est obtenue comme limite
d’une suite de solutions d’EDSR, l’unicite´ n’est plus garantie, tout au moins,
plus par le raisonnement employe´ lorsque la condition terminale est borne´e.
En effet, anticipant ici sur les re´sultats et me´thodes de´crits dans la section qui
suit, l’appartenance a` l’espace des martingales BMO de l’inte´grale stochas-
tique
∫ .
0
ZsdWs n’est plus ve´rifie´ dans le cadre d’une condition terminale non
borne´e. Cette notion de martingale BMO est introduite au paragraphe 0.2.3
qui suit dans la de´finition 0.1 et cette dernie`re notion est essentielle dans le
cadre des preuves des re´sultats d’unicite´ qui sont pre´sente´es ci-dessous (ces
preuves sont base´es sur le the´ore`me de Girsanov).
0.2.3 Re´sultats d’unicite´ et de comparaison
On pre´sente d’abord le re´sultat d’unicite´ donne´ dans [KOB] dans le
cadre brownien, dont on repre´cise les hypothe`ses ci dessous. On dit que f sa-
tisfait (H0.3) avec les processus adapte´s note´s cf et cz, et avec les constantes
Cf , Cz, si pour tout (s, y, z), (s, y, z) ∈ [0, T ]× R× R
d, on a :{
|f(s, y, z)| ≤ cf (s) + Cf |z|
2, P-p.s et pour tout s.
|∂f
∂z
(s, y, z)| ≤ cz(s) + Cz|z|, P-p.s. et pour tout s.
f satisfait (H0.4) si, pour tout ǫ > 0, (ǫ arbitrairement proche de 0), il existe
cǫ, cǫ ∈ L
1([0, T ]) tel que, pour tout (s, y, z) ∈ [0, T ]× R× Rd on ait :
∂f
∂y
(s, y, z) ≤ cǫ(s) + ǫ|z|
2 P-p.s. et pour tout s
(ceci fournit un controˆle de la de´rive´e partielle de la fonction f = f(s, y, z)
par rapport a` la seconde variable). On rappelle ici qu’une sur-solution (resp.
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une sous-solution) d’une EDSR donne´e par f et ξ est un triplet de processus
adapte´s (Yt, Zt, Ct)0≤t≤T qui ve´rifie en outre :
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdWs +
∫ T
t
dCs (resp. −
∫ T
t
dCs),
ou` (Ct)t∈[0,T ] est un processus continu a` droite et croissant (C ∈ RCI(R).
Un triplet de processus e´tant a` la fois sur et sous solution est une solution de
notre EDSR. Avec ces notations, voici l’e´nonce´ du principe de comparaison
(qui donne aussi l’unicite´ d’une solution)
The´ore`me 0.6 Soient (f1, ξ1) et (f2, ξ2) les donne´es de deux EDSR du
type (Eq0.1) et on suppose que les assertions ci-dessous sont ve´rifie´es :
1. Pour tout (s, y, z) ∈ [0, T ]× R× Rd, on a(
ξ1 ≤ ξ2 et f1(s, y, z) ≤ f2(s, y, z)
)
P-p.s.
2. Il existe cf ∈ L
1([0, T ]), cz ∈ L
2([0, T ]), cǫ ∈ L
1([0, T ]), ainsi que
deux re´els CF et Cz, tels que f
1 et f2 satisfait les hypothe`ses (H0.i)
pour i = 3, 4.
Si, de plus, le triplet (Y 1t , Z
1
t , C
1
t )0≤t≤T qui appartient H
∞(R)×H2(Rd)×
RCI(R) (resp. (Y 2t , Z
2
t , C
2
t ) appartenant au meˆme espace) est une sous-
solution (resp. une sur solution) de l’EDSR donne´e par (f1, ξ1) (resp. par
(f2, ξ2)), on obtient alors :
∀t ∈ [0, T ], Y 1t ≤ Y
2
t , P-p.s.
Afin de re´soudre le proble`me de l’unicite´, il est possible d’apporter des
conditions moins contraignantes que celles imposant la diffe´rentiabilite´ de f
dans le the´ore`me 0.6 : par exemple, dans [HU05], le proble`me de l’unicite´
est re´solu sous la condition suivante :
∃ C > 0, ∀ s |f(s, y, z)− f(s, y, z
′
)| ≤ C(1 + |z|+ |z
′
|)|z − z
′
|, P-p.s.
L’EDSR e´tudie´e dans ce cadre est toujours conside´re´e en horizon de´terministe.
D’autre part et dans l’article pre´cite´, le ge´ne´rateur est explicite puisqu’il est
introduit lors de la re´solution d’un proble`me spe´cifique de mathe´matiques
financie`res et cette condition est donc aise´e a` ve´rifier.
On termine cette section en introduisant une nouvelle notion qui est
celle de martingale BMO. Cette de´finition de martingale BMO est donne´e
en toute ge´ne´ralite´ au chapitre 7 (de´finition 76) dans [DEL80] (i.e. pour une
martingale quelquonque et e´ventuellement discontinue) : celle-ci ne´cessite
de conside´rer le crochet droit note´ [M ] (qui correspond au processus de
variation quadratique).
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De´finition 0.1 M est une martingale BMO si et seulement si l’une des
deux de´finitions suivantes est ve´rifie´e :
1. Dans le cas ge´ne´ral, il existe une constante c, c > 0, telle que pour
tout F-temps d’arreˆt τ ,
esssup
Ω
(EFτ ([M,M ]T − [M,M ]τ−) ≤ c
2.
La norme BMO est la plus petite constante c telle que cette ine´galite´
est ve´rifie´e (quelque soit le F-temps d’arreˆt τ).
2. De`s que le crochet oblique 〈M〉 est de´fini, il existe une constante c,
c > 0, telle que pour tout F-temps d’arreˆt τ ,
esssup
Ω
(EFτ (〈M〉T − 〈M〉τ ) ≤ c
2 et : |∆Mτ |
2 ≤ c2,
∆Mτ de´signant le saut e´ventuel du processus M au temps τ . Si les
deux ine´galite´s sont vraies pour tout temps d’arreˆt τ avec la constante
c, alors la norme BMO est majore´e par 2c.
L’espace particulier BMO(W ) correspond au cadre des martingales brow-
niennes (de carre´ localement inte´grables). On sait que, pour toute martin-
galeM brownienne de carre´ inte´grable, de´finie sur [0, T ] et telle queM0 = 0,
le the´ore`me de repre´sentation pre´visible des martingales fournit l’existence
d’un processus φ (de carre´ inte´grable) tel que : M =
∫ .
0
φsdWs. Dans ce
contexte, l’espace BMO(W ) consiste en l’ensemble des martingalesM ayant
la repre´sentation pre´ce´dente et qui satisfont de plus
∀ τ F-temps d’arreˆt ∃c > 0, E(〈M〉T − 〈M〉τ |Fτ ) = E(
∫ T
τ
|φs|
2ds|Fτ ) ≤ c.
Cette de´finition est valable lorsque le crochet dit oblique et note´ 〈M〉 existe,
ce qui est le cas lorsque M est continue et de carre´ (localement) inte´grable.
D’autre part, pour toute martingale M de carre´ (localement) inte´grable, le
crochet oblique (note´ 〈M〉) existe et c’est dans ce cas que l’on se place dans
la the`se. Dans le cadre d’une EDSR conside´re´e en filtration brownienne, ou` le
ge´ne´rateur n’est pas lipschitzien, l’existence d’un the´ore`me de comparaison
est assure´e par
1 d’une part, le controˆle des accroissements du ge´ne´rateur,
2 d’autre part, les estimations dans l’espace BMO de l’inte´grale sto-
chastique Z · W , pour toute solution (Y, Z) d’une EDSR (de type
quadratique).
0.3. PRE´LIMINAIRES DE MATHE´MATIQUES FINANCIE`RES 25
0.3 Pre´liminaires de mathe´matiques financie`res
La motivation de l’e´tude the´orique mene´e dans cette the`se provient
notamment de l’application de ces re´sultats en mathe´matiques financie`res
(et, en particulier, a` des proble`mes d’optimisation de portefeuille). Ceux-ci
ont pour objectif de re´pondre a` des proble`mes de couverture d’actif contin-
gent. L’objet de cette section consiste a` rappeler les notions ainsi que les
outils ne´cessaires a` la re´solution de ce type de proble`mes.
0.3.1 Introduction des concepts de base
Le contexte est celui d’un marche´ financier qui consiste en la donne´e des
objets suivants :
1. Un espace probabilise´ standard (Ω,F,P) et une date de maturite´ T
(encore appele´ horizon).
2. Un processus de prix S = (St)t∈[0,T ] adapte´ a` une filtration F (qui
satisfait les conditions habituelles) et son e´quation d’e´volution (i.e., en
ge´ne´ral, une EDS).
Quelques remarques
– L’horizon T du marche´ financier est fixe´ et de´terministe. Tous les
processus e´tudie´s sont suppose´s adapte´s par rapport a` la filtration
F = (Ft)t∈[0,T ] donne´e (pre´visibles dans le cas ou` la filtration est dis-
continue).
– Le processus S repre´sente le prix des actifs risque´s pre´sents sur le
marche´ financier : en re`gle ge´ne´rale, si on note S0 le prix de l’ac-
tif non risque´, dont le taux d’inte´reˆt est r := (r(t)) et satisfait :
exp(
∫ t
0
rsds) < ∞ (pour tout t dans [0, T ]), alors la valeur S˜t ac-
tualise´e a` la date t est donne´e par
S˜t =
St
S0t
= e−
R t
0 rsds
St
S00
.
Par souci de simplification, on supposera de´sormais, sans restriction
dans l’e´tude mene´e, que : r ≡ 0 (de sorte que S et S˜ coincident).
– On pre´cise ci-dessous la forme du processus de prix dans l’un des
mode`les de marche´ financier couramment utilise´, a` savoir celui de
Black et Scholes. Ce processus note´ S est unidimensionnel et donne´
par
dSt = St
(
bdt+ σdWt
)
,
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ou` les processus de drift et de variance apparaissant dans l’EDS sont
des constantes, respectivement e´gales a` b et σ (avec σ 6= 0) et ou`W est
un mouvement brownien standard. D’autre part, ce processus s’e´crit
sous la forme exponentielle suivante :
St = S0 exp
(
σWt + (b−
σ2
2
)t
)
.
Hypothe`ses usuelles
Sur le marche´ financier, le processus de prix S est ge´ne´ralement une semi-
martingale d dimensionnelle qui s’e´crit sous la forme :
S = S0 +M +A, (1)
avec M une martingale telle que : M ∈ M2loc, i.e. M est une martingale lo-
cale de carre´ inte´grable (M est continue de`s que S l’est) et A qui repre´sente
la partie a` variation finie (A peut eˆtre pris pre´visible lorsque S est spe´ciale).
On renvoie le lecteur a` [ANS] pour la justification du fait que le processus S
repre´sentant le prix des actifs risque´s sur le marche´ est une semimartingale,
sous l’hypothe`se classique de non arbitrage. De ce fait, nous pouvons utiliser
les outils classiques de calcul stochastique (en particulier, la formule d’Itoˆ).
De plus, dans le cadre de semimartingales spe´ciales, qui est le cadre dans
lequel on se place, la notion de crochet oblique 〈M〉 d’une martingale (lo-
cale)M de carre´ inte´grable est bien de´finie. (ce crochet oblique est de´fini par
[DEL80] comme projection duale pre´visible du crochet droit ou processus
de variation quadratique) .
Dans la de´finition qui suit, on introduit les notions de processus de ri-
chesse d’un agent et de strate´gie associe´e (pour le cas ou` il y a d actifs risque´s
sur le marche´) :
De´finition 0.2 On appelle strate´gie π d’un agent financier tout processus
d-dimensionnel F-pre´visible tel que l’inte´grale stochastique Xπ· :=
∫ ·
0
πs
dSs
Ss−
avec S de forme donne´e par (1) ait un sens : on suppose que la condition
suivante soit ve´rifie´e
E
( d∑
i=1
∫ T
0
|
πis
Sis−
|2d〈Si〉s
)
<∞.
Le processus (de richesse) Xπ est de´fini, pour tout t :
Xπt = x+
∫ t
0
πs
dSs
Ss−
,
ou` x de´signe la richesse initiale de l’agent, qui est une constante re´elle en
tant que variable F0-mesurable.
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Cette de´finition du processus de richesse n’est valable que sous l’hypothe`se
particulie`re r ≡ 0. Si ce n’est pas le cas, l’e´quation du processus de richesse
Xπ a e´te´ donne´e notamment dans le cadre brownien dans [ELK00]
dXt = rtXtdt+ π
∗
t σt
(
dWt + ηtdt
)
,
ou` r de´signe le taux d’inte´reˆt de l’actif non risque´, chaque composante du
vecteur π repre´sente les montants investis dans chaque actif risque´ (la no-
tation π∗ de´signant la transposition) et η de´signe le processus appele´ pro-
cessus risque premium. Le processus X˜ := Xe−
R .
0 rsds satisfait donc une
EDS dirige´e par le mouvement brownien W du meˆme type que X. L’une
des hypothe`ses fondamentales dans l’e´tude des marche´s financiers est celle
d’absence d’opportunite´ d’arbitrage. On dit qu’une strate´gie π de´finit une
opportunite´ d’arbitrage lorsque les conditions ci-dessous sont satisfaites
Xπ0 = 0, ∀ t, X
π
t ≥ 0, P-p.s. et P(X
π
T > 0) > 0.
De nombreux articles se sont inte´resse´s a` d’autre traduction de cette hy-
pothe`se (dans le contexte de marche´s financiers tre`s ge´ne´raux). Sans rentrer
dans le de´tail des preuves existantes (on renvoie a` [DEL94a] ou [STRI90])
et qui sont relativement techniques, on pre´cise que cette notion de non ar-
bitrage est relie´e a` l’existence d’au moins une mesure de martingale locale
pour le processus S.
L’un des proble`mes auquel les financiers s’inte´ressent est celui de la cou-
verture d’un actif contingent, c’est-a`-dire d’une variable B FT -mesurable et
qui repre´sente le contrat ou engagement financier. Ce proble`me revient a`
chercher une strate´gie π telle que :
∃ π t.q. B = XπT := x+
∫ T
0
πs
dSs
Ss−
.
Un tel actif B est alors dit re´plicable et un marche´ est dit complet lorsque
tous les actifs contingents sont re´plicables. Dans un tel marche´ et s’il existe
une mesure de martingale, le prix de l’actif B est donne´, a` la date t, par la
repre´sentation suivante :
Pt = E
Q(B|Ft) = E
Q(XπT |Ft) = X
π
t ,
ou` Q est l’unique mesure e´quivalente qui est une densite´ de martingale pour
S. En particulier, dans le mode`le de Black et Scholes, le processus de prix
continu S est donne´ par l’EDS unidimensionnelle suivante (dirige´e par un
brownien W )
dSs
Ss
:= σdWs + bds,
ou` b, σ sont des constantes. Sous ces hypothe`ses sur les parame`tres et sous
la condition σ > 0, le mode`le est complet et libre d’arbitrage, et de plus la
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densite´ de la mesure de probabilite´ e´quivalente est donne´e a` la date T par
la relation suivante :
ZT =
dPθ
dP
= exp(−θWT −
θ2
2
T ),
ou` le processus θ est constant et e´gal a` σ−1b. Le processus Z qui est l’ex-
ponentielle stochastique de −θ ·W (exponentielle note´e dans la suite Z :=
E(−θ ·W )) est ainsi une vraie martingale. On donne a` la section 0.3.3 la
de´finition de l’exponentielle stochastique ainsi qu’un crite`re permettant de
conclure que le processus Z est une densite´ de martingale. Lorsque ce crite`re
est ve´rifie´, la mesure note´e Pθ (de densite´ Z) est alors une mesure e´quivalente
de martingale (ou encore mesure risque neutre).
Dans le cadre de notre e´tude, nous nous plac¸ons au contraire dans le cas
de marche´s incomplets, dans lequel il n’y a plus ne´cessairement re´plicabilite´
de l’actif contingent B. Les sources d’incomple´tude peuvent eˆtre d’origines
diverses : se re´fe´rant a` l’article [HU05], ce peut eˆtre le cas notamment
en filtration brownienne lorsque le nombre d’actifs risque´s est strictement
infe´rieur a` la dimension du brownien conside´re´, mais aussi lors de pre´sence
de contraintes supple´mentaires sur le portefeuille (on peut ainsi imposer
une restriction sur l’ensemble des valeurs prises par les strate´gies) ou encore
lors de pre´sence sur le marche´ d’e´ve`nements non pre´visibles : un exemple
est fourni par la the´orie du risque de cre´dit (cette notion est e´tudie´e dans
[BIE]). Du point de vue de la mathe´matique financie`re, cette condition d’in-
comple´tude se traduit par le fait qu’il n’y a pas unicite´ d’une mesure de
martingale e´quivalente pour le processus de prix S, ce qui induit donc qu’il
n’y a pas unicite´ du prix d’un actif. Dans ce contexte, on de´finit la no-
tion d’intervalle de prix assurant le non arbitrage. On note Pe l’ensemble
constitue´ des mesures de martingales e´quivalentes :
Pe = {Q,
dQ
dP
est une densite´ de martingale et Q ∼ P}.
Contrairement au cas de marche´ complet, les prix satisfaisant cette condition
de non arbitrage sont les re´els compris dans l’intervalle ouvert et, sous la
condition d’absence d’arbitrage, non re´duit a` un singleton, de´fini comme
suit :
] inf
Q∈Pe
EQ(B), sup
Q∈Pe
EQ(B)[ = ]hlow, h
upp[,
ou` l’on reprend la terminologie de [ELK00]. Le prix hlow (resp. h
upp) de´signe
le prix de surre´plication pour l’acheteur (resp. prix de surre´plication pour le
vendeur). En effet pour le vendeur, le prix de l’actif repre´sente le montant
initial minimal d’argent a` posse´der pour s’assurer que la vente au prix B se
fera sans perte, il est de´fini aussi comme suit :
hupp = inf
x≥0
{x, Xπ,xT ≥ B},
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alors que le prix de l’acheteur est de´fini par
hlow = sup
x≥0
{x, Xπ,−xT ≥ −B}.
Dans le cas d’un marche´ sans opportunite´ d’arbitrage et complet, tout actif
contingent B est re´plicable et le prix de l’actif B est donne´ en termes de
l’unique mesure de martingale e´quivalente Pˆ par : EPˆ (B) = hlow = h
upp.
Dans ce cas, l’intervalle est prix assurant le non arbitrage est re´duit a` un
singleton qui est appele´ prix de l’actif financier.
On justifie dans la section qui suit l’une des raisons de l’e´tude du proble`me
de maximisation de l’utilite´ d’un portefeuille.
0.3.2 Pre´sentation du proble`me e´tudie´
Dans le contexte d’un marche´ incomplet, i.e. du fait de l’absence de
strate´gie de re´plication, on va chercher a` rede´finir la notion de strate´gie opti-
male. Ceci est l’une des motivations conduisant a` s’inte´resser a` des proble`mes
d’optimisation de l’utilite´ (d’un portefeuille). Le proble`me particulier qui
nous inte´resse est celui de la maximisation de l’utilite´ de portefeuille (sous
contraintes). Nous traitons de fac¸on majoritaire et dans chacune des grandes
parties de cette the`se le cas de l’utilite´ exponentielle. On e´voque toutefois
le cas de deux autres fonctions d’utilite´ : l’utilite´ puissance et l’utilite´ lo-
garithme sont ainsi conside´re´es a` la section 3.3 de la premie`re partie de
la the`se, dans le cas particulier ou` il n’y a pas d’actif contingent (a` sa-
voir lorsque : B ≡ 0). Ce proble`me d’optimisation est tre`s largement e´tudie´
dans des contextes diffe´rents et avec diverses me´thodes de re´solution et on
distingue ci-dessous deux approches du proble`me :
(1) une approche consistant a` introduire le proble`me dual associe´ au
proble`me d’optimisation, lorsque ce dernier est formule´ de manie`re sta-
tique. On cite comme re´fe´rences (non exhaustives) les articles [DEL97]
ou [SCH], dans lesquels l’e´tude a e´te´ mene´e dans le contexte de marche´s
financiers tre`s ge´ne´raux.
(2) une approche qualifie´e de dynamique et qui est base´e sur le principe
de la programmation dynamique (l’utilisation de ce principe provient
de la the´orie du controˆle stochastique et une formulation en est donne´e
dans la proposition 3.3 de [ELK97c]). Dans le cadre markovien, ce
principe permet de justifier la forme de l’e´quation de Hamilton-Jacobi-
Bellman satisfaite par la fonction valeur (un exemple de telle e´quation
(sous forme inte´gro-diffe´rentielle) est fourni par l’e´quation 4.4 dans
[BEC04] dans le cadre d’un marche´ pre´sentant des sauts). L’un des
inte´reˆts des EDSR (non line´aires) est la possibilite´ de s’affranchir du
cadre markovien.
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On s’attache, dans ce qui suit, a` pre´senter le proble`me de maximisation de
l’utilite´ exponentielle sous contraintes. Dans tout le paragraphe, la notation
Uα de´signe l’utilite´ exponentielle (de parame`tre α, α > 0) de´finie pour tout
x par : Uα(x) := − exp(−αx). Ce parame`tre α est une mesure du degre´
d’aversion au risque. On justifie ci-dessous cette terminologie pour le pa-
rame`tre α : le proble`me consiste a` chercher la valeur optimale de l’utilite´
du portefeuille, une fois livre´ l’actif contingent B, a` la date d’e´che´ance T .
Or, au vu de la de´finition de Uα, cette valeur optimale est d’autant plus
faible que α est grand. Autrement dit, plus ce coefficient α est grand, plus
on pe´nalise les re´alisations faibles (cette notion de pe´nalisation est pre´sente´e
dans [ELK00], article qui apporte des re´sultats pour ce proble`me d’opti-
misation en employant les deux approches et dans le cadre de contraintes
convexes sur le portefeuille).
Cadre et hypothe`ses On se place dans le cadre d’un marche´ finan-
cier (comme introduit dans la section pre´ce´dente), la filtration note´e F
est quelquonque (e´ventuellement discontinue) mais satisfait les hypothe`ses
usuelles de comple´tude et de continuite´ a` droite. On note toujours par d
le nombre des actifs (risque´s) pre´sent sur le marche´, par S le processus
de prix (d dimensionnel) associe´ et par T l’horizon. D’autre part, dans
notre e´tude, les strate´gies sont suppose´es prendre leurs valeurs dans un en-
semble de contraintes, note´ C, qui est un sous ensemble de Rd ferme´ et
non ne´cessairement convexe (cette dernie`re condition n’est pas classique et
justifie l’approche dynamique qui est choisie pour re´soudre le proble`me).
Les objectifs
1 Caracte´risation de la fonction valeur (V Bt (x)) variable ale´atoire Ft-
mesurable qui est de´finie a` la date t (t ∈ [0, T ]) comme suit :
(P1) V Bt (x) = ess sup
π∈At
EFt(Uα(x+
∫ T
t
πu
dSu
Su
−B)).
x est une variable Ft mesurable. (Etant donne´e une famille de variables
(Y i)i, la notation esssup
i
Y i est introduite dans [DEL80] pour de´signer
l’unique variable Y ∗ qui majore Y i, pour tout i, et telle que toute
autre variable Y satisfaisant la meˆme proprie´te´ ve´rifie : Y ∗ ≤ Y .)
2 Caracte´risation des strate´gies optimales (note´es π∗) qui sont de´finies
sur [t, T ] et re´pondent aux crite`res suivants :
• π∗ est admissible (i.e. π∗ appartient a` At) au sens de la de´finition
0.3 ci-dessous (cette notion d’admissibilite´ constitue un des proble`mes
de´licats).
• π∗ re´alise le supremum (qui est donc un maximum) dans le proble`me
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(P1)
De´finition 0.3 L’ensemble des strate´gies admissibles At consiste en l’en-
semble des processus d-dimensionnels π := (πs)s∈[t,T ] F pre´visibles, satisfai-
sant que : πs ∈ C, P-p.s. ainsi que les conditions suivantes d’inte´grabilite´
1 E
( d∑
i=1
∫ T
0
|
πis
Sis−
|2d〈Si〉s
)
<∞.
2 L’ensemble {exp(−αXπτ ), pour tout Ft-temps d’arreˆt τ}
est une famille uniforme´ment inte´grable.
Pour des raisons d’ordre technique lie´es a` la re´solution du proble`me, on
e´largit la classe habituelle des strate´gies admissibles. De fac¸on ge´ne´rale, l’en-
semble des processus π d-dimensionnels admissible satisfont une condition
du type suivant :
∃ C t.q. ∀ s, s ≥ t, Xπs ≥ C,
c’est-a`-dire qu’on impose un seuil minimal pour le processus de richesse.
On pre´cise les notations pour le reste de cette section : les strate´gies conside´re´es
sont de´finies sur [t, T ] et le processus de richesse Xπ := Xπ,t,x qui est associe´
a` la strate´gie π, est de´fini par
∀ s ∈ [t, T ], Xπs = x+
∫ s
t
πu
dSu
Su−
,
Afin de caracte´riser la fonction valeur du proble`me, on emploie la me´thode
de´ja` employe´e dans un cadre brownien par [HU05]. Celle ci se base sur des
proprie´te´s relie´es au principe de programmation dynamique. La me´thode
consiste a` contruire une famille ade´quate (Rπ)π de processus de´finis sur
|t, T ] adapte´s et satisfaisant
(MD)


(i) ∀ π, π ∈ At, R
π
t = Rt, avec : Rt variable Ft-mesurable et,
((Rπt inde´pendant de) π)
(ii) RπT = − exp(−α(X
π
T −B)),
(iii) Rπ est une surmartingale, pour tout π ∈ At, et :
∃ π∗, π∗ ∈ At, telle que : R
π∗est une martingale.
Pour traduire la dernie`re condition qui provient des me´thodes associe´s a` la
programmation dynamique, il s’agit d’ employer la formule d’Itoˆ pour une
famille (Rπ) de processus ade´quats : l’outil essentiel pour e´crire les condi-
tions de surmartingale et de martingale est la de´composition de Doob Meyer
(on se re´fe`re aux the´ore`mes 6 et 7 de [PRO] pour des e´nonce´s pre´cis de cette
de´composition).
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Une conse´quence de cette formulation du proble`me par des crite`res de mar-
tingale est de permettre de retrouver le principe dynamique satisfait par la
fonction valeur : on de´montre ainsi en paralle`le les deux re´sultats suivants
– La fonction valeur associe´e au proble`me (P1) satisfait un principe
d’optimalite´
∀ σ, τ F-temps d’arreˆt, σ ≤ τ, V Bσ (x) = E(V
B
τ (X
π∗,σ,x
τ )|Fσ),
ou` π∗ de´signe une strate´gie optimale (satisfaisant la condition (iii) de
(MD).
– toute strate´gie optimale π∗ est telle que Rπ
∗
est une vraie martingale.
Une conse´quence fondamentale du principe dynamique est la proprie´te´
de consistance de cette strate´gie optimale par rapport au temps. Cette
proprie´te´ s’e´nonce de la fac¸on suivante : toute strate´gie optimale π∗ sur
[t, T ] est encore optimale sur [s, T ] (s > t), sous la condition suivante :
Xπ
∗
s = X
π∗,t,x
s .
0.3.3 Outils the´oriques
Afin de comple´ter cette introduction a` la mathe´matique financie`re, on
donne ici quelques outils de calcul stochastique et de the´orie des martin-
gales essentiels a` notre e´tude. On pre´cise que, sauf mention contraire, toutes
les semimartingales auxquelles nous faisons re´fe´rence sont spe´ciales et que
toutes les filtrations (e´ventuellement discontinues) conside´re´es satisfont les
hypothe`ses usuelles de continuite´ a` droite et de comple´tude. Dans cette par-
tie, on commence par rappeler un e´nonce´ ge´ne´ral d’un the´ore`me de Girsanov,
qui est l’outil majeur lorsque l’on travaille sous diffe´rentes mesures de pro-
babilite´ e´quivalentes et, pour ce faire, nous introduisons le concept de mar-
tingale exponentielle. Dans un deuxie`me temps, nous donnons les re´sultats
majeurs concernant les de´compositions de Galchouk-Kunita-Watanabe et
Fo¨llmer-Schweizer (cette dernie`re e´tant fortement relie´e a` l’existence d’une
densite´ de martingale).
Changement de mesure e´quivalente
Avant de donner le re´sultat essentiel, on donne l’e´nonce´ d’un premier
lemme e´le´mentaire :
Lemme 0.3 On se donne Q, Q ∼ P, une mesure e´quivalente de probabilite´
ainsi que le processus Z de´fini par : Zt = EP(
dQ
dP
|Ft), qui est sa densite´ de
probabilite´. Un processus adapte´ ca`dla`g M est une Q-martingale locale si et
seulement si le processus MZ est une martingale locale sous P.
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L’e´nonce´ qui suit est celui d’un the´ore`me de Girsanov (le lecteur pourra
aussi se re´fe´rer au the´ore`me 20 de [PRO] pour une preuve de ce re´sultat)
qui donne la transformation recherche´e :
The´ore`me 0.7 Soient P et Q deux mesures de probabilite´s e´quivalentes et
soit X une semimartingale (non ne´cessairement spe´ciale) sous P dont une
de´composition est donne´e par : X =M +A. Alors, X est encore une semi-
martingale sous la mesure e´quivalente Q, dont une de´composition est donne´e
sous la forme X = N + C, avec le processus N construit comme suit :
Nt =Mt −
∫ t
0
1
Zs
d[Z,M ]s.
Ce dernier est une Q-martingale locale et C = X − N est un processus a`
Q-variation finie.
La preuve de ce the´ore`me de changement de mesure repose essentiellement
sur des manipulations simples de la re`gle d’Itoˆ pour le produit (encore ap-
pele´e formule d’inte´gration par parties). On pre´cise qu’en ge´ne´ral le ca-
racte`re spe´cial d’une semimartingale n’est pas pre´serve´ par changement de
mesure e´quivalente : la nouvelle de´composition de la semimartingale n’as-
sure pas le caracte`re localement inte´grable de C, meˆme dans le cas ou` A
l’est au de´part. Un exemple pre´cis de cas ou` il n’existe pas de repre´sentation
pre´visible du processus a` variation finie obtenu apre`s un changement de me-
sure e´quivalente est fourni par [STRI85]). Par contre, sous l’hypothe`se de
bornitude de la densite´ de martingale, le caracte`re spe´cial est pre´serve´.
Pour conclure cette section, on introduit finalement la notion de “mar-
tingale” exponentielle, notion qui intervient en pratique pour exprimer la
densite´ de mesure e´quivalente et appliquer une transformation de Girsanov.
On dit qu’un processus Z est la martingale exponentielle (note´e E(M)) as-
socie´e a` une martingale M localement de carre´ inte´grable, s’il est solution
de l’EDS suivante
Zt = 1 +
∫ t
0
Zs−dMs,
et de`s que M est localement de carre´ inte´grable, Z appartient a` L2loc(M)
(au sens ou` l’inte´grale stochastique
∫ ·
0
Zs−dMs est localement de carre´
inte´grable). On pre´cise ci-dessous la forme de ce processus selon que M
est ou non continue.
Lorsque M est une martingale continue, nulle en 0 et de carre´ localement
inte´grable, dont le crochet oblique est donne´e par 〈M〉, l’expression de Z est
donne´e par
∀ t, Zt = exp(Mt −
1
2
〈M〉t).
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Dans le cas ge´ne´ral ou` la martingale M posse`de des trajectoires seulement
ca`dla`g, la martingale exponentielle est donne´e par la formule de Dole´ans-
Dade, a` savoir :
∀ t, Et(M) = exp(Mt −
1
2
〈M c〉t)
∏
s≤t
(exp(−∆Ms)(1 + ∆Ms)),
ou` M c de´signe la partie martingale continue de M et ∆M := (Ms −Ms−)
le processus de saut. Le terme de “martingale” employe´ pour parler de la
solution de cette EDS est abusif : en effet, en ge´ne´ral et sous les hypothe`ses
suivantes :M est une martingale de carre´ (localement) inte´grable et de sauts
strictement supe´rieurs a` −1, le processus Z est une martingale locale posi-
tive. Par des arguments classiques, ce processus est une surmartingale.
Les crite`res donne´s dans les articles [KAZ] et [LEP78] (ce dernier traite
aussi le cas de l’exponentielle stochastique d’une martingale discontinue, i.e.
seulement ca`dlag) fournissent des conditions suffisantes pour qu’un tel pro-
cessus Z := E(M) soit une densite´ de martingale.
Le paragraphe suivant donne une justification de l’inte´reˆt de ces crite`res
et de l’e´tude the´orique des martingales exponentielles.
De´compositions classiques
Dans toute cette partie les semimartingales conside´re´es sont spe´ciales (et
d’autre part elles sont, soit continues, soit de partie martingale localement de
carre´ inte´grable). On se contente ici de redonner sans preuve les de´finitions
de ces deux de´compositions [STRI90].
De´finition 0.4 Soient N une martingale re´elle et M une martingale a` va-
leurs dans Rd. On appelle de´composition de Galchouk-Kunita-Watanabe de
N par rapport a` M toute de´composition de la forme suivante :
N = N0 +H ·M + L,
ou` H ∈ L2loc(M), et L est une martingale nulle en 0 et strictement orthogo-
nale a` M , au sens ou` : 〈L,M i〉 = 0, pour tout i ∈ {1, · · · , d}.
On note que, lorsque cette de´composition existe, celle-ci est unique. D’autre
part, cette dernie`re existe en particulier lorsque :
• M et N sont deux martingales de carre´ inte´grable.
• M est une martingale continue (et N quelquonque).
Dans la premie`re partie de cette the`se, on se place dans le deuxie`me cas.
On donne ici la de´finition de la de´composition de Fo¨llmer-Schweizer,
avant d’en expliquer l’inte´reˆt en mathe´matiques financie`res (pour les de´tails
concernant les conditions d’existence de cette de´composition, on renvoie aux
articles [ANS] et [SCHW95]) :
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De´finition 0.5 (1) Soit X une semimartingale (spe´ciale) d-dimensionnelle
dont la de´composition canonique est :
X = X0 +M +A,
ou` M ∈M2loc (et M continue de`s que X l’est) et A est la partie a` variation
finie et pre´visible.
(2) La semimartingale spe´ciale X (continue ou de carre´ localement inte´grable)
satisfait la condition de structure (SC) si les conditions suivantes sont sa-
tisfaites :
– Il existe un processus C croissant pre´visible et tel que :
∃ σ t.q. σs(ω) ∈ R
d×d, d〈M i,M j〉s = σ
i,j
s dCs.
(avec σ tel que
∫ T
0 |σs|
2dCs <∞, P-p.s.).
– Il existe un processus λ, λ ∈ L2loc(M) (i.e de fac¸on e´quivalente : κT =∫ T
0 λ
′
sd〈M〉sλs <∞, P-p.s.) et qui est tel que : dA = σλdC.
Sous ces conditions, posant Zˆ = E(−λ ·M), l’exponentielle stochastique est
une martingale locale. Si on impose, de plus, que λ ·M est une martingale
BMO (et −λ∆M > −1, lorsque M est discontinue), Zˆ est alors une vraie
densite´ de martingale associe´e a` la mesure e´quivalente Pˆ de´finie par :
dPˆ
dP
= ZˆT = ET (−λ ·M).
D’autre part, cette mesure est dite minimale au sens ou` toute autre mesure
e´quivalente de martingale pour X s’e´crit sous la forme suivante :
Z∗T = E(−λ ·M + L),
ou` la martingale L est orthogonale a` M .
(3) On se place dans le cas (2), a` savoir lorsque Zˆ de´finit une densite´
de martingale et on se donne B une variable FT -mesurable. B admet une
de´composition de Fo¨llmer-Schweizer ge´ne´ralise´e vis a` vis de X, i.e. il existe
une variable F0 mesurable B0, un processus pre´visible inte´grable ξ
B et LB ∈
Mloc fortement orthogonal a` chaque M
i tels que :
B = B0 + (ξ
B ·M)T + L
B
T .
De plus, on a : ZˆVˆ ∈M(P) , ou encore de manie`re e´quivalente : Vˆ ∈M(Pˆ),
avec le processus Vˆ qui est de´fini par :
∀ t, Vˆt = B0 + (ξ
B ·M)t + L
B
t = E
Pˆ(B|Ft).
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Quelques remarques et conse´quences
1. Le processus C croissant pre´visible apparaissant dans (2) n’est pas
unique. Par contre, l’inte´grale de´finie par :
κ := 〈λ ·M〉 =
∫ .
0
λ
′
sd〈M〉sλs,
est de´termine´e de fac¸on unique. Ce processus κ qui est relie´ a` λ et au-
quel on associe la condition de structure est aussi connu sous le nom de
mean variance tradeoff. On utilisera cette de´composition particulie`re
dans la premie`re partie de la the`se.
2. On se restreint au cas e´tudie´ dans la premie`re partie de la the`se ou` la
martingale (localement de carre´ inte´grable) M est continue et on sup-
pose que l’existence de la densite´ minimale : a` savoir, dPˆ
dP
:= E(−λ ·M)
(associe´e a` Pˆ) est une densite´ (stricte) de martingale. Lors de l’e´tude
mene´e dans le cas tre`s particulier ou` le parame`tres λ vaut ze´ro (la me-
sure P coincide avec la mesure minimale Pλ de densite´ E(−λ·M)) dans
la section 3.3 de la premie`re partie, on montre que la limite asymp-
totique (lorsque le parame`tre α tend vers 0) du prix d’indiffe´rence
associe´ a` l’actif B (prix note´ πα(B)) est le prix obtenu sous la mesure
Pˆ, a` savoir EPˆ(B). On donne ici une interpre´tation comple´mentaire
de cette mesure : le the´ore`me 5 (page 11 de [SCHW95]) caracte´rise
ainsi cette mesure Pˆ en tant qu’unique mesure minimisant une cer-
taine fonctionnelle (qui fait intervenir l’entropie). Cette dernie`re est
relie´e a` la formulation duale du proble`me de maximisation de l’utilite´
exponentielle (on renvoie a` [SCH]).
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0.4 Les re´sultats majeurs de la the`se
On donne un re´sume´ du contenu de la the`se en insistant sur l’archi-
tecture des deux grandes parties ainsi que sur les re´sultats essentiels qui ont
e´te´ e´tablis. Voici les deux cadres dans lesquels l’e´tude est mene´e :
1 Cadre d’une filtration ge´ne´rale continue (mais non ne´cessairement
brownienne),
(Une filtration est dite continue lorsque toutes les martingales locales
sont continues)
2 Cadre d’une filtration discontinue particulie`re.
Chacune de ces parties s’articule autour d’un meˆme plan d’e´tude : ainsi,
on s’attache dans un premier temps a` e´tablir (en ge´ne´ralisant des re´sultats
de´ja` connus notamment dans le cadre brownien) de nouveaux the´ore`mes
pour des EDSR a` croissance quadratique, en utilisant des raffinements suc-
cessifs sur les diffe´rents parame`tres. Dans un second temps et exploitant la
me´thode (MD) introduite dans le paragraphe 0.3.2, on donne une applica-
tion au proble`me de maximisation d’utilite´ d’un portefeuille que l’on re´sout
par la voie des EDSR.
Re´sultats concernant l’e´tude the´orique des EDSR
Dans la section pre´ce´dente, on a fait un rappel des re´sultats the´oriques
existants concernant les EDSR a` croissance quadratique. Bien souvent, ces
re´sultat sont e´tablis dans le cadre brownien : c’est pourquoi on s’inte´resse
a` la question de la ge´ne´ralisation de re´sultats the´oriques a` de nouveaux
cadres. On note toutefois que des re´sultats ont de´ja` e´te´ obtenus dans des
filtrations plus ge´ne´rales et pour des EDSR non line´aires particulie`res :
ainsi, le proble`me de maximisation de l’utilite´ est traite´ en utilisant des
me´thodes d’EDSR non line´aires dans le cadre d’une filtration continue (mais
non brownienne) par [MAN05] et dans le cadre d’une filtration discontinue
par [BEC06]. Le travail mene´ dans cette the`se constitue un approfondisse-
ment de ces re´sultats et, en particulier, parce que l’on ge´ne´ralise les re´sultats
concernant les EDSR a` croissance quadratique.
On donne le fil conducteur des deux parties de la the`se : dans un premier
temps, on pre´cise le cadre spe´cifique d’e´tude et notamment on se donne une
filtration pour laquelle on connait la forme des martingales sur les espaces
introduits. La connaissance des martingales est une donne´e essentielle dans
l’e´tude des EDSR, notamment lorsque l’on s’inte´resse a` une formulation dy-
namique des proble`mes. Dans un second temps et pour les EDSR introduites
sur cet espace et sous de bonnes conditions sur les parame`tres, on e´tablit de
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nouveaux re´sultats d’existence (et/ou d’unicite´).
Re´sultats de la premie`re partie
On suppose l’espace de probabilite´ muni d’une filtration continue note´e
F (F est comple`te). Sur cet espace, on conside`re une martingaleM locale d-
dimensionnelle, continue et localement de carre´ inte´grable dont le processus
de variation quadratique note´ 〈M〉 s’e´crit sous forme diffe´rentielle : d〈M〉s =
msm
′
sdCs. On reprend le meˆme type de notation que celle employe´e dans
[ELK97a]. Dans cette expression, m est un processus pre´visible a` valeurs
dans Rd×d et C un processus croissant continu et pre´visible qui est pris
borne´ sur [0, T ]. Dans ce contexte, la forme des EDSR unidimensionnelles
qui nous inte´resse est donne´e par :
Yt = B +
∫ T
t
F (s, Ys, Zs)dCs −
β
2
(
〈L〉T − 〈L〉t
)
−
∫ T
t
ZsdMs − (LT − Lt).
Ce type d’EDSR est note´ EDSR(F, β,B). On de´finit une solution comme
e´tant un triplet (Y, Z, L) de processus, avec : L ⊥M (L est une martingale
orthogonale a` M , au sens de l’orthogonalite´ usuelle pour les martingales de
carre´ inte´grable) et ces processus sont de´finis sur les espaces suivants :
1. S∞ est l’ensemble des processus re´els Y continus adapte´s et tels que :
(ess sup
t,ω
|Yt|) <∞,
2. L2(d〈M〉 ⊗ dP) est l’ensemble des processus Z pre´visibles, a` valeurs
dans Rd et satisfaisant :
E(
∫ T
0
|msZs|
2dCs) <∞,
3. M2([0, T ]) est l’ensemble des martingales re´elles de carre´ inte´grable.
Afin d’obtenir le re´sultat principal d’existence, on fait deux hypothe`ses sur
les parame`tres de l’EDSR : la variable FT -mesurable B est borne´e (hy-
pothe`se affaiblie a` la dernie`re section du chapitre 2) et on suppose que F
satisfait l’hypothe`se (H1.1) :
(H1.1)


∃ α¯, α¯ ≥ 0,
∫ T
0 α¯sdCs ≤ a (a > 0) , et : b, γ > 0,
|F (s, y, z)| ≤ α¯s(1 + b|y|) +
γ
2
|msz|
2 P-p.s. et pour tout s.
γ satisfaisant : γ ≥ |β| et : γ ≥ b.
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The´ore`me 0.8 Supposons que l’EDSR donne´e par (F, β,B) soit telle
que F ve´rifie (H1.1) et B est borne´e, il existe alors une solution (Y , Z, L)
a` cette EDSR appartenant a` S∞ × L2(d〈M〉 ⊗ dP)×M2([0, T ]).
Afin d’e´noncer le second re´sultat (a` savoir l’unicite´), on donne l’hypothe`se
comple´mentaire (H1.2) suivante sur le ge´ne´rateur F :
(H1.2)


∃ µ, cθ > 0, ∀ z ∈ R
d, ∀y1, y2 ∈ R,
(y1 − y2)(F (s, y1, z)− F (s, y2, z)) ≤ µ|y1 − y2|2.
∃ θ t.q.
∫ T
0
|msθs|
2dCs ≤ cθ, ∀ y ∈ R, ∀ z
1, z2 ∈ Rd,
|F (s, y, z1)− F (s, y, z2)| ≤
C(msθs + |msz
1|+ |msz
2|)|ms(z
1 − z2)|.
The´ore`me 0.9 Pour toute EDSR donne´e par (F, β,B) dont le ge´ne´rateur
satisfait les hypothe`ses (H1.1) et (H1.2), il existe une unique solution (Y , Z,
L) dans S∞ × L2(d〈M〉 ⊗ dP)×M2([0, T ]).
Re´sultats de la seconde partie
Sur le meˆme principe que pre´ce´demment, on donne les re´sultats princi-
paux obtenus dans le contexte de l’espace de Wiener Poisson, introduit dans
les pre´liminaires et sur lequel on rappelle ci-dessous la forme des EDSR :
(Eq0.2)
Yt = B+
∫ T
t
f(s, Ys, Zs, Us)ds
−
∫ T
t
ZsdWs −
∫ T
t
∫
R\{0}
Us(x)N˜p(dx, ds).
On conserve ici les notations introduites dans les rappels pre´liminaires de la
section 0.1.2 et qui concerne le cadre Lipschitz, cadre notamment e´tudie´ dans
[ROY03] et dans [PAR97a]. En particulier, N˜p de´signe la mesure ale´atoire
de Poisson et n la mesure de Le´vy qui lui est associe´e. L2(W ) et L2(N˜p)
sont les espaces sur lesquels sont de´finis les processus (pre´visibles) Z et U .
D’autre part et dans le cas ou` le ge´ne´rateur f := f(s, z, u) est Lipschitzien
(par rapport a` z et u), une solution a` ce type d’EDSR est un triplet (Y, Z, U)
de processus, avec Z et U appartenant encore a` L2(W ) et L2(N˜p). Sous l’hy-
pothe`se que f est a` croissance quadratique, la diffe´rence majeure est que le
processus Y est a` valeurs dans S∞ (espace de´fini au paragraphe pre´ce´dent
et en section 0.2.1).
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Dans cette partie, on suppose a` nouveau la bornitude de la condition ter-
minale B et on travaille avec une expression explicite du ge´ne´rateur f . Ceci
permet de justifier la se´rie de conditions suivantes :
(H2.1)
∃ cF > 0, D et F deux processus t.q. D ∈ BMO(W ), F ≥ 0,
avec
∫ T
0 Fsds ≤ cF , P-p.s., et t.q. ∀z, u ∈ R× L
2(n(dx))
−(Dsz + Fs) ≤ f(s, z, u) ≤
α
2 |z|
2 + |u|α,
ou` ∀K, | · |K est de´finie par |u|K =
∫
R\{0}
eKu(x)−Ku(x)−1
K
n(dx).
(H2.2)


∃C > 0, κ ∈ BMO(W ), ∀ z, z′ ∈ R, ∀u ∈ L2(n(dx)),
|f(s, z, u)− f(s, z′, u)| ≤ C(κs + |z|+ |z
′|)|z − z′|.
∀z ∈ R, ∀ u, u′ ∈ L2 ∩ L∞(n(dx)),
f(s, z, u)− f(s, z, u′) ≤
∫
R\{0}
γs(u, u
′)(u(x)− u′(x))n(dx),
avec γ(u, u′) satisfaisant
∀K, ∃C¯K , δK > 0, ∀ u, u
′ t.q. u(R), u′(R) ⊂ [−K,K],
−1 + δK ≤ γ(u, u
′) ≤ C¯K .
On pre´cise que le processus γ sera explicite´e au chapitre 4 (du fait notam-
ment de la forme explicite du ge´ne´rateur f avec laquelle on travaille).
La premie`re condition (H2.1) est une condition de croissance sur le ge´ne´rateur
(permettant d’e´tablir des estimations a priori sur les solutions). La deuxie`me
quant a` elle est une condition sur les accroissements (le tout dernier controˆle
est a` rapprocher du the´ore`me 2.5 de l’article [ROY06]). On pre´cise que l’ex-
pression (explicite) du ge´ne´rateur f est celle obtenue par application de la
me´thode (MD) de´crite en section 0.3.2 et on conserve ici les notations du
proble`me d’optimisation pre´sente´ dans cette section 0.3.2 : en particulier,
C de´signe l’ensemble des contraintes sur le portefeuille et π de´signe une
strate´gie (unidimensionnelle dans cette seconde partie). On obtient alors
le re´sultat principal de la seconde partie de cette the`se qui est e´nonce´ ci-
dessous.
The´ore`me 0.10 On fait les deux hypothe`ses suivantes :(
n(R \ {0}) <∞
)
et l’ensemble C est compact,
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et on conside`re l’expression suivante du ge´ne´rateur f :
f(s, z, u) = inf
π∈C
(
α
2
|πσs − (z +
θ
α
)|2 + |u− πβs|α
)
− θz −
|θ|2
2α
,
ou` les parame`tres β, σ et θ du mode`le sont des processus pre´visibles et borne´s
(β > −1), toute strate´gie π est a` valeurs dans C et la condition terminale
B est borne´e. Sous ces hypothe`ses, l’EDSR (Eq0.2) de parame`tres (f , B)
posse`de une et une seule solution (Y , Z, U) appartenant a` S∞ × L2(W )×
L2(N˜p).
On donne alors les re´sultats qui ont e´te´ e´tablis en affaiblissant les hypothe`ses
sur la mesure de Le´vy et sur l’ensemble de contraintes C :
The´ore`me 0.11 Sous les meˆmes hypothe`ses concernant les parame`tres de
l’EDSR de type (Eq0.2) caracte´rise´e par le meˆme ge´ne´rateur f et une condi-
tion terminale F borne´e, on obtient :
1. Existence et unicite´ si C est compact et n est seulement σ-finie mais
satisfait la condition : ∫
R\{0}
(1 ∧ |x|)2n(dx) <∞.
2. Existence sous l’hypothe`se pre´ce´dente sur n et en supposant seulement
que C est ferme´.
• Une des difficulte´s majeures, dans ce contexte de filtration discontinue, de
l’obtention de re´sultats d’existence et/ou d’unicite´ pour des EDSR a` crois-
sance quadratique est le controˆle ade´quat de la partie saut du processus
solution. Pour ce faire et en re´fe´rence aux travaux de´ja` existants, il faut
justifier les controˆles des accroissements du ge´ne´rateur a` la fois en z et u.
• Du fait de la pre´sence de sauts, on se restreint, dans un premier temps, a`
l’e´tude du cas ou` la mesure de Le´vy n est finie et ou` l’ensemble de contraintes
est compact. En effet, l’hypothe`se de finitude de cette mesure permet de
simplifier les estimations a priori, puisqu’elle assure que toutes les variables
a` valeurs dans L∞(n(dx)) sont aussi dans L2(n(dx)). Il est ainsi beaucoup
plus simple de controˆler les accroissements du ge´ne´rateur des EDSR e´tudie´es.
Dans un second temps, on se rame`ne, via un argument de troncature, a` une
mesure de Le´vy ve´rifiant seulement l’hypothe`se du the´ore`me 0.11.
• Une autre difficulte´ technique est apporte´e en modifiant les conditions
sur l’ensemble de contraintes C. Du point de vue des mathe´matiques, la dif-
ficulte´ de se placer dans un cadre non compact re´sulte de l’absence de bons
controˆles d’inte´grabilite´.
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Deuxie`me partie
E´tude en filtration
CONTINUE
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Chapitre 1
Introduction
Dans ce chapitre, notre but est d’e´tendre au cadre d’une filtra-
tion suppose´e continue mais non ne´cessairement brownienne les re´sultats
ge´ne´raux obtenus sur les EDSR quadratiques notamment dans [KOB] ou
[LEP98].
Apre`s avoir introduit le cadre d’e´tude et pre´cise´ la forme des EDSR
que l’on e´tudie, on s’inte´resse pre´cise´ment aux questions de l’existence et
de l’unicite´, avec l’objectif d’affiner les hypothe`ses sur les parame`tres de
l’EDSR. Se basant sur les re´sultats obtenus dans le cadre brownien, on est
amene´ dans un premier temps a` conside´rer une condition terminale borne´e.
Sous de bonnes hypothe`ses sur le ge´ne´rateur de notre EDSR, il est alors
possible de de´montrer des re´sultats d’existence et d’unicite´ : la preuve de
ces re´sultats constitue le corps principal de cette premie`re partie de la the`se.
La dernie`re e´tape dans le raffinement des hypothe`ses consiste a` s’inte´resser
au cas ou` la condition terminale est non borne´e. De manie`re analogue a`
l’article [BRI06], nous sommes en mesure d’e´tablir l’existence d’une solution
pour une EDSR quadratique du meˆme type que celle pre´ce´demment e´tudie´e.
Par contre, le raisonnement pre´ce´demment employe´ pour l’unicite´ dans le
cadre d’une condition terminale borne´e n’est plus valable.
A la fin de cette partie, nous donnons comme motivation supple´mentaire
de cette e´tude une application au proble`me de maximisation de l’utilite´ d’un
portefeuille. L’utilisation d’une me´thode de re´solution dynamique (employe´e
aussi dans [ELK00] et [HU05]) fait naturellement apparaitre une EDSR
quadratique et la solution du proble`me d’optimisation s’exprime en fonc-
tion de la solution de cette EDSR. Afin de re´soudre ce proble`me issu de
la mathe´matique financie`re, nous emploierons ainsi des outils de´ja` connus
tel que le principe d’optimalite´ pour les martingales et les me´thodes pour
les EDSR non line´aires que sont les EDSR quadratiques. Nous verrons ainsi
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comment l’e´tude the´orique mene´e permet de re´soudre le proble`me financier,
ceci pour trois types de fonction d’utilite´. Nous concluons cette premie`re par-
tie de la the`se par une application de nos re´sultats a` un proble`me financier
tre`s lie´ a` notre proble`me d’optimisation. Cette dernie`re application consiste,
d’une part, a` donner l’expression (en termes de solutions d’EDSR) du prix
d’indiffe´rence vis a` vis de l’utilite´ et, d’autre part, a` justifier de re´sultats
asymptotiques portant sur ce prix (ces re´sultats seront e´tablis pour l’utilite´
exponentielle et ge´ne´ralisent a` notre cadre des re´sultats de´ja` pre´sents dans
[BEC06]).
1.1 Le cadre continu
Dans tout le chapitre, on se place sur l’espace probabilise´ (Ω, F, P),
espace qui est muni :
• d’une filtration F = (Ft)t satisfaisant les “hypothe`ses usuelles” (au sens
de´fini dans [PRO], i.e. continue a` droite et comple`te).
• d’une martingale locale M d-dimensionnelle et continue.
On suppose de plus que F est continue au sens suivant :
toutes les martingales locales de F sont continues.
Dans la suite, on utilisera la notation | · | pour repre´senter la norme eu-
clidienne sur R ou Rd (lorsque d > 1) et, d’autre part, T e´tant un temps
de´terministe fixe´, les processus conside´re´s sont de´finis sur [0, T ]. Se re´fe´rant
a` la remarque de la section 3 dans [MAN05], on obtient le re´sultat suivant :
toute F-martingale re´elle, locale (et donc continue) et s’e´crit sous la forme :
K = Z ·M + L, (1.1)
Z e´tant un processus F-pre´visible localement de carre´ inte´grable et a` valeurs
dans Rd et L e´tant une martingale re´elle de carre´ inte´grable et continue, qui
est orthogonale a` M (i.e. pour tout i, 〈M i, L〉 = 0). Pour cette martingale
M (continue et de carre´ inte´grable), la notation 〈M〉 introduite dans la
de´finition 0.1 en section 0.2.3 de´signe ici le compensateur pre´visible de M
qui est a` valeurs dans Rd×d et est de´fini par 〈M〉 := (〈M i,M j〉)(i,j)∈{1,··· ,d}2 .
On rappelle la de´finition du processus re´el 〈M i,M j〉
∀i, j, M iM j − 〈M i,M j〉 est une martingale re´elle locale.
L’e´criture donne´e par (1.1) n’est autre que la de´composition de Galchouk-
Kunita-Watanabe deK, les processus Z et L e´tant de´finis de manie`re unique
(a` indistinguabilite´ pre`s). La notation Z ·M repre´sente simplement l’inte´grale
stochastique du processus Z respectivement a` la martingale M . On utilisera
la notation ZsdMs pour la forme diffe´rentielle.
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D’autre part et comme conse´quence simple de l’ine´galite´ de Kunita-
Watanabe (valable pour toute martingale locale continue), la mesure
d〈M i,M j〉 associe´e a` chaque composante du processus note´ 〈M〉 est ab-
solument continue respectivement a` dC˜ =
∑
i d〈M
i〉. Se re´fe´rant ici a` la
Proposition 1.15 (chapter IV, [REV]), on peut e´crire pour tout i, j∫ t
0
|d〈M i,M j〉s| ≤
√
〈M i〉t
√
〈M j〉t ≤
1
2
(〈M i〉t + 〈M
j〉t).
Toutefois, le processus C˜ e´tant en ge´ne´ral non borne´, on de´finit pour tout
t le processus C par Ct = arctan(C˜t). Ce dernier est un processus re´el
borne´ et croissant. Comme dCt =
1
1+C˜2t
dC˜t, chaque composante d〈M
i,M j〉
qui est associe´e au processus de variation quadratique 〈M〉 est absolument
continue par rapport a` la mesure associe´e au processus croissant C. Pour
tout i, j, il existe un processus pre´visible zi,j tel que d〈M i,M j〉s = z
i,jdCs.
Puisque le processus z =(zi,j) prend ses valeurs dans l’ensemble des matrices
syme´triques positives, celui-ci s’e´crit : zs = m
′
sms. On pre´cise que m est un
processus pre´visible a` valeurs dans Rd×d et que la notation m
′
de´signe le
processus a` valeurs matricielles qui est de´fini, P-p.s. pour tout s, comme
suit :
∀i, j, (m
′
s)
i,j := (ms)
j,i.
On suppose finalement que, P-p.s. et pour tout s, la matrice m
′
sms est in-
versible. Cette hypothe`se d’inversibilite´ est a` rapprocher de celle d’uniforme
ellipticite´ de la volatilite´ (traditionnellement note´e σ), qui est une hypothe`se
classique dans le cadre brownien.
1.2 Les EDSR e´tudie´es
Pre´sentation des objets d’e´tude
L’objectif de l’e´tude the´orique du chapitre 2 est de re´soudre l’EDSR
unidimensionnelle donne´e sous la forme :
(Eq1)
{
dYs = −F (s, Ys, Zs)dCs −
β
2d〈L〉s + ZsdMs + dLs
YT = B,
ou` β est un parame`tre re´el, F de´signe le ge´ne´rateur de l’EDSR et B est
la condition terminale de l’EDSR, qui est, sauf mention contraire, suppose´e
borne´e. Une solution a` l’EDSR (Eq1) de parame`tres (F, β,B) est alors un
triplet de processus (Y , Z, L) satisfaisant les conditions suivantes :
• Le triplet (Y, Z, L) est a` valeurs dans S∞ × L2(d〈M〉 ⊗ dP)×M2([0, T ])
(cet espace est introduit au paragraphe 0.4) avec L satisfaisant : 〈L,M〉 = 0,
• et (Y, Z, L) satisfait l’EDSR(F, β,B) et la fonction (s, ω)→ F (s, Ys(ω), Zs(ω))
est telle que :
∫ T
0
|F (s, Ys, Zs)|dCs <∞, P-p.s.
48 CHAPITRE 1. INTRODUCTION
on donne ci-dessous la de´finition des normes sur cet espace :
|Y |S∞ = |ess sup
t,ω
|Yt||L∞ ,
|Z|L2(d〈M〉⊗dP) =
(
E(
∫ T
0
|msZs|
2dCs)
) 1
2
, et : |L|M2([0,T ]) =
(
E(|LT |
2)
) 1
2 .
Dans la suite, lorque l’on fait re´fe´rence a` cette EDSR, on utilise la nota-
tion l’EDSR(F, β,B). Cette forme particulie`re d’EDSR a de´ja` e´te´ introduite
dans [MAN05] (avec la meˆme hypothe`se de continuite´ de la filtration) et le
cas particulier de l’EDSR(0, β,B) de ge´ne´rateur nul a de´ja` e´te´ e´tudie´ dans
cet article. La particularite´ de cette EDSR est l’introduction du parame`tre
β en sus des parame`tres classiques que sont le ge´ne´rateur F = F (s, y, z), qui
est une fonction ale´atoire P([0, T ])×B(R)×B(Rd)-mesurable, et la condition
terminale B.
Afin de justifier l’introduction d’une seconde classe d’EDSR, on pre´cise
en quoi consiste la difficulte´ majeure. Celle ci provient de la pre´sence du
terme de´pendant du processus 〈L〉. En effet, meˆme si l’on suppose seule-
ment que le ge´ne´rateur F associe´ a` une EDSR du type (Eq1) est lipschitzien
par rapport a` y et z, on ne sait pas e´tablir de re´sultat d’existence. Ceci justi-
fie donc l’introduction d’une seconde classe d’EDSR pour laquelle l’existence
est plus simple a` e´tablir et qui est donne´e sous la forme
(Eq2)
{
dUs = −g(s, Us, Vs)dCs + VsdMs + dNs
UT = e
βB.
Cette EDSR (Eq2) sera note´e, par la suite, EDSR(g, eβB) (elle est ca-
racte´rise´e de fac¸on unique par le ge´ne´rateur g et par la condition terminale
eβB).
De´marche de l’e´tude the´orique
On re´sume la de´marche qui est suivie par la suite pour justifier l’exis-
tence a` l’EDSR(F, β,B) (de type (Eq1)) : l’ide´e consiste a` montrer, a` l’aide
d’un changement de variable exponentiel (et de fac¸on similaire a` [BRI06]), un
re´sultat de correspondance entre l’existence d’une solution pour l’EDSR(F, β,B)
de type (Eq1) et l’existence d’une solution l’EDSR(g, eβB) de type (Eq2).
Dans un premier temps, on suppose l’existence d’une solution a` la premie`re
e´quation. On effectue alors un changement de variable formel en posant
U = exp(βY ) et on en de´duit l’expression suivante du ge´ne´rateur g en fonc-
tion d’un ge´ne´rateur F fixe´
g(s, u, v) =
(
βuF (s,
ln(u)
β
,
v
βu
)−
1
2u
|msv|
2
)
1u>0. (1.2)
Une fois que cette correspondance entre solutions des deux types d’EDSR
est e´tablie, cela permet de ramener l’e´tude de l’existence a` l’EDSR(F, β,B)
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de type (Eq1) a` celle de l’existence pour une EDSR de type beaucoup plus
simple. En effet, la forme de la partie a` variation finie de l’e´quation de type
(Eq2) ne contient plus de terme faisant intervenir le processus de variation
quadratique 〈L〉. Cette EDSR (Eq2) a de´ja` e´te´ e´tudie´e dans le contexte
d’une filtration continue ge´ne´rale par [ELK97a] mais sous l’hypothe`se que
le ge´ne´rateur g est lipschitzien (par rapport a` chacune des deux variables).
Hypothe`ses
On e´nonce ci-dessous les diverses hypothe`ses que l’on impose au ge´ne´rateur
F de l’EDSR(F, β,B) de type (Eq1) que l’on souhaite e´tudier. La premie`re
se´rie d’hypothe`ses concerne le controˆle de la croissance du ge´ne´rateur F (ces
hypothe`ses sont valables P-p.s. et pour tout s) :
∃ α¯ ≥ 0, t.q.
∫ T
0
α¯sdCs ≤ a, et ∃ b, γ, C1 > 0,


(H1) |F (s, y, z)| ≤ α¯s + bα¯s|y|+
γ
2
|msz|
2,
γ satisfaisant : γ ≥ |β| et : γ ≥ b,
(H
′
1) |F (s, y, z)| ≤ α¯s +
γ
2
|msz|
2.
(H
′′
1 ) −C1(α¯s + |msz|) ≤ F (s, y, z) ≤ α¯s +
γ
2
|msz|
2.
On introduit une seconde hypothe`se (H2) qui concerne le controˆle des
accroissements du ge´ne´rateur F de l’EDSR (Eq1). Afin de de´montrer un
re´sultat d’unicite´ pour les EDSR du type (Eq1) caracte´rise´es par les pa-
rame`tres (F, β,B), on impose les conditions suivantes sur le ge´ne´rateur F :
on conside`re, d’une part, les constantes µ et CF (cette dernie`re ne de´pend
que des parame`tres associe´s au ge´ne´rateur), et d’autre part, θ un proces-
sus pre´visible et cθ une constante telle que
∫ T
0
|msθs|
2dCs ≤ cθ, (hypothe`se
entrainant le caracte`re BMO de θ ·M) et on de´finit alors l’hypothe`se (H2)
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comme suit :
(H2)


∀ z ∈ Rd, ∀y1, y2 ∈ R,
(y1 − y2)(F (s, y1, z)− F (s, y2, z)) ≤ µ|y1 − y2|2,
∃ θ t.q.
∫ T
0
|msθs|
2dCs ≤ cθ, ∀ y ∈ R, ∀ z
1, z2 ∈ Rd,
|F (s, y, z1)− F (s, y, z2)|
≤ C(|msθs|+ |msz
1|+ |msz
2|)|ms(z
1 − z2)|.
Afin de ve´rifier les hypothe`ses ne´cessaires au the´ore`me de Girsanov, nous
aurons recours a` la notion de martingale BMO donne´e par la de´finition 0.1
dans la section 0.2.3 de l’introduction. Dans le cadre d’une martingale M
continue, la de´finition de martingale BMO (e´quivalente dans ce cadre) qui
est utilise´e dans la suite est la suivante
∃ c > 0, EFτ (〈M〉T − 〈M〉τ ) ≤ c,
pour tout temps d’arreˆt τ de la filtration F . La norme BMO e´tant alors
de´finie comme e´tant la plus petite constante c telle que l’ine´galite´ pre´ce´dente
soit ve´rifie´e.
On notera BMO(M) l’espace des processus Z a` valeurs dans R qui sont
tels que Z ·M soit une martingale BMO (pour des re´sultats plus pre´cis sur
la notion BMO, on renvoie le lecteur a` [MEY]). Cette notion de martin-
gale BMO est essentielle afin de ve´rifier l’appartenance des exponentielles
stochastiques a` la classe (D). D’autres crite`res ont e´te´ donne´s pour des expo-
nentielles de martingales discontinues notamment dans [LEP78]. L’existence
de ces crite`res se re´ve´le tre`s utile quand il s’agit de justifier l’e´quivalence
entre deux mesures de probabilite´ ainsi que l’emploi d’un the´ore`me de Gir-
sanov (pour un e´nonce´ pre´cis, on renvoie a` [JAC]).
Remarque 1
L’hypothe`se (H1) est plus ge´ne´rale que (H
′
1) et (H
′′
1 ). Nous aurons suc-
cessivement besoin d’hypothe`ses plus simples pour e´tablir le re´sultat cen-
tral, i.e. le the´ore`me d’existence. Ainsi, l’hypothe`se (H
′
1) est naturellement
introduite au de´but de la preuve de l’existence a` l’aide d’un argument de
troncature (en y). La dernie`re hypothe`se fournit quant a` elle une crois-
sance au plus line´aire de la borne infe´rieure du ge´ne´rateur g. On exploitera
cette condition particulie`re en se re´fe´rant notamment a` la proposition 4 de
[BRI06] ou a` [LEP98], afin d’e´tablir l’existence d’une solution minimale. La
construction se faisant a` l’aide d’une approximation monotone, on obtient
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seulement une solution minimale (ou maximale) et le raisonnement a` lui
seul ne permet pas de garantir l’unicite´ de solutions (ceci contrairement au
cadre Lipschitz classique ou` l’utilisation de la me´thode ite´rative de Picard et
d’un the´ore`me du point fixe permet de justifier a` la fois existence et unicite´).
Remarque 2
• L’hypothe`se pre´cise sur le processus θ peut sembler restrictive : une
condition suffisante afin de prouver l’unicite´, serait de supposer uniquement
que θ ·M est une martingale BMO. En effet, se re´fe´rant aussi a` [HU05],
cette condition de martingale BMO est suffisante afin de pouvoir utiliser
le the´ore`me de Girsanov. Toutefois, cette condition un peu plus restrictive
est ne´cessaire pour justifier les estimations a priori pre´cises du lemme 2.1
e´nonce´ dans la section qui suit. D’autre part, anticipant ici sur l’application
en finance, la constante cθ associe´e a` ce processus sera relie´e directement a`
l’hypothe`se de bornitude du mean-variance tradeoff.
• En ce qui concerne la constante µ, on renvoie e´galement le lecteur a`
l’hypothe`se analogue appele´e hypothe`se de monotonie (par rapport a` la va-
riable y), qui a de´ja` e´te´ utilise´e dans le cadre d’un ge´ne´rateur lipschitzien
par rapport a` sa deuxie`me variable z par [PAR99] ou aussi dans le cadre
d’une filtration admettant des sauts par [ROY03].
• Le second controˆle dans (H2) porte quant a` lui sur les accroissements
en la variable z et ce type de controˆle a de´ja` e´te´ exploite´ dans un cadre
brownien dans [HU05]. Cette hypothe`se sera essentielle dans la preuve de
l’unicite´ (section 2.2.2) pour justifier qu’une exponentielle stochastique est
une vraie martingale et appliquer une transformation de Girsanov.
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Chapitre 2
E´tude de l’EDSR
quadratique
2.1 Re´sultats the´oriques dans le cas borne´
L’objet de ce chapitre consiste a` e´tablir l’ensemble des re´sultats the´oriques
concernant l’EDSR (Eq1) introduite au chapitre pre´ce´dent dans le cadre de
la filtration continue et sous l’hypothe`se que la condition terminale B est
borne´e.
Avant d’e´noncer les diffe´rents re´sultats, on donne quelques commentaires :
tout d’abord, les preuves des re´sultats centraux que sont les the´ore`mes
d’existence et d’unicite´ s’appuient sur un premier lemme fondamental. Ce
lemme fournit des estimations a` priori sur la norme de tout triplet de pro-
cessus solution (appartenant donc a` S∞ × L2(d〈M〉 ⊗ dP) × M2([0, T ])).
Nous l’e´nonc¸ons ci-dessous pour le cas de l’EDSR (Eq1), en remarquant que
cela entraine le re´sultat pour la seconde EDSR. Cette dernie`re est un cas
particulier de la premie`re EDSR (Eq1) de parame`tres (F, β,B) (correspon-
dant simplement au cas ou` le parame`tre β est nul). Un lien pre´cis entre les
deux types d’EDSR ((Eq1) et (Eq2)) est e´tudie´ lors de la preuve du re´sultat
d’existence.
Lemme 2.1 On conserve les notations du chapitre pre´ce´dent en conside´rant
une EDSR de type (Eq1) de parame`tres (F, β,B) et dont le ge´ne´rateur F
ve´rifie (H1). Il existe trois constantes c, C, C
′
qui ne de´pendent que des
parame`tres γ, a, b (donne´s par (H1)) ainsi que de |B|∞, telles que, pour
toute solution (Y , Z, L) de l’EDSR, on ait :
P-p.s. et pour tout F-temps d’arreˆt τ,
(i) ∀ t, c ≤ Yt ≤ C,
(ii) EFτ
(∫ T
τ
|msZs|
2dCs + 〈L〉T − 〈L〉τ
)
≤ C
′
.
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Remarque au Lemme 2.1
Les trois constantes c, C et C
′
vont eˆtre explicite´es par la suite. Le point
essentiel de ce lemme est donne´ par l’assertion (i), assertion concernant le
controˆle dans S∞ de toute solution de (Eq1). Ainsi, la preuve de l’assertion
(ii) repose fortement sur l’existence d’un controˆle de la norme du proces-
sus Y dans S∞. L’inte´reˆt de l’assertion (ii) est le controˆle de la norme des
inte´grales stochastiques dans l’espace des martingales BMO. Cette proprie´te´
sera utilise´e a` plusieurs reprises :
1. dans la preuve de l’unicite´, pour justifier le the´ore`me de Girsanov,
2. dans la dernie`re e´tape de l’existence, ceci pour montrer la convergence
forte des suites (V n) et (Nn) dans leurs espaces de Hilbert respectifs,
a` savoir L2(d〈M〉 ⊗ dP) et M2([0, T ]).
On e´nonce alors ci-apre`s les re´sultats principaux :
The´ore`me 2.1 Supposons que l’EDSR donne´e par (F, β,B) soit telle
que F ve´rifie (H1), alors il existe au moins une solution (Y , Z, L) a` l’EDSR
(Eq1) appartenant a` S∞ × L2(d〈M〉 ⊗ dP)×M2([0, T ]).
On donne ci-dessous le re´sultat de comparaison que nous allons e´tablir pour
toute EDSR de type (Eq1) et on note que le re´sultat d’unicite´ (qui est donne´
comme corollaire) est un sous produit de ce re´sultat de comparaison.
The´ore`me 2.2 On conside`re deux EDSR de type (Eq1) et de parame`tres
respectifs (F 1, β,B1) et (F 2, β,B2) (F 1 et F 2 satisfaisant les hypothe`ses
(H1) et (H2)) et on suppose l’existence de solutions respectives (Y
1, Z1,
L1) et (Y 2, Z2, L2) a` chacune de ces EDSR. Si les parame`tres satisfont en
outre les conditions qui suivent :
– ξ1 ≤ ξ2, P-p.s.,
– F 1(s, Y 1s , Z
1
s ) ≤ F
2(s, Y 1s , Z
1
s ), P-p.s. et pour tout s,
alors, on en de´duit :
Y 1s ≤ Y
2
s , P-p.s. et pour tout s.
Corollaire 2.1 Pour toute EDSR de type (Eq1) de parame`tres (F, β,B)
dont le ge´ne´rateur satisfait les hypothe`ses (H1) et (H2), il existe une unique
solution (Y , Z, L) appartenant a` S∞ × L2(d〈M〉 ⊗ dP)×M2([0, T ]).
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2.2 Preuve des diffe´rents re´sultats
2.2.1 Estimations a` priori
Preuve du lemme 2.1 Dans cette e´tape, on suppose connue (au
moins) une solution (Y , Z, L) de l’EDSR (Eq1) dont le ge´ne´rateur F satis-
fait (H1)) et on proce`de en comparant le processus U (de´fini par U := e
γY )
a` un processus ade´quat. Cette de´marche est analogue a` celle employe´e dans
un cadre brownien par [BRI06]. Par de´finition, cette solution (Y, Z, L) ap-
partient a` S∞×L2(d〈M〉 ⊗ dP)×M2([0, T ]) et, en particulier, le processus
Y est borne´ et a` trajectoires continues. Afin de justifier cette proce´dure et
dans le but de prouver l’assertion (i), on introduit alors les processus U et
V comme suit : Ut = e
γYt , Vt = γe
γYtZt (γ > 0). On applique la formule
d’Itoˆ au processus U , de sorte que U est solution de l’EDSR suivante :{
dUt = −g(t, Ut, Vt)dCt + VtdMt + γUtdLt −
1
2γUt(β − γ)d〈L〉t,
UT = e
γB,
avec le ge´ne´rateur g qui a pour expression :
g(s, u, v) = γu
(
F (s,
ln(u)
γ
,
v
γu
)−
γ
2
|ms
v
γu
|2
)
1u>0.
On obtient ainsi une borne supe´rieure pour g qui ne de´pend plus du terme
quadratique |msv|
2). De´sormais, on exploite la condition : γ ≥ |β| (donne´e
par (H1)) ainsi que l’hypothe`se (H1) sur F , pour obtenir le controˆle suivant
de g :
g(s, u, v) ≤ γα¯su(1 +
b
γ
| ln(u)|)1u>0. (2.1)
Posant de`s lors : z = B(ω), lorsque cette quantite´ est finie (ce qui est ve´rifie´
presque suˆrement), on s’inte´resse a` la solution (φt(z)) de l’e´quation suivante :
φt(z) = e
γz +
∫ T
t
h(s, φs)dCs,
avec h donne´ par :
h(s, x) = γα¯sx(1 +
b
γ
ln(x))1x>1 + γα¯s1x≤1.
Pour z ≥ 0, la solution φ(z) est donne´e par
φt(z) = exp(γ
e
R T
t
bα¯udCu − 1
b
) exp(γze
R T
t
bα¯udCu). (2.2)
On souhaite alors justifier le controˆle suivant, P-p.s. et pour tout t (t ∈ [0, T ])
eγ|Yt| ≤ Φt(|B|) (et Φt(|B|) = E(φt(|B|)|Ft))), (2.3)
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avec le processus Φ(|B|) dont l’expression est donne´e (en remplac¸ant z par
|B| dans (2.2)) par :
∀ t, Φt(|B|) = E
(
exp(γ
e
R T
t
bα¯udCu − 1
b
) exp(γ|B|e
R T
t
bα¯udCu)|Ft
)
.
Afin de justifier (2.3), on fixe t (t appartenant a` [0, T ]) et on commence
par appliquer la formule d’Itoˆ-Tanaka au processus (U(s, |Ys|))s∈[t,T ] qui est
de´fini comme suit :
U(s, |Ys|) := exp
(
γ
(exp(∫ s
t
bα¯udCu)− 1
b
)
+ γ|Ys| exp(
∫ s
t
bα¯udCu)
)
.
Avec cette de´finition, on remarque que : U(t, |Yt|) = e
γ|Yt|. Par souci de
clarte´, on commence par rappeler la formule d’Itoˆ-Tanaka pour le processus
|Y |
d|Ys| = −sign(Ys)F (s, Ys, Zs)dCs − sign(Ys)
β
2d〈L〉s + dL¯s
+sign(Ys)
(
ZsdMs + dLs
)
,
ou` L¯ est le temps local de Y (ce processus est croissant) et on de´finit le
processus H := (Hs)s∈[t,T ] en posant
Hs := ln(U(s, |Ys|)) = γ
(exp(∫ s
t
bα¯udCu)− 1
b
)
+ γ|Ys| exp(
∫ s
t
bα¯udCu).
La formule d’Itoˆ applique´e sous forme diffe´rentielle au processus (U(s, |Ys|))s∈[t,T ]
donne :
d(eHs) = eHsdHs +
1
2
eHsd〈H〉s, avec : (2.4)
dHs = e
R s
t
bα¯udCu
((
γα¯s − γsign(Ys)F (s, Ys, Zs) + γbα¯s|Ys|
)
dCs
)
+ e
R s
t
bα¯udCu
(
− γ β2 sign(Ys)d〈L〉s + γdL¯s
)
+ γe
R s
t
bα¯udCusign(Ys)
(
ZsdMs + dLs
)
,
et :
d〈H〉s = γ
2e2
R s
t
bα¯udCu
(
|msZs|
2dCs + d〈L〉s
)
.
On re´e´crit alors la formule donne´e par (2.4) en regroupant, d’une part, tous
les termes de la partie a` variation finie et, d’autre part, ceux de la partie
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martingale locale, ce qui fournit :
e−
R s
t
bα¯udCu
(deHs
eHs
)
=
=
(
γα¯s − γsign(Ys)F (s, Ys, Zs) + γbα¯s|Ys|+
γ2
2 e
R s
t
bα¯udCu |msZs|
2
)
dCs
+ γdL¯s +
γ
2
(
γe
R s
t
bα¯udCu − βsign(Ys)
)
d〈L〉s
+ γsign(Ys)
(
ZsdMs + dLs
)
.
On justifie de´sormais la positivite´ de l’ensemble des termes des deux premie`res
lignes du membre de droite dans l’e´galite´ pre´ce´dente. D’une part, on a le
controˆle suivant (qui provient de (H1))
|γsign(Ys)F (s, Ys, Zs)| ≤ γα¯s + γbα¯s|Ys|+
γ2
2
|msZs|
2.
D’autre part, puisque α¯ est un processus positif et : γ ≥ |β|, il en re´sulte :
∀ s ≥ t,

 et
(
γ2e
R s
t
bα¯udCu − γ2
)
≥ 0,
(
γe
R s
t
bα¯udCu − βsign(Ys)
)
≥ 0.
Le processus U := (U(s, |Ys|))s∈[t,T ] est donc e´gal a` la somme d’un processus
croissant et d’une martingale locale. On effectue alors une proce´dure de
localisation : il existe une suite croissante (τk) de temps d’arreˆt a` valeurs
dans [t, T ] telle que (U(s ∧ τk, |Ys∧τk |) est une sousmartingale. Il en re´sulte
donc
eγ|Yt| = U(t, |Yt|) ≤ E
(
U(T ∧ τk, |YT∧τk |)|Ft
)
.
De´sormais, puisque (U(s, |Ys|)) est borne´ (du fait des hypothe`ses sur les
processus et, en particulier, sur |Y |), on justifie a` l’aide du the´ore`me de
convergence borne´e, le passage a` la limite, lorque k tend vers +∞, ce qui
fournit :
eγ|Yt| ≤ E
(
U(T, |YT |)|Ft
)
.
(le terme du membre de droite coincide avec Φt(|B|) puisque YT := B). La
majoration donne´e par (2.3) est donc satisfaite et la de´croissance (au sens
presque suˆre) de t→ φt(|B|) permet de de´duire l’estimation suivante :
P-p.s. et pour tout t, |Yt| ≤
1
γ
ln
(
E(φ0(|B|)|Ft
)
.
Enfin, puisque : φ0(|B|) ≤ exp
(
γ(a¯+ |B|∞e
ba)
)
, P-p.s. du fait des controˆles
donne´s par (H1) et posant : a¯ :=
eba−1
b
, l’assertion (i) du lemme 2.1 est
ve´rifie´e avec les constantes c et C donne´es par
C := (a¯+ |B|∞e
ba) et c := −(a¯+ |B|∞e
ba) (soit : c = −C).
58 CHAPITRE 2. E´TUDE DE L’EDSR QUADRATIQUE
Afin de justifier l’estimation (ii), on applique la formule d’Itoˆ au proces-
sus ψγ(Y +m0) (m0 est une constante qui sera pre´cise´e par la suite) et on
conside`re ψγ de´fini comme suit :
ψγ(x) =
eγx − 1− γx
γ2
.
Cette fonction satisfait les proprie´te´s suivantes :
ψγ
′(x) ≥ 0, si x ≥ 0, ainsi que : − γψ
′
γ + ψ
′′
γ = 1.
Y e´tant un processus borne´, on pose : m0 := −|Y |S∞ , ce qui entraine :
P-p.s, ∀s ∈ [0, T ], Ys +m0 ≥ 0.
Conside´rant τ un F-temps d’arreˆt arbitraire, on prend l’espe´rance condi-
tionnelle respectivement a` Fτ dans la formule d’Itoˆ inte´gre´e entre τ et T
pour ψγ(Y +m0),
ψγ(Yτ +m0)− E
Fτ (ψγ(YT +m0))
= − EFτ
(∫ T
τ
ψ
′
γ(Ys +m0)(−F (s, Ys, Zs)dCs −
β
2
d〈L〉s)
)
− EFτ
(∫ T
τ
ψ
′
γ(Ys +m0)(ZsdMs + dLs)
)
− EFτ
(∫ T
τ
ψ
′′
γ
2
(Ys +m0)
(
|msZs|
2dCs + d〈L〉s
))
.
Pour justifier que l’espe´rance conditionnelle du second terme du membre de
droite de l’ine´galite´ est nulle, on exploite les proprie´te´s suivantes
• la bornitude de ψ
′
γ(Y +m0),
• le caracte`re de martingale de Z · M et L : celui ci est assure´, car
(Y, Z, L) est solution de l’EDSR et donc, de ce fait, les deux inte´grales
stochastiques sont de carre´ inte´grable.
Il reste a` exploiter la borne supe´rieure de F donne´e par (H1) et des mani-
pulations simples pour re´e´crire la formule d’Itoˆ de la fac¸on suivante :
ψγ(Yτ +m0) −E
Fτψγ(YT +m0)
≤ EFτ
∫ T
τ
ψ
′
γ(Ys +m0)(|α¯s|(1 + b|Y |S∞)dCs
+EFτ
∫ T
τ
(
β
2
ψ
′
γ −
1
2
ψ
′′
γ )(Ys +m0)d〈L〉s
+EFτ
∫ T
τ
(
γ
2
ψ
′
γ −
1
2
ψ
′′
γ )(Ys +m0)|msZs|
2dCs.
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Les deux termes du membre de gauche ainsi que le premier du membre de
droite sont borne´s (ces bornes e´tant de surcroit inde´pendantes de τ , du fait
de l’hypothe`se d’inte´grabilite´ de α¯). Se souvenant que γ ≥ |β|, on obtient
pour tout x, x ≥ 0
f1(x) =
1
2
(−γψ
′
γ + ψ
′′
γ )(x) =
1
2
> 0, d’une part,
1
2
(−βψ
′
γ + ψ
′′
γ )(x) = f1(x) +
1
2
(−β + γ)ψ
′
γ(x) ≥
1
2
, d’autre part .
Utilisant ces ine´galite´s avec x= Ys+m0, quantite´ positive (presque suˆrement),
on en de´duit l’existence d’une constante C
′
(cette constante est inde´pendante
de τ et ne de´pend seulement que des parame`tres a, b, γ et |B|∞) telles que
l’assertion (ii) soit satisfaite.

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2.2.2 Preuve de l’unicite´
Preuve du The´ore`me 2.2 On applique la meˆme proce´dure de line´arisation
que celle employe´e dans [HU05] (dans le cadre brownien) afin de justifier
l’emploi du the´ore`me de Girsanov a` l’aide d’un changement de probabilite´
ade´quat.
Sous l’hypothe`se que les ge´ne´rateurs F 1 et F 2 satisfont (H1) et (H2)), on
suppose l’existence de deux solutions note´es (Y 1, Z1, L1) et (Y 2, Z2, L2) aux
EDSR de type (Eq1) et de parame`tres respectifs (F 1, β,B1) et (F 2, β,B2).
On note tout d’abord par Y 1,2 le processus de´fini par Y 1,2 := Y 1−Y 2 (Z1,2
et L1,2 e´tant de´finis de manie`re similaire).
On conside`re la semimartingale (Y˜ 1,2) de´finie en posant, pour tout t,
Y˜
1,2
t = e
2µCt |Y 1,2t |
2 et on donne ci-dessous la formule d’Itoˆ sous forme
diffe´rentielle :
dY˜ 1,2s = 2µY˜
1,2
s dCs + e
2µCs2Y 1,2s dY
1,2
s +
1
2
e2µCs2d〈Y 1,2〉s.
Or, Y 1 et Y 2 e´tant des solutions de deux EDSR de type (Eq1), on a :
dY 1,2s = −(F
1(s, Y 1s , Z
1
s )− F
2(s, Y 2s , Z
2
s ))dCs −
β
2
d(〈L1〉s − 〈L
2〉s) + dKs,
avec : dK = Z1,2dM + dL1,2, ou` K repre´sente la partie martingale. On
re´e´crit la formule d’Itoˆ, entre t et un temps d’arreˆt τ (t ≤ τ), comme suit :
Y˜
1,2
t − Y˜
1,2
τ = −
∫ τ
t
2µY˜ 1,2s dCs
+
∫ τ
t
e2µCs2Y 1,2s (F
1(s, Y 1s , Z
1
s )− F
2(s, Y 2s , Z
2
s ))dCs
+
∫ τ
t
e2µCs2Y 1,2s
β
2
d〈L1,2, L1 + L2〉s
−
∫ τ
t
e2µCs2Y 1,2s
(
Z1,2s dMs + dL
1,2
s
)
−
∫ τ
t
e2µCs
1
2
2d〈Y 1,2〉s .
On proce`de alors au de´coupage suivant du premier terme du membre de
droite :
F 1(s, Y 1s , Z
1
s )− F
2(s, Y 2s , Z
2
s ) = (F
1 − F 2)(s, Y 1s , Z
1
s )
+ F 2(s, Y 1s , Z
1
s )− F
2(s, Y 2s , Z
2
s ).
Du fait que le premier terme est ne´gatif (P-p.s.), on obtient la majoration
simple suivante
F 1(s, Y 1s , Z
1
s )− F
2(s, Y 2s , Z
2
s ) ≤ F
2(s, Y 1s , Z
1
s )− F
2(s, Y 2s , Z
2
s ).
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On applique ensuite une proce´dure de line´arisation au ge´ne´rateur F 2 qui
satisfait (H2) pour e´crire :
2Y 1,2s (F 2(s, Y 1s , Z
1
s )− F
2(s, Y 2s , Z
2
s ))
≤ 2µ|Y 1,2s |2 + 2Y
1,2
s (msκs)
′
(msZ
1,2
s ),
ou` le processus κ a` valeurs dans Rd est de´fini par :
 κs =
(F 2(s, Y 2s , Z
1
s )− F
2(s, Y 2s , Z
2
s ))Z
1,2
s
|msZ
1,2
s |2
, si |ms(Z
1,2
s )| 6= 0,
κs = 0, sinon.
Si on de´finit le processus A en posant, pour tout s :
As :=
(
2Y 1,2s (F 1(s, Y 1s , Z
1
s )− F
2(s, Y 2s , Z
2
s )
)
−
(
2µ|Y 1,2s |2 + 2Y
1,2
s (msκs)
′
(msZ
1,2
s )
)
,
ce dernier est alors ne´gatif et l’expression de la formule d’Itoˆ devient :
Y˜
1,2
t − Y˜
1,2
τ =
∫ τ
t
AsdCs −
∫ τ
t
e2µCs
1
2
2d〈Y 1,2〉s︸ ︷︷ ︸
≤0
+
∫ τ
t
2Y 1,2s e
2µCs(msκs)
′
(msZ
1,2
s )dCs
+
∫ τ
t
2Y 1,2s e
2µCs β
2
d〈L1,2, L1 + L2〉s
−
∫ τ
t
2e2µCsY 1,2s Z
1,2
s dMs −
∫ τ
t
2e2µCsY 1,2s dL
1,2
s
On conside`re alors les inte´grales stochastiques :
N =
(
2e2µCY 1,2Z1,2
)
·M, et N¯ = κ ·M, d’une part, et
L =
(
2Y 1,2e2µC
)
· L1,2, et L¯ =
β
2
(L1 + L2), d’autre part.
Si on de´finit la mesure de probabilite´ Q en posant :
dQ = E(κ ·M +
β
2
(L1 + L2))dP,
il re´sulte du the´ore`me de Girsanov que le processus :
N + L− 〈N + L, κ ·M +
β
2
(L1 + L2)〉,
est une martingale locale sous Q. En effet, se basant sur (H2), on obtient le
controˆle suivant :
|msκs| ≤ C(|msθs|+ |msZ
1
s |+ |msZ
2
s |),
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ce qui permet d’affirmer que : κ ·M + β2 (L
1+L2) est une martingale BMO,
graˆce a` l’estimation (ii) donne´e dans le Lemme 2.1 ainsi qu’a` l’hypothe`se
d’inte´grabilite´ de θ donne´e par (H2). On se re´fe`re ici aux re´sultats donne´s
dans [KAZ] pour conclure que l’exponentielle stochastique E(κ ·M + β2 (L
1+
L2)) est une densite´ de martingale. La formule d’Itoˆ se re´e´crit donc, entre t
et τ , sous la forme suivante :
Y˜
1,2
t − Y˜
1,2
τ =
∫ τ
t
AsdCs −
∫ τ
t
e2µCs
1
2
2d〈Y 1,2〉s
−
∫ τ
t
d(Ns − 〈Ns, N¯s〉+ Ls − 〈Ls, L¯s〉).
On utilise alors une proce´dure classique de localisation : il existe une suite
(τm) de temps d’arreˆt telle que le processus suivant : N−〈N, N¯〉+L−〈L, L¯〉
(arreˆte´ en τm) est une vraie martingale (la suite (τm) qui converge vers T est
prise telle que : t ≤ τm → T ). Prenant de´sormais l’espe´rance conditionnelle
sachant Ft sous la mesure Q dans la formule d’Itoˆ prise entre t et τ
m, on
obtient :
Y˜
1,2
t ≤ E
Q(Y˜ 1,2τm |Ft).
Appliquant le the´ore`me de convergence borne´e a` la suite (EQ(Y˜ 1,2τm |Ft))
lorsque m tend vers +∞, on peut conclure :
∀ t, Y˜ 1,2t ≤ B
1−B2 ≤ 0 Q-p.s. (et P-p.s, du fait de l’e´quivalence entre P et Q).
Pour conclure et prouver le re´sultat du corollaire 2.1 (a` savoir l’unicite´),
il suffit de remarquer que, lorsque les parame`tres des EDSR coincident, a`
savoir : F 1 = F 2 et B1 = B2, alors le raisonnement pre´ce´dent s’applique
aussi bien pour Y 1,2 et Y 2,1, ce qui entraine donc : Y 1t = Y
2
t , P-p.s. et pour
tout t.

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2.2.3 Preuve du re´sultat d’existence
Dans cette partie et afin d’e´tablir le re´sultat d’existence e´nonce´ au
the´ore`me 2.1, nous allons de´couper la preuve en trois e´tapes.
Dans une premie`re e´tape, on justifie qu’il est e´quivalent de montrer l’exis-
tence sous une nouvelle hypothe`se plus simple note´e (H
′
1) sur le ge´ne´rateur
F de l’EDSR(F, β,B) ou de la montrer sous l’hypothe`se (H1).
Dans une seconde e´tape, on introduit, par l’interme´diaire d’un calcul for-
mel, une EDSR interme´diaire de la forme (Eq2). L’objectif consiste alors a`
e´tablir une correspondance entre l’existence de solutions a` l’EDSR(F, β,B)
de type (Eq1) et a` celle de type (Eq2) caracte´rise´e par (g, eβB) (ou` l’ex-
pression de g est donne´e en fonction de F par (1.2)). Cette correspondance
est e´tablie lorsque le ge´ne´rateur F de la premie`re EDSR satisfait (H
′
1). Ceci
permet de justifier a posteriori le changement de variable ayant conduit a`
l’EDSR du type (Eq2) et d’exprimer une solution de l’EDSR(F, β,B) en
fonction d’une solution de l’EDSR(g, eβB) de type (Eq2).
La dernie`re e´tape consiste alors a` construire une solution a` l’EDSR(g, eβB)
de type (Eq2) et dont le ge´ne´rateur g satisfait (H
′
1), ce qui permet via le
re´sultat de correspondance e´tabli a` l’e´tape 2 de conclure au the´ore`me 2.1.
• E´tape 1 : Troncature en la variable y
On utilise les estimations du lemme 2.1 afin de simplifier les hypothe`ses
sur le ge´ne´rateur F de l’EDSR(F, β,B) de type (Eq1). Le but de cette e´tape
est de se restreindre a` l’hypothe`se suivante note´e (H
′
1)
(H
′
1) ∃α¯ ≥ 0
∫ T
0
α¯sdCs ≤ a˜ (a˜ > 0), |F (s, y, z)| ≤ α¯s +
γ
2
|msz|
2.
Supposons de`s lors possible la construction d’une solution de l’EDSR (Eq1)
sous (H
′
1) et expliquons alors comment en de´duire la construction sous (H1).
F satisfaisant (H1) avec les parame`tres a, b et γ, on de´finit K en posant :
K = |c|+|C| (les constantes c et C sont donne´es par l’assertion (i) du Lemme
2.1 ), et on introduit l’EDSR suivante :{
dY Ks = −F
K(s, Y Ks , Z
K
s )dCs −
β
2d〈L
K〉s + Z
K
s dMs + dL
K
s ,
Y KT = B,
ou` on a pose´ : FK(s, y, z) = F (s, ρK(y), z) et ou` la fonction troncature ρK
est de´finie comme suit :
ρK(x) =


−K si x < −K,
x si |x| ≤ K,
K si x > K,
ce qui conduit donc au controˆle suivant :
∀ s,∀y ∈ R, z ∈ Rd, |FK(s, y, z)| ≤ α¯s(1 + b|ρK(y)|) +
γ
2
|msz|
2.
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Puisque |ρK(x)| ≤ |x|, F
K satisfait encore (H1) avec les meˆmes parame`tres
que F . Pour toute solution (Y K , ZK , LK) de l’EDSR caracte´rise´e par (FK ,
β, B), K est un majorant de la norme de Y K dans S∞. D’autre part, FK
satisfait (H
′
1), quitte a` remplacer le processus α¯ par un nouveau processus α˜
de´fini, pour tout s, par : α˜s := α¯s(1+bK). Ce processus α˜ satisfait la meˆme
hypothe`se d’inte´grabilite´ que α¯ (a` savoir :
∫ T
0
α˜sdCs ≤ a˜(1 + bK) <∞, P-
p.s.).
Ceci justifie que, par abus et dans toute la suite, on conserve la notation α¯
prise dans l’hypothe`se (H1).
L’EDSR de type (Eq1) et de parame`tres (FK , β, B) est telle que FK
satisfait (H
′
1) : du fait de l’hypothe`se initiale faite dans cette e´tape, il existe
au moins une solution note´e (Y K , ZK , LK) de cette EDSR. La condition
|Y K | ≤ K e´tant clairement e´tablie, FK et F coincident le long des trajec-
toires de cette solution, ce qui entraine que (Y K , ZK , LK) est aussi une
solution de l’EDSR (Eq1) caracterise´e par (F , β, B).
• E´tape 2 : l’EDSR interme´diaire
On veut de´sormais justifier que, si on sait construire une solution (U, V,N)
a` l’EDSR de type (Eq2) et de parame`tres (g, eβB) avec g satisfaisant (H1),
on est en mesure de de´finir une solution (Y, Z, L) de l’EDSR de type (Eq1)
et de parame`tres (F , β, B) en posant :
Y :=
ln(U)
β
, Z :=
V
βU
, et L :=
1
βU
·N. (2.5)
Afin de mettre en e´vidence le lien entre les solutions respectives aux deux
EDSR pre´ce´demment e´voque´es, on en donne une justification formelle : on
suppose connue une solution (Y, Z, L) a` l’ EDSR de type (Eq1) et de pa-
rame`tres (F , β, B) et on de´finit alors le processus U en posant : U = eβY .
D’apre`s la formule d’Itoˆ, le processus U satisfait l’e´quation :
(1.2)
{
dUs = −g(s, Us, Vs)dCs + VsdMs + dNs
UT = e
βB,
avec V et N de´finis par : V = βUZ, N = βU · L, de sorte que V ·M +
N correspond a` la partie martingale de l’EDSR satisfaite par U , dont le
ge´ne´rateur g a pour expression (en fonction de F ) :
g(s, u, v) = βuF (s,
ln(u)
β
,
v
βu
)−
1
2u
|msv|
2.
La difficulte´ de´sormais est de donner un sens aux relations donne´es par
(2.5) et, pour ce faire, on commence par de´montrer l’existence d’estimations
pre´cises de la norme du processus U dans S∞, pour toute solution (U , V , N)
2.2. PREUVE DES DIFFE´RENTS RE´SULTATS 65
de l’EDSR (Eq2) caracte´rise´e par (g, eβB). Ceci n’est pas possible directe-
ment du fait de la singularite´ de g en la variable u et justifie donc l’introduc-
tion d’une nouvelle EDSR (plus particulie`rement d’un nouveau ge´ne´rateur
G, de´fini a` partir de g a` l’aide d’une troncature ade´quate). On re´sume l’ob-
jectif de cette de´marche : il s’agit de prouver que, sous l’hypothe`se que le
ge´ne´rateur F de l’EDSR (Eq1) satisfait (H
′
1), le ge´ne´rateur G de la nouvelle
EDSR de parame`tres (G, eβB) (et de type (Eq2)) satisfait (H1). Utilisant
alors le lemme 2.1, il est possible de donner des estimations pre´cises, afin
de conclure que toute solution de cette nouvelle EDSR caracte´rise´e par (G,
eβB) est aussi solution de l’EDSR donne´e par (g, eβB).
On de´finit G comme suit (avec c1 et c2 des constantes positives, dont les
expressions seront pre´cise´es plus tard)
G(s, u, v) = βρc2(u)F (s,
ln(u ∨ c1)
β
,
v
β(u ∨ c1)
)−
1
2(u ∨ c1)
|msv|
2,
ou` la de´finition de la fonction de troncature ρc2 est identique a` celle de
l’e´tape 1. Puisque F satisfait (H
′
1), on peut e´crire
|G(s, u, v)| ≤ (|β||u| ∧ c2)(α¯s +
γ|msv|
2
2|βc1|2
) +
|msv|
2
2c1
≤ |β|α¯su+
γˆ
2
|msv|
2,
avec γˆ = γc
2
|β||c1|2
+ 1
c1
et β˜ = |β|α¯. Par conse´quent, G satisfait (H1) avec les
parame`tres (toujours note´s a, b et γ) :
a := |β˜|L1(dC), b := 1, γ := γˆ.
Graˆce a` l’estimation (i) du lemme 2.1, on obtient l’estimation ci-dessous,
pour toute solution note´e (U c
1, c2 , V c
1, c2 , N c
1, c2) de l’EDSR donne´e par
(G, eβB) :
U c
1, c2
s ≤ e
a − 1 + |eβB|∞e
a, P -p.s. et pour tout s.
Ceci justifie de de´finir c2 par l’expression suivante c2 := ea − 1 + |eβB|∞e
a.
Il est inte´ressant de constater l’inde´pendance vis a` vis du parame`tre γ.
Reste a` montrer pourquoi pour toute solution (U c
1, c2 , V c
1, c2 , N c
1, c2)
le processus U c
1,c2 posse`de un minorant strictement positif. Soit (U , V , N)
une solution de l’EDSR caracte´rise´e par (G, eβB). On de´finit le processus
adapte´ U¯ pour tout t par U¯t = e
−
R t
0 β˜sdCsUt (avec : β˜ = |β|α¯ sign(Us), β˜
dans L1(dC)). On applique la formule d’Itoˆ (sous forme inte´gre´e entre t et
T ) a` ce processus Z :
U¯t−U¯T =∫ T
t
(
e−
R s
0 β˜udCu(G(s, Us, Vs) + β˜sUs)
)
dCs −
∫ T
t
e−
R s
0 β˜udCu(VsdMs + dNs).
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Comme : G(s, Us, Vs) ≥ −(β˜sUs +
γ
2 |msVs|
2) , on a :
U¯t − U¯T ≥ −
∫ T
t
γ
2
e−
R s
0 β˜udCu |msVs|
2dCs
−
∫ T
t
(
e−
R s
0 β˜udCu(VsdMs + dNs)
)
.
Introduisant alors la mesure de probabilite´ Q en posant dQ
dP
= E(−γ2V ·M), la
transforme´e de Girsanov M˜ = M + γ2 〈V ·M,M〉 est alors une martingale
locale sous Q. Ceci se justifie par le fait que le processus V · M est une
martingale BMO (graˆce a` l’estimation (ii) du lemme 2.1). Re´e´crivant alors
l’ine´galite´ pre´ce´dente sous la forme :
U¯t − U¯T ≥ −
∫ T
t
(
e−
R s
0 β˜udCu(VsdM˜s + dNs)
)
,
et exploitant le fait que V · M˜ + N est une martingale locale sous Q, on
obtient, dans un premier temps et a` l’aide d’une localisation, l’existence
d’une suite de temps d’arreˆt (τk) que U¯τk ≥ E
Q(U¯T |Fτk). Par simple passage
a` la limite en k, il en re´sulte :
U¯t ≥ E
Ft
Q (U¯T ),
ou autrement dit : Ut ≥ E
Ft
Q (
(
inf UT
)
e−
R T
t
β˜sdCs). On de´finit alors c1 par
la formule suivante : c1 := e−|β|(|B|∞+a), ce qui fournit une borne infe´rieure
strictement positive pour U . Avec ces choix pour c1, c2, le ge´ne´rateur G
satisfait (H1) et donc, pourvu qu’il existe une solution (U , V , N), cette
dernie`re satisfait :
c1 ≤ Us ≤ c
2, P-p.s. et pour tout s.
On obtient donc : G(s, Us, Vs) = g(s, Us, Vs), P-p.s. et pour tout s. Toute
solution (U , V , N) de l’EDSR de parame`tres (G, eβB) est donc aussi une
solution de l’EDSR caracte´rise´e par (g, eβB).
Tout processus U ainsi construit (et solution de l’EDSR(G, eβB)) est
strictement positif et borne´, on peut de´finir le triplet (Y , Z, L) via les for-
mules (2.5) : ceci fournit de`s lors une solution de l’EDSR(F, β,B) de type
(Eq1) .
• E´tape 3 : Approximation de l’EDSR interme´diaire Afin de
conclure pour l’existence d’une solution a` l’EDSR (Eq1) sous (H1), les deux
e´tapes pre´ce´dentes montrent qu’il suffit de construire une solution a` l’EDSR
(Eq2) sous (H
′
1). Dans ce qui suit, on s’attache a` construire “explicitement”
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une suite de processus (Un, V n, Nn), solutions des EDSR donne´es par les
parame`tres (gn, B˜n) avec la suite B˜n qui converge vers B˜ := eβB et telle que
la suite (Un) soit monotone. On s’appuie alors sur un re´sultat classique de
comparaison (une re´fe´rence dans un cadre un peu plus ge´ne´ral est donne´e
par le the´ore`me 0.3 de l’introduction) pour construire une suite monotone
(gn) de ge´ne´rateurs lipschitziens et telle que la suite converge localement
uniforme´ment sur les compacts de R× Rd et pour tout s vers g. De ce fait,
on aura a` la fois existence et unicite´ de solutions. Enfin et de fac¸on analogue
a` [KOB], il ne restera plus qu’a` e´tablir un re´sultat de convergence forte
pour les suites (V n) et (Nn), ceci dans le but de justifier un re´sultat dit de
“stabilite´” similaire au lemme de l’introduction 0.2 (ce dernier permettant
de conclure a` la convergence vers une solution de l’EDSR de parame`tres
(g, eβB)).
Afin de re´soudre l’EDSR (Eq2) donne´e par (g, B˜ = eβB), on commence
par supposer que g satisfait la condition (H
′′
1 ) et avec C1 = 0 (plus restrictive
que (H
′
1)). De`s lors, on peut proce´der par inf-convolution en de´finissant g
n,
pour tout entier n, comme suit :
gn(s, u, v) = inf
u
′
,v
′
(
g(s, u
′
, v
′
) + n|u− u
′
|+ n|ms(v − v
′
)|
)
.
Pour assurer la mesurabilite´, la borne infe´rieure est prise sur l’espace de´nom-
brable Q×Qd. Ceci e´tant pose´, gn est bien de´finie, lipschitzien par rapport
aux variables u et v, au sens ou` :
|gn(s, u1, v1)− gn(s, u2, v2)| ≤ n|u1 − u2|+ n|ms(v
1 − v2)|. (2.6)
Puisque la suite (gn) est croissante et qu’elle converge localement et sim-
plement vers g (pour s fixe´), le the´ore`me de Dini entraine la convergence
uniforme sur les compacts de R× Rd. Comme de plus, 0 ≤ gn ≤ g et que g
satisfait (H
′′
1 ) avec le processus α¯, on a le controˆle uniforme suivant :
sup
n
|gn(s, 0, 0)| ≤ α¯s. (2.7)
L’existence et l’unicite´ de solutions aux EDSR de parame`tres (gn, B˜n)
re´sultent donc de ces deux conditions (2.6) et (2.7) sur les ge´ne´rateurs, et de
l’utilisation d’arguments classiques (on renvoie le lecteur a` [PAR90] ou aussi
a` [ELK97a], pour des re´sultats dans une filtration ge´ne´rale) : ces solutions
classiques sont a` priori de´finies sur l’espace S2×L2(d〈M〉×dP)×M2([0, T ]),
avec la de´finition suivante de l’espace S2 :
|U |S2 = E
(
sup
t∈[0,T ]
|Ut|
2
) 1
2 .
Afin de conclure a` la croissance de la suite (Un), on utilise alors un re´sultat
de comparaison analogue au the´ore`me 2.2 de [ELK97c]) valable pour des
EDSR dont les ge´ne´rateurs sont lipschitziens. D’autre part, il re´sulte du
lemme ci-dessous que Un appartient a` S∞ pour tout n.
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Lemme 2.2 Soit (Un, V n, Nn) une solution de l’EDSR (Eq2) donne´e par
(gn, B˜n), et telle que le ge´ne´rateur gn soit Ln-Lipschitz et de condition
terminale B˜n (suppose´e borne´e inde´pendamment de n). On a l’estimation
suivante :
∃ K(Ln, T ) > 0, |U
n
t |
2 ≤ K(Ln, T )E
(
|B˜n|2 + (
∫ T
0
|gn(s, 0, 0)|dCs)
2|Ft
)
.
(2.8)
On donne ci-dessous une preuve adapte´e au contexte d’e´tude de ce re´sultat
(ce dernier est une ge´ne´ralisation de la Proposition 2.1 dans [BRI00]).
Preuve du lemme 2.2 On note que, contrairement au lemme 2.1, on ne
suppose pas a priori que Un appartient a` S∞. On e´crit la formule d’Itoˆ sous
forme diffe´rentielle pour le processus (eΓCt |Unt |
2), ou` Γ de´signe une constante
positive a` de´terminer.
d(eΓCt |Unt |
2) = ΓeΓCt |Unt |
2dCt + e
ΓCt
(
2Unt dU
n
t + d〈U
n〉t
)
, (2.9)
avec, d’autre part ;
2Unt dU
n
t + d〈U
n〉t:= −2U
n
t g
n(t, Unt , V
n
t )dCt + |mtV
n
t |
2dCt + d〈N
n〉t
+ 2Unt
(
V nt dMt + dN
n
t
)
.
Puisque (Un, V n, Nn) est de´fini sur S2 × L2(d〈M〉 × dP) ×M2([0, T ]), le
processus K de´fini comme suit
∀ s ∈ [0, T ], Ks :=
∫ s
0
eΓCuUnu
(
V nu dMu + dN
n
u
)
, (2.10)
est une vraie martingale. De´sormais, on fixe t (t ∈ [0, T ]) et on re´e´crit la
formule d’Itoˆ (2.9) en inte´grant entre t et T (et en rassemblant tous les
termes qui sont des inte´grales respectivement a` dC)
eΓCt |Unt |
2 − eΓCT |UnT |
2 =
∫ T
t
eΓCuUnu
(
− ΓUnu + 2g
n(u, Unu , V
n
u )
)
dCu
−
∫ T
t
eΓCu
(
|muV
n
u |
2dCu + d〈N
n〉u
)
−
(
KT −Kt
)
On exploite de´sormais la condition de Lipschitz impose´e au ge´ne´rateur gn
pour e´crire, d’une part,
2|Unu ||g
n(u, Unu , V
n
u )| ≤ 2|U
n
u ||g
n(u, 0, 0)|+ 2Ln
(
|Unu |
2 + |Unu ||muV
n
u |
)
,
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et, d’autre part, on utilise la relation : |2Lnab| ≤ (2(Ln)
2a2 + 12b
2), pour
obtenir
2Ln|U
n
u ||muV
n
u | ≤ 2(Ln)
2|Unu |
2 +
1
2
|muV
n
u |
2.
Regroupant les deux ine´galite´s pre´ce´dentes et posant : Γ = 2((Ln)
2 + Ln),
ceci permet d’affirmer :
eΓCt |Unt |
2 ≤ eΓCT |UnT |
2
+
∫ T
t
eΓCu
(
2|Unu ||g
n(u, 0, 0)|+
1
2
(|muV
n
u |
2)
)
dCu.
−
∫ T
t
eΓCu
(
|muV
n
u |
2dCu + d〈N
n〉u
)
−
(
KT −Kt
)
.
De´sormais, prenant l’espe´rance conditionnelle sachant Ft dans l’ine´galite´ ci-
dessus, l’espe´rance conditionnelle de la partie martingale KT −Kt (K e´tant
de´fini par (2.10)) s’annule et on obtient :
E
( ∫ T
t
eΓCu
(
|muV
n
u |
2dCu + 〈N〉u
)
|Ft
)
≤ 2
(
E
(
eΓCT |UT |
2 + 2
∫ T
t
eΓCu |Unu ||g
n(u, 0, 0)|dCu|Ft
))
. (2.11)
On revient a` la formule d’Itoˆ exprime´e entre t et T pour le processus
eΓCt |Unt |
2 et on prend le supremum pour obtenir
sup
t≤u≤T
eΓCu |Unu |
2 ≤ eΓCT |UnT |
2
+ 2
∫ T
t
eΓCu |Unu ||g
n(u, 0, 0)|dCu + 4 sup
t≤u≤T
|Ku −Kt|.
On exploite alors l’ine´galite´ de BDG (applique´e au supremum de la martin-
gale K de carre´ inte´grable) ainsi que la relation Cab ≤ C
2
2 a
2+ 12b
2, afin d’en
de´duire l’existence d’une constante C telle que
E
(
sup
t≤u≤T
eΓCu |Unu |
2|Ft
)
≤ E
(
eΓCT |UnT |
2 + 2
∫ T
t
eΓCu |Unu ||g
n(u, 0, 0)|dCu|Ft
)
+C
2
2 E
( ∫ T
t
eΓCu
(
|muV
n
u |
2dCu + d〈N〉u
)
|Ft
)
+
1
2
E
(
sup
t≤u≤T
eΓCu |Unu |
2|Ft
)
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Combinant cette dernie`re ine´galite´ avec (2.11), on en de´duit (quitte a` mo-
difier la constante C)
E
(
sup
t≤u≤T
eΓCu |Unu |
2 +
∫ T
t
eΓCu
(
|muV
n
u |
2dCu + d〈N〉u
)
|Ft
)
≤ CE
(
eΓCT |UnT |
2 +
∫ T
t
eΓCu |Unu ||g
n(u, 0, 0)|dCu|Ft
)
Pour obtenir la majoration (2.8), on utilise de´sormais le controˆle suivant du
dernier terme de l’ine´galite´ pre´ce´dente
CE
(∫ T
t
eΓCu |Unu ||g
n(u, 0, 0)|dCu|Ft
)
≤ 12E
(
sup
t≤u≤T
eΓCu |Unu |
2|Ft
)
+ C
2
2 E
((∫ T
t
e
Γ
2
Cu |gn(u, 0, 0)|dCu
)2
|Ft
)
.
On conclut alors graˆce a` l’ine´galite´ : eΓCt |Unt |
2 ≤ E
(
sup
t≤u≤T
eΓCu |Unu |
2|Ft
)
.
Puis, on utilise le controˆle suivant : |gn(u, 0, 0)| ≤ α¯u, avec α¯ satisfaisant∫ T
0 α¯sdCs ≤ a <∞, ainsi que la bornitude de la variable U
n
T .

De´sormais, puisque chaque ge´ne´rateur gn satisfait (H
′′
1 ) et donc a fortiori
(H1) (avec les meˆmes parame`tres), on exploite l’estimation (i) du lemme
2.1, qui est valable pour toute solution de l’EDSR (Eq2) et de parame`tres
(gn, B˜n). On se sert de plus de la condition suivante :
0 ≤ gn(s, u, v) ≤ g(s, u, v) (P-p.s. et pour tout s),
pour conclure a` la bornitude uniforme de la suite (Un) dans S∞.
Pour conclure dans le cas ou` g satisfait seulement (H
′
1), on proce`de par
une double approximation en introduisant alors les fonctions (gn, p) comme
suit :
gn,p(s, u, v) =ess inf
u
′
,v
′
(
g+(s, u
′
, v
′
) + n|u− u
′
|+ n|ms(v − v
′
)|
)
−ess inf
u
′
,v
′
(
g−(s, u
′
, v
′
) + p|u− u
′
|+ p|ms(v − v
′
)|
)
.
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Afin d’obtenir une solution a` l’EDSR (Eq2) de parame`tres (g, B˜), on proce`de
en justifiant deux passages a` la limite successifs : le processus U (associe´e au
triplet solution (U, V,N)) est alors donne´ (comme une limite au sens presque
suˆre) par :
Us = lim
n
ր (lim
p
ց Un,ps ),P-p.s. et pour tout s.
(on pre´cise toutefois que, dans ce cadre, il n’est plus possible de parler de
solution minimale ou maximale).
La justification restant la meˆme pour les deux passages a` la limite, on
suppose de´sormais et dans toute la suite, que g satisfait (H
′′
1 ). Comme, d’une
part, la suite (Un) est croissante, on a existence du processus de´fini par :
U˜ = lim
n
ր (Un). D’autre part, puisque les ge´ne´rateurs gn satisfont (H
′
1) (et
donc a fortiori (H1)), avec les meˆmes parame`tres et si on se re´fe`re a` nouveau
a` l’estimation (ii) du lemme 2.1, on obtient :
∃ C
′
> 0, sup
n≥0
(
E
( ∫ T
0
|msV
n
s |
2dCs
)
+ E(|NnT |
2)
)
≤ C
′
.
Par conse´quent, il existe des sous suites de (V n) et (NnT ) (sous suites toujours
note´es par abus (V n) et (NnT )) telles que V
n w−→ V˜ (dans L2(d〈M〉⊗dP)), et
NnT
w
−→ N˜T dans L
2(FT ). Posant pour tout t, N˜t = E
Ft(N˜T ), on en de´duit
la convergence (faible) dans M2([0, T ]) de Nn vers N˜ . Toutefois, afin de
justifier le passage a` la limite dans les EDSR donne´es par (gn, B˜n), il faut
prouver la convergence forte (e´ventuellement le long de sous suites) de (V n)
et (Nn) dans L2(d〈M〉 ⊗ dP) et M2([0, T ]) vers V˜ et N˜ . On laisse de coˆte´
pour l’instant la preuve de cette convergence qui sera e´tablie dans la section
2.3 et qui constitue le point de´licat du lemme ci-dessous (ce lemme e´tablit
un re´sultat appele´ re´sultat de stabilite´).
Lemme 2.3 On conside`re l’EDSR (Eq2) ayant pour parame`tres (g, B˜). On
suppose que les suites (gn)n et (B˜
n) satisfont les conditions suivantes :
-Pour tout s, la suite de fonctions (gn : (u, v) → gn(s, u, v)) converge en
croissant vers g (g : (u, v)→ g(s, u, v)),
-Pour tout n, gn satisfait (H
′′
1 ) avec les meˆmes parame`tres α¯, γ ( inde´pendants
de n).
-la suite (B˜n) de variables FT -mesurables et uniforme´ment borne´es converge
(en croissant) P-p.s. vers B˜.
Ceci entraine les re´sultats suivants :
• Toute suite de solutions (Un, V n, Nn) aux EDSR de parame`tres (gn,
B˜n) est telle que (Un) est croissante et uniforme´ment borne´e dans S∞ et
cette suite converge dans S∞ × L2(d〈M〉 ⊗ dP) ×M2([0, T ]) vers le triplet
(U˜ , V˜ , N˜).
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• Ce triplet (U˜ , V˜ , N˜) appartient a` S∞ × L2(d〈M〉 ⊗ dP) ×M2([0, T ]) et
satisfait l’EDSR (Eq2) de parame`tres (g, B˜).
Fin de la preuve de l’existence On suppose connu pour l’instant le
re´sultat de´licat e´nonce´ dans le lemme 2.3, a` savoir le re´sultat de conver-
gence forte des suites (V n) et (Nn) dans leurs espaces de Hilbert respectifs.
On identifie alors le triplet de processus (U˜ , V˜ , N˜) en tant que solution a`
l’EDSR (Eq2) de parame`tres (g, B˜). Pour ce faire, il suffit de justifier le
passage a` la limite dans les EDSR suivantes de parame`tres (gn, B˜n) :
Unt = B˜
n +
∫ T
t
gn(s, Uns , V
n
s )dCs −
∫ T
t
V ns dMs +N
n
t −N
n
T .
Cela revient a` prouver les assertions suivantes :
(i) V n → V˜ dans L2(d〈M〉 ⊗ dP), lorsque n→∞,
(ii) Nn → N˜ dans M2([0, T ]), lorsque n→∞,
(iii) E
∫ T
0
|gn(s, Uns , V
n
s )− g(s, U˜s, V˜s)|dCs → 0, lorsque n→∞.
La preuve des assertions (i) et (ii) re´sulte simplement de la convergence
forte des suites (V n) et (Nn) dans leurs espaces respectifs de Hilbert, ce
qui entraine la convergence au sens presque suˆre de ces deux suites, quitte
a` prendre une sous suite. Afin de prouver l’assertion (iii), il faut justifier
une convergence dans L1(dCs ⊗ dP). Pour ce faire, on va prouver les deux
assertions qui suivent :
• la convergence en dCs ⊗ dP mesure de (g
n(s, Uns , V
n
s )) vers g(s, U˜s, V˜s)
• le controˆle uniforme´ment inte´grable de la suite (gn(s, Uns , V
n
s ))n
Pour le premier point, on exploite, d’une part, la convergence en dCs ⊗ dP
mesure de (mV n) versmV˜ et celle de (Un) vers U˜ , et d’autre part, le fait que
la suite ((u, v)→ gn(s, u, v)) satisfait une proprie´te´ de convergence presque
suˆre et localement uniforme sur les compacts de R × Rd. Ceci permet de
conclure a` la convergence en dCs ⊗ dP mesure souhaite´e. Pour le second
point, on rappelle, d’une part, le controˆle suivant de la suite (gn(s, Uns , V
n
s )) :
∃ α¯, α¯ ≥ 0 et
∫ T
0
α¯sdCs ≤ a, |g
n(s, Uns , V
n
s )| ≤ α¯s +
γ
2
|msV
n
s |
2.
(ce controˆle est ve´rifie´, puisque gn satisfait (H
′′
1 ) et donc a fortiori (H
′
1)
quitte a` modifier α¯). D’autre part, la convergence forte dans L1(dCs ⊗ dP)
de |m(V n−V˜ )|2 vers 0 entraine l’uniforme inte´grabilite´ de la suite (|mV n|2),
ce qui assure que l’assertion (iii) est satisfaite. Le passage a` la limite dans les
EDSR de parame`tres (gn, B˜n) (lorsque n→∞) est bien justifie´ et il permet
d’affirmer que le triplet satisfait
U˜t = B˜ +
∫ T
t
g(s, U˜s, V˜s)dCs −
∫ T
t
V˜sdMs − (N˜T − N˜t),
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et le triplet (U˜ , V˜ , N˜) est solution de l’EDSR (Eq2) de parame`tres (g, B˜).
D’autre part, U˜ e´tant un processus continu, il vient par application du lemme
de Dini :
lim
p
(sup
t
|U˜t − U
p
t |) = 0, P-p.s.
Lorsqu’on applique alors le the´ore`me de convergence borne´e a` la suite (Up),
on conclut :
E
(
sup
0≤s≤T
|Ups − U˜s|
2
)
→ 0, lorsque p→∞.
On a ainsi obtenu une solution a` l’EDSR de type (Eq2) et de parame`tres
(g, B˜) et on conclut alors a` l’existence d’une solution a` l’EDSR(F, β,B) de
type (Eq1) (B := ln(B˜)
β
) graˆce aux relations de correspondance (2.5) e´tablies
a` l’e´tape 2.

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2.3 Annexe a` la preuve de l’existence
On revient sur le point du lemme 2.3 laisse´ en suspens a` savoir celui
de la convergence forte des suites (V n) et (Nn) introduites dans la dernie`re
e´tape de la preuve de l’existence. Cette preuve est essentielle pour e´tablir les
deux re´sultats de stabilite´ suivants : le premier concerne la suite des EDSR
caracte´rise´es par les parame`tres (gn, B˜n) et de solutions (Un, V n, Nn). Le
second, qui est une conse´quence du premier, concerne la suite des EDSR
donne´es par (Fn, β,Bn) leur correspondant de`s que B˜n := eβB
n
et dont les
solutions sont donne´es par les relations (2.5). Ce re´sultat de stabilite´ est l’un
des points cle´s de la preuve du lemme 2.3 (il est a` rapprocher du lemme 0.2
e´nonce´ dans l’introduction ge´ne´rale de la the`se).
Preuve du point technique du lemme 2.3 Une premie`re remarque
concerne le fait que, dans le proble`me e´tudie´, la suite (B˜n) est constante et
e´gale a` B˜, hypothe`se qu’il a e´te´ possible d’e´largir sans difficulte´ particulie`re.
Bien que l’on se restreigne a` une suite de ge´ne´rateurs (gn) satisfaisant (H
′′
1 ),
le re´sultat s’e´tend sans difficulte´ en supposant seulement (H1) (on proce`de
alors comme a` l’e´tape 2 de la preuve du the´ore`me 2.1 d’existence). Afin
d’e´tablir la preuve du re´sultat de convergence forte, on a recours aux estima-
tions a priori (uniformes en n) des normes BMO de V n dans L2(d〈M〉⊗dP)
et des martingales Nn dans M2([0, T ]) (ces estimations sont fournies par
l’ine´galite´ (ii) du lemme 2.1). Afin de simplifier l’e´criture, on utilise les no-
tations suivantes (pour tous entiers n et p) :
Un,p = Un − Up, V n,p = V n − V p et Nn,p = Nn −Np.
On de´finit tout d’abord la fonction ΦL (dont le parame`tre L sera fixe´
plus loin) par :
ΦL(x) =
eLx − Lx− 1
L2
.
ΦL est une fonction deux fois continuˆment diffe´rentiable et satisfaisant les
conditions suivantes :

ΦL(0) = 0, et : ΦL, Φ
′′
L ≥ 0,
Φ
′
L(x) ≥ 0, de`s que : x ≥ 0,
Φ
′′
L − LΦ
′
L = 1.
On conside`re alors la famille de semimartingales positives suivantes :
(ΦL(U
n − Up))n≥p = (ΦL(U
n,p))n≥p,
et on e´crit la formule d’Itoˆ pour cette famille de semimartingales et sous
forme inte´gre´e entre 0 et T :
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E
(
ΦL(U
n,p
0 )
)
− E
(
ΦL(U
n,p
T )
)
= EΦL(U
n,p
0 )− EΦL(B˜
n − B˜p)
= E
∫ T
0
(Φ
′
L(U
n,p
s ))(g
n(s, Uns , V
n
s )− g
p(s, Ups , V
p
s ))dCs
−E
∫ T
0
Φ
′′
L
2
(Un,ps )|ms(V
n,p
s )|
2dCs − E
∫ T
0
Φ
′′
L
2
(Un,ps )d〈N
n,p〉s.
Dans un premier temps, on souhaite justifier le passage a` la limite infe´rieure
dans chaque membre de l’e´galite´ pre´ce´dente, lorsque n→∞ (p e´tant fixe´).
Pour ce faire, l’objectif est de regrouper dans le membre de gauche tous
les termes ou` intervient la variation quadratique de l’inte´grale stochastique
V n,p ·M ou bien celle de Nn,p. Afin de controˆler le premier terme du membre
de droite et, en particulier, les accroissements des ge´ne´rateurs, on s’appuie
sur le fait que, pour tout n et p, gn et gp satisfont (H
′′
1 ) avec les meˆmes
parame`tres : on e´tablit ainsi, a` l’aide d’une se´rie de majorations simples, un
controˆle de ces accroissements :
|gn(s, Uns , V
n
s ) −g
p(s, Ups , V
p
s )|
≤ 2α¯s +
γ
2
|ms(V
n
s )|
2 +
γ
2
|ms(V
p
s )|
2
≤ 2α¯s +
3γ
2
(
|ms(V
n,p
s )|
2 + |ms(V
p
s − V˜s)|
2 + |msV˜s|
2
)
+γ
(
|ms(V
p
s − V˜s)|
2 + |msV˜s|
2
)
≤ 2α¯s +
3γ
2
(
|ms(V
n,p
s )|
2
)
+
5γ
2
(
|ms(V
p
s − V˜s)|
2 + |msV˜s|
2
)
.
Les deux dernie`res ine´galite´s re´sultent de la proprie´te´ de convexite´ de z → z2.
Tenant compte de ces majorations et transfe´rant dans le membre de gauche
le terme contenant |msV
n,p
s |2 et exploitant la proprie´te´ : Φ
′′
L(x) ≥ 1 (lorsque
x ≥ 0), on aboutit finalement a` l’ ine´galite´ (**) :
EΦL(U
n,p
0 ) +
1
2
E
(
|Nn,pT |
2
)
+ E
∫ T
0
((
Φ
′′
L
2
−
3γ
2
Φ
′
L)(U
n,p
s )|ms(V
n,p
s )|
2dCs)
≤ EΦL(B˜
n − B˜p) + E
∫ T
0
Φ
′
L(U
n,p
s )2α¯sdCs
+E
∫ T
0
Φ
′
L(U
n,p
s )
(
5γ
2
(|ms(V
p
s − V˜s)|
2 + |msV˜s|
2)
)
dCs. (∗∗)
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On pose alors : L = 8γ et on exploite la dernie`re proprie´te´ e´nonce´e pour la
fonction ΦL :
Φ
′′
L − 8γΦ
′
L = 1, (2.12)
ce qui entraine donc la positivite´ de (
Φ
′′
L
2 −
3γ
2 Φ
′
L)(U
n,p
s ) et donc ainsi, celle
du dernier terme du membre de gauche. Afin de justifier le passage a` la
limite infe´rieure dans le membre de gauche de (**), on exploite
• la convergence faible de (V n) vers V˜ dans L2(d〈M〉 ⊗ dP), d’une part,
• la convergence faible de (Nn) vers N˜ dans M2([0, T ]), d’autre part.
(ces dernie`res convergences ayant e´ventuellement lieu le long d’une sous
suite). On obtient ainsi
lim inf
n→∞
E
∫ T
0
((
Φ
′′
L
2
−
3γ
2
Φ
′
L)(U
n,p
s )|ms(V
n,p
s )|
2)dCs ≥ (2.13)
E
∫ T
0
((
Φ
′′
L
2
−
3γ
2
Φ
′
L)(U˜s − U
p
s )(|ms(V˜s − V
p
s )|
2)dCs),
et de manie`re analogue
lim inf
n→∞
E
(
|Nn,pT |
2
)
≥ E
(
|N˜T −N
p
T |
2
)
. (2.14)
Le passage a` la limite lorsque n → ∞ (a` p fixe´) dans le membre de droite
de l’ine´galite´ (**) est justifie´ par le the´ore`me de convergence domine´e de
Lebesgue, en se rappelant, d’une part, la convergence (au sens P-presque
suˆre) de la suite monotone (Un) vers le processus U˜ et du fait, d’autre part,
du controˆle suivant (valable uniforme´ment en n) :
Φ
′
L(U
n,p
s )
(5γ
2
(|ms(V˜s − V
p
s )|
2 + |msV˜s|
2) + 2α¯s
)
≤ Φ
′
L(U˜s − U
p
s )
(5γ
2
(|ms(V˜s − V
p
s )|
2 + |msV˜s|
2) + 2α¯s
)
.
Le processus du membre de droite appartient a` L1(dCs ⊗ dP), en tant que
produit d’un processus borne´ et d’une somme de processus inte´grables. Uti-
lisant les ine´galite´s (2.13), (2.14) ainsi que la convergence P-presque suˆre de
B˜n vers B˜, il re´sulte du passage a` la limite lorsque n→∞ dans (**) :
EΦL(U˜0 − U
p
0 ) + E
1
2
(
|N˜T −N
p
T |
2
)
+ E
∫ T
0
((
Φ
′′
L
2
−
3γ
2
Φ
′
L)(U˜s − U
p
s )|ms(V˜s − V
p
s )|
2dCs)
≤ E(ΦL(B˜ − B˜
p))
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+ E
(∫ T
0
Φ
′
L(U˜s − U
p
s )(
5γ
2
|ms(V˜s − V
p
s )|
2 + 2α¯s +
5γ
2
|msV˜s|
2)dCs
)
.
Pour justifier le second passage a` la limite (i.e. lorsque p→∞), on proce`de
de meˆme en transfe´rant dans le membre de gauche tous les termes ou` appa-
rait |ms(V˜s − V
p
s )|2, ce qui fournit l’ine´galite´ suivante
EΦL(U˜0 − U
p
0 ) + E
1
2
(
|N˜T −N
p
T |
2
)
+ E
∫ T
0
1
2
(
|ms(V˜s − V
p
s )|
2dCs
)
≤ E
(
ΦL(B˜ − B˜
p) +
∫ T
0
Φ
′
L(U˜s − U
p
s )(2α¯s +
5γ
2
|msV˜s|
2)dCs
)
L’application du the´ore`me de convergence domine´e de Lebesgue aux termes
du membre de droite permet de conclure directement aux convergences
(fortes) suivantes :{
et
V p → V˜ dans L2(d〈M〉 ⊗ dP)
Np → N˜ dansM2([0, T ]).
De cette e´tude, on de´duit le re´sultat de stabilite´ pour l’EDSR (Eq1) qui nous
inte´resse. On rappelle le re´sultat e´tabli a` l’e´tape 2 de la preuve du the´ore`me
2.1 a` savoir que, si (Y n, Zn, Ln) est une solution de l’EDSR(Fn, β,Bn) de
type (Eq1), alors le triplet (Un, V n, Nn) est solution de l’EDSR(gn, eβB
n
)
de type (Eq2), ou` gn est de´finie a` l’aide de Fn par :
gn(s, u, v) = βρc2(u)F
n(s,
ln(u ∨ c1)
β
,
v
β(u ∨ c1)
)−
1
2(u ∨ c1)
|msv|
2,
ou` les constantes c1 et c2 (de´finies a` l’e´tape 2) sont inde´pendantes de n.
Il suffit donc d’appliquer le re´sultat de stabilite´ a` la suite d’EDSR de pa-
rame`tres (gn, eβB
n
), afin d’obtenir que le triplet (U˜ , V˜ , N˜) est solution de
l’EDSR de parame`tres (g, eβB) avec de plus g qui est donne´e par
g(s, u, v) = βρc2(u)F
(
s,
ln(u ∨ c1)
β
,
v
β(u ∨ c1)
)
−
1
2(u ∨ c1)
|msv|
2,
et de sorte que l’on a les convergences suivantes :
sup
t∈[0,T ]
|Unt − U˜t| → 0, E
∫ T
0
|ms(V
n
s − V˜s)|
2dCs → 0, et E
[
〈Nn − N˜〉T
]
→ 0.
On revient alors a` l’EDSR de type (Eq1) en posant :
Y˜ :=
ln(U˜)
β
, Z˜ :=
V˜
βU˜
, et L˜ :=
1
βU˜
· N˜ ,
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d’ou` il s’ensuit la relation :
sup
t∈[0,T ]
|Y nt − Y˜t| = sup
t∈[0,T ]
|
1
β
(
ln(Unt )− ln(U˜t)|.
Cette expression tend vers ze´ro (au sens presque suˆre), puisque la variable
sup
t∈[0,T ]
|Unt − U˜t)| tend vers ze´ro (P-p.s.) et que la suite de processus (U
n)
posse`de une borne infe´rieure c1 inde´pendante de n et strictement positive.
Reste a` justifier la convergence dans leurs espaces de Hilbert respectifs (a`
savoir L2(d〈M〉 ⊗ dP) et M2([0, T ])) des suites (Zn) et (Ln) : ces deux
convergences re´sultent de manipulations e´le´mentaires autour des relations
donne´es par (2.5). D’une part et pour la suite (Zn), on a
E(
∫ T
0
|ms(Z
n
s − Z˜s)|
2dCs)
= E(
∫ T
0
|ms(
V ns
βUns
−
V˜s
βU˜s
)|2dCs) = E(
∫ T
0
|ms
( U˜sV ns − Uns V˜s
βU˜sUns
)
|2dCs)
≤ E(
∫ T
0
1
β2c41
(
2|ms(U˜s − U
n
s )V˜s|
2 + 2|msU˜s(Vs − V
n
s )|
2
)
dCs).
La convergence de (Zn) vers Z˜ dans L2(d〈M〉 ⊗ dP) re´sulte donc de la
convergence de sup
t∈[0,T ]
(Unt − U˜t) vers ze´ro et de celle de (V
n) vers V˜ dans
L2(d〈M〉 ⊗ dP). D’autre part et pour la suite (Ln), on proce`de de meˆme en
e´crivant :
E
(
|LnT − L˜T |
2
)
= E
(
|
∫ T
0
1
βUns
dNns −
∫ T
0
1
βU˜s
dN˜s|
2
)
= E
(
|
∫ T
0
U˜s
βU˜sUns
dNns −
∫ T
0
Uns
βU˜sUns
dN˜s|
2
)
≤ 2
β2c41
E
(
|
∫ T
0
(U˜s − U
n
s )dN˜s|
2 + |
∫ T
0
U˜sd(N˜ −N
n)s|
2
)
,
et il en re´sulte que (Ln − L˜) converge vers ze´ro dans M2([0, T ]) (du fait
notamment de la convergence de (Nn − N˜) dans le meˆme espace vers 0)

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2.4 Seconde e´tude : condition terminale non borne´e
Le re´sultat de cette dernie`re section consiste a` e´largir la classe des EDSR
de type (Eq1) pour laquelle on a un re´sultat d’existence. On prouve ainsi le
re´sultat d’existence e´nonce´ dans le the´ore`me ci- dessous sous des conditions
plus faibles sur la condition terminale B.
The´ore`me 2.3 Il existe au moins une solution (Y, Z, L), dans des espaces
a` pre´ciser, pour l’EDSR de type (Eq1) et de parame`tres (F, β,B) telle que F
satisfait (H1) et (H2), β est un re´el non nul et B est une condition terminale
non ne´cessairement borne´e sous les deux conditions qui suivent :
1. Si la variable B satisfait la condition d’inte´grabilite´ :
E(eγe
ba|B|) <∞, (2.15)
(les parame`tres a et b sont ceux donne´s par (H1)) alors il existe une
solution (Y, Z, L) telle que le processus Y est continu et Z et L sont
respectivement dans L2loc(d〈M〉 ⊗ dP) et M
2
loc([0, T ]).
2. Si, de plus, on suppose que B satisfait la condition plus forte :
∃λ > γeba, E(eλ|B|) <∞, (2.16)
alors il existe une solution (Y, Z, L) satisfaisant
• ∃ p, p > 1, tel que : E(sup
t
exp(pγ|Yt|)) <∞,
(ce qui entraine : Y ∈ Sp(R), pour tout p),
• Z ∈ L2(d〈M〉 ⊗ dP) et U ∈M2([0, T ]).
2.4.1 Preuve du re´sultat principal d’existence
On re´sume la de´marche que nous allons suivre dans cette section pour
justifier le re´sultat principal e´nonce´ dans la premie`re partie de ce the´ore`me,
sous la condition (2.15). Pour ce faire, on se rame`ne d’abord au cas ou` B ≥ 0
et on pose : Bn = B∧n. Les re´sultats des sections pre´ce´dentes donnent l’exis-
tence d’un triplet de solutions (Y n, Zn, Ln) a` l’EDSR de type (Eq1) et de
parame`tres (F, β,Bn). Pour proce´der dans un second temps a` un passage
a` la limite en n, on adapte a` ce nouveau cadre la proce´dure employe´e par
[BRI06], en justifiant les deux e´tapes suivantes :
• Dans une premie`re e´tape, on conside`re une famille (τk) de F-temps d’arreˆt
bien choisie en exploitant la nouvelle condition d’inte´grabilite´ sur B. L’ob-
jectif est d’obtenir une borne uniforme en n dans S∞ des processus Y k,n
arreˆte´s en τk.
• Dans une seconde e´tape, on justifie un premier passage a` la limite en
n (n → ∞, pour k fixe´) puis un second (a` savoir, lorsque k → ∞), afin
d’obtenir un triplet de processus (Y, Z, L) solution de l’EDSR donne´e par
(F, β,B) et tel que Z et U appartiennent respectivement a` L2loc(d〈M〉⊗ dP)
et M2loc([0, T ]).
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Estimations a priori pour les approximations
On commence par remplacer la condition terminale B non borne´e par
Bn = B ∧ n, en supposant de plus que : B > 0, on en de´duit alors
l’existence du triplet de processus (Y n, Zn, Ln) qui est une solution de
l’EDSR(F, β,Bn) de type (Eq1). Notons simplement que lorsque B n’est
plus positive, on e´crit : B = B+ − B− et on proce`de alors comme [BRI06]
en utilisant la suite des EDSR(F, β,Bn, p) de type (Eq1) avec la suite des
conditions terminales qui est donne´e comme suit :
Bn, p = (B+ ∧ n)− (B− ∧ p).
De´sormais, on supposera que B est positive. D’autre part, puisque pour n
fixe´, la variable Bn est borne´e (par n), la suite des EDSR de type (Eq1)
et de parame`tres (F, β,Bn) satisfait le re´sultat de comparaison e´nonce´ au
the´ore`me 2.2. On peut ainsi affirmer que :
∀ n, Y ns ≤ Y
n+1
s , P-p.s. et pour tout s.
On rappelle ci-dessous l’estimation a priori obtenue au lemme 2.1 et qui est
valable, puisque, pour n fixe´, Bn est une variable ale´atoire borne´e :
P-p.s. et pour tout t, |Y nt | ≤
1
γ
ln(E(φt(|B
n|))|Ft),
ou` la fonction t→ φt(B¯) introduite dans cette preuve, a pour expression
φt(B¯) = exp(γ
e
R T
t
bα¯udCu − 1
b
) exp(γB¯e
R T
t
bα¯udCu).. (2.17)
On utilise alors, pour toute variable ale´atoire B¯ positive et borne´e, la de´croissance
de la fonction t→ φt(B¯), la croissance de B¯ → φt(B¯) ainsi que la proprie´te´ :
|Bn| ≤ |B|, afin de conclure que :
P-p.s. et pour tout t, |Y nt | ≤
1
γ
ln(E(φ0(|B|))|Ft), (2.18)
ce qui assure la bornitude dans Sp(R) (avec p := λ
eba
, p > 1) de la suite de
processus (Y n) en exploitant
• la relation (2.17), qui assure le controˆle suivant
φ0(|B|) ≤ exp(γ(
eba−1
b
+ eba|B|)), d’une part,
• et l’hypothe`se (2.16) du the´ore`me, d’autre part.
Introduction d’une suite de processus arreˆte´s
On explique de´sormais la proce´dure permettant le passage a` la limite
lorsque (n→∞) : pour ce faire, il est ne´cessaire d’obtenir des estimations a
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priori dans S∞ des processus Y n qui soient inde´pendantes de n. Ce n’est pas
le cas, puisque les estimations donne´es par (i) dans le lemme 2.1 de´pendent
de sup |Bn|. Pour pallier a` ce proble`me, on introduit tout d’abord la famille
(τk) de F-temps d’arreˆt comme suit :
τk =


inf
t∈[0,T ]
{t,
1
γ
ln(E(φ0(|B|))|Ft) ≥ k},
T, lorsque : {} = ∅.
Sous l’hypothe`se d’inte´grabilite´ du the´ore`me 2.3, on a : lim
k→∞
(τk) = T , P-
p.s. De fac¸on similaire a` [BRI06], on introduit alors les triplets de processus
(Y k,n, Zk,n, Lk,n) de´finis comme suit :
Y
k,n
t = Y
n
t∧τk
, Z
k,n
t = Z
n
t 1t≤τk , L
k,n
t = L
n
t∧τk
.
Ces processus (dits arreˆte´s au temps τk) sont solutions des EDSR suivantes
et donne´es par les parame`tres (F k := F1s≤τk , β , Y
n
τk
) :
Y
k,n
t = Y
n
τk
+ β2 (〈L
k,n〉T − 〈L
k,n〉t) +
∫ T
t
F (s, Y k,ns , Z
k,n
s )1s≤τkdCs
−
∫ T
t
Zk,ns dMs − (L
k,n
T − L
k,n
t ).
L’e´tape suivante consiste a` justifier successivement deux passages a` la limite.
Passage a` la limite
Dans cette partie, on applique le re´sultat de stabilite´ donne´ par le
lemme 2.3 a` la suite des EDSR(F1t≤τk , β,B
n) de type (Eq1) et pour laquelle
on a construit la suite de solutions (Y k,n, Zk,n, Lk,n). On montre ainsi pour-
quoi, a` k fixe´, cette suite d’EDSR satisfait les conditions du lemme pre´cite´,
de sorte que l’on justifie l’existence d’un triplet de processus (Y k, Zk, Lk)
qui est une solution de l’EDSR(F1t≤τk , β, sup
n
Y nτk) de type (Eq1). D’une
part, la suite (Y k,n)n est uniforme´ment borne´e par k, a` savoir que :
∀ t ≤ τk,∀ n, |Y nt∧τk | = |Y
n
t | ≤
1
γ
ln(E(φ0(|B|))|Ft) ≤ k,
et, d’autre part, elle est croissante, de sorte que l’on peut de´finir le processus
Y k comme suit :
Y kt = lim
n
ր (Y nt∧τk), P-p.s. et pour tout t.
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Appliquant alors le re´sultat du lemme 2.3 a` la suite d’EDSR de parame`tres
(F1t≤τk , β,B
n), on en de´duit la convergence forte de (Zk,n) et (Lk,n) respec-
tivement vers des processus Zk et Lk qui sont tels que le triplet (Y k, Zk, Lk)
satisfait l’EDSR :
Y kt = sup
n
Y nτk +
β
2 (〈L
k〉T − 〈L
k〉t) +
∫ T
t
F (s, Y ks , Z
k
s )1s≤τkdCs
−
∫ T
t
Zks dMs − (L
k
T − L
k
t ).
Il re´sulte de la construction donne´e que :
∀ t ∈ [0, τk], Y
n
t∧τk+1
= Y nt∧τk , Z
n1t≤τk+1 = Z
n1t≤τk , L
n
t∧τk+1
= Lnt∧τk ,
de sorte qu’apre`s passage a` la limite lorsque n→∞, on obtient :
Yt∧τk+1 = Yt∧τk , Zt1t≤τk+1 = Zt1t≤τk , Lt∧τk+1 = Lt∧τk .
On peut donc de´finir les processus Y , Z et L comme suit :
∀t ∈ [0, τk], Yt = Y
k
t , Zt = Z
k
t et Lt = L
k
t .
Ces processus sont bien de´finis sur [0, T ], puisque la suite (τk) satisfait :
∃ Ω˜, P(Ω˜) = 1, ∀ ω ∈ Ω˜ ∃ k(ω), ∀ k, k ≥ k(ω), τk(ω) = T.
Il reste a` justifier que les processus contruits satisfont les conditions d’inte´gra-
bilite´ requises. Ainsi, la continuite´ du processus Y = (Yt)t∈[0,T ] re´sulte a` la
fois des proprie´te´s de la suite (τk) et du fait que ce dernier coincide avec
Y k (sur [0, τk] et pour tout k) lui-meˆme continu. Afin de montrer pourquoi
l’inte´grale stochastique Z ·M ainsi que L sont de carre´ localement inte´grable
dans leurs espaces de Hilbert respectifs, il nous faut e´tablir :
P(
∫ T
0
|Zs|
2dCs =∞) = 0 et P(〈L〉T =∞) = 0.
On commence par e´crire l’e´galite´ ensembliste suivante :
{
∫ T
0
|msZs|
2dCs =∞}
= {
∫ T
0
|msZs|
2dCs =∞, τk = T}
⋃
{
∫ T
0
|msZs|
2dCs =∞, τk < T}.
Or, sur l’ensemble {τk = T}, on a la relation∫ T
0
|msZs|
2dCs =
∫ T
0
|msZ
k
s |dCs,
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et on obtient donc :
P({
∫ T
0
|msZs|
2dCs =∞}) ≤ P({
∫ T
0
|msZ
k
s |
2dCs =∞}) + P(τk < T ).
Comme k est fixe´, Zk · M est une martingale de carre´ inte´grable et par
conse´quent, on a :
P({
∫ T
0
|msZ
k
s |
2dCs =∞}) = 0, ce qui entraine la majoration suivante
∀ k, P({
∫ T
0
|msZs|
2dCs =∞}) ≤ P(τk < T ).
Du fait que : P(τk < T )→ 0, la conclusion s’ensuit.
On proce`de de la meˆme fac¸on pour justifier : P(〈L〉T =∞) = 0.

2.4.2 Proprie´te´s comple´mentaires d’inte´grabilite´
On se place de´sormais sous la seconde hypothe`se du the´ore`me 2.3 qui
impose une condition d’inte´grabilite´ plus forte sur B : de`s lors, on obtient
d’apre`s la section pre´ce´dente l’existence d’une solution (Y, Z, L) avec Y a`
trajectoires continues et Z et L respectivement dans L2loc(d〈M〉 ⊗ dP) et
M2loc([0, T ]). L’objectif est de prouver que les processus Y , Z et L appar-
tiennent respectivement a` Sp(R) (pour tout p, p > 1), L2(d〈M〉 ⊗ dP) et
M2([0, T ]).
Or, d’apre`s la construction mene´e dans la section pre´ce´dente, la variable Yt
est limite monotone et presque suˆre de la suite (Y nt ) et, d’autre part, chaque
e´le´ment de cette suite satisfait l’estimation a priori (uniforme en n) donne´e
par (2.18). Ceci permet alors d’affirmer :
P-p.s. et pour tout t, |Yt| ≤
1
γ
ln
(
E(φ0(|B|)|Ft)
)
.
D’autre part, renvoyant a` l’expression (2.17) de cette fonction, on obtient la
majoration qui suit :
E(φ0(|B|)|Ft) ≤ exp(γ
eba − 1
b
)E(exp(γeba|B|)|Ft).
D’apre`s l’hypothe`se donne´e par (2.16) et posant : p = λ
γeba
(p > 1), l’ap-
plication de l’ine´galite´ sur les moments est bien justifie´e pour la martingale
E(φ0(|B|)|Ft) qui est borne´e dans L
p. Il en re´sulte
∃ cp, E(sup
t
exp(pγ|Yt|)) ≤ E(
(
sup
t
E(φ0(|B|)|Ft)
)p
)
≤ cpE(exp(pγe
ba|B|)) <∞.
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Afin de justifier l’appartenance des processus Z et U respectivement a`
L2(d〈M〉 ⊗ dP) et M2([0, T ]), on applique la formule d’Itoˆ a` la semimartin-
gale ψγ(Y ). L’expression de la fonction ψγ est celle donne´e dans la preuve
du lemme 2.1 et que l’on rappelle :
ψγ(x) =
eγx − 1− γx
γ2
.
On introduit aussi la famille de temps d’arreˆt (τn) suivante
τn = inf{t,
∫ t
0
e2γYs |msZs|
2dCs ≥ n ou
∫ t
0
e2γYsd〈L〉s ≥ n}.
Apre`s des manipulations e´le´mentaires de la fonction ψγ (de´ja` e´voque´es dans
la preuve du lemme 2.1) et exploitant l’hypothe`se (H1) sur le ge´ne´rateur F ,
on obtient la forme suivante (inte´gre´e entre 0 et t ∧ τn)
ψγ(Y0)− ψγ(Yt∧τn) ≤
∫ t∧τn
0
ψ
′
γ(Ys)(|α¯s|(1 + b|Ys|)dCs
+
∫ t∧τn
0
ψ
′
γ(Ys)(ZsdMs + dLs)
−
1
2
〈L〉t∧τn −
1
2
∫ t∧τn
0
|msZs|
2dCs.
D’apre`s la de´finition de τn, chaque terme de la somme situe´e a` la seconde
ligne et dans le membre de droite est une vraie martingale. On prend alors
l’espe´rance dans chaque membre, apre`s avoir transfe´re´ le dernier terme du
membre de droite a` gauche, pour obtenir :
1
2
E
( ∫ T∧τn
0
|msZs|
2dCs + 〈L〉T∧τn
)
≤
1
γ2
E
(
sup
t∈[0,T ]
exp(γ|Yt|)
)
+ E
( ∫ t∧τn
0
exp(γ|Ys|)(|α¯s|(1 + b|Ys|)dCs
)
.
Exploitant alors la proprie´te´ d’inte´grabilite´ de sup
t
exp(pγ|Yt|) pour justifier
l’application du lemme de Fatou, i.e. le passage a` la limite (croissante) en
n, on en conclut donc
E
( ∫ T
0
|msZs|
2dCs + 〈L〉T
)
<∞.
Chapitre 3
Application en Finance
Dans cette partie, on illustre l’inte´reˆt de l’e´tude the´orique mene´e au cha-
pitre 2 pour une classe d’EDSR a` croissance quadratique. L’objectif consiste
a` re´soudre le proble`me d’optimisation introduit a` la section 0.3.2 en appli-
quant et en justifiant la me´thode (MD) pre´sente´e dans cette dernie`re section
0.3.2 : cette me´thode qualifie´e de dynamique a de´ja` e´te´ utilise´e pour obte-
nir des re´sultats concernant le meˆme proble`me d’optimisation dans le cadre
brownien dans [ELK00] ou encore dans [HU05] et celle ci permet d’exprimer
la fonction valeur en terme de la solution d’une EDSR a` croissance quadra-
tique, dont les parame`tres sont explicites. Dans ce chapitre, le proble`me est
e´tudie´ pour trois types de fonction d’utilite´ : d’une part et de fac¸on majori-
taire, on traite le cas de l’utilite´ exponentielle, d’autre part et lorsque l’actif
contingent B est nul, on traite les cas des utilite´s logarithme et puissance.
3.1 Le cas de l’utilite´ exponentielle
Dans le cas de l’utilite´ exponentielle note´e Uα et de´finie par Uα(·) :=
− exp(−α·) de parame`tre α (α > 0), on redonne la de´finition de la fonction
valeur V Bt (x) a` la date t introduite a` la section 0.3.2 et de´finie par
V Bt (x) = ess sup
π∈At
EFt(Uα(x+
∫ T
t
πu
dSu
Su
−B)), (3.1)
avec le processus de richesse Xπ := Xπ,t,x (i.e. Xπ,t,xt = x) de´fini sur [t, T ]
et donne´ par
∀ s ∈ [t, T ], Xπs := x+
∫ s
t
πu
dSu
Su
.
On conserve dans toute la suite les notations suivantes : x de´signe la valeur
du portefeuille a` la date t, B est l’actif contingent (variable FT -mesurable
et borne´e), XπT −B de´signe le portefeuille apre`s livraison de l’actif B obtenu
en adoptant la strate´gie π (a` la date d’e´che´ance T ) : on note que toutes les
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strate´gies π conside´re´es prennent leurs valeurs dans [t, T ] etAt est l’ensemble
des strate´gies admissibles au sens de la de´finition 0.3 de l’introduction.
3.1.1 Description du marche´ financier
On pre´cise tout d’abord le cadre et les hypothe`ses du marche´ finan-
cier e´tudie´. On conside`re un espace probabilise´ standard (Ω, F, P) muni
d’une filtration continue F et ou` M de´signe une martingale continue d di-
mensionnelle et de carre´ inte´grable. On conserve les notations de la premie`re
section de cette premie`re partie : a` savoir, 〈M〉 := (〈M i,M j〉)i,j de´signe le
crochet oblique de cette martingale et ce dernier s’e´crit sous la forme
∀ s, d〈M i,M j〉s = (m
i
s)
′
mjsdCs,
avec C un processus croissant, pre´visible et borne´ (et aussi continu puisque
M l’est). Cette e´criture est donne´e dans le contexte d’une filtration continue
dans [ELK97a]). Sur cet espace, on introduit alors le processus d dimension-
nel S = (Sit , i = 1, · · · , d) qui est une semimartingale continue (a` valeurs
dans Rd) et dont chaque composante repre´sente le prix des d actifs risque´s.
L’e´volution de ce processus est re´gie par l’e´quation :
∀ i ∈ {1, · · · , d},
dSis
Sis
= dM is+dA
i
s, avec : dA
i
s =
∑
j
d〈M i,M j〉sλ
j
s . (3.2)
On impose une condition comple´mentaire d’inte´grabilite´ sur le processus λ
pre´visible (et de carre´ inte´grable) : ce dernier satisfait de plus
(Hλ) ∃ aλ > 0,
∫ T
0
λ
′
sd〈M〉sλs =
∫ T
0
|msλs|
2dCs ≤ aλ, P-p.s.
En particulier, cela implique que λ est dans l’espace BMO(M) (cette nota-
tion est explicite´e, dans le cas d’une martingale M continue, dans la section
1.2 de cette premie`re partie de la the`se).
Remarque 1 La forme spe´cifique de l’EDS donne´e dans (3.2) est justifie´e
dans [DEL95] et, en particulier, en ce qui concerne le cadre d’une filtra-
tion continue ge´ne´rale (non ne´cessairement brownienne), le lecteur pourra
se re´fe´rer a` l’article re´cent [BOB]. La condition d’absolue continuite´ (donne´e
dans (3.2)) est celle requise afin d’assurer que la notion habituelle de non
arbitrage est satisfaite : cette notion the´orique est relie´e a` l’existence d’une
mesure e´quivalente de martingale (pour plus de de´tails, on renvoie aux deux
derniers articles cite´s). Toutefois, la condition impose´e ici est un peu plus
forte que celle donne´e dans [DEL97] (qui est connue sous le nom de condi-
tion de structure) sur le processus K := 〈λ ·M〉. Ce dernier, commune´ment
appele´ le “mean variance tradeoff”, est donne´ par la formule suivante
∀ t, Kt =
∫ t
0
λ
′
sd〈M〉sλs.
3.1. LE CAS DE L’UTILITE´ EXPONENTIELLE 87
Par la suite, l’hypothe`se (Hλ) permet d’appliquer les re´sultats pre´cis du
lemme 2.1 a` l’EDSR spe´cifique introduite par l’interme´diaire de la me´thode
(MD). Toutefois, bien que ceci ne soit pas traite´ dans cette the`se, une
proce´dure standard de localisation pourrait permettre de ge´ne´raliser certains
des re´sultats the´oriques obtenus, sous l’hypothe`se plus faible d’appartenance
de λ a` l’espace BMO(M). Anticipant ici sur les re´sultats du proble`me d’op-
timisation e´tudie´, la me´thode (MD) relie la valeur du proble`me (P1) de la
section 0.3.2 a` la solution d’ une EDSR de type (Eq1) de parame`tres (F, β,B)
et dont le processus α¯ (associe´ a` l’hypothe`se (H1) sur F ) est directement
relie´ au processus K.
Dans ce cadre spe´cifique, on re´introduit les notions de processus de ri-
chesse et de strate´gie (pre´sente´es aussi au paragraphe 0.3.2) ne´cessaires pour
la re´solution du proble`me d’optimisation (3.1).
De´finition 3.1 Le processus d-dimensionnel π := (πs)s∈[t,T ] est appele´ stra-
te´gie s’il est adapte´ a` la filtration F et si le processus Xπ· , de´fini sur [t, T ]
par : ∫ s
t
π
dS
S
:=
∫ s
t
d∑
i=1
πi
Si
dSi,
satisfait la condition minimale d’inte´grabilite´ suivante :
E
(∑
i
|
πiu
Siu
|2d〈Si〉u
)
<∞. (3.3)
On note par Xπ := Xπ,t,x le processus de richesse associe´ a` la strate´gie π et
tel que : Xπ,t,xt := x :
∀s ∈ [t, T ] , Xπs = x+
∫ s
t
πu
dSu
Su
, (3.4)
ou` le processus de prix est donne´e par l’EDS (3.2)
Sous les hypothe`ses (3.2) et (3.3), on obtient que l’inte´grale stochastique
Xπ := (
∫ s
t
πu
dSu
Su
)s∈[t,T ] appartient a` S
2(R) : se re´fe´rant a` la preuve fournie
dans la remarque 2 (page 5) de [HU05]), ceci entraine la condition habituelle
de non arbitrage, condition qui a e´te´ introduite dans la section 0.3.1 (page
27).
On rappelle la de´finition d’admissibilite´ que nous emploierons pour re´soudre
notre proble`me d’optimisation : celle ci a e´te´ donne´e par la de´finition 0.3 (elle
a e´te´ originairement introduite par [HU05]) et on la re´e´crit en l’adaptant au
marche´ financier introduit.
De´finition 3.2 Soit C un sous ensemble ferme´ mais non ne´cessairement
convexe de Rd et contenant 0. L’ensemble At des strate´gies admissibles re-
groupe l’ensemble des processus π = (πs)s∈[t,T ] d-dimensionnels et pre´visibles
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satisfaisant, d’une part : πs ∈ C P-p.s. et pour tout s, et : E(
∫ T
t
|msπs|
2dCs) <
∞ et d’autre part, la condition d’uniforme integrabilite´ de la famille sui-
vante :
{exp(−αXπτ ), τ F-temps d’arreˆt a` valeurs dans [t, T ]}.
Remarque 2 Le processus π := (πs)s∈[t,T ] dit processus de strate´gie est
a` valeurs dans Rd et chaque composante πi repre´sente la somme d’argent
investie dans l’actif i. On note que le caracte`re incomplet (cette notion est
introduite a` la section 0.3.1) du marche´ financier est due a` la pre´sence de
contraintes sur le portefeuille. Ces contraintes sont repre´sente´es par l’en-
semble C, qui est un sous ensemble de Rd ou` les strate´gies prennent leurs
valeurs. La condition de convexite´ est tre`s ge´ne´ralement re´pandue et on note
que l’hypothe`se de non convexite´ a de´ja` e´te´ e´tudie´e dans [HU05]. Elle se jus-
tifie lorsque l’on impose, par exemple, que seules des parts entie`res d’actifs
peuvent eˆtre ne´gocie´es lors de transactions (i.e π
i
Si
∈ N). On impose de plus
et de fac¸on naturelle, que 0 appartient C (ceci correspond a` la strate´gie
consistant a` ne rien faire).
3.1.2 La solution du proble`me d’optimisation
L’objectif consiste ici a` employer la me´thode de re´solution dynamique
(MD) afin d’exprimer la solution du proble`me d’optimisation (3.1) en fonc-
tion de la solution d’une EDSR quadratique du type (Eq1). On e´nonce les
deux re´sultats principaux de cette section.
The´ore`me 3.1 L’expression de la fonction valeur V Bt (x) (a` la date t) qui
est associe´e au proble`me d’optimisation (3.1) est donne´e par :
V Bt (x) = Uα(x− Yt), (3.5)
ou` le processus Y est la solution d’une EDSR de´finie sur [t, T ], de type (Eq1)
et de parame`tres (Fα, β,B) :{
dYs = −F
α(s, Zs)dCs −
β
2d〈L〉s + ZsdMs + dLs
YT = B,
qui est a` croissance quadratique et de parame`tres suivants :
• β = α (α correspond au parame`tre dit d’aversion au risque )
• la condition terminale B, qui est une variable FT mesurable et borne´e qui
repre´sente le contrat financier a` la date d’e´che´ance T .
• Le ge´ne´rateur Fα, dont l’expression est donne´e, P-p.s. et pour tout s,
par :
Fα(s, z) = inf
π∈C
(α
2
|ms(π − (z +
λs
α
))|2
)
− (msz)
′
(msλs)−
1
2α
|msλs|
2. (3.6)
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Corollaire 3.1 Utilisant les re´sultats du the´ore`me pre´ce´dent, on obtient
conjointement les deux assertions qui suivent :
• Il existe au moins une strate´gie π∗ optimale pour le proble`me (3.1) associe´
a` l’expression V Bt (x), et qui satisfait, P-p.s. et pour tout s, s ∈ [t, T ],
π∗s ∈ argmin
π∈C
|ms(π − (Zs +
λs
α
))|2. (3.7)
• La fonction valeur V B(x) satisfait le principe dynamique suivant :
∀ σ, τ (F-temps d’arreˆt), τ ≤ σ, V Bτ (x) = E(V
B
σ (X
π∗,τ,x
σ )|Fτ ), (3.8)
ou` π∗ est une strate´gie optimale (de´finie sur [τ, σ]) tel que le processus note´
Rπ
∗
:= Uα(X
π∗ − Y ) satisfait la condition de martingale.
Preuve des re´sultats
Afin de proce´der aux preuves des diffe´rents re´sultats e´nonce´s dans le
the´ore`me et dans le corollaire et, dans un souci de clarte´, on de´coupe le
raisonnement en plusieurs e´tapes :
• Tout d’abord, on justifie l’expression des diffe´rents parame`tres de l’EDSR
en employant la meˆme me´thode dynamique que dans [HU05] : en particulier,
on e´tablit l’expression du ge´ne´rateur Fα, en effectuant des calculs formels,
qui seront justifie´s a posteriori.
• Dans une seconde e´tape, on exploite la forme de ces parame`tres afin de
justifier l’existence (et l’unicite´) d’une solution (Y, Z, L) a` l’EDSR, qui soit
telle que pour toute strate´gie π, Rπ de´fini par Rπ = − exp(−α(Xπ − Y ))
satisfait les conditions impose´es.
• La dernie`re e´tape consiste a` exploiter de fac¸on pre´cise les proprie´te´s
de la famille (Rπ)π∈At pour re´soudre les deux proble´matiques associe´es au
proble`me d’optimisation (3.1), a` savoir
1. Expression de la fonction valeur V B(x) en termes de la solution Y a`
l’EDSR et e´nonce´ du principe dynamique (3.8).
2. L’existence de strate´gies optimales ainsi que leur caracte´risation.
Mise en oeuvre de la me´thode dynamique L’objectif de cette
sous section consiste a` justifier la construction d’une famille de processus
(Rπ := Uα(X
π − Y )) satisfaisant les conditions donne´es par (MD) et d’en
de´duire la forme spe´cifique de l’EDSR satisfaite par Y .
On rappelle que les strate´gies ne sont de´finies que sur [t, T ] et on utilise
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la notation suivante Et,.(M) := (Et,s(M))s∈[t,T ] pour de´signer le processus
de´fini sur [t, T ] et satisfaisant l’EDS
∀ s ∈ [t, T ], dEt,s(M) = Et,s(M)dMs et Et,t(M) = 1.
Dans un premier temps, on exploite la de´finition du processus Xπ et l’hy-
pothe`se selon laquelle Y est solution d’une EDSR de type (Eq1) pour e´crire :
Xπs − Ys = (x− Yt) +
∫ s
t
(πu − Zu)dMu −
(
Ls − Lt
)
+
∫ s
t
Fα(u, Zu)dCu +
β
2
(
〈L〉s − 〈L〉t
)
+
∫ s
t
(muπu)
′
(muλu)dCu.
D’autre part, on utilise l’expression de l’exponentielle stochastique E(M)
d’une martingale continue M afin d’obtenir :
et


exp(−α(
∫ s
t
(πu − Zu)dMu)) =
Et,s(−α(
∫ s
t
(πu − Zu)dMu)) exp(
α2
2
∫ s
t
|mu(πu − Zu)|
2dCu),
exp(α(Ls − Lt)) = Et,s(αL) exp(
α2
2
(〈L〉s − 〈L〉t)),
et on en de´duit finalement la de´composition multiplicative suivante de Rπ :
Rπs = − exp(−α(x− Yt))Et,s(−α(π − Z) ·M)Et,s(αL) exp(A
π
s −A
π
t ), (3.9)
avec Aπ de´fini par :
∀ s, s ∈ [t, T ], Aπs −A
π
t :=∫ s
t
(
− αFα(u, Zu)− α(muπu)
′
(muλu) +
α2
2
|mu(π − Zu)|
2
)
dCu
+
(
− αβ2
(
〈L〉s − 〈L〉t
)
+ α
2
2
((
〈L〉s − 〈L〉t
)
.
De plus et du fait de la stricte orthogonalite´ de M et L, il vient :
E(−α(π − Z) ·M)E(αL) = E(−α(π − Z) ·M + αL) = M˜π.
On utilise alors la forme de cette de´composition multiplicative : le processus
Rπ est une surmartingale s’il s’e´crit sous forme du produit d’une martingale
et d’un processus de´croissant a` variation finie. Rπ e´tant un processus ne´gatif
(P-p.s.), on traduit la condition de sousmartingale pour −Rπ.
Dans la de´composition (3.9), la martingale (a priori seulement locale) est
l’exponentielle stochastique M˜π. Cette dernie`re est une vraie martingale
de`s lors que −α(π − Z) ·M et L sont des martingales BMO. Une condition
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suffisante pour que −Rπ soit une sousmartingale est d’obtenir la positivite´
de la mesure dAπ, ce qui se reformule de la manie`re suivante :{
−αβ2d〈L〉s +
α2
2 d〈L〉s = 0, et :
−α(Fα(s, Zs) + (msπs)
′
msλs) +
α2
2 |ms(πs − Zs)|
2 ≥ 0.
Exploitant alors la condition de martingale du processus Rπ
∗
(pour le choix
d’une strate´gie π∗ optimale), les ine´galite´s pre´ce´dentes sont des e´galite´s, ce
qui fournit l’expression des parame`tres Fα et β (avec β = α).
Conse´quences et justification des calculs formels Pour conclure a`
l’existence d’une solution unique a` l’EDSR de parame`tres (Fα, α,B), on
ve´rifie que le ge´ne´rateur satisfait les hypothe`ses (H1) et (H2). D’une part,
Fα posse`de la borne infe´rieure suivante :
Fα(s, z) ≥ −(msz)
′
(msλs)−
1
2α
|msλs|
2 ≥ −|msz||msλs| −
1
2α
|msλs|
2.
Il re´sulte de l’ine´galite´ classique : ab ≤ 12(a
2 + b2), une minoration de Fα
Fα(s, z) ≥ −
(α
2
|msz|
2 +
1
α
|msλs|
2
)
.
D’autre part, on exploite le fait que : π, π ≡ 0 est a` valeurs dans C, on
obtient la majoration qui suit :
Fα(s, z) ≤
α
2
|msz|
2.
Fα satisfait donc l’hypothe`se (H1) en posant : b = 0 et en de´finissant le pro-
cessus α¯ par : α¯s :=
1
α
|msλs|
2. Ce processus ainsi de´fini satisfait l’hypothe`se∫ T
0
α¯sdCs ≤ a <∞, P-p.s., du fait de l’hypothe`se (Hλ) sur le processus λ.
D’autre part, pour tous z1, z2 appartenant a` Rd, on peut e´crire :
|Fα(s, z1)− Fα(s, z2)|
≤ |
α
2
(
dist2(ms(z
1 +
λs
α
),msC)− dist
2(ms(z
2 +
λs
α
),msC)
)
|
+| − (msz
1)
′
(msλs) + (msz
2)
′
(msλs)|
≤
α
2
|ms(z
1 − z2)|(|msz
1|+ |msz
2|+ 2
|msλs|
α
) + |ms(z
1 − z2)||msλs|
≤
α
2
|ms(z
1 − z2)|(θs + |msz
1|+ |msz
2|).
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L’hypothe`se (H2) est satisfaite avec la constante C donne´e par : C =
α
2
et pour tout s, θs =
4|msλs|
α
(θ satisfait la condition d’inte´grabilite´ requise
par (Hλ)). L’existence et l’unicite´ pour l’EDSR caracte´rise´e par la condition
terminale B et le ge´ne´rateur Fα donne´ par (3.6) re´sultent donc des re´sultats
the´oriques du chapitre pre´ce´dent.
Ayant de´sormais justifie´ l’existence d’une solution (Y, Z, L) avec le pro-
cessus Y borne´ (Y ∈ S∞), on prouve que, pour toute strate´gie π admissible,
le processus Rπ ve´rifie les conditions requises note´es (MD). Puisque la valeur
terminale de Y est donne´e par YT = B et que, par hypothe`se, la richesse a`
la date t de l’agent est e´gale a` x dans le proble`me (3.1), les assertions (i)
et (ii) sont trivialement satisfaites. Afin de conclure pour l’assertion (iii), il
s’agit de justifier que le processus Rπ, d’expression (3.9), est une surmartin-
gale pour toute strate´gie π admissible (i.e. π ∈ At). Comme l’exponentielle
stochastique est une martingale locale positive, il existe une suite de temps
d’arreˆt (τn) telle que (R
π
·∧τn) soit une surmartingale (ceci pour tout π), c’est-
a`-dire que :
∀ t ≤ u ≤ s ≤ T, ∀ A ∈ Fu, E
(
Rπs∧τn1A
)
≤ E
(
Rπu∧τn1A
)
.
D’autre part, du fait de la de´finition de l’ensemble d’admissibilite´ At et de
la bornitude du processus Y , on obtient l’uniforme inte´grabilite´ de la famille
(Rπ·∧τn). On de´duit donc, par passage a` la limite lorsque n tend vers +∞, la
proprie´te´ de surmartingale :
∀ u, s ∈ [t, T ], u ≤ s, ∀ A ∈ Fu, E
(
Rπs1A
)
≤ E
(
Rπu1A
)
.
Conclusion au proble`me d’optimisation (3.1) Dans ce paragraphe,
on justifie l’expression de la fonction valeur V Bt a` la date t ainsi que l’exis-
tence d’une strate´gie π∗ admissible.
Dans un premier temps, on e´crit la condition de surmartingale donne´e pour
toute strate´gie π (π ∈ At), ce qui fournit
∀ π, π ∈ At, E
Ft(RπT ) ≤ R
π
t = Uα(x− Yt).
Il ne reste plus qu’a` justifier l’existence d’une strate´gie optimale π∗ au
sens ou` Rπ
∗
est une vraie martingale. Cette dernie`re condition de martingale
permet de retrouver le principe dynamique satisfait par la fonction valeur
(principe donne´ par (3.8) dans le corollaire). On note enfin que, sous l’hy-
pothe`se d’existence d’une telle strate´gie optimale π∗, on obtient l’expression
fournie par (3.5) pour la fonction valeur, a` savoir
V Bt (x) = E
Ft(Rπ
∗
T ) = R
π∗
t = Uα(x− Yt).
Afin d’achever la preuve du the´ore`me et de justifier l’existence d’une strate´gie
(optimale) ve´rifiant (3.7), on proce`de a` l’aide d’un argument de se´lection me-
surable. La construction d’une telle se´lection est identique a` celle du lemme
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11 de [HU05] et elle est base´e sur le fait que toute telle strate´gie satisfaisant
(3.7) est de´finie (au sens ponctuel, i.e. pour tous s, ω fixe´s) , par
|ms(π
∗ − (Zs +
λs
α
))| = dist
(
ms(Zs +
λs
α
), msC
)
,
et ou` msC = {msπ, π ∈ C}. (Cette distance est bien de´finie, puisque l’en-
semble est ferme´ mais, a priori, il n’y a pas d’unicite´ du point ou` elle est
atteinte, ce qui justifie l’introduction de la notion de se´lection mesurable).
On conside`re maintenant une se´lection mesurable π∗ pour laquelle on sou-
haite justifier l’admissibilite´ au sens de la de´finition 0.3. Puisque 0 appartient
a` C et si on traduit que π∗ re´alise un argmin, on obtient
|ms(π
∗
s − (Zs +
λs
α
))| ≤ |ms(Zs +
λs
α
)|.
On remarque, d’autre part, que :
|ms(π
∗ − Zs))| ≤ |ms(π
∗ − (Zs +
λs
α
))|+ |ms
λs
α
|,
de sorte qu’on obtient un controˆle de |ms(π
∗ − Zs))| ne de´pendant que des
processus Z et λ. Du fait de l’hypothe`se sur λ et des controˆles BMO obte-
nus au lemme 2.1, ces processus sont tous deux dans BMO(M). Par appli-
cation du crite`re de Kazamaki, on obtient que l’exponentielle stochastique
E(−α(π∗ − Z) ·M) est une vraie martingale. Par conse´quent, le processus
Rπ
∗
est une martingale, ce qui signifie aussi que : π∗ ∈ At.
Pour conclure au re´sultat du corollaire, on montre que cette proprie´te´
de martingale permet de retrouver l’e´nonce´ du principe dynamique. D’une
part, en exploitant un raisonnement analogue que celui utilise´ pour obtenir
l’e´criture de la fonction valeur sous la forme (3.5) suivante(
∀ t, Vt(x) = R
π∗
t = Uα(x− Yt)
)
,
on e´tend sans difficulte´ la de´finition a` tout F-temps d’arreˆt τ , en intro-
duisant la notation V Bτ (x) pour de´signer la variable ale´atoire Fτ -mesurable
suivante
V Bτ (x) := Uα(X
π∗,τ,x
τ − Yτ ) = Uα(x− Yτ ).
Cette variable ve´rifie aussi
V Bτ (x) := ess sup
π
E
(
Uα(x+
∫ T
τ
πu
dSu
Su
−B)|Fτ
)
D’autre part, la proprie´te´ de martingale de Rπ
∗
:= (Uα(X
π∗−Y )) s’e´crit (en
exploitant le the´ore`me d’arreˆt optimal de Doob) : pour tout temps d’arreˆt
τ, σ, τ ≤ σ
V Bτ (X
π∗
τ ) := E
(
V Bσ (X
π∗,τ,Xpi
∗
τ
σ )|Fτ
)
,
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ou` la notation X
π∗,τ,Xpi
∗
τ
σ de´signe le processus de richesse satisfaisant :
X
π∗,τ,Xpi
∗
τ
τ = Xπ
∗
τ , dont il re´sulte alors
V Bτ (x) = E
(
V Bσ (X
π∗,τ,x
σ )|Fτ
)
.

3.2 Cas des utilite´s logarithme et puissance
3.2.1 Nouveaux proble`mes : le cadre
Dans cette sous section, on introduit deux nouvelles fonctions d’uti-
lite´, afin de pre´senter les deux proble`mes d’optimisation qui leur sont rat-
tache´s. Comme pour le cas de l’utilite´ exponentielle, on justifie l’approche
dynamique de la re´solution du proble`me, par la pre´sence de contraintes non
convexes sur le portefeuille. L’une des diffe´rences majeures par rapport au
cas pre´ce´dent est la contrainte supple´mentaire de positivite´ du processus de
richesse (pour les deux types de fonctions d’utilite´ conside´re´s). D’autre part
et dans toute l’e´tude mene´e, on ne conside`re que le cas d’un actif contingent
nul (i.e. B ≡ 0) : la fonction valeur associe´e au proble`me d’optimisation a`
la date t est note´e Vt(x) au lieu de V
0
t (x). On conserve ici la mode´lisation
de l’e´volution du processus de prix S prise a` la section 3.1 dans le cas de
l’utilite´ exponentielle, a` savoir :
dSs
Ss
= dMs + d〈M〉sλs.
Dans les deux cas que nous nous proposons d’e´tudier, on est amene´ a`
rede´finir la notion de strate´gie permettant de de´finir de fac¸on pre´cise la
notion de processus de richesse (repre´sentant le portefeuille de l’agent finan-
cier).
De´finition 3.3 On appele strate´gie tout processus d-dimensionnel pre´visible
ρ et tel que le processus de richesse Xρ associe´ est unidimensionnel et positif
et de´fini, pour tout s ∈ [t, T ], par
Xρs = x+
∫ s
t
Xρuρu
dSu
Su
= x+
∫ s
t
XρuρudMu +
∫ s
t
Xρuρ
′
ud〈M〉uλu,
avec le processus Xρ :=
∫ .
t
Xρs ρs
dSs
Ss
tel que la partie martingale est locale-
ment de carre´ inte´grable (condition analogue a` (3.3).
On note que, pour tout i, ρi repre´sente la proportion d’argent investie dans
l’actif i et que la quantite´ Xρs ρis correspond ici a` la de´finition donne´e a` π
i
s
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dans le cas exponentiel, a` savoir la quantite´ d’argent investie a` la date s
dans l’actif i. On de´duit alors a` partir de l’e´quation du processus Xρ donne´e
dans la de´finition 3.3 la forme inte´gre´e :
∀ t ≤ s ≤ T, Xρs := x exp
(∫ s
t
ρudMu −
1
2
∫ s
t
ρ
′
ud〈M〉uρu +
∫ s
t
ρ
′
ud〈M〉uλu
)
= xEt,s(ρ ·M) exp(
∫ s
t
ρ
′
ud〈M〉uλu),
ou` on conserve la notation Et,s, prise a` la page 88 de la section 3.1.2, dans
le cas de l’utilite´ exponentielle.
De´signant par U la fonction d’utilite´ (qui sera spe´cifie´e dans chacune des
sections 3.2.2 et 3.2.3), le proble`me consiste a` donner l’expression de la
fonction valeur, note´e Vt(x) et de´finie a` la date t par :
Vt(x) = ess sup
ρ∈A˜t
EFt(U(Xρ,t,xT )), (3.10)
ou` A˜t repre´sente l’ensemble des strate´gies ρ = (ρs)s∈[t,T ] admissibles : cette
notion reste a` de´finir pour chacun des deux proble`mes associe´s aux utilite´s
logarithme et puissance et elle est spe´cifie´e dans les paragraphes 3.2.2 et
3.2.3 qui suivent. Elle fournit en particulier une condition d’inte´grabilite´
assurant que l’expression du proble`me donne´ par (3.10) a un sens.
Dans les sous sections qui suivent, on distingue les proble`mes d’optimi-
sation attache´s aux deux fonctions d’utilite´ classiques suivantes :
– L’utilite´ puissance de´finie pour tout re´el γ ∈]0, 1[ par : Uγ(x) =
1
γ
xγ .
(γ e´tant de´sormais fixe´, on e´crira dans la suite U1 au lieu de Uγ).
– L’utilite´ logarithme est donne´e simplement par : U2(x) = ln(x).
3.2.2 Utilite´ puissance :
On commence par de´finir la notion de strate´gie admissible relie´e au
proble`me (3.10) ayant U = U1 comme fonction d’utilite´ et de fonction valeur
V 1(x).
De´finition 3.4 L’ensemble des strate´gies admissibles A˜t regroupe tous les
processus ρ d-dimensionnels et pre´visibles ρ = (ρs)s∈[t,T ] satisfaisant : ρs ∈
C, P-p.s. et pour tout s, ainsi que la condition :
∫ T
t
ρ
′
sd〈M〉sρs =
∫ T
t
|msρs|
2dCs <∞, P-p.s.
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Cette condition entraine que l’inte´grale stochastique suivante : E(
∫ .
t
ρdM),
est bien de´finie, en tant que martingale locale positive, et on rappelle ci-apre`s
son expression :
E(
∫ .
t
ρsdMs) = exp
(∫ .
t
ρsdMs −
1
2
∫ .
t
ρ
′
sd〈M〉sρs
)
.
On peut de`s lors donner la solution au proble`me (3.10) rattache´ a` la fonction
utilite´ puissance U1.
The´ore`me 3.2 Soit V 1t (x) la fonction valeur a` la date t relie´e au proble`me
de maximisation de l’utilite´ U1 et dont la valeur en t est donne´e par (3.10).
Celle ci s’e´crit sous la forme :
V 1t (x) =
xγ
γ
exp(Yt). (3.11)
Y repre´sente la premie`re composante de la solution (Y , Z, L) de l’EDSR
de´finie sur [t, T ] par :
Yt = 0−
∫ T
t
f1(s, Zs)dCs +
∫ T
t
1
2
d〈L〉s −
∫ T
t
ZsdMs − (LT − Lt),
avec L qui est une martingale re´elle orthogonale a` M (i.e. 〈L,M〉 = 0) et
dont le ge´ne´rateur f1 est de´fini, P-p.s. et pour tout s, par :
f1(s, z) = inf
ρ, ρ∈C
γ(1− γ)
2
(
|ms(ρ− (
z + λs
1− γ
))|2
)
−
γ(1− γ)
2
|ms(
z + λs
1− γ
)|2 −
1
2
|msz|
2. (3.12)
D’autre part, il existe au moins une strate´gie optimale ρ∗1 satisfaisant, P-p.s.
et pour tout s, s ∈ [t, T ],
(ρ∗1)(s) ∈ arg min
ρ, ρ∈C
|ms(ρ− (
Zs + λs
1− γ
))|2. (3.13)
Corollaire 3.2 Comme pour le cas de l’utilite´ exponentielle, la fonction
valeur V 1t (x) donne´e par l’expression (3.11), qui est rattache´e au proble`me
d’optimisation pour la fonction d’utilite´ U1, satisfait le principe de program-
mation dynamique, a` savoir :
∀ σ, τ F-temps d’arreˆt σ ≤ τ V 1σ (x) = E(V
1
τ (X
ρ∗,σ,x
τ )|Fσ), (3.14)
avec ρ∗ une strate´gie optimale (i.e satisfaisant la condition (3.13)).
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Remarque et preuve du corollaire 3.2 Dans ce paragraphe, on conside`re
le proble`me d’optimisation (3.10) rattache´ a` la fonction d’utilite´ U1 a` la date
t : ce proble`me consiste a` rechercher une expression de V 1t (x) et le the´ore`me
3.2 assure l’existence d’une strate´gie optimale et admissible ρ∗. Supposant
ici que la me´thode dynamique (MD) est bien justifie´e, le processus Rρ
∗
, qui
est de´fini sous la forme Rρ
∗
:= U1(Xρ
∗
)eY , est une martingale (le processus
Y e´tant de´fini dans le the´ore`me 3.2). On e´crit alors le the´ore`me d’arreˆt de
Doob pour ce processsus Rρ
∗
et on retrouve alors l’e´nonce´ du principe dy-
namique tel que formule´ par (3.14) dans le corollaire et qui est a` l’origine
de la me´thode de programmation dynamique.
Dans le paragraphe qui suit, on justifie les re´sultats du the´ore`me 3.2.
Preuve du the´ore`me 3.2 La preuve du proble`me d’optimisation (3.10)
est similaire a` celle donne´e dans le cas de l’utilite´ exponentielle et on en
donne les grandes lignes.
Application de la me´thode dynamique
Dans un premier temps, on applique la me´thode (MD) en introduisant
une famille de processus pour lesquels on traduit une proprie´te´ de surmar-
tingale approprie´e. On suppose connu au moins un triplet (Y, Z, L) solution
d’une EDSR de forme connue et dont on justifie ensuite l’existence. Dans
un second temps, on exploite les proprie´te´s des solutions de l’EDSR pour
justifier l’emploi de (MD) et en de´duire l’expression (3.11) fournie dans le
the´ore`me ainsi que l’existence d’une strate´gie optimale.
La solution (Y, Z, L) satisfait
Yt = 0−
∫ T
t
f1(s, Zs)dCs +
∫ T
t
1
2
d〈L〉s −
∫ T
t
ZsdMs − (LT − Lt).
On pose alors, pour toute strate´gie ρ (de´finie sur [t, T ]), Rρ := U1(Xρ)eY
(en particulier, on obtient ainsi Rρt := U
1(Xρt )e
Yt = U1(x)eYt). D’autre part,
on e´crit l’e´quation du processus Xρ sous forme diffe´rentielle donne´e dans la
de´finition 3.3
Xρs = x+
∫ s
t
XρuρudMu +
∫ s
t
Xρu(muρu)
′
(muλu)dCu.
D’autre part, puisque Y est solution de l’EDSR de´finie par les parame`tres
(f1, 12 , 0) comme de´fini dans le The´ore`me 3.2), l’expression de e
Y est donne´e
par :
eYs = eYt exp
(∫ s
t
f1(u, Zu)dCu +
1
2
∫ s
t
|muZu|
2dCu
)
Et,s(Z ·M + L),
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il re´sulte alors de calculs simples sur les exponentielles stochastiques, que
l’expression du processus Rρ, de´fini pour tout s, s ∈ [t, T ], par : Rρs =
1
γ
(Xρs )γeYs , est :
Rρs = R
ρ
t
1
γ
Et,s(((γρ+ Z) ·M + L)e
A¯
ρ
s−A¯
ρ
t , (3.15)
ou` le processus A¯ρ est de´fini pour tout s, s ∈ [t, T ] par :
A¯
ρ
s = A¯
ρ
t+
∫ s
t
(
f1(u, Zu) +
1
2
|muZu|
2 +
γ(γ − 1)
2
|muρu|
2
)
dCu
+
∫ s
t
(
γ(muρu)
′
(mu(Zu + λu))
)
dCu.
De`s lors et pour les meˆmes raisons que dans la preuve du the´ore`me 3.1
(cas de l’utilite´ exponentielle), une condition suffisante pour obtenir la pro-
prie´te´ de surmartingale est d’imposer : dA¯ρ ≤ 0, pour toute strate´gie ρ. Ceci
conduit ainsi a` l’expression donne´e par (3.12) pour le ge´ne´rateur f1.
Justification de la me´thode (MD)
Il ne reste qu’a` justifier les hypothe`ses et calculs effectue´s pre´ce´demment.
Tout d’abord, afin de prouver l’existence d’une solution a` l’EDSR de type
(Eq1) de parame`tres (f1, 12 , 0), on ve´rifie aise´ment que le ge´ne´rateur f
1 sa-
tisfait les hypothe`ses requises, a` savoir (H1) et (H2) :
d’une part, f1 satisfait (H1), puisque l’on a :
−
γ(1− γ)
2
|ms(
z + λs
1− γ
)|2 −
1
2
|msz|
2 ≤ f1(s, z) ≤ −
1
2
|msz|
2,
et comme, de plus, il est aise´ de voir que l’on a :
|f1(s, z1)− f1(s, z2)| ≤
γ
(1− γ)
|ms(z
1 − z2)|(2|msλs|+ |msz
1|+ |msz
2|),
on conclut donc que f1 satisfait les hypothe`ses requises et qu’on a existence
(et unicite´) d’une solution a` l’EDSR de parame`tres (f1, 12 , 0).
Afin de prouver que la famille (Rρ)ρ∈A˜t satisfait l’ensemble des conditions
donne´es par (MD), il suffit d’assurer la dernie`re assertion (iii). La proprie´te´
de surmartingale du processus Rρ, dont l’expression est fournie par (3.15),
re´sulte alors des deux proprie´te´s suivantes :
• d’une part, le processus suivant, de´fini sur [t, T ] par
Et,.((γρ+ Z) ·M + L),
est une martingale locale positive,
• d’autre part, du fait de la positivite´ de Rρ et la condition sur Aρ, on
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de´duit l’existence d’une famille de F-temps d’arreˆt (τk) tels que, pour tout
k, (Rρt∧τk) est une surmartingale. Par simple application du lemme de Fatou
a` cette famille de processus, on obtient donc, lorsque k →∞ :
∀ A ∈ Ft, ∀ t, s, t ≤ s, E
(
Rρs1A
)
≤ E
(
R
ρ
t1A
)
,
ce qui entraine que Rρ est une surmartingale, ceci pour toute strate´gie ad-
missible ρ.
Conclusion pour le proble`me d’optimisation
Afin de justifier l’expression de la fonction valeur (3.11), il suffit de prou-
ver l’existence d’une strate´gie optimale note´e ρ∗ puis de prouver son admis-
sibilite´. Comme dans le cas de l’utilite´ exponentielle, la relation (3.13) a`
satisfaire entraine donc que (msρ
∗) re´alise la distance entre ms
(Zs+λ)
(1−γ) et
msC := {msρ, ρ ∈ C} (le processus n’est pas ne´cessairement unique, car
l’ensemble C n’est pas convexe). L’admissibilite´ d’une telle strate´gie re´sulte
alors du controˆle :
|msρ
∗| ≤ |ms
(Zs + λ)
(1− γ)
| P-p.s. et pour tout s,
et du caracte`re BMO de Z ·M et de λ ·M). Par un raisonnement similaire
a` celui de la section 3.1, on obtient que Rρ
∗
est une vraie martingale et, de
ce fait, ρ∗ ∈ A˜t. On traduit alors la condition de martingale pour obtenir
l’expression de V 1(x) a` la date t en terme de la solution Y .

3.2.3 Utilite´ logarithme :
De meˆme que dans la sous section 3.2.2 pre´ce´dente, on commence
par introduire la notion d’admissibilite´ adapte´e a` notre proble`me.
De´finition 3.5 L’ensemble des strate´gies admissibles A˜t regroupe tous les
processus d-dimensionnels et pre´visibles ρ = (ρs)s∈[t,T ] satisfaisant : ρs ∈ C,
P-p.s. et pour tout s, ainsi que :
E
( ∫ T
t
ρ
′
sd〈M〉sρs
)
= E
( ∫ T
t
|msρs|
2dCs
)
<∞.
De`s lors, la solution au proble`me (3.10) rattache´ a` la fonction d’utilite´ U2
est donne´e par le the´ore`me suivant :
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The´ore`me 3.3 La fonction valeur V 2t (x) associe´e au proble`me de maximi-
sation de l’utilite´ logarithme U2 := ln a pour expression :
V 2t (x) = ln(x) + Yt (3.16)
ou` Y est la solution d’une EDSR (de condition terminale nulle) et s’e´crivant :
Yt = 0−
∫ T
t
f2(s)dCs −
∫ T
t
ZsdMs −
∫ T
t
dLs.
L’expression du ge´ne´rateur f2 est la suivante :
f2(s) = inf
ρ, ρ∈C
1
2
|ms(ρ− λs)|
2 −
1
2
|msλs|
2. (3.17)
Corollaire 3.3 Utilisant les re´sultats du the´ore`me 3.3, on obtient conjoin-
tement les re´sultats suivants pour le proble`me associe´ a` l’utilite´ U2 :
• La fonction valeur V 2t (x) satisfait le principe dynamique suivant :
∀ σ, τ F-temps d’arreˆt σ ≤ τ V 2σ (x) = E(V
2
τ (X
ρ∗,σ,x
τ )|Fσ), (3.18)
ou` ρ∗ est optimale au sens de la condition (iii) de (MD) et ou` la notation
X
ρ∗,σ,x
τ signifie X
ρ∗,σ,x
σ = x.
• Il existe au moins une strate´gie optimale admissible et toute strate´gie
optimale ρ∗ satisfait (P-p.s. et pour tout s)
(ρ∗)(s) ∈ arg min
ρ, ρ∈C
|ms(ρ− λs)|
2. (3.19)
Preuve du The´ore`me 3.3 Comme pour les deux autres proble`mes d’op-
timisation, on met a` nouveau en oeuvre la me´thode dynamique afin d’ ex-
primer la fonction valeur sous la forme (3.16) De fac¸on analogue au cas
de l’utilite´ puissance, on de´finit une famille ade´quate de processus (Rρ) a`
laquelle on applique la me´thode (MD). On pose alors Rρ := ln(Xρ) + Y
(processus de´fini sur [t, T ]), ou` Y est solution de l’EDSR dont la forme est
donne´e dans le the´ore`me 3.3 et on e´crit la formule d’Itoˆ pour le processus Rρ
ainsi de´fini (pour toute strate´gie ρ admissible au sens de la de´finition 3.5).
On commence par e´crire la formule d’Itoˆ pour la semimartingale ln(Xρ)
ln(Xρt ) = ln(x) +
∫ t
0
ρsdMs −
1
2
∫ t
0
|msρs|
2dCs +
∫ t
0
(msρs)
′
(msλs)dCs,
et on redonne ci-dessous l’EDSR satisfaite par le processus Y
Yt = 0−
∫ T
t
f2(s)dCs −
∫ T
t
ZsdMs −
∫ T
t
dLs.
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Le processus Rρ s’e´crit donc sous la forme :
ln(Xρs ) + Ys = ln(x) + Yt +
∫ s
t
(
(ρu + Zu)dMu + dLu
)
+A2(s)−A2(t),
ou` le processus A2 est donne´ sous forme diffe´rentielle :
dA2(s) = (f2(s)−
1
2
|msρs|
2 + (msρs)
′
(msλs))dCs.
De´finissant alors le ge´ne´rateur f2 par (3.17), on peut aise´ment, au vu de
l’expression du ge´ne´rateur qui est, dans ce cas particulier, inde´pendant de
z, en conclure a` l’existence au sens classique d’une solution (Y, Z, L), avec Y
borne´ (un majorant de la norme de Y dans S∞ est alors fourni par le lemme
2.2 donne´ en section 2.2.3, dans l’e´tape 3 de la preuve de l’existence), ainsi
qu’au re´sultat suivant :
• ln(Xρ) + Y est une surmartingale pour tout processus ρ tel que :
ρ := (ρs)s∈[t,T ] ∈ A˜t.
• ln(Xρ
∗
) + Y est une martingale, pour toute strate´gie ρ∗ optimale, i.e.
satisfaisant (3.19).
D’autre part, l’existence d’une telle strate´gie satisfaisant cette condition
(3.19) d’optimalite´ est assure´e par un argument de se´lection mesurable et
l’appartenance a` l’ensemble d’admissibilite´ A˜t re´sulte du controˆle suivant
|ms(ρ
∗ − λs)| ≤ |msλs|,
controˆle qui est satisfait puisque la srate´gie ρ, telle que : ρ ≡ 0, est a` valeurs
dans C. A nouveau, une telle strate´gie ρ∗ n’est pas ne´cessairement unique, car
C est seulement ferme´ et non convexe. La formulation du principe dynamique
donne´e par (3.18) re´sulte de l’application du the´ore`me d’arreˆt de Doob a` la
martingale ln(Xρ
∗
) + Y .

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3.3 Prix d’indiffe´rence vis a` vis de l’utilite´
En comple´ment de cette section, on introduit ici les notions de prix et
de strate´gie d’indiffe´rence pour l’utilite´ exponentielle en les explicitant dans
notre cadre (des comple´ments utiles sur ces notions peuvent eˆtre trouve´s
dans [BEC06] ou aussi dans [MAN05]). Dans ces articles, ces notions sont
traite´es a` l’aide de re´sultats de dualite´, consistant a` conside´rer une formula-
tion duale du proble`me d’optimisation en introduisant notamment la notion
de mesure e´quivalente de martingale.
On utilise toujours l’expression de la fonction valeur V Bt a` la date t
fournie au de´but du chapitre 3 et rattache´e au proble`me (3.1) (introduit
en section 0.3.2) d’actif contingent note´ B (la notation V 0 vaut pour le
proble`me d’optimisation avec B := 0) et on de´finit ci-apre`s le processus de
prix d’indiffe´rence ψ comme e´tant la solution de :
V Bt (x+ ψt) = V
0
t (x). (3.20)
Cette e´quation de´finit implicitement le processus re´el ψ et elle met en rela-
tion deux proble`mes de maximisation de l’utilite´ : d’un point de vue finan-
cier, le processus ψ conside´re´ a` la date t repre´sente la quantite´ d’argent que
l’agent doit avoir en sus de x, afin que l’utilite´ (exponentielle) a` l’e´che´ance
T du proble`me d’optimisation et de payoff B soit e´gale a` celle du proble`me
d’optimisation avec meˆme richesse initiale x mais de payoff nul. Dans le cas
de l’utilite´ exponentielle de parame`tre α (a` savoir Uα(·) := − exp(−α·), avec
α > 0) qui est le cas qui nous inte´resse, ce prix d’indiffe´rence est inde´pendant
de la richesse (initiale) de l’agent. Ce prix d’indiffe´rence, qui appartient a`
l’ensemble des prix assurant la condition de non arbitrage, satisfait diverses
proprie´te´s dont la convexite´ par rapport a` B et la croissance par rapport a`
α : il a notamment e´te´ e´tudie´ en de´tail dans un cadre brownien par [ELK00],
article dans lequel la liste de ces proprie´te´s majeures est e´nume´re´e (on ren-
voie a` la proposition 5.1 de cet article).
Expression du prix d’indiffe´rence
The´ore`me 3.4 Se re´fe´rant ici aux re´sultats e´tablis dans le the´ore`me 3.1,
les solutions ψ := ψB,α and π := πB,α, correspondants respectivement aux
proble`mes de calcul du prix et de la strate´gie de couverture indiffe´rents vis
a` vis de l’utilite´ Uα, peuvent eˆtre exprime´es en terme de :
(Y B,α, ZB,α, LB,α) et de (Y 0,α, Z0,α, L0,α).
Ces deux derniers triplets sont les solutions dans S∞ × L2(d〈M〉 × dP) ×
M2([0, T ]) des EDSR de type (Eq1) de parame`tres respectifs (Fα, α, B)
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et (Fα, α, 0), ou` l’expression du ge´ne´rateur Fα est donne´e par l’e´quation
(3.6). Le processus d’indiffe´rence vis a` vis de l’utilite´ est alors donne´ par :
ψ = Y B,α − Y 0,α, (3.21)
ce processus est une semimartingale dont la de´composition est donne´e par
ψt −B = (AT −At)−
∫ T
t
πsdMs − (L˜T − L˜t),
ou` L˜ est une martingale re´elle orthogonale a` M et ou` la strate´gie de cou-
verture π := πα indiffe´rente vis a` vis de l’utilite´ est de´termine´e uniquement
(a` indistinguabilite´ pre`s) par :
π = ZB,α − Z0,α.
Preuve du the´ore`me 3.4 On donne ici une justification de ce the´ore`me
a` l’aide des re´sultats the´oriques e´tablis sur les EDSR quadratiques. Utili-
sant tout d’abord les re´sultats du the´ore`me 3.1 concernant la re´solution du
proble`me d’optimisation (3.1), on peut e´crire :
V Bt (x+ ψt) = Uα(x+ ψt − Y
B,α
t ) et V
0
t (x) = Uα(x− Y
0,α
t ).
Comparant alors les expressions fournies par les deux e´galite´s pre´ce´dentes
et d’apre`s la bijectivite´ de la fonction exponentielle que :
ψt = Y
B,α
t − Y
0,α
t .
D’autre part, on note (Y B,α, ZB,α, LB,α) et (Y 0,α, Z0,α, L0,α) les solu-
tions uniques des EDSR suivantes :

Y
B,α
t = B +
∫ T
t
Fα(s, ZB,αs )dCs +
α
2 (〈L
B,α〉T − 〈L
B,α〉t)− (K
α
T −K
α
t ),
avec : Kαt −K
α
0 =
∫ t
0 Z
B,α
s dMs + L
B,α
t ,
Y
0,α
t =
∫ T
t
Fα(s, Z0,αs )dCs +
α
2 (〈L
0,α〉T − 〈L
0,α〉t)− (KT −Kt)
avec : Kt −K0 =
∫ t
0 Z
0,α
s dMs + L
0,α
t .
Puis, on introduit les notations suivantes :
δY = Y B,α − Y 0,α, δZ := ZB,α − Z0,α et δL = LB,α − L0,α.
Par soustraction des deux e´quations pre´ce´dentes, on obtient alors
δYt −B = (A
α
T −A
α
t )−
∫ T
t
δZsdMs −
∫ T
t
δLs,
ou` Aα est un processus a` variation finie de´fini comme suit :
Aαt =
∫ t
0
(
Fα(s, ZB,αs )− F
α(s, Z0,αs )
)
dCs +
α
2
〈LB,α + L0,α, δL〉t.
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Par unicite´ de la de´composition de Galchouk-Kunita-Watanabe de la
martingale δY −Aα, on obtient que la strate´gie d’indiffe´rence π est donne´e
par l’expression : π = ZB,α − Z0,α .
D’autre part, du fait de l’hypothe`se (H2) sur les accroissements du ge´ne´rateur
Fα et de l’expression du processus κ de´fini dans la preuve de l’unicite´, le
processus δY satisfait encore l’e´quation :
δYt −B = −
∫ T
t
(δZ)sdM˜s −
(
δ˜LT − δ˜Lt
)
,
ou` l’on a simplement pose´ :
M˜ =M − 〈κ ·M,M〉 et δ˜L = δL− 〈δL,
α
2
(LB,α + L0,α)〉.
Posant alors : dQα = E(κ ·M + α2 (L
B,α + L0,α))dP, on obtient ainsi une
mesure e´quivalente de martingale (ce qui se justifie aise´ment a` l’aide du
the´ore`me de Girsanov et graˆce aux estimations donne´es par le lemme 2.1,
ainsi que par le controˆle de κ). Ceci conduit alors a` la repre´sentation suivante
du processus d’indiffe´rence vis a` vis de l’utilite´
ψt = E
Qα(B|Ft).
En particulier, on pre´cise ci dessous quelques proprie´te´s connues de ce pro-
cessus (de´ja` e´nonce´es par exemple dans [MAN05] et [BEC06])
– On obtient le controˆle suivant (cf Lemme 6 dans [MAN05])
ess inf
Q∈Pe
EQ(B|Ft) ≤ ψt ≤ ess sup
Q∈Pe
EQ(B|Ft),
ou` Pe consiste en l’ensemble des mesures e´quivalents de martingales.
Il est clair e´galement que : −|B|∞ ≤ ψ ≤ |B|∞, ce qui est vrai Q
α-p.s.
et, P-p.s., du fait de l’e´quivalence entre les deux mesures.
– Exploitant la repre´sentation (3.21) le processus ψ est inde´pendant de
la richesse initiale x de l’agent. De plus, du fait du the´ore`me 2.2 de
comparaison, l’application B → Y B,α est croissante, dont il re´sulte
que le processus ψ := ψB,α est e´galement croissant par rapport au
payoff B.
Avant de passer a` la preuve de re´sultats asymptotiques, on donne une re-
marque concernant cette repre´sentation : cette formule “explicite” n’im-
plique pas la line´arite´ du prix d’indiffe´rence vis a` vis de B : en effet, le point
essentiel a` remarquer est que la densite´ de la mesure Qα de´pend elle meˆme
de B, car elle fait intervenir les processus Y B,α, ZB,α et UB,α, qui sont so-
lution de l’EDSR de condition terminale B.
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Comportement asymptotique du prix d’indiffe´rence
L’objectif consiste a` retrouver ici des re´sultats de´ja` e´tablis dans des
cadres d’e´tude assez similaires : on peut citer l’article [BEC06], dans le-
quel sont e´tablis des re´sultats (a` l’aide de l’outil EDSR) mais ceux ci sont
obtenus sans hypothe`ses de contraintes sur le portefeuille, ce qui entraine
une expression simplifie´e des ge´ne´rateurs. Des re´sultats ont aussi e´te´ obtenus
dans le contexte de filtration continue tre`s ge´ne´rale mais, dans leur e´tude,
les auteurs utilisent des formules de dualite´ pour conclure a` l’expression de
ce prix d’indiffe´rence. Dans cette e´tude pre´liminaire, on ne traite que le cas
ou` α tend vers ze´ro et ou` le parame`tre λ est e´gal a` ze´ro (autrement dit la
probabilite´ dite risque neutre coincide avec notre probabilite´ P). Dans ce
cadre, on justifie alors que le re´sultat suivant est ve´rifie´ :
sup
t
|ψB,αt − E(B|Ft)| → 0,
et, pour ce faire, on proce`de en justifiant deux re´sultats de convergence :
sup
t
|Y B,αt − E(B|Ft)| → 0 et sup
t
|Y 0,αt | → 0, P-p.s.
Ceci re´sulte de la manipulation pre´cise des estimations des normes des so-
lutions Y B,α, ZB,α et LB,α (resp. Y 0,α, Z0,α et L0,α) a` l’EDSR(Fα, α, B)
de type (Eq1) (resp. a` l’EDSR(Fα, α, 0)). On note que la seconde conver-
gence est une conse´quence directe de la premie`re (obtenue en remplac¸ant la
condition terminale B par ze´ro).
On rappelle ci-dessous la forme des EDSR satisfaites par Y B,α et Y E :=
E(B|Ft) :
Y
B,α
t −B =
∫ T
t
Fα(s, ZB,αs )dCs +
α
2
(〈LB,α〉T − 〈L
B,α〉t)
−
∫ T
t
ZB,αs dMs −
∫ T
t
dLB,αs ,
et d’autre part, on a la de´composition suivante de la martingale E(B|Ft)
(par rapport a` M , qui est une martingale locale continue)
E(B|Ft) = B −
∫ T
t
ZBs dMs − (L
B
T − L
B
t ).
Pour justifier le re´sultat de convergence de´sire´, on proce`de comme suit :
(a) on montre tout d’abord l’existence d’estimations uniformes en α (α ∈
[0, 1]) des processus Y B,α, ZB,α et LB,α.
(b) On applique la formule d’Itoˆ au processus ψB,α := |Y B,α − Y E |2 et on
le majore, uniforme´mement en t, lorsque α tend vers 0.
Afin de prouver (a), on applique la formule d’Itoˆ au processus Φ(Y B,α +
106 CHAPITRE 3. APPLICATION EN FINANCE
|B|), ou` l’on pose : Φ(x) = ex − 1 − x. On exploite les re´sultats du lemme
2.1 au cas particulier de l’EDSR de parame`tres (Fα, B, α). Le parame`tre a
qui est associe´ a` (H1) e´tant nul (puisque : λ ≡ 0), on peut affirmer que :
|Y B,α| ≤ |B|∞, P-p.s. Exploitant la proprie´te´ : Φ
′
− Φ
′′
= −1, la bornitude
du processus Y B,α − Y E (valable uniforme´mement en t) ainsi que le fait :
α ∈ [0, 1], on aboutit, apre`s des calculs e´le´mentaires, au re´sultat suivant :
Φ(Y B,αt + |B|∞) +
1
2E
Ft(
∫ T
t
|msZ
B,α
s |
2dCs +
1
2
(
|LB,αT − L
B,α
t |
2
)
≤ 12E
Ft
(
Φ(2|B|∞)
)
.
De´sormais, en proce´dant comme indique´ par l’assertion (b), on obtient le
controˆle suivant :
ψ
B,α
t ≤ E
Ft
(
2
∫ T
t
(Y B,αs − Y
E
s )F
α(s, ZB,αs )dCs
)
+ EFt
(
2
∫ T
t
α
2
(Y B,αs − Y
E
s )d〈L
B,α〉s
)
.
Il re´sulte donc, d’une part, des controˆles uniformes suivants
∀ α ∈ [0, 1],


sup
t∈[0,T ]
|Y B,αt − Y
E
t | ≤ 2|B|∞
1
2E
Ft
(∫ T
t
|msZ
B,α
s |
2dCs + |L
B,α
T − L
B,α
t |
2
)
≤ Φ(2|B|∞),
et, d’autre part, de la majoration suivante de Fα : |Fα(s, z)| ≤ α2 |msz|
2, que
l’on peut alors affirmer :
sup
t
|ψB,αt | = sup
t
|Y B,αt − Y
E
t |
2 → 0, P-p.s. lorsque α→ 0,
ce qui est le re´sultat voulu.

Troisie`me partie
E´tude en filtration
DISCONTINUE
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Chapitre 4
Introduction
Dans cette seconde partie, on se place dans le contexte d’une filtration
discontinue sur laquelle on conside`re un nouveau mode`le de marche´ finan-
cier. L’objectif, qui est aussi la motivation principale de l’e´tude the´orique,
est d’e´tudier le proble`me de maximisation de l’utilite´ et, dans toute cette
partie, on se consacre a` l’utilite´ exponentielle. Afin de re´soudre ce dernier
proble`me, on est amene´ a` conside´rer une classe d’EDSR avec sauts et a` crois-
sance quadratique : l’e´tude the´orique de cette classe d’EDSR avec sauts et
a` croissance quadratique fait l’objet du chapitre 5 suivant.
4.1 Motivation et description de l’e´tude
On conside`re (Ω, F, P) un espace probabilise´ standard muni de deux
processus stochastiques inde´pendants : a` savoir un mouvement brownien
standard unidimensionnel et un processus ponctuel de Poisson. On note
F la filtration naturelle engendre´e par ces deux processus inde´pendants et
comple´te´e et qui satisfait les hypothe`ses “usuelles” de continuite´ a` droite et
de comple´tude (pour une de´finition pre´cise, on renvoie a` [PRO]). L’espace
probabilise´ filtre´ ainsi construit est appele´ espace de Wiener-Poisson, espace
dont une proprie´te´ essentielle est celle de repre´sentation pre´visible des mar-
tingales. Sur cet espace, on pre´cise dans un premier temps la notion d’EDSR
a` sauts en expliquant, notamment, ce qu’est alors une solution et dans quel
espace se fait la recherche de solutions. Dans le cadre dit “classique” (c’est-a`-
dire, essentiellement, lorsque le ge´ne´rateur est lipschitzien), ce type d’EDSR
avec sauts a e´te´ e´tudie´ dans [BARL97a] et [ROY03]. On se re´fe`rera a` ce der-
nier article, dont on utilisera les re´sultats d’existence et d’unicite´ ainsi que
le re´sultat de comparaison (ces re´sultats sont e´nonce´s au the´ore`me 0.2 et 0.3
de l’introduction) : la re´fe´rence a` un re´sultat de comparaison est justifie´e,
puisque l’on se place dans le cas d’EDSR unidimensionnelles.
Notre contribution consiste a` e´tudier sous l’hypothe`se de croissance qua-
dratique les proble`mes d’existence et d’unicite´ de solutions a` ce type d’EDSR.
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Dans ce but, nous sommes amene´s a` donner des hypothe`ses tre`s pre´cises
sur les parame`tres de l’EDSR : comme lors de l’e´tude mene´e dans la par-
tie pre´ce´dente (i.e. en filtration continue), la condition terminale est sup-
pose´e borne´e et l’objectif est alors de donner des conditions particulie`res
sur le ge´ne´rateur, de fac¸on a` obtenir des re´sultats d’existence et/ou d’uni-
cite´. Dans la partie the´orique, on adapte ainsi les me´thodes obtenues dans
le cadre brownien, afin de re´soudre a` la fois le proble`me de la pre´sence de
sauts ainsi que la croissance quadratique en la variable z du ge´ne´rateur. Le
mode`le financier pre´sente´ dans cette partie est inspire´ des re´sultats de l’ar-
ticle [BEC06] dans lequel la fitration sous jacente est aussi discontinue. Les
diffe´rences notables entre cet article et le mode`le e´tudie´ dans cette partie
sont les suivantes :
• l’e´volution du processus de prix est re´gie par une EDS purement brow-
nienne (i.e. sans sauts, ce qui se traduit dans le cadre du mode`le e´tudie´ et
pre´sente´ en section 4.2.3 par l’hypothe`se : β ≡ 0),
• la mesure de Le´vy associe´e a` la mesure ale´atoire de Poisson est de masse
finie,
• il n’y a pas de contraintes sur le portefeuille.
L’objectif de l’e´tude the´orique mene´e au chapitre 5 est de s’affranchir de ces
trois hypothe`ses.
Une des motivations de l’e´tude se trouve dans les applications en mathe´-
matiques financie`res. Nous conside´rons a` nouveau le proble`me de la maximi-
sation de l’utilite´ exponentielle d’un portefeuille : l’introduction d’une EDSR
quadratique avec sauts re´sulte encore de la me´thode dynamique (MD) in-
troduite en section 0.3.2 et de´ja` employe´e dans [HU05]. Dans le mode`le par-
ticulier e´tudie´, on ge´ne´ralise ainsi les re´sultats de [BEC06] lie´s au proble`me
de maximisation de l’utilite´ exponentielle dans le cas ou` on a pre´sence de
contraintes sur le portefeuille et ou` le processus de prix est solution d’une
EDS, elle-meˆme avec sauts. Toutefois, on restreint l’e´tude, en conside´rant
une classe particulie`re de mesure ale´atoire (a` savoir, en prenant une mesure
ale´atoire de Poisson). D’autre part et dans un premier temps, on suppose,
pour des raisons techniques, une condition de compacite´ sur l’ensemble des
strate´gies et on impose la finitude de la mesure de Le´vy. Dans un second
temps, on affaiblit les hypothe`ses prises et, plus pre´cise´ment, on s’inte´resse
a` la re´solution du proble`me d’optimisation sous les hypothe`ses suivantes :
– La mesure de Le´vy n est seulement σ-finie.
– L’ensemble de contraintes (toujours note´ C) et dans lequel les strate´gies
prennent leur valeurs est suppose´ ferme´ et non plus compact.
Une limitation de l’e´tude mene´e est que la construction donne´e dans la
preuve de l’existence s’appuie fortement sur l’expression explicite du ge´ne´ra-
teur, expression qui provient de la me´thode dynamique.
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4.2 Cadre et pre´liminaires
4.2.1 Le cadre the´orique
On conside´re l’espace probabilise´ (Ω, F, P) muni des deux processus
stochastiques inde´pendants suivants :
. Un mouvement brownienW =(Wt)t∈[0,T ] standard et unidimensionnel.
. Un processus ponctuel de Poisson de´fini sur [0, T ] × R \ {0} a` va-
leurs re´elles et dont la mesure ale´atoire associe´e Np(ds, dx) (a` valeurs
entie`res) est telle que son compensateur a la forme suivante :
Nˆp(ds, dx) = n(dx)ds,
avec la mesure n(dx) (note´e n par la suite) est une mesure positive ne
chargeant pas {0} et qui est, sauf mention contraire, suppose´e finie.
Dans toute la suite, on note F la filtration naturelle engendre´e par ces
deux processus et comple´te´e par N , ensemble forme´ par la famille des
ne´gligeables de F. D’autre part, conservant les notations de la section 0.2 de
l’introduction, la mesure compense´e N˜p(ds, dx) (N˜p(ds, dx) := Np(ds, dx)−
Nˆp(ds, dx)) de´signe l’unique mesure (ale´atoire) pre´visible telle que, pour
tout processus F pre´visible et de carre´ (localement) inte´grable, l’inte´grale
stochastique
∫
Fs(x)N˜p(ds, dx) est une martingale (de carre´ localement
inte´grable).
L’espace (Ω,F,P,F ,W, N˜p) ainsi construit est appele´ espace de Wiener-
Poisson. On insiste ici sur une proprie´te´ fondamentale de cette espace : le
couple (W , N˜p) posse`dent la proprie´te´ de repre´sentation pre´visible des mar-
tingales, c’est-a`-dire que toutes les F martingales K de carre´ (localement)
inte´grable de la filtration s’e´crivent sous la forme :
Kt = K0 + (Z ·W )t + (U · N˜p)t,
avec Z et U qui sont des processus pre´visibles et de carre´ (localement)
inte´grables et a` valeurs respectives dans les espaces R et L2(n(dx)), ou` ce
dernier est de´fini comme suit :
L2(n(dx)) = {u : R \ {0} → R,
∫
R\{0}
|u(x)|2n(dx) <∞},
et ou` les notations suivantes : Z · W et U · N˜p, de´signent les inte´grales
stochastiques de ces processus respectivement par rapport au brownien W
et a` la mesure ale´atoire compense´e N˜p(ds, dx). D’autre part, on introduit
L∞(n) comme e´tant l’ensemble des fonctions u : R \ {0} → R, x → u(x) a`
valeurs borne´es et on munit cet espace de la topologie de la convergence en
mesure.
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4.2.2 Pre´liminaires
Le cadre e´tant pose´, on pre´sente dans cette section les objets d’e´tude
ainsi que les notions the´oriques essentielles pour e´tablir les re´sultats. On
rappelle la forme ge´ne´rale de la classe d’EDSR (a` sauts) de´ja` introduite a` la
section 0.1.2
(Eq2.1)


Yt = B +
∫ T
t
f(s, Ys, Zs, Us)ds
−
∫ T
t
ZsdWs −
∫ T
t
∫
R\{0}
Us(x)N˜p(ds, dx).
Une solution de cette EDSR est un triplet (Y, Z, U) de processus satisfaisant
(Eq2.1) et appartenant a` S∞×L2(W )×L2(N˜p), ou` ces espaces sont de´finis
comme suit :
– S∞ = {Processus Y ca`dla`g tels que : esssup
t,ω
|Yt|) <∞}.
L’abbre´viation ca`dla`g signifie que le processus Y posse`de des trajec-
toires qui sont P-p.s. continues a` droite et admettent des limites a`
gauche en tout point.
– L2(W ) = {Processus Z pre´visibles et a` valeurs dans R satisfaisant
E
(∫ T
0
|Zs|
2ds
)
<∞}.
– L2(N˜p) = {Processus U P ⊗ B(R \ {0})-mesurables et satisfaisant :
E
(∫
[0,T ]×R\{0}
|Us(x)|
2n(dx)ds
)
<∞},
ou` P de´signe la tribu pre´visible et B(R \ {0}) est la tribu bore´lienne de
R \ {0} .
Dans toute la suite, on suppose que la condition terminale F est une variable
ale´atoire FT -mesurable, borne´e et que f est inde´pendant de la variable y
(ce qui est le cas dans notre application). Cette dernie`re condition peut eˆtre
un peu affaiblie en supposant seulement une croissance au plus line´aire en y
jointe a` une condition de monotonie (M) (on renvoie a` l’e´nonce´ du the´ore`me
0.2). Les processus Z et U solutions de l’EDSR (Eq2.1) sont pre´visibles et
de carre´ inte´grable au sens ou` les inte´grales stochastiques suivantes :
(Z ·W )t =
∫ t
0
ZsdWs et (U · N˜p)t =
∫
[0,t]×R\{0}
Us(x)N˜p(ds, dx),
sont de carre´ inte´grable.
Conforme´ment aux rappels de la section 0.1.2 et notamment, au the´ore`me
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0.2, dont on conserve les notations, une solution classique d’une telle EDSR
est de´finie comme e´tant un triplet de processus appartenant a` :
S2(R)× L2(W )× L2(N˜p).
Dans ce qui suit, ces re´sultats ne peuvent pas eˆtre applique´s, puisque l’EDSR
qui nous inte´resse posse`de un ge´ne´rateur qui n’est lipschitzien ni en z, ni en
u (en particulier, on supposera une hypothe`se de croissance quadratique par
rapport a` z). Ceci explique pourquoi on recherche des solutions avec le pro-
cessus Y appartenant a` S∞ := S∞(R) .
Pour conclure cette section et avant d’e´noncer les re´sultats que nous
avons e´tablis, on rappelle les notions et outils the´oriques utiles a` notre e´tude.
Afin de pouvoir exploiter le crite`re de Kamazaki donne´e au lemme 4.1 ci-
dessous, on a besoin de la notion de martingale BMO. Cette notion intro-
duite dans la de´finition 76 du chapitre 7 de [DEL80] est donne´e dans la
de´finition 0.1 : se re´fe´rant a` cette de´finition et puisque l’on conside`re des
martingales M discontinues et de carre´ (localement) inte´grable, une martin-
gale M est dite BMO si elle satisfait les deux ine´galite´s
esssup
Ω
(EFτ (〈M〉T − 〈M〉τ ) ≤ c
2 et : |∆Mτ |
2 ≤ c2,
pour tout F-temps d’arreˆt τ , τ ≤ T (∆Mτ de´signe le saut e´ventuel du
processus M au temps τ). D’autre part, pour une martingale M de carre´
localement inte´grable, on utilise la notation BMO(M) pour de´signer l’en-
semble des processus pre´visibles U tels que l’inte´grale stochastique U ·M
est une martingale BMO. Muni de cette de´finition de martingale BMO, on
donne ci-dessous une condition suffisante pour que l’exponentielle stochas-
tique (note´e E(M)) de la martingale M de carre´ inte´grable, qui est de´finie
par la formule de Dole´ans-Dade
E(M)t = exp(Mt −
1
2
〈M c〉t)
∏
s≤t
(exp(−∆Ms)(1 + ∆Ms)), (4.1)
soit une vraie martingale.
Lemme 4.1 (Crite`re de Kamazaki) Soit δ tel que : 0 < δ < ∞ et
M une martingale BMO satisfaisant de plus : ∆Mt ≥ −1 + δ pour tout t et
P-p.s., alors le processus E(M) est une vraie martingale.
Remarque D’apre`s la formule de Dole´ans-Dade, la martingale E(M) donne´e
par (4.1) est positive, de`s que les sauts de M satisfont : ∆M > −1. Sous
cette hypothe`se, il re´sulte d’arguments classiques que E(M) est une surmar-
tingale. Pour les de´tails de la preuve du lemme 4.1, on renvoie a` [KAZ]. Ce
crite`re (de Kazamaki) est utile pour assurer que E(M) est une densite´ de
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probabilite´ et que l’application du the´ore`me de Girsanov est justifie´e. Ce
dernier fait est l’une des cle´s essentielles de la preuve de l’unicite´, puisqu’il
permet de s’affranchir de la condition dite de Lipschitz sur le ge´ne´rateur.
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4.2.3 Le proble`me d’optimisation e´tudie´
Pre´sentation
De fac¸on analogue a` la premie`re partie de cette the`se, on pre´sente le
proble`me financier qui est e´tudie´ en spe´cifiant les particularite´s de l’e´tude
the´orique dans ce contexte de l’espace de Wiener-Poisson. L’un des objectifs
du proble`me de maximisation de l’utilite´ exponentielle (associe´ a` l’utilite´
Uα(.) := − exp(−α.) de parame`tre α) est de caracte´riser la fonction valeur
de´finie a` la date t, (introduite en section 0.3.2) dont on rappelle ci-dessous
l’expression
V Bt (x) = sup
π∈At
E(Uα(x+
∫ T
t
πs
dSs
Ss−
−B)|Ft). (4.2)
B de´signe ici l’actif contingent, qui est, dans toute l’e´tude, une variable FT -
mesurable borne´e. Le processus de richesse Xπ := Xπ,t,x est associe´ a` une
strate´gie π, strate´gie qui est un processus unidimensionnel de´fini sur [t, T ]
et il satisfait
∀ s, t ≤ s ≤ T, Xπs = x+
∫ s
t
πu
dSu
Su−
, (4.3)
ou` S est le processus de prix de l’unique actif risque´. On pre´cise a` nouveau
les de´finitions et significations financie`res des diffe´rents parame`tres (nous
reviendrons au chapitre 6 plus en de´tail sur les conditions particulie`res a`
imposer aux diffe´rents parame`tres qui interviennent) :
– la fonction d’utilite´ Uα conside´re´e est l’utilite´ exponentielle de´finie par :
Uα(x) = − exp(−αx).
– Le processus S de prix de l’actif risque´ sur le marche´ financier est une
semimartingale de l’espace de Wiener-Poisson mode´lise´e par l’EDS
unidimensionnelle :
dSs = Ss−
(
bsds+ σsdWs +
∫
R\{0}
βs(x)N˜p(ds, dx)
)
,
ou` les processus b, σ, β sont borne´s et pre´visibles et β > −1, de sorte
que le processus S est a` valeurs positives. Supposant que le processus
σ (a` valeurs re´elles) ne s’annule pas, on de´finit de fac¸on classique le
processus θ comme suit : θ = (σ−1s bs). Ce processus est lui aussi sup-
pose´ borne´, de sorte que la mesure Qθ de´finie par : dQ
θ
dP
= ET (−θ ·W )
est une densite´ de martingale et si W θ de´signe le brownien obtenu par
la transformation de Girsanov, le processus de prix S satisfait
dSs = Ss−
(
σsdW
θ
s +
∫
R\{0}
βs(x)N˜p(ds, dx)
)
.
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– la variable FT -mesurable d’expression (X
π
T − B) repre´sente le porte-
feuille apre`s livraison de l’actif B a` la date T , dite date de maturite´.
– At est l’ensemble des strate´gies dites admissibles (cette notion est
donne´e par la de´finition 0.3) et en particulier, dans notre e´tude, on
impose aux strate´gies admissibles de prendre leurs valeurs dans l’en-
semble de contraintes (note´ C) qui est suppose´ compact dans tout ce
chapitre.
Afin de caracte´riser la fonction valeur V Bt de´finie par (4.2) en terme de
la solution d’une EDSR dont nous allons donner les parame`tres dans le
paragraphe qui suit, on exploite la me´thode (MD) pour obtenir :
V Bt (x) = Uα(x− Yt).
Le second re´sultat est l’existence d’une strate´gie optimale π∗ donc admissible
au sens de la de´finition 0.3 (des pre´cisions sur l’admissibilite´ sont apporte´es
au chapitre 6 dans le lemme 6.1). On pre´cise de`s maintenant que, dans le
cas ou` l’ensemble de contraintes C est compact, la condition d’admissibilite´
est automatiquement ve´rifie´e. D’autre part, toute strate´gie optimale π∗ est
caracte´rise´e, P-p.s. et pour tout s, par :
π∗s ∈ argmin
π∈C
(α
2
|πσs − (Zs +
θs
α
)|2 + |Us − πβs|α
)
, (4.4)
ou`, dans cette expression, les processus Z et U sont associe´s a` la solution
unique (Y , Z, U) de l’EDSR (Eq2.1) donne´e par (f , B).
Mise en oeuvre de la me´thode dynamique (MD)
De fac¸on analogue au raisonnement mene´ a` la section 3.1.2, on suppose
connue une solution (Y , Z, U) a` l’EDSR a` sauts (Eq2.1), dont la condition
terminale est B et de ge´ne´rateur f a` de´terminer.
• Dans un premier temps, on effectue des calculs formels en e´crivant la
formule d’Itoˆ pour le processus R¯π := (R
pi
s
Rpit
)s∈[t,T ] ou` R
π est de´fini, pour
toute strate´gie π := (πs)t≤s≤T ∈ At, par
∀ s, t ≤ s ≤ T, Rπs = Uα(X
π
s − Ys) = − exp(−α(X
π
s − Ys)),
avec Xπ qui satisfait (4.3) : d’apre`s la de´finition du processus et la ca-
racte´risation de Rπ a` la date t, on a l’e´criture suivante
∀ π ∈ At, R
π
t := − exp(−α(x− Yt)).
• Dans un second temps, on met en oeuvre la me´thode dynamique en tra-
duisant la condition de sousmartingale pour le processus positif R¯π et celle
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de martingale pour R¯π
∗
ou` π∗ de´signe alors une strate´gie optimale : ceci
permet de caracte´riser explicitement le processus Y en tant que solution
d’une EDSR.
On commence par donner sous forme diffe´rentielle l’e´quation satisfaite
par le processus −α(Xπ − Y )
d(−α(Xπs − Ys)) = −α(πbs + f(s, Zs, Us))ds
−α(πσs − Zs)dWs − α
∫
R\{0}(πβsUs)N˜p(ds, dx)),
puis on applique la formule d’Itoˆ au processus R¯π
dR¯πs = R¯
π
s
(
− α(πsσs − Zs)
)
dWs
+R¯πs−
∫
R\{0}
(exp(−α(πsβs(x)− Us(x)))− 1)N˜p(ds, dx))
−α(R¯πs (πsbs + f(s, Zs, Us)ds) +
α2
2
(
R¯πs |πsσs − Zs|
2ds
)
+R¯πs
∫
R\{0}
(exp(−α(πsβs(x)− Us(x)))− 1 + α(πsβs(x)− Us(x)))Nˆp(ds, dx).
Le processus R¯π satisfait donc l’e´quation dZ = Z−dM
π + ZdAπ, avec les
processus Mπ et Aπ de´finis par
et


dAπs =
(
α2
2 |πσs − Zs|
2 − α(πbs + f(s, Zs, Us))
+
∫
R\{0}
(exp(−α(πβs(x)− Us(x)))− 1 + α(πβs(x)− Us(x)))n(dx)
)
ds,
Mπs = (−α(πσ − Z) ·W )s︸ ︷︷ ︸
=M1s
+(exp(−α(πβ − U))− 1) · N˜p)s︸ ︷︷ ︸
=M2s
,
ou` M1 et M2 repre´sentent respectivement les parties martingales conti-
nues et discontinues de Mπ. Le processus R¯π admet aussi la de´composition
sous forme multiplicative suivante : ∀ s ∈ [t, T ], R¯πs = M˜
π
s exp(A
π
s ), ou` M˜
repre´sente l’exponentielle stochastique de la martingale locale Mπ. Afin de
justifier que M˜ est une vraie martingale, on emploie la condition suffisante
donne´e par le lemme 4.1 : il suffit ainsi que la solution (Y, Z, U) de l’EDSR
satisfasse
1 Z ·W et (exp(−α(πβ−U))−1)·N˜ sont des martingales de classe BMO,
2 M2 est a` sauts borne´s et supe´rieurs a` (−1 + δ) (avec : δ > 0).
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D’autre part et pour obtenir la condition de sousmartingale du processus
R¯π, il faut imposer la croissance du processus exp(Aπ) apparaissant dans la
de´composition multiplicative : ceci se traduit par une condition de positivite´
de la mesure dAπ
α2
2 |πσs − Zs|
2 − α(πbs + f(s, Zs, Us))
+
∫
R\{0}
(exp(−α(πβs(x)− Us(x)))− 1 + α(πβs(x)− Us(x)))n(dx) ≥ 0.
La condition de martingale (pour le choix d’une strate´gie optimale π∗) se
traduit en remplac¸ant l’ine´galite´ par une e´galite´. Ces deux dernie`res condi-
tions sont satisfaites pour le choix suivant du ge´ne´rateur f :
f(s, z, u) = inf
π∈C
(
α
2
|πσs − (z +
θ
α
)|2 + |u− πβs|α
)
− θsz −
|θs|
2
2α
, (4.5)
ou` on introduit les notations | · |α et gα : R → R
|u|α =
1
α
∫
R\{0}
(eαu(x) − αu(x)− 1)n(dx) et gα(x) :=
eαx − 1− αx
α
.
L’expression de f est alors bien de´finie de`s lors que : u ∈ (L2 ∩ L∞)(n) et
z ∈ R. Sous cette dernie`re hypothe`se sur u et du fait de la bornitude des
processus β et π (π e´tant a` valeurs dans l’ensemble compact C), le processus
u − πβs appartient a` (L
2 ∩ L∞)(n) et on obtient le controˆle suivant de
|u− πβ|α :=
∫
R\{0}
gα(u(x)− πβs(x))n(dx) (P-p.s. et pour tout s)
∃ Cα,|u|L∞(n) > 0, |u− πβs|α ≤ Cα,|u|L∞(n) |u− πβs|
2
L2(n),
ce qui assure que l’expression de f est bien de´finie.
(la constante note´e Cα,|u|L∞(n) de´pend des normes dans L
∞(n) de β et de u
et du parame`tre α).
Chapitre 5
Etude the´orique de l’EDSR
5.1 Premiers re´sultats the´oriques
5.1.1 Proprie´te´s
Dans cette section, on conside`re toujours l’espace de Wiener-Poisson
introduit au chapitre pre´ce´dent et on se place sous l’hypothe`se n(R \ {0}) <
∞. On cherche a` re´soudre l’EDSR a` sauts donne´e par l’e´quation (Eq2.1)
avec les parame`tres (f , B) et dont l’expression explicite de f , de´duite a` la
section pre´ce´dente a` l’aide de la me´thode (MD), est fournie par (4.5)
f(s, z, u) = inf
π∈C
(
α
2
|πσs − (z +
θs
α
)|2 + |u− πβs|α
)
− θsz −
|θs|
2
2α
,
et ou` on a pose´ :
|u− πβs|α :=
∫
R∗
eα(u−πβs)(x) − 1− α(u− πβs)(x)
α
n(dx).
D’apre`s la section 4.2.3 pre´ce´dente, cette expression est de´finie (P-p.s. et
pour tout s) pour tout z et u respectivement dans R et L2 ∩ L∞(n). On
rappelle ci-dessous la forme de l’EDSR e´tudie´e dans ce chapitre :
Yt = B +
∫ T
t
f(s, Zs, Us)ds−
∫ T
t
ZsdWs −
∫ T
t
∫
R\{0}
Us(x)N˜p(ds, dx).
Comme annonce´ dans la section introductive 4.2.3, la condition terminale B
est une variable FT -mesurable borne´e et une solution a` cette EDSR est un
triplet de processus (Y, Z, U) appartenant a` S∞ × L2(W )× L2(N˜p) tel que
la quantite´
∫ T
0 |f(s, Zs, Us)|ds est presque suˆrement finie.
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Lemme 5.1 On fait les hypothe`ses suivantes sur les diffe´rents parame`tres
introduits en section 4.2.3 et apparaissant dans l’expression (4.5) du ge´ne´rateur
f :
• (i) L’ensemble de contraintes C est compact et 0 ∈ C,
• (ii) les processus β, σ, θ sont pre´visibles, borne´s et β > −1.
Sous ces hypothe`ses, le ge´ne´rateur f satisfait les conditions (H1) et (H2)
suivantes :
(H1)
∀ z, u ∈ R× (L2 ∩ L∞)(n(dx))
−(θsz +
|θs|2
α
) ≤ f(s, z, u) ≤ α2 |z|
2 + |u|α.
(H2)


∃C > 0, κ ∈ BMO(W ), ∀ z, z′ ∈ R, ∀u ∈ L2(n(dx)),
|f(s, z, u)− f(s, z′, u)| ≤ C(κs + |z|+ |z
′|)|z − z′|;
∀z ∈ R, ∀ u, u′ ∈ L2 ∩ L∞(n(dx)),
f(s, z, u)− f(s, z, u′) ≤
∫
R\{0}
γs(u, u
′)(u(x)− u′(x))n(dx),
avec γs(u, u
′) :=
sup
π∈C
(∫ 1
0
g
′
α(λ(u− πβs) + (1− λ)(u
′ − πβs)(x))dλ
)
1u≥u′
+ inf
π∈C
(∫ 1
0
g
′
α(λ(u− πβs) + (1− λ)(u
′ − πβs))(x)dλ
)
1u<u′ .
Lemme 5.2 Le processus γ issu de la line´arisation du ge´ne´rateur f :=
f(s, z, u) par rapport a` la variable u satisfait la proprie´te´ ci-dessous
∀ P, ∃ C¯P , δP > 0, ∀ u, u
′ ∈ (L2 ∩ L∞)(n) t.q. |u|L∞(n), |u
′|L∞(n) ≤ P,
−1 + δP ≤ γ(u, u
′) ≤ C¯P .
Preuve des deux lemmes
On ve´rifie que le ge´ne´rateur f d’expression (4.5) satisfait les condi-
tions (H1) et (H2).
D’une part et du fait que 0 ∈ C, on obtient la borne supe´rieure pour f , a`
savoir
f(s, z, u) ≤
α
2
|z|2 + |u|α.
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D’autre part, on exploite la positivite´ de l’expression dont on prend l’infi-
mum sur l’ensemble C, afin d’obtenir
−zθ −
|θ|2
2α
≤ f(s, z, u) ≤
α
2
|z|2 + |u|α.
Afin de spe´cifier les parame`tres introduits dans (H2), il reste a` e´tudier les
accroissements du ge´ne´rateur. Du fait de la forme explicite du ge´ne´rateur, la
condition sur les accroissements en z est trivialement satisfaite avec : κ = |θ|,
qui est un processus borne´ (et donc a fortiori dans BMO(W )) et C = α2 .
Dans un second temps et afin de pre´ciser la forme des accroissements en la
variable u, on rappelle la notation :
gα(x) =
eαx − αx− 1
α
.
On e´crit alors la formulation inte´grale des accroissements de la fonction gα
entre les re´els (u− πβ)(x) et (u
′
− πβ)(x) et on obtient ainsi :
f(s, z, u)−f(s, z, u′)
≤ sup
π∈C
(∫
R\{0}
[gα((u− πβs)(x))− gα((u
′ − πβs)(x)]n(dx))
)
≤ sup
π∈C
(∫
R\{0}
[
∫ 1
0
g
′
α(λ(u− πβs) + (1− λ)(u
′ − πβs))dλ](u− u
′)(x)n(dx)
)
≤
∫
R\{0}
(u− u′)(x)γs(u, u
′)(x)n(dx).
Dans la premie`re ine´galite´ et avant d’e´crire les accroissements sous forme
inte´grale (a` l’aide de la de´rive´e g
′
α), on utilise la majoration suivante (sans
valeurs absolues)
inf
π
Aπ − inf
π
Bπ ≤ sup
π
(
Aπ −Bπ
)
.
Pour obtenir l’expression de γ := (γs(u, u
′)), on utilise alors les deux asser-
tions suivantes :
• (u− u
′
)(x) = (u− u
′
)(x)1u≥u′ + (u− u
′
)(x)1u<u′ , d’une part,
• −sup
π
(−Aπ) = inf
π
Aπ, d’autre part,
ce qui permet donc d’affirmer que l’expression du processus γ est donne´e
par :
γs(u, u
′
) = sup
π∈C
(∫ 1
0
g
′
α(λ(u− πβs) + (1− λ)(u
′ − πβs))(x)dλ
)
1u≥u′
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+ inf
π∈C
(∫ 1
0
g
′
α(λ(u− πβs) + (1− λ)(u
′ − πβs))(x)dλ
)
1u<u′ .
Pour conclure sur la proprie´te´ de ce processus e´nonce´e au lemme 5.2, on
exploite l’hypothe`se de compacite´ sur C et la bornitude de β. Puisque u et
u′ sont a` valeurs borne´es dans L∞(n) (la borne e´tant un re´el P ) et puisque
g
′
α ne prend que des valeurs strictement supe´rieures a` -1, la condition sur γ
est automatiquement satisfaite, i.e.
∃ δP , C¯P > 0, t.q. − 1 + δP ≤ γs(u, u
′) ≤ CP .

Remarques aux lemmes
1. L’hypothe`se (H1) donne un controˆle de la croissance du ge´ne´rateur
f : (s, ω, z, u) → f(s, ω, z, u). La majoration fait apparaitre un terme
quadratique en la variable z ainsi que la fonction |u|K en la dernie`re
variable u. D’autre part, cette dernie`re fonctionnelle u → |u|K est,
sous l’hypothe`se comple´mentaire :
∃M > 0, |u|L∞(n) ≤M,
e´quivalente au carre´ de la norme hilbertienne, a` savoir
u→ |u|2L2(n) =
∫
R\{0}
|u(x)|2n(dx).
Cette dernie`re quantite´ jouit des meˆmes proprie´te´s d’homoge´ne´ite´ et
de convexite´ que : z → |z|2. Ceci sera utile, pour des raisons tech-
niques, afin de justifier le raisonnement du re´sultat de stabilite´ qui est
essentiel a` la preuve du the´ore`me 5.2 d’existence (re´sultat e´nonce´ au
paragraphe 5.1.2 suivant).
2. La condition (H2) fournit des controˆles pre´cis quant aux accroisse-
ments en les variables z et u du ge´ne´rateur f . Puisque ce dernier ne
satisfait pas les conditions habituelles de re´gularite´, on ne peut plus
se re´fe´rer aux the´ore`mes classiques pour obtenir un re´sultat de com-
paraison : ceci est l’une des raisons de l’introduction de la notion de
martingale BMO. Cette notion est celle requise dans la dernie`re hy-
pothe`se technique sur les accroissements en la variable u et elle permet
de justifier que E
(
γ ·N˜p
)
est une vraie martingale (on renvoie au lemme
4.1). La dernie`re condition sur γ du lemme 5.2 est a` rapprocher de l’hy-
pothe`se donne´e dans le the´ore`me 0.3 (section 0.2 de l’introduction).
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5.1.2 E´nonce´ des re´sultats
Ces hypothe`ses e´tant de´sormais spe´cifie´es, on donne l’e´nonce´ des re´sultats
principaux, a` savoir les the´ore`mes d’existence et d’unicite´.
The´ore`me 5.1 (Unicite´)
On conside`re l’EDSR (Eq2.1) de parame`tres (f , B), dont l’expression du
ge´ne´rateur f est donne´e par (4.5)
f(s, z, u) = inf
π∈C
(
α
2
|πσs − (z +
θ
α
)|2 + |u− πβs|α
)
− θsz −
|θs|
2
2α
,
et dont la condition terminale B est borne´e. Sous les conditions de la section
pre´ce´dente (donne´es par le lemme 5.1), cette EDSR posse`de au plus une
solution (Y , Z, U) dans l’espace S∞ × L2(W )× L2(N˜p).
The´ore`me 5.2 (Existence)
Si on conside`re l’EDSR (Eq2.1) de parame`tres (f , B) sous les meˆmes condi-
tions sur les parame`tres f et F qu’au the´ore`me 5.1, alors il existe au moins
une solution a` cette EDSR (appartenant a` S∞ × L2(W )× L2(N˜p)).
5.2 Preuve des re´sultats the´oriques
5.2.1 Estimations a` priori
L’objectif de cette section consiste a` e´tablir des estimations a priori
pre´cises de toute solution de l’EDSR (Eq2.1) de parame`tres (g,B) ou` g est
un ge´ne´rateur arbitraire qui satisfait (H1).
Un lemme fondamental
On e´nonce ci-dessous le re´sultat qui fournit des estimations a priori
pre´cises de tout processus (Y, Z, U) solution d’une EDSR de parame`tres
(g, B) : les estimations donne´es dans ce lemme sont essentielles dans les
preuves des re´sultats d’existence et d’unicite´. On note que les sche´mas de
preuve sont analogues a` ceux donne´s dans la premie`re partie de cette the`se.
Lemme 5.3 On conside`re un ge´ne´rateur g satisfaisant (H1) et B une condi-
tion terminale borne´e. Pour toute solution (Y , Z, U) de l’EDSR (Eq2.1) de
parame`tres (g, B) et qui appartient a` S∞ × L2(W )× L2(N˜p), on a les esti-
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mations suivantes, valables pour tout F-temps d’arreˆt τ ,
(i) (a) ∃ C1, C2 > 0, ∀ s ∈ [0, T ], C1 ≤ Ys ≤ C2, P-p.s.
(b) ∀ s, |Us|L∞(n) ≤ 2|Y |S∞ et |Us|
2
L2(n) ≤ 4n(R \ {0})|Y |
2
S∞ , P-p.s.
(ii) ∃ C3, E
Fτ
(∫ T
τ
|Zs|
2ds+
∫ T
τ
∫
R\{0}
|Us(x)|
2n(dx)ds
)
≤ C3,
ou` les constantes C1, C2 et C3 ne de´pendent que de |B|∞ ainsi que de |θ|L∞
et de α (ces deux parame`tres apparaissant dans l’expression de f(s, 0, 0)).
Corollaire 5.1 Reprenant les meˆmes hypothe`ses qu’au lemme pre´ce´dent,
pour toute solution (Y , Z, U) de l’EDSR (Eq2.1) (appartenant a` S∞ ×
L2(W )× L2(N˜p)), on a le re´sultat d’e´quivalence suivant :
∀ K,
1
CK,2|Y |S∞
E
∫
[0,T ]×R\{0}
|Us(x)|
2n(dx)ds ≤ E
∫ T
0
|Us|Kds
≤ CK,2|Y |S∞E
∫
[0,T ]×R\{0}
|Us(x)|
2n(dx)ds. (5.1)
La notation CK,2|Y |S∞ signifie que la constante de´pend du parame`tre K (as-
socie´ a` | · |K) et de la norme du processus Y dans S
∞.
Une premie`re remarque au lemme 5.3 est que les assertions (i)(b) et (ii)
reposent toutes deux sur les estimations donne´es des bornes (infe´rieures et
supe´rieures) du processus Y solution. D’autre part, l’assertion (ii) jointe a`
la proprie´te´ (i)(b) de bornitude des sauts de la martingale U · N˜p assure un
controˆle des normes BMO des deux inte´grales stochastiques Z ·W et U · N˜p.
Comme dans la premie`re partie de la the`se, ces dernie`res estimations consti-
tuent le point de de´part des re´sultats d’existence et d’unicite´.
Preuve du corollaire et de l’assertion (i)(b) du lemme 5.3
Afin de justifier le re´sultat du corollaire, on commence par montrer l’as-
sertion (i)(b), en supposant connue une solution (Y, Z, U) de l’EDSR (Eq2.1)
et de parame`tres (g,B). On utilise alors l’expression suivante des sauts de
la semimartingale Y satisfaisant l’e´quation (Eq2.1)
|∆Yt| = |Yt − Yt−| =
∫
R\{0}
|Ut(x)|Np({t}, dx), (5.2)
et on cherche a` montrer l’existence d’au moins un choix de repre´sentant
pre´visible U˜ du processus U , de sorte que x→ U˜t(x) satisfait : |U˜t|L∞(n) ≤
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2|Y |S∞ , P-p.s. et pour tout t. Conforme´ment aux notations de la section 0.1.2
de l’introduction, on exploite l’e´criture suivante de l’inte´grale par rapport a`
la mesure (croissante) de comptage∫
R∗
|Ut(x)|Np({t}, dx) = |Ut(p(t))|1(t∈Dp), (5.3)
(l’ensemble ale´atoire Dp repre´sentant l’ensemble des instants de sauts du
processus p). On de´finit alors le processus U˜ par
U˜t(x) = Ut(x)1|Ut(x)|≤2|Y |S∞ .
Des relations (5.2) et (5.3), on de´duit donc : U˜t(p(t))1(t∈Dp) = Ut(p(t))1(t∈Dp).
On peut ainsi e´crire
E
(∫ T
0
∫
R\{0}
|(U˜ − U)(s, x)|2Nˆp(ds, dx)
)
= E

 ∑
s∈Dp, s≤T
|U(s, p(s))− U˜(s, p(s))|2

 = 0.
Il en re´sulte donc l’e´galite´ : U = U˜ (dans L2(N˜p)). Par abus et dans toute
la suite, on confond les processus U et U˜ et de´sormais, on suppose que
pour tout triplet (Y, Z, U) solution, le processus U satisfait : |Ut|L∞(n) ≤
2|Y |S∞ , P-p.s. et pour tout t.
Exploitant de´sormais l’hypothe`se de finitude sur la mesure n ainsi que
l’ine´galite´ de Cauchy-Schwarz, on en de´duit facilement le controˆle du carre´
de la norme hilbertienne dans L2(n) qui est donne´e par l’assertion (i) (b) et
qui implique donc :
∀ K, ∃ C = CK,|Y |S∞ , E
∫ T
0
|Us|Kds ≤ CK,|Y |S∞ .
Afin de conclure, on note que sous la condition |Y |S∞ ≤ M , il existe une
nouvelle constante CM qui ne de´pend que des estimations dans S
∞ du pro-
cessus solution Y et telle que
∀ K > 0,
1
CM
E
∫
[0,T ]×R\{0}
|Us(x)|
2n(dx)ds ≤ E
∫ T
0
|Us(x)|Kds
≤ CME
∫
[0,T ]×R\{0}
|Us(x)|
2n(dx)ds.
Ce re´sultat d’e´quivalence (entre la fonctionnelle | · |K et le carre´ de la norme
hilbertienne dans L2(n(dx))) est utile afin de prouver le re´sultat dit de “sta-
bilite´ par monotonie ” (e´nonce´ au lemme 5.4) qui est inspire´ d’un lemme si-
milaire obtenu dans le cadre brownien dans [KOB]. Ce controˆle est essentiel,
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puisqu’il est beaucoup plus simple, pour des raisons d’ordre technique, de
conside´rer le carre´ de la norme hilbertienne dans L2(n(dx)) (plutoˆt qu’avec
la fonctionnelle | · |K).
Preuve du Lemme 5.3
Afin d’e´tablir l’assertion (i), on suppose qu’il existe une solution (Y, Z, U)
a` l’EDSR (Eq2.1) de parame`tres (g, B). Le processus Y appartient a` S∞
et on applique la formule d’Itoˆ a` la semimartingale eαY sous forme inte´gre´e
entre t et T :
eαYt − eαB =
∫ T
t
αeαYs
(
g(s, Zs, Us)−
α
2
|Zs|
2 − |Us|α
)
ds
−
∫ T
t
αeαYsZsdWs −
∫ T
t
∫
R\{0}
eαYs−(eαUs(x) − 1)N˜p(dx, ds).
Les deux derniers termes sont des martingales a priori seulement locales
en tant qu’inte´grales stochastiques respectivement par rapport a` W et par
rapport a` la mesure compense´e N˜p(ds, dx). On montre qu’en fait ce sont de
vraies martingales. En effet, puisque, d’une part, (Y, Z, U) appartient a` S∞×
L2(W )×L2(N˜p), le processus e
αY est borne´ et, de ce fait, eαY Z ·W et eαY U ·
N˜p sont des martingales. D’autre part, comme U satisfait : |Us|L∞ ≤ 2|Y |S∞ ,
P-p.s. et pour tout s (ce re´sultat est justifie´ au paragraphe pre´ce´dent), on
en de´duit l’existence d’une constante positive C|Y |S∞ ne de´pendant que de
|Y |S∞ et telle que∫ T
0
∫
R\{0}
|eαYs(eαUs − 1)|2n(dx)ds ≤ C|Y |S∞ |Us|
2
L2(n), P-p.s. et pour tout s.
D’apre`s ce controˆle et comme le processus U appartient a` L2(N˜p), la seconde
inte´grale stochastique apparaissant dans la formule d’Itoˆ est elle-meˆme une
vraie martingale. Prenant alors l’espe´rance conditionnelle sachant Ft et uti-
lisant la borne supe´rieure donne´e par (H1) pour g, on obtient alors :
eαYt − EFt(eαB) = EFt(
∫ T
t
αeαYs (g(s, Zs, Us)−
α
2
|Zs|
2 − |Us|α)︸ ︷︷ ︸
≤0
ds).
Puisque EFt(eαB) ≤ eα|B|∞ , on obtient l’ine´galite´ de droite de (i) en posant :
C2 = |B|∞. Afin d’obtenir celle de gauche, on utilise cette fois la borne
infe´rieure donne´e par (H1) au ge´ne´rateur g, ce qui entraine :
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Yt= B +
∫ T
t
g(s, Zs, Us)ds−
∫ T
t
ZsdWs −
∫ T
t
∫
R\{0}
Us(x)N˜p(ds, dx)
≥ −|YT |∞ −
∫ T
t
(
θsZs +
|θs|
2
α
)
ds
−
∫ T
t
ZsdWs −
∫ T
t
∫
R\{0}
Us(x)N˜p(ds, dx).
On de´finit alors la mesure de probabilite´ Pθ par
dPθ = ET (−
∫ .
0
θsdWs)dP,
et on obtient que E(−
∫ .
0 θsdWs) est une vraie martingale, du fait que θ ·W
est une martingale BMO. Pθ est donc une mesure de probabilite´ e´quivalente
sous laquelle : W θ = W +
∫ .
0
θudu, est encore un mouvement Brownien
standard et N˜p est toujours une mesure de martingale. On proce`de par lo-
calisation en conside´rant alors une suite (τm) de temps d’arreˆt (convergeant
vers T ) telle que (
∫ τm
0
ZsdW
θ
s ) et (
∫ τm
0
∫
R\{0}
Us(x)N˜p(ds, dx)) sont des
martingales sous Pθ. Prenant alors l’espe´rance conditionnelle par rapport a`
Ft et sous P
θ, on obtient :
Yt∧τm = E
Pθ
(
Yt∧τm |Ft
)
≥ EP
θ
(
Yτm −
∫ τm
t∧τm
|θs|
2
α
ds|Ft
)
−EP
θ
(∫ τm
t∧τm
ZsdW
θ
s −
∫ τm
t∧τm
∫
R\{0}
Us(x)N˜p(ds, dx)|Ft
)
.
On applique le the´ore`me de la convergence borne´e a` la suite de variables
(EP
θ
(
Yτm −
∫ τm
t∧τm
|θs|
2
α
ds|Ft
)
)m pour en de´duire
∀ t, Yt ≥ E
Pθ
(
YT −
∫ T
t
|θs|
2
α
ds|Ft
)
.
Cette ine´galite´ est vraie e´galement P-presque suˆrement du fait de l’e´quiva-
lence entre Pθ et P, et il en re´sulte que l’assertion (i) est satisfaite avec C1
donne´ par : C1 = −|B|L∞ −
|θ|2
L∞
α
T. (|θ|L∞T majorant
∫ T
0
θsds, graˆce a` la
bornitude de θ) Avant de passer a` la preuve de (ii), on compare ces esti-
mations a priori avec celles e´tablies au lemme 2.1 (dans la section 2.2.1 de
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la premie`re partie en filtration continue) : il y a ici une dissyme´trie entre
les bornes supe´rieures et infe´rieures C1 et C2 obtenues pour (i). Celle ci
provient des controˆles du ge´ne´rateur donne´s par (H1) qui entrainent que,
contrairement au cadre continu, l’hypothe`se (H1) n’est plus satisfaite par
g˜(s, z, u) = −g(s,−z,−u). On ne peut donc plus appliquer le meˆme raison-
nement au processus −Y pour obtenir la minoration. La raison est que la
fonctionnelle en u suivante : u→ |u|α, n’est pas syme´trique.
Pour justifier (ii), on applique la formule d’Itoˆ au processus (Y − C2)
2
(C2 n’est autre que la borne supe´rieure donne´e par (i)). On prend alors
l’espe´rance conditionnelle sachant Fτ entre un temps d’arreˆt arbitraire τ et
T :
EFτ ((Yτ − C2)
2 −(YT − C2)
2) = EFτ
(∫ T
τ
2(Ys − C2)(g(s, Zs, Us))ds
)
−EFτ
(∫ T
τ
|Zs|
2ds
)
− EFτ
(∫ T
τ
∫
R\{0}
|Us(x)|
2n(dx)ds
)
.
Utilisant a` la fois (H1) et la relation classique : ab ≤
1
2(a
2 + b2), on a :
∃ B2 ∈ L
1(ds⊗ dP) − 2(Ys − C2)(−g)(s, Zs, Us) ≤ B2(s) +
1
2
|Zs|
2,
ou` le processus note´ B2 est controˆle´ par la constante C2 ainsi que par le
processus θ et α (graˆce a` la minoration dans (H1)). Ce processus est donc
borne´ (P-p.s.) et il appartient a` L1(ds ⊗ dP). A l’aide de calculs simples, il
est aise´ de trouver une constante C3 telle que l’assertion (ii) soit satisfaite.
D’autre part, en prenant τ ≡ 0, on obtient que les processus Z et U sont
borne´s respectivement dans L2(W ) et L2(N˜p) et cette borne ne de´pend que
des estimations du processus Y dans S∞ ainsi que des parame`tres associe´s
a` (H1).

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5.2.2 Le re´sultat d’unicite´
Preuve du The´ore`me 5.1
De fac¸on analogue au raisonnement mene´ a` la section 2.2.2 (dans la
premie`re partie), on utilise une proce´dure de line´arisation afin de pouvoir
employer le the´ore`me de Girsanov. Comme dans l’article [HU05], l’utilisation
de ce dernier est justifie´e de`s que le caracte`re BMO de processus ade´quats est
assure´. On suppose connues deux solutions de l’EDSR (Eq2.1) caracte´rise´e
par (f , B), ou` l’expression de f est donne´e par (4.5). Ces deux solutions
sont note´es (Y 1, Z1, U1) et (Y 2, Z2, U2). Soit M une constante positive
telle que, pour i = 1, 2, |Y i|S∞ ≤M (une expression de cette constante est
fournie dans la preuve de l’assertion (i) du lemme 5.3). Pour plus de clarte´,
on introduit les notations suivantes :
Yˆ = Y 1 − Y 2, Zˆ = Z1 − Z2, Uˆ = U1 − U2.
On conside`re alors un F-temps d’arreˆt arbitraire τ et on e´crit la formule
d’Itoˆ pour le processus Yˆ entre t ∧ τ et τ (pour t fixe´) :
Yˆt∧τ − Yˆτ=
∫ τ
t∧τ
(f(s, Z1s , U
1
s )− f(s, Z
2
s , U
2
s ))ds
−
∫ τ
t∧τ
ZˆsdWs −
∫ τ
t∧τ
∫
R\{0}
Uˆs(x)N˜p(ds, dx).
Puisque le ge´ne´rateur ne satisfait pas les conditions habituelles (il n’est
lipschitzien ni en la variable z ni en u), on utilise les controˆles des accrois-
semments donne´s par (H2). Afin de simplifier les notations, on introduit le
processus λ(Z1, Z2) suivant

λs(Z
1
s , Z
2
s ) =
f(s,Z1s ,U
1
s )−f(s,Z
2
s ,U
1
s )
Z1s−Z
2
s
, si Zˆ 6= 0,
λs(Z
1
s , Z
2
s ) = 0, sinon.
On a donc l’e´criture suivante des accroissements du ge´ne´rateur f
f(s, Z1s , U
1
s )− f(s, Z
2
s , U
2
s ))
:= f(s, Z1s , U
1
s )− f(s, Z
2
s , U
1
s ) + f(s, Z
2
s , U
1
s )− f(s, Z
2
s , U
2
s )
≤ λs(Z
1
s , Z
2
s )Zˆs +
∫
R∗
γs(U
1
s , U
2
s )Uˆs(x)n(dx),
ou`, d’une part, le processus λ satisfait :
|λs(Z
1
s , Z
2
s )| ≤ C(κs + |Z
1
s |+ |Z
2
s |),
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et ou`, d’autre part, le processus γ a e´te´ introduit dans la condition (H2).
En particulier et graˆce aux estimations a priori fournies par (i)(b) dans le
lemme 5.3, on obtient que pour i=1, 2, |U is|L∞(n) ≤ 2|Y
i|S∞ ≤ 2M , P-p.s.
et pour tout s. D’apre`s la condition (H2), on obtient, P-p.s. et pour tout s,
le controˆle suivant :
∃ δ2M > 0, C¯2M > 0, t.q. − 1 + δ2M ≤ γs(U
1
s , U
2
s ) ≤ C¯2M .
Enfin, le caracte`re BMO de λ ·W re´sulte de l’hypothe`se sur κ donne´e par
(H2) ainsi que du caracte`re BMO des inte´grales stochastiques suivantes :∫ .
0 Z
idWs (ce caracte`re BMO (valable pour i = 1, 2) a e´te´ e´tabli dans la
preuve de l’assertion (ii) du lemme 5.3). De´finissant alors M1 et M2 comme
suit :
M1 = λ ·W et M2 = γ · N˜p,
et posant : dQ = ET (M
1 + M2)dP, l’application du crite`re de Kazamaki
(lemme 4.1) assure que E(M1+M2) est une vraie martingale, ce qui entraine
que Q est une mesure e´quivalente de probabilite´. On utilise une transforma-
tion de Girsanov en de´finissant de manie`re habituelle W λ =W −〈W,λ ·W 〉
et N˜γ = N˜p − 〈N˜p, γ · N˜p〉. Le processus M de´fini par :
Mt =
∫ t
0
ZˆsdW
λ
s +
∫ t
0
∫
R\{0}
Uˆs(x)N˜
γ(ds, dx),
est donc une martingale locale sous Q. Notant alors par (τn) une suite de
temps d’arreˆt telle que (M·∧τn) soit une F-martingale, il s’ensuit :
Yˆt∧τn ≤ Yˆτn +
∫ τn
t∧τn
ZˆsdW
λ
s +
∫ τn
t∧τn
∫
R\{0}
Uˆs(x)N˜
γ(ds, dx).
Supposant, sans restriction, que, pour tout n : τn ≥ t, (t e´tant fixe´ dans
[0, T [) et prenant l’espe´rance conditionnelle sachant Ft sous Q, on en de´duit :
Yˆt∧τn = Yˆt ≤ E
Q(Yˆτn |Ft).
Il suffit de conclure, en faisant tendre n vers +∞ et a` l’aide du the´ore`me
de convergence domine´e de Lebesgue. Ce dernier s’applique puisque Yˆτn
converge presque suˆrement vers YˆT (avec : YˆT = 0) et que le processus
Yˆ appartient a` S∞. Il s’ensuit : Yˆt ≤ 0, Q-p.s. et aussi P-p.s., du fait de
l’e´quivalence. Par syme´trie du proble`me (quitte a` e´changer les roˆles des
solutions Y 1 et Y 2), on peut de´sormais affirmer que : Yˆ = 0, ce qui ache`ve
la preuve de l’unicite´.

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5.2.3 Le re´sultat d’existence
Afin de justifier le re´sultat du the´ore`me 5.2 concernant l’existence
d’une solution a` l’EDSR (Eq2.1) caracte´rise´e par (f , B) et, pour plus de
clarte´, on de´coupe le raisonnement qui suit en trois e´tapes. Insistons tout
de suite sur le fait que, dans cette preuve constructive, on s’appuiera sur la
forme explicite de notre ge´ne´rateur f (donne´e par (4.5)) qui satisfait (H1)
et (H2).
• La premie`re e´tape consiste en la construction explicite d’une suite de
ge´ne´rateurs (fm) (construction base´e sur l’expression (4.5) de f) posse´dant
de bonnes proprie´te´s (de re´gularite´ et de croissance).
• Dans une seconde e´tape, on de´duit de cette construction l’existence de
triplets (Y m, Zm, Um) qui sont les solutions (uniques) aux EDSR de pa-
rame`tres (fm,B) ainsi que quelques proprie´te´s des processus ainsi construits.
• Dans une dernie`re e´tape, on conclut a` l’aide des diffe´rentes proprie´te´s
e´tablies a` l’e´tape pre´ce´dente (et en adaptant le re´sultat de stabilite´ par mo-
notonie de [KOB]) a` la convergence vers une solution (Y˜ , Z˜, U˜) de l’EDSR
de parame`tres (f , B).
Etape 1 : Approximation par un argument de troncature :
L’objectif est de construire une suite d’EDSR donne´e par les pa-
rame`tres (fm, B) telle que, pour tout m, il existe une solution unique (Y m,
Zm, Um) appartenant a` S∞ × L2(W )× L2(N˜p).
On de´finit M par : M := [2(|C1|+ |C2|)]+1, ou` C1 et C2 sont les constantes
fournies par l’estimation (i) du lemme 5.3 (pour P re´el, la notation [P ]
de´signe la partie entie`re) et on introduit la suite (ρm) de fonctions (au mi-
nimum continuˆment diffe´rentiable) dites de troncature qui satisfait
(i) La suite (ρm) est croissante (par rapport a` m).
(ii) ρm(x) = 1, si |x| < m,0 ≤ ρm(x) ≤ 1 si m ≤ |x| < m+ 1 et : ρm(x) =
0, si |x| ≥ m+ 1.
On introduit alors la suite de ge´ne´rateurs (fm) de´finie pour tout m, m ≥M ,
de la fac¸on suivante :
fm(s, z, u)
= inf
π∈C
(α
2
|πσs − (z +
θs
α
)|2ρm(z) +
∫
R\{0}
gα(u− πβs)(x)ρM (u(x))n(dx)
)
−θsz −
|θs|2
2α .
On fait tout de suite la remarque suivante : pour tout u ∈ (L2 ∩L∞)(n) tel
que |u|L∞ ≤M , on a l’e´galite´ suivante qui est satisfaite
fm(s, z, u) = fm(s, z, ρM (u)), P-p.s. et pour tout s.
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On justifie alors l’ensemble des proprie´te´s e´nonce´es au the´ore`me 0.2 pour
chaque ge´ne´rateur de la suite (fm)
1 Chaque ge´ne´rateur fm : (s, z, u) → fm(s, z, u) est lipschitzien (par
rapport a` z et u), au sens ou`, pour tout m ≥M , on a :
∃ Cm, M > 0, ∀ t,∀ z, z
′
∈ R, ∀ u, u
′
∈ L2(n),
|fm(t, z, u)− fm(t, z
′
, u
′
)| ≤
Cm, M
(
|z − z
′
|+ (
∫
R\{0}
(u(x)− u
′
(x))2n(dx))
1
2
)
.
Ce controˆle re´sulte de la troncature en z et en u et de la line´arisation
des accroissements de fm := fm(s, z, u), puisque ce dernier ge´ne´rateur
satisfait une hypothe`se analogue a` (H2).
2 Chaque fm satisfait l’hypothe`se de monotonie (Hcomp) et la condition
(Aγ) associe´e (on renvoie le lecteur au the´ore`me 0.3 de l’introduc-
tion ou aussi au the´ore`me 2.5 de l’article [ROY06]). Ces hypothe`ses
re´sultent de l’expression explicite des accroissements en la variable u
et sont satisfaites pour chaque fm avec le processus γm donne´ pour
tout m par : γm := γ. La suite d’EDSR donne´e par les parame`tres
(fm, B) satisfait bien un re´sultat de comparaison.
3 On obtient alors aise´ment le controˆle uniforme de la suite (fm(s, 0, 0)) :
sup
m
|fm(s, 0, 0)|2 ≤ D, (5.4)
avec D, qui est controˆle´ graˆce a` (H1) par la norme dans L
∞ du pro-
cessus borne´ |θ|
2
α
, et qui appartient donc a` L1(ds⊗ dP).
4 La suite de ge´ne´rateurs (fm) est croissante et converge simplement
vers f , c’est-a`-dire que, pour tout z ∈ R, u ∈ (L2 ∩ L∞)(n), on a :
fm(s, z, u)→ f(s, z, u), P-p.s. et pour tout s, lorsque m→∞.
La convergence ponctuelle est clairement satisfaite, puisque la suite est
construite a` l’aide du simple argument de troncature des fonctionnelles
en z et en u. La premie`re hypothe`se (de croissance) re´sulte, quant a`
elle, de la croissance de la suite de fonction de troncature (ρm) et de
la positivite´ de la fonctionnelle en la variable z.
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Etape 2 : Proprie´te´s utiles de cette approximation
On exploite les proprie´te´s note´es 1 et 3 au paragraphe pre´ce´dent et la
bornitude de la condition terminale B : le the´ore`me 0.2 de l’introduction
permet d’en de´duire l’existence d’une solution (Y m, Zm, Um) a` l’EDSR de
parame`tres (fm, B) qui appartient a` S2×L2(W )×L2(N˜p). D’autre part, la
proprie´te´ 2 assure que cette suite d’EDSR satisfait le re´sultat de comparaison
donne´ par le the´ore`me 0.3 : la suite de ge´ne´rateurs (fm) e´tant croissante,
il en est de meˆme de (Y ms ) (P-p.s. et pour tout s). Il reste ainsi seulement
a` justifier que la suite (Y m) appartient aussi a` S∞ et qu’elle y est borne´e
(uniforme´ment en m). Au vu de la condition (5.4) et de la bornitude de la
condition terminale B, on utilise alors les estimations a priori classiques, qui
sont valable dans le cadre d’EDSR a` sauts dont le ge´ne´rateur est lipschitzien
(on cite comme re´fe´rence le the´ore`me 8.3.5 de [ROY03] ou la proposition 54.1
de [PAR97b]). Plus pre´cise´ment, la suite (Y m) satisfait
∃ Cm, ∀ m, t, |Y
m
t |
2 ≤ CmE
( ∫ T
t
|fm(s, 0, 0)|2ds+ |B|2|Ft
)
, P-p.s.
De plus, chaque ge´ne´rateur fm satisfait (H1) avec les meˆmes parame`tres
que f . Les estimations e´tablies au lemme 5.3 sont donc encore valables pour
la solution (Y m, Zm, Um) (pour tout m). On peut en conclure les deux
proprie´te´s e´nonce´es ci-dessous
– La suite (Y m) posse`de une borne uniforme dans l’espace S∞.
– Les suites (Zm) et (Um) sont uniforme´ment borne´es dans leurs espaces
de Hilbert associe´s (on a meˆme des bornes uniformes respectivement
dans BMO(W ) et BMO(N˜p)).
D’autre part et pour les meˆmes raisons que celles donne´es dans la preuve
du corollaire 5.1 a` la section 5.2.1, la solution (Y m, Zm, Um) a` l’EDSR de
parame`tres (fm, B) satisfait :∫
R\{0}
|Ums (x)|Np({s}, dx) = |∆Y
m
s |, P-p.s. et pour tout s.
On obtient la proprie´te´ suivante analogue a` l’assertion du lemme 5.3
|Y m|S∞ ≤M et |U
m
s |L∞(n) ≤ 2M, P-p.s. et pour tout s. (5.5)
Ce dernier controˆle est essentiel, du fait qu’il permet d’e´tablir (pour tout
K > 0) l’e´quivalence entre :
E
∫ T
0
|Ums |Kds et E
∫
[0,T ]×R\{0}
|Ums (x)|
2n(dx)ds,
ou` la constante CK de´pend de K mais aussi de la borne de la suite re´elle
(|Ums |L∞(n)) : en particulier, cette constante est inde´pendante de m.
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On introduit, pour conclure ce paragraphe, un triplet de processus (Y˜ ,
Z˜, U˜), tel que chaque composante est limite au sens pre´cise´ ci-dessous des
suites (Y m), (Zm) et (Um). D’une part, la suite (Y m) e´tant croissante, il est
possible de de´finir Y˜ par :
Y˜s = limր (Y
m
s ), P-p.s. et pour tout s.
D’autre part, puisque les suites (Zm) et (Um) sont uniforme´ment borne´es
dans leurs espaces respectifs (hilbertiens) L2(W ) et L2(N˜p), on peut en ex-
traire des sous suites faiblement convergentes. On note par Z˜ et U˜ les limites
faibles respectives.
Etape 3 : Convergence de l’approximation
Dans cette dernie`re e´tape, il s’agit de proce´der au passage a` la limite
dans les EDSR caracte´rise´es par (fm, B) et donne´es par
Y mt = B +
∫ T
t
fm(s, Zms , U
m
s )ds
−
∫ T
t
Zms dWs −
∫ T
t
∫
R\{0}
Ums (x)N˜p(ds, dx), (5.6)
afin, tout d’abord, de justifier que le triplet de processus (Y˜ , Z˜, U˜) construit
lors de la seconde e´tape est solution de l’EDSR de parame`tres (f ,B). D’autre
part, on montre que ce triplet est limite de la suite dans un sens qui est
pre´cise´ dans le lemme qui suit (ce re´sultat est a` rapprocher e´galement du
lemme 2.3 de la partie en filtration continue).
Lemme 5.4 On suppose les conditions suivantes sur les parame`tres fm et
B construits a` l’e´tape 2 :
(1) B est une variable FT -mesurable borne´e,
(2) pour tout s et pour toute suites (zm)m et (u
m)m respectivement conver-
gentes dans Rd et L2(n) (respectivement vers z et u) et telles que la suite
(um) soit uniforme´ment borne´e dans L∞(n(dx)), la suite (fm) satisfait la
proprie´te´ de convergence :
lim
m→∞
fm(s, zm, um) = f(s, z, u), P-p.s. et pour tout s, .
La suite (Y m, Zm, Um) de solutions aux EDSR caracte´rise´es par (fm, B)
converge vers le triplet (Y˜ , Z˜, U˜) au sens suivant :
E( sup
t∈[0,T ]
|Y mt − Y˜t|) + |Z
m − Z˜|L2(W ) + |U
m − U˜ |L2(N˜p) → 0.
D’autre part, ce triplet (Y˜ , Z˜, U˜) est solution de l’EDSR (Eq2.1) de pa-
rame`tres (f , B).
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Preuve du lemme 5.4 et conclusion sur le the´ore`me 5.2
Afin de justifier le point note´ (2) dans le lemme 5.4 pour la suite (fm)
construite a` l’e´tape 1, on e´crit la de´composition e´le´mentaire suivante :
|fm(s, zm, um)− f(s, z, u)|
≤ |(fm − f)(s, zm, um)|︸ ︷︷ ︸
=(I)
+ |f(s, zm, um)− f(s, z, u)|︸ ︷︷ ︸
=(II)
.
Du fait de la continuite´ du ge´ne´rateur f par rapport aux variables z et u
(avec f d’expression connue et donne´e par (4.5)) et de l’hypothe`se de conver-
gence des suites (zm) et (um), la seconde expression (note´e (II)) converge
vers ze´ro. Pour la premie`re expression, le re´sultat de´coule du fait que les
suites (um) et (zm) sont borne´es (car convergentes) et aussi du fait que,
pour m assez grand, f et fm coincident, ce qui entraine que la premie`re
expression s’annule.
On se concentre sur le re´sultat principal du lemme, a` savoir l’existence
d’une limite aux solutions (Y m, Zm, Um) construites, qui est une solution
de l’EDSR de parame`tres (f , B). Avant de proce´der a` la preuve du point
difficile et essentiel, a` savoir la convergence forte dans leurs espaces de Hil-
bert respectifs des suites (Zm) et (Um) (preuve rele´gue´e a` la section 5.2.4
qui suit), on conclut a` l’existence d’une solution a` l’EDSR (Eq2.1) de pa-
rame`tres (f , F ). Afin d’identifier le triplet (Y˜ ,Z˜, U˜) en tant que solution de
l’EDSR (Eq2.1), on doit prouver les assertions suivantes :
(i) Zm → Z˜ (dans L2(W )), lorsque m→∞,
(ii) Um → U˜ (dans L2(N˜p(dx, ds))), lorsque m→∞,
(iii) E
( ∫ T
0
|fm(s, Zms , U
m
s )− f(s, Z˜s, U˜s)|ds
)
→ 0, lorsque m→∞,
((i) et (ii) correspondent a` la convergence des inte´grales stochastiques au
sens fort dans les espaces de Hilbert L2(W ) et L2(N˜p(ds, dx))).
On rappelle que les processus Z˜ et U˜ sont seulement de´finis comme les li-
mites faibles des suites (Zm) et (Um), le long d’une sous suite approprie´e.
Afin de justifier la troisie`me assertion (iii), on souhaite prouver un re´sultat
de convergence dans L1(ds⊗dP), et pour ce faire, on proce`de en deux temps
en justifiant :
• La convergence en ds⊗ dP-mesure, d’une part,
• L’uniforme inte´grabilite´ de la suite de variables (fm(s, Zms , U
m
s )), d’autre
part.
D’une part, les assertions (i) et (ii) entrainent l’hypothe`se plus faible de
convergence en ds⊗dP-mesure des suites (Zm) et (Um). On exploite, d’autre
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part, l’hypothe`se de continuite´ de f et celle de convergence simple de la suite
de ge´ne´rateurs (fm), obtenue a` l’e´tape 1, pour conclure a` la convergence en
ds⊗ dP-mesure de (fm(s, Zms , U
m
s )) vers f(s, Z˜s, U˜s).
Afin d’obtenir l’uniforme inte´grabilite´ de la famille (fm(s, Zms , U
m
s )), le long
de la sous suite ou` a lieue la convergence forte de (Zm) et (Um) vers Z˜ et
U˜ , on exploite les proprie´te´s suivantes
• chaque ge´ne´rateur fm satisfait les controˆles (majoration et minoration)
donne´s par (H1),
• la suite re´elle (|Ums |α) est presque suˆrement borne´e :
ceci se justifie par le fait que : x→ Us(x) est bien de´finie sur L
2(n) et L∞(n)
(cette suite est borne´e par 2|Y |S∞). Du fait que la mesure de Levy n est
finie et d’apre`s le re´sultat d’e´quivalence (du corollaire 5.1) entre | · |α et le
carre´ de la norme hibertienne (de L2(n)), on obtient une borne de (|Ums |α)
qui est note´e Cα,|F |∞ . On obtient ainsi les ine´galite´s suivantes
fm(s, Zms , U
m
s ) ≤
α
2 |Z
m
s |
2 + |Ums |α
≤ α2 |Z
m
s |
2 + Cα,|F |∞ .
D’autre part, exploitant la relation classique ab ≤ 12
(
a2 + b2
)
, on re´e´crit la
minoration de la suite (fm) donne´e par (H1)
fm(s, Zms , U
m
s ) ≥ −θsZ
m
s −
|θs|2
2α
≥ −α2 |Z
m
s |
2 − C1s ,
avec C1s :=
|θs|2
α
. On en de´duit donc le re´sultat
|fm(s, Zms , U
m
s )| ≤ C
1
s + α|Z
m
s |
2 + Cα,|F |∞ .
≤ C1s + 2α
(
|Zms − Z˜
2
s |
2 + |Z˜s|
2
)
+ Cα,|F |∞ .
Comme la convergence forte de |Zm − Z˜|2 vers 0 dans L1(ds⊗ dP) entraine
l’uniforme inte´grabilite´ de cette famille, le re´sultat d’uniforme inte´grabilite´
de´sire´ s’ensuit et assure que l’assertion (iii) est satisfaite. Passant alors a`
la limite dans les e´quations donne´es par (5.6), on en conclut que le triplet
(Y˜ , Z˜, U˜) satisfait donc :
Y˜t = B+
∫ T
t
f(s, Z˜s, U˜s)ds−
∫ T
t
Z˜sdWs−
∫ T
t
∫
R\{0}
U˜s(x)N˜p(dx, ds). (5.7)
Par unicite´ de la limite Y˜ (au sens P-p.s. et pour tout s), on en de´duit l’uni-
cite´ a` indistinguabilite´ pre`s de Z˜ et U˜ dans les espaces L2(W ) et L2(N˜p).
On rappelle un re´sultat classique : si, de toute sous suite de (Zm) (respec-
tivement de (Um)), on peut extraire une sous sous suite qui converge vers
une limite qui est toujours la meˆme et e´gale a` Z˜ (respectivement a` U˜) alors,
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la convergence a lieue sans avoir a` prendre de sous suites.
Afin de conclure pour la preuve du lemme 5.4, il reste a` voir en quel
sens se fait la convergence de la suite de processus (Y m) et, dans ce but, on
commence par e´crire ci-dessous l’e´quation satisfaite par Y˜ − Y m :
Y˜t − Y
m
t =
∫ T
t
(
f(s, Z˜s, U˜s)− f
m(s, Zms , U
m
s )
)
ds
−
∫ T
t
(Z˜s − Z
m
s )dWs −
∫ T
t
(U˜s − U
m
s )(x)N˜p(ds, dx).
Prenant alors le supremum en t, t ∈ [0, T ] puis l’espe´rance dans l’e´quation
pre´ce´dente, on peut affirmer :
E
(
sup
t∈[0,T ]
|Y˜t − Y
m
t |
)
− E
(
|Y˜0 − Y
m
0 |
)
≤ E
(∫ T
0
|f(s, Z˜s, U˜s)− f
m(s, Zms , U
m
s )|ds
)
+ E
(
sup
t∈[0,T ]
|
∫ t
0
(Z˜s − Z
m
s )dWs|+ sup
t∈[0,T ]
|
∫ t
0
(U˜s − U
m
s )(x)N˜p(ds, dx)|
)
.
De`s lors, on justifie le re´sultat a` l’aide, d’une part, de la convergence dans
l’espace L1(ds⊗ dP) du premier terme du membre de droite (correpondant
a` l’assertion (iii)) et, d’autre part, a` l’aide des ine´galite´s de Doob pour les
deux autres termes :
E
(
sup
t∈[0,T ]
|
∫ t
0
(Z˜s − Z
m
s )dWs|
)
≤ 2E
(∫ T
0
|Z˜s − Z
m
s |
2ds
) 1
2
,
ainsi que :
E
(
sup
t∈[0,T ]
|
∫ t
0
(U˜s − U
m
s )(x)N˜p(ds, dx)|
)
≤ 2E
(∫ T
0
∫
R∗
|(U˜s − U
m
s )(x)|
2n(dx)ds
) 1
2
.
On en conclut : E
(
sup
t
|Y˜t − Y
m
t |
)
→ 0.

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5.2.4 Annexe au the´ore`me d’existence
Afin de justifier la convergence (au sens fort) des suites (Zm) et (Um)
dans L2(W ) et L2(N˜p), on proce`de comme a` la section 2.3 de la premie`re
partie. Pour ce faire, on commence par introduire la fonction ΦK suivante :
ΦK(x) =
e2Kx − 2Kx− 1
2K
(= g2K(x)),
ou` ΦK est une fonction deux fois continuˆment diffe´rentiable et satisfaisant
en outre les proprie´te´s suivantes :

ΦK(0) = 0, et : ΦK , Φ
′′
K ≥ 0,
Φ
′
K(x) ≥ 0, de`s que : x ≥ 0,
Φ
′′
K − 2KΦ
′
K = 1.
Puisque la suite (Y m) construite lors des sections pre´ce´dentes est croissante,
on obtient, pour m ≥ p ≥M , que :
Φ
′
K(Y
m
s − Y
p
s ) ≥ 0, P-p.s et pour tout s.
Dans la suite, on notera par commodite´ Y m,p a` la place de Y m − Y p (et de
fac¸on similaire Zm,p, Um,p). On e´crit la formule d’Itoˆ pour la semimartingale
ΦK(Y
m,p) sous forme inte´gre´e entre 0 et T :
EΦK(Y
m,p
0 ) = E
∫ T
0
(e2KY
m,p
s − 1)(fm(s, Zms , U
m
s )− f
p(s, Zps , U
p
s ))ds
−E
∫ T
0
Ke2KY
m,p
s |Zm,ps |
2ds− E
∫ T
0
e2KY
m,p
s
∫
R\{0}
g2K(U
m,p
s )(x)n(dx)ds.
On souhaite donner une borne supe´rieure a` :
Fm,p = fm(s, Zms , U
m
s )− f
p(s, Zps , U
p
s ).
Pour ce faire, on exploite l’hypothe`se (H1) pour e´crire, d’une part,
fm(s, Zms , U
m
s ) ≤
α
2 |Z
m
s |
2 + |Ums |α
≤ α2 |Z
m
s |
2 + Cα,M ,
ou` la constante Cα,M est un majorant de la suite (|U
m
s |α) qui est borne´e
(ceci est une conse´quence imme´diate de l’assertion (i)(b) du lemme 5.3).
D’autre part, on utilise l’ine´galite´ classique : ab ≤ 12(a
2 + b2) pour e´crire :
|θsZs| ≤
1
α
|θs|
2 + α4 |Zs|
2 et on en de´duit l’existence d’un processus Cˆ,
Cˆ ∈ L1(ds⊗ dP) tel que :
−fp(s, Zps , U
p
s ) ≤ Cˆs +
α
4
|Zps |
2.
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(ou` Cˆ est donne´ par : Cˆs =
1
α
|θs|
2 + |θs|). On utilise alors la proprie´te´ de
convexite´ de z → |z|2 pour e´crire :
α
2 |Z
m
s |
2 ≤ α2
(
1
3 |3Z
m,p
s |2 +
1
3 |3(Z
p
s − Z˜s)|
2 + 13 |3Z˜s|
2
)
≤ 3α2 (|Z
m,p
s |2 + |Z
p
s − Z˜s|
2 + |Z˜s|
2),
et, de fac¸on analogue :
α
4
|Zps |
2 ≤
α
2
(
|Zps − Z˜s|
2 + |Z˜s|
2
)
.
Une borne supe´rieure de la diffe´rence, note´e Fm,p, est donne´e par :
Cˆs + 2α
(
|Zm,ps |
2 + |Zps − Z˜s|
2 + |Z˜s|
2
)
+ Cα,M .
A partir de maintenant et pour le reste de la preuve, on pose : K = 4α
et, prenant en compte les majorations de Fm,p, on re´e´crit la formule d’Itoˆ,
apre`s avoir transfe´re´ dans le membre de gauche les deux termes contenant
|Zm,p|2 et |Um,p|8α :
EΦK(Y
m,p
0 ) + E
∫ T
0
e8αY
m,p
s |Um,ps |8αds
+E
∫ T
0
2αe8αY
m,p
s |Zm,ps |
2ds+ E
∫ T
0
2α|Zm,ps |
2ds
≤ E
∫ T
0
(e8αY
m,p
s − 1)(Cˆs + Cα,M + 2α(|Z
p
s − Z˜s|
2 + |Z˜s|
2))ds.
Le passage a` la limite (pour p fixe´) et lorsque m → ∞ dans le membre de
droite est assure´ par le the´ore`me de Lebesgue, du fait des deux proprie´te´s
suivantes
– Y m,ps → Y˜s − Y
p
s , P-p.s. et pour tout s,
– les processus Cˆ, |Zp − Z˜|2 et |Z˜|2 appartiennent a` L1(ds⊗ dP).
D’autre part, comme toutes les variables de la suite (Ums ) sont a` valeurs uni-
forme´ment borne´es dans L∞(n), on exploite le re´sultat d’e´quivalence entre
les variables des suites (|Um,ps |8α) et (|U
m,p
s |2L2) suivants
∃ C,
1
C
|Um,ps |
2
L2 ≤ |U
m,p
s |8α ≤ C|U
m,p
s |
2
L2 .
On passe de´sormais a` la limite infe´rieure en m dans la formule d’Itoˆ, l’entier
p e´tant fixe´ :
EΦK(Y˜0 − Y
p
0 ) +
1
C
lim inf
m→∞
E
∫ T
0
|Um,ps |
2
L2ds
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+lim inf
m→∞
(
E
∫ T
0
2αe8αY
m,p
s |Zm,ps |
2ds+ E
∫ T
0
2α|Zm,ps |
2ds
)
≤ E
∫ T
0
(e8α(Y˜s−Y
p
s ) − 1)(Cˆs + Cα,M + 2α(|Z
p
s − Z˜s|
2 + |Z˜s|
2))ds.
De´sormais et du fait de l’hypothe`se de convergence faible de la suite (Zm)
vers Z˜ dans L2(W ) (resp. de Um vers U˜ dans L2(N˜p)), on obtient (pour p
fixe´) :
E
∫ T
0
(
2α(e8α(Y˜s−Y
p
s ) + 1)
)
|Z˜s − Z
p
s |
2ds
≤ lim inf
m
E
∫ T
0
2α
(
e8αY
m,p
s + 1
)
|Zm,ps |
2ds,
ainsi que
E
∫ T
0
|U˜s − U
p
s |
2
L2ds ≤ lim infm
E
∫ T
0
|Um,ps |
2
L2ds,
Il reste alors a` proce´der au second passage a` la limite (lorsque p tend vers
∞). D’une part et puisque les processus Cˆ et Z˜ appartiennent tous deux a`
L1(ds⊗ dP) et que Y˜s − Y
p
s converge (P-p.s. et pour tout s) en de´croissant
vers 0, il re´sulte d’apre`s le the´ore`me de convergence domine´e de Lebesgue
que
lim
p→∞
E
∫ T
0
(e8α(Y˜s−Y
p
s ) − 1)(Cˆs + Cα,M + 2α|Z˜s|
2)ds = 0.
D’autre part et comme pre´ce´demment, on peut transfe´rer dans le membre
de gauche le terme contenant la quantite´ |Z˜−Zp|2, afin d’obtenir l’ine´galite´
qui suit :
E
∫ T
0
4α|Z˜s − Z
p
s |
2ds+
1
C
E
∫ T
0
|U˜s − U
p
s |
2
L2ds
≤ E
∫ T
0 (e
8α(Y˜s−Y
p
s ) − 1)(Cˆs + Cα,M + 2α|Z˜s|
2)ds.
On en de´duit la convergence forte des suites (Zm) vers Z˜ dans L2(W ) (resp.
de (Um) vers U˜ dans L2(N˜p)).

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5.3 Nouvelle e´tude the´orique lorsque : n(R\{0}) =
+∞
5.3.1 Approche du proble`me
L’objectif de cette section consiste a` e´tablir un re´sultat d’existence pour
l’EDSR (Eq2.1) de parame`tres (f,B) sous une hypothe`se moins restrictive
sur la mesure de Le´vy n, a` savoir
n(R \ {0}) = +∞ et
∫
R∗
(1 ∧ |x|)2)n(dx) <∞.
On conserve les notations de la section 4.2.3 et on rappelle l’expression du
ge´ne´rateur f
f(s, z, u) = inf
π∈C
(
α
2
|πσs − (z +
θ
α
)|2 + |u− πβs|α
)
− θsz −
|θs|
2
2α
.
Dans cette expression, C repre´sente l’ensemble de contraintes suppose´ com-
pact dans toute cette section. On revient alors sur le mode`le introduit dans
la section 4.2.3 dans le cadre d’un espace de Wiener-Poisson munie de la fil-
tration naturelle F (continue a` droite et comple`te) et introduite en section
4.2.1. Le processus de prix S de l’actif risque´ satisfait l’EDSR unidimension-
nelle et avec sauts :
dSs = Ss−
(
bsds+ σsdWs +
∫
R∗
βs(x)N˜p(ds, dx)
)
,
avec les processus b, σ, β et θ := σ−1b pre´visibles et borne´s et β satisfaisant
en outre
βs > −1 et |βs(x)| ≤ C(1 ∧ |x|), P-p.s. et pour tout s. (5.8)
La minoration assure que l’inte´grale stochastique β · N˜p est a` sauts stric-
tement supe´rieurs a` −1 et le processus de prix S donne´ par la formule de
Dole´ans-Dade est un processus positif. La majoration quant a` elle assure
que le processus β appartient a` L2(N˜p).
Avant de re´e´noncer le re´sultat e´tabli par le corollaire 5.1, on rappelle l’ex-
pression de la fonctionnelle | · |α :
|u|α =
∫
R\{0}
(eαu(x) − 1− αu(x)
α
)
n(dx),
ou` cette dernie`re expression a un sens de`s que u ∈ L2 ∩ L∞(n). Le re´sultat
du corollaire 5.1 donne, de plus, l’e´quivalence entre | · |α et le carre´ de la
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norme hilbertienne dans L2(n) note´ | · |2
L2(n)
∀u ∈ L2 ∩ L∞(n), |u|L∞(n) ≤M
1
Cα,M
|u|2L2 ≤ |u|α ≤ Cα,M |u|
2
L2 . (5.9)
Cette relation sera exploite´e a` plusieurs reprises dans la suite. On note que,
pour toute fonction u (u ∈ (L2 ∩ L∞)(n)), la constante de´pend des pa-
rame`tres α et M (M e´tant un majorant quelquonque de |u|L∞(n)). Cette
e´quivalence permet notamment de justifier que le ge´ne´rateur f := f(s, z, u)
est bien de´fini (P-p.s. et pour tout s) pour tout couple (z, u) appartenant a`
R× (L2 ∩ L∞)(n).
On termine ces rappels pre´liminaires en pre´cisant que toute strate´gie π
conside´re´e est un processus unidimensionnel et pre´visible (a` valeurs dans
l’ensemble C) et que le processus (unidimensionnel) de richesse Xπ (associe´
a` π) est de carre´ inte´grable. Un tel processus π est dit admissible s’il satisfait
les conditions de la de´finition 0.3 e´nonce´e dans la section 0.3.2.
The´ore`me 5.3 Sous les hypothe`ses pre´ce´dentes sur l’EDSR (Eq2.1) et de
parame`tres (f , B) et dont le ge´ne´rateur f a pour expression (4.5), l’EDSR
posse`de une et une seule solution appartenant a` S∞ × L2(W )× L2(N˜p).
Quelques proprie´te´s et remarques pre´liminaires
Avant d’aborder la preuve du re´sultat d’existence donne´ par le the´ore`me
5.3, on donne ici quelques proprie´te´s qui ont e´te´ e´tablies dans le cas ou`
n(R \ {0}) <∞ et qui restent vraies.
Le ge´ne´rateur f ve´rifie toujours les hypothe`ses (H1) et (H2) du lemme
5.1. On pre´cise que le processus γ apparaissant dans (H2) et issu de la
line´arisation des accroissements du ge´ne´rateur f := f(s, z, u) par rapport a`
la variable u ve´rifie
∀ u, u
′
∈ L2 ∩ L∞(n), γ(u, u
′
) ∈ L2(n).
Toute solution a` l’EDSR de parame`tres (f , B) satisfait donc les estimations
a priori du lemme 5.3, excepte´ la seconde relation donne´e par (i)(b). En
effet, dans le cas ou` n(R∗) = ∞, il n’y a plus de relation d’inclusion entre
L∞(n) et L2(n). D’autre part, on justifie ci-dessous une autre proprie´te´ du
processus γ (associe´ a` (H2)) qui permet d’assurer que la proce´dure employe´e
a` la section 5.2.2 afin d’obtenir l’unicite´ se re´e´crit a` l’identique. Ainsi, pour
toute solution (Y, Z, U) de l’EDSR de parame`tres (f , B), on a toujours :
|Us|L∞(n) ≤ 2|Y |S∞ . On conside`re alors deux solutions de cette meˆme EDSR,
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note´es (Y i, Zi, U i) (pour i = 1, 2) et on de´signe par M un majorant de Y i
dans S∞ (ce majorant est donne´ par les estimations du lemme 5.3). On peut
de`s lors affirmer :
∃ δ2M > 0, C¯2M > 0, t.q. − 1 + δ2M ≤ γs(U
1
s , U
2
s ) ≤ C¯2M ,
et il en re´sulte que la preuve de l’unicite´ est analogue a` celle de la section
5.2.2.
On explique dans le paragraphe qui suit, les diffe´rentes e´tapes qui sont
ne´cessaires pour e´tablir la preuve du the´ore`me 5.3. La difficulte´ du cas ou`
n est de masse infinie consiste a` re´e´tablir un re´sultat de stabilite´ et, en
particulier, la convergence forte de bonnes suites. Anticipant ici sur la suite,
cette difficulte´ est relie´e au fait que le controˆle supe´rieur du ge´ne´rateur fait
apparaitre la fonctionnelle convexe non line´aire | · |α.
De´marche de la preuve de l’existence
Afin d’e´tablir la preuve du the´ore`me 5.3, nous proce´dons en trois grandes
e´tapes, dont on donne les grandes lignes ci-dessous :
• Dans une premie`re e´tape, on introduit un nouveau ge´ne´rateur f˜ construit
explicitement en fonction de f en posant
f˜(s, z, u) := f(s, z −
θs
α
, u)− f(s,−
θs
α
, 0). (5.10)
On justifie l’existence de solutions pour l’EDSR (Eq2.1) de parame`tres (f˜ ,
B˜
N
) en e´tablissant un nouveau re´sultat de stabilite´ pour la suite d’EDSR
de parame`tres (f1,m, B˜
N
), ou` la suite des ge´ne´rateurs (f1,m)m est construite
croissante et convergente (vers f˜) et, dans cette e´tape, on explicite la valeur
du parame`tre N .
• Dans une deuxie`me e´tape, on introduit a` l’aide d’une proce´dure de
de´coupage une nouvelle suite d’EDSR dont les parame`tres sont (f (i), ξi :=
B˜
N i
) et ou` la suite (f (i))i est construite a` l’e´tape 1 de la section 5.3.5 pour
chaque i et de manie`re ite´rative. Pour chaque EDSR de parame`tres (f (i), ξi),
on construit une solution (sous une bonne contrainte sur N i a` chaque e´tape
i). L’objectif consiste a` construire cette suite (f (i)) telle que,
k∑
i=1
f (i) = f˜ ,
pour tout k, de sorte que la somme des solutions aux k EDSR fournisse une
solution a` l’EDSR de parame`tres (f˜ ,
k∑
i=1
ξi) et que de plus il existe un entier
k satisfaisant :
k∑
i=1
B˜
N i
= B˜.
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• Dans une dernie`re e´tape, on conclut a` l’existence d’une solution pour
l’EDSR (Eq2.1) de parame`tres (f , B) (ou` B est de´fini a` l’aide de B˜ et des
parame`tres de l’EDSR) : cette solution est construite a` partir de celle obte-
nue a` l’e´tape pre´ce´dente pour l’EDSR de parame`tres (f˜ , B˜) et la conclusion
s’ensuit.
5.3.2 Introduction d’une premie`re approximation
L’objectif de cette e´tape est de construire une solution a` l’EDSR de
parame`tres (f˜ , B˜
N
) ou` f˜ a pour expression (5.10) et N est un entier a`
de´terminer.
On de´finit, tout d’abord, la suite de ge´ne´rateurs (fm)m par :
fm(s, z, u) = inf
π∈C
(
|πσs − (z +
θs
α
)|2ρm(z) +
∫
R\{0}
gα(u− πβs)n
m(dx)
)
−zθs −
|θs|2
2α ,
ou` (ρm) est une suite re´gulie`re de fonctions de troncature (la de´finition a
e´te´ donne´e dans la section 4.4.3 dans le cas n(R \ {0}) < ∞) et la mesure
finie nm est de´finie par : nm(dx) := 1|x|≥ 1
m
n(dx), puis on introduit la suite
(f1,m) :
f1,m(s, z, u) = fm(s, z −
θs
α
, u)− f(s,−
θs
α
, 0).
Du fait que la strate´gie π ≡ 0 est admissible (et 0 ∈ C), l’infimum apparais-
sant dans l’expression de fm(s,− θs
α
, 0) est nul et il s’ensuit
fm(s,−
θs
α
, 0) = f(s,−
θs
α
, 0) =
|θs|
2
α
.
De`s lors, on obtient : f1,m(s, 0, 0) = 0, pour toutm, et la suite (f1,m) satisfait
les proprie´te´s suivantes :
• La suite (f1,m) est croissante et converge vers f˜ de´fini par l’e´quation (5.10)
. Puisque tous les ge´ne´rateurs f1,m sont lipschitziens et par un raisonnement
analogue a` celui de la section 5.2.3, on obtient l’existence d’une solution
(Y 1,m, Z1,m, U1,m) a` l’EDSR de parame`tres (f1,m, B˜
N
) (N quelquonque).
On utilise alors la croissance de (f1,m) ainsi que le re´sultat de comparaison
donne´e par le the´ore`me 0.3 afin d’obtenir la croissance (presque suˆre et pour
tout s) de la suite (Y 1,ms ).
• Du fait que : f1,m(s, 0, 0) = 0, on de´duit, par une proce´dure classique de
line´arisation rappele´e ci dessous, l’estimation suivante du processus Y 1,m :
|Y 1,ms | ≤
|B˜|∞
N
, P-p.s. et pour tout s. (5.11)
On justifie ce re´sultat en exploitant l’hypothe`se (H2) satisfaite par chaque
ge´ne´rateur f1,m (les parame`tres associe´s a` (H2) sont les meˆmes que ceux
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pour f , ge´ne´rateur dont les accroissements sont identiques a` ceux de f˜).
Ceci donne pour tout m
f1,m(s, Z1,ms −
θs
α
,U1,ms )− f
1,m(s, 0, 0) ≤ λs(Z
1,m
s ) + 〈γs, U
1,m
s 〉.
D’autre part, cette hypothe`se fournit un controˆle pre´cis des processus λ et
γ qui sont pre´cise´s par la proce´dure de line´arisation dans la section 5.2.2 : a`
savoir que, posant dQ
dP
:= ET (λ·W+γ ·N˜p) on obtient une mesure de probabi-
lite´. Si on note alorsW λ et N˜γ les processus obtenus par une transformation
de Girsanov et de´finis par
W λ :=W − 〈λ ·W,W 〉 et N˜γ(ds, dx) := N˜p(ds, dx)− γsn(dx)ds,
ces derniers sont des martingales locales sous Q. Il existe donc une suite (τn)
(τn → T ) telle que (Z ·W ).∧τn et (U · N˜)
γ
.∧τn sont des F-martingales sous
Q. Supposant, sans restriction, que : t ≤ τn ≤ t, on e´crit l’EDSR satisfaite
par Y 1,m sous forme inte´gre´e entre t = t ∧ τn et T ∧ τn :
Y
1,m
t ≤ Y
1,m
T∧τn −
∫ T∧τn
t
Z1,ms dW
λ
s −
∫ T∧τn
t
∫
R\{0}
U1,ms (x)N˜
γ(ds, dx).
On prend alors l’espe´rance conditionnelle sachant Ft sous Q et on justifie
ensuite le passage a` la limite (en n) a` l’aide du the´ore`me de convergence
domine´e de Lebesgue pour obtenir : Y 1,mt ≤ E
Q( B˜
N
|Ft) et donc la majoration
souhaite´e (exploitant l’e´quivalence entre les mesures P et Q).
• La suite satisfait encore l’hypothe`se (H1) de sorte que les estimations du
lemme 5.3 sont encore valables (uniforme´ment en m).
En conse´quence de ces proprie´te´s et de fac¸on analogue a` la preuve fournie
dans la section 5.2.3, on obtient :
– l’existence du processus Y˜ de´fini par : Y˜s = limր Y
1,m
s , P-p.s. et
pour tout s,
– l’existence de processus Z˜ et U˜ , qui sont limites (au sens faible) des
suites (Z1,m) et (U1,m) dans L2(W ) et dans L2(N˜p).
L’objectif du paragraphe qui suit est d’e´tablir un re´sultat de stabilite´
pour la suite d’EDSR caracte´rise´e par les parame`tres (f1,m, B˜
N
), en explici-
tant N (i.e. la contrainte sur la condition terminale), puis d’en de´duire en
justifiant le passage a` la limite (enm), une solution de l’EDSR de parame`tres
(f˜ , B˜
N
).
5.3.3 Preuve du raisonnement de stabilite´
Dans cette section, on souhaite montrer un re´sultat analogue a` celui de
la section 5.2.4, en justifiant la convergence au sens fort des suites (Z1,m) et
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(U1,m) dans L2(W ) et L2(N˜p).
(Y 1,m, Z1,m, U1,m) de´signe la solution construite pre´ce´demment a` l’EDSR
de parame`tres (f1,m, B˜
N
), ou` N est un entier (arbitraire pour l’instant) et
B˜ est une variable ale´atoire FT -mesurable borne´e (on note MB˜ un re´el tel
que |B˜|∞ ≤ MB˜). On conside`re alors deux entiers m, p avec m ≥ p et, par
souci de clarte´, on pose : Y 1,(m,p) := Y 1,m−Y 1,p, et Z1,(m,p) := Z1,m−Z1,p,
U1,(m,p) := U1,m − U1,p. D’apre`s l’e´tude du paragraphe pre´ce´dent, la suite
(Y 1,m) est croissante et le processus Y 1,(m,p) est positif et borne´ par 2MB˜,
pour tout m ≥ p. On applique tout d’abord la formule d’Itoˆ a` la semimar-
tingale positive φ(Y 1,(m,p)) (avec φ : x→ |x|2)
E(φ(Y
1,(m,p)
0 ))− E(φ(Y
1,(m,p)
T )) =
+ E
(∫ T
0
2Y 1,(m,p)s
(
f1,m(s, Z1,ms , U
1,m
s )− f
1,p(s, Z1,ps , U
1,p
s )
)
ds
)
− E
(∫ T
0
|Z1, (m,p)s |
2ds
)
− E
(∫ T
0
∫
R∗
|U1,(m,p)s (x)|
2n(dx)ds
)
. (∗)
On cherche alors une majoration de la diffe´rence suivante :
Fm, p = f1,m(s, Z1,ms , U
1,m
s )− f1,p(s, Z
1,p
s , U
1,p
s )
= fm(s, Z1,ms −
θs
α
, U
1,m
s )− fp(s, Z
1,p
s −
θs
α
, U
1,p
s ),
afin de controˆler supe´rieurement le premier terme du membre de droite dans
la formule (*). Puisque fm et fp satisfont l’hypothe`se (H1), il en re´sulte,
d’une part :
fm(s, Z1,ms −
θs
α
,U1,ms ) ≤
α
2
|Z1,ms −
θs
α
|2 + |U1,ms |α,
et, d’autre part, exploitant la minoration donne´e par (H1) et l’ine´galite´
ab ≤ 12(a
2 + b2), on de´duit :
∃ Cˆ ∈ L1(ds⊗ dP), −fp(s, Z1,ps −
θs
α
,U1,ps ) ≤ Cˆs +
α
4
|Z1,ps −
θs
α
|2.
avec le processus Cˆ := |θ|
2
α
. On utilise a` nouveau la convexite´ des fonction-
nelles z → |z|2 et | · |α :
α
2 |Z
1,m
s −
θs
α
|2≤ α2 (|
1
3(3Z
1,(m,p)
s + 3(Z
1,p
s − Z˜s) + 3(Z˜s −
θs
α
)|2)
≤ 3α2 (|Z
1,(m,p)
s |2 + |Z
1,p
s − Z˜s|
2 + |Z˜s −
θs
α
|2),
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et :
α
4
|Z1,ps −
θs
α
|2 ≤
α
2
(
|Z1,ps − Z˜s|
2 + |Z˜s −
θs
α
|2
)
,
ainsi que :
|U1,ms |α = C˜|(
3U
1,(m,p)
s
3 +
3(U1,ps −U˜s)
3 +
3U˜s
3 )|
2
L2(n),
≤ 3C˜
(
|U
1,(m,p)
s |2L2(n) + |U
1,p
s − U˜s|
2
L2(n) + |U˜s|
2
L2(n)
)
,
la premie`re ine´galite´ est obtenue a` l’aide de la relation : |u|3α =
1
3 |3u|α, et
la dernie`re ine´galite´ est une conse´quence de la relation (5.9). On justifie ci-
dessous la notation C˜, constante associe´e a` (5.9) et introduite au de´but de
cette section 5.3. On rappelle que, pour toute solution (Y 1,m, Z1,m, U1,m),
la variable ale´atoire U1,ms est controˆle´e dans L∞(n) par 2|B˜|∞ := 2MB˜ et il
s’ensuit donc :
∀ m, p, m ≥ p, |U1,(m,p)s |L∞(n) ≤ 4MB˜, P-p.s. et pour tout s.
Quitte a` modifier la constante par la suite, on conserve la notation C˜ (au
lieu de 3C˜).
On obtient ainsi un controˆle de la diffe´rence Fm, p :
Fm, p ≤ Cˆs +
α
4 |Z
1,p
s −
θs
α
|2 + α2 |Z
1,m
s −
θs
α
|2 + |U1,ms |α
≤ Cˆs + 2α(|Z
1,(m,p)
s |2 + |Z
1,p
s − Z˜s|
2 + |Z˜s −
θs
α
|2)
+ C˜
(
|U
1,(m,p)
s |2L2(n) + |U
1,p
s − U˜s|
2
L2(n) + |U˜s|
2
L2(n)
)
.
On re´e´crit la formule d’Itoˆ donne´e par (*) (en haut de la page pre´ce´dente) en
transfe´rant dans le membre de gauche les termes contenant soit |Z1,(m,p)|2
soit |U1,(m,p)|2
L2
), il en re´sulte :
E(φ(Y
1,(m,p)
0 )) + E
∫ T
0
(
1− 4αY 1,(m,p)s
)
|Z1,(m,p)s |
2ds
+ E
∫ T
0
(
1− 2C˜Y 1,(m,p)s
)
|U1,(m,p)s |
2
L2(n)ds
≤ E
(∫ T
0
2Y 1,(m,p)s Cˆs + 4αY
1,(m,p)
s
(
|Z1,ps − Z˜s|
2 + |Z˜s −
θs
α
|2
)
ds
)
+ E
(∫ T
0
2C˜Y 1,(m,p)s
(
|U1,ps − U˜s|
2
L2(n) + |U˜s|
2
L2(n)
)
ds
)
.
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Afin de justifier le passage a` la limite infe´rieure, lorsque m tend vers +∞,
(p e´tant fixe´) pour chacun des termes du membre du droite, on emploie le
the´ore`me de Lebesgue en utilisant les re´sultats suivants :
– Y
1,(m,p)
s →
(
Y˜s−Y
1,p
s
)
, P-p.s. et pour tout s, lorsque m tend vers +∞
(p fixe´),
– les processus |Z1,p|2, |U1,p|2
L2(n), |Z˜ −
θ
α
|2 et |U˜ |2
L2(n) appartiennent
tous a` L1(ds⊗ dP).
On s’inte´resse alors au passage a` la limite infe´rieure en m dans le membre
de gauche (p fixe´), en exploitant l’estimation a priori ci-dessous :
∀ m ≥ p, 0 ≤ Y 1,(m,p)s ≤ 2
MB˜
N
, P-p.s. et pour tout s,
et on donne alors une condition suffisante pour assurer la positivite´ (presque
suˆre et pour tout s) des termes suivants
et


(
1− 4αY
1,(m,p)
s ).
(
1− 2C˜Y
1,(m,p)
s
)
.
On impose donc les conditions suivantes :
(1− 16α
MB˜
N
) ≥
1
2
et (1− 8C˜
MB˜
N
) ≥
1
2
.
soit autrement dit :
MB˜
N
= inf{
1
32α
,
1
16C˜
}. (5.12)
Cette condition est satisfaite pour toute valeur de α et quelle que soit la
variable B˜ FT -mesurable borne´e, a` condition de prendre N assez grand.
Ces contraintes donne´es par (5.12), qui assurent la positivite´ des derniers
termes du membre de gauche, permettent de justifier les passages a` la limite
infe´rieure en m suivants (tout au moins le long d’une sous suite ou` les suite
de processus (Z1,m) et (U1,m) convergent faiblement) :
lim inf
m→∞
E
∫ T
0
(1− 4αY 1,(m,p)s )|Z
1,(m,p)
s |
2ds
≥ E
(∫ T
0
(1− 4α(Y˜s − Y
1,p
s ))|Z˜s − Z
1,p
s |
2ds
)
,
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ainsi que :
lim inf
m→∞
E
∫ T
0
(
1− 4C˜Y 1,(m,p)s
)
|U1,(m,p)s |
2
L2(n)ds
≥ E
(∫ T
0
(
1− 4C˜(Y˜s − Y
1,p
s )
)
|U˜s − U
1,p
s |
2
L2(n)ds
)
.
Muni de ces ine´galite´s, le passage a` la limite infe´rieure en m est justifie´ et il
donne :
E
(
φ(Y˜0 − Y
1,p
0
)
+ E
(∫ T
0
(
1− 4α(Y˜s − Y
1,p
s )
)
|Z˜s − Z
1,p
s |
2ds
)
+ E
(∫ T
0
(
1− 2C˜(Y˜s − Y
1,p
s )
)
|U˜s − U
1,p
s |
2
L2(n)ds
)
≤ E
(∫ T
0
2(Y˜s − Y
1,p
s )Cˆs + 4α(Y˜s − Y
1,p
s )
(
|Z1,ps − Z˜s|
2 + |Z˜s −
θs
α
|2
)
ds
)
+ E
(∫ T
0
2(Y˜s − Y
1,p
s )C˜
(
|U1,ps − U˜s|
2
L2(n) + |U˜s|
2
L2(n)
)
ds
)
.
De´sormais, afin de proce´der au passage a` la limite en p, on transfe`re dans
le membre de gauche les termes |Z1,ps − Z˜s|
2 et |U1,ps − U˜s|
2
L2
. La condition
(5.12) permet ainsi de justifier ce second passage a` la limite (en p) dans le
membre de gauche. En outre, l’appartenance des processus Cˆ, |Z˜ − θ
α
|2 et
|U˜ |2 a` L1(ds⊗ dP), d’une part, et la convergence presque suˆre et pour tout
s de Y 1,ps vers Y˜s, d’autre part, assurent que le membre de droite tend vers
0 (d’apre`s le the´ore`me de Lebesgue). On en conclut alors
lim
p→∞
1
2
(
E
∫ T
0
|Z˜s − Z
1,p
s |
2ds+ E
∫ T
0
|U˜s − U
1,p
s |
2
L2(n)ds
)
= 0,
ce qui ache`ve la preuve du re´sultat de stabilite´.

5.3.4 Conclusion a` la preuve de l’existence
Afin de donner la conclusion pour l’existence d’une solution a` l’EDSR
de parame`tres (f˜ , B˜
N
) et sous la contrainte de taille donne´e par (5.12), on
proce`de, comme dans le cas ou` la mesure de Le´vy est de masse finie, a` un
passage a` la limite dans les EDSR de parame`tres respectifs (f1,m, B˜
N
). Pour
150 CHAPITRE 5. ETUDE THE´ORIQUE DE L’EDSR
ce faire, on rappelle ci-dessous les assertions a` de´montrer :
(i) Z1,m → Z˜ dans L2(W ) lorsque m→∞,
(ii)U1,m → U˜ , dans L2(N˜p(dx, ds)) lorsque m→∞,
(iii) E
( ∫ T
0
|f1,m(s, Z1,ms , U
1,m
s )− f˜(s, Z˜s, U˜s)|ds
)
→ 0, lorsque m→∞.
La preuve du paragraphe pre´ce´dent assure que les assertions (i) et (ii)
sont satisfaites (tout au moins et dans un premier temps la convergence a
lieue le long d’une sous suite approprie´e, ou` la convergence faible a e´te´ ini-
tialement e´tablie).
Afin de prouver la convergence dans L1(ds⊗dP) (dans (iii)), on proce`de
en de´montrant :
– la convergence de f1,m(s, Z1,ms , U
1,m
s ) vers f˜(s, Z˜s, U˜s), en ds ⊗ dP-
mesure,
– la domination uniforme´ment inte´grable et pour tout m de la quantite´
f1,m(s, Z1,ms , U
1,m
s ).
Pour la seconde assertion, cela re´sulte du controˆle suivant du ge´ne´rateur fm
|fm(s, Z1,ms −
θs
α
, U
1,m
s )|
≤ max
{(α
2
|Z1,ms −
θs
α
|2 + |U1,ms |α
)
;
∣∣− θs(Z1,ms − θsα )− |θs|
2
α
∣∣},
et du fait que les suites (|Z1,m− θ
α
|2) et (|U1,m|α) sont uniforme´ment inte´gra-
bles, puisque toutes deux convergentes dans l’espace L1(ds⊗ dP) et du fait
de l’hypothe`se de bornitude de θ.
Afin de justifier le premier point, on e´tablit un re´sultat de convergence pour
la suite (f1,m)m, re´sultat qui est e´nonce´ ci-dessous.
Lemme 5.5 Pour tout s et pour toutes suites convergentes (zm)m et (u
m)m
respectivement a` valeurs dans R et L2(n(dx)), et telles que la suite (um) soit
uniforme´ment borne´e dans L∞(n) et satisfait de plus la condition :
∃ C > 0, sup
m
|um|L2(n) ≤ C,
on a :
f1,m(s, zm, um)→ f˜(s, z, u), P-p.s. et pour tout s, lorsque m→∞.
Le re´sultat de ce lemme de´coule directement de la convergence des suites
(zm) et (um) (respectivement vers z et u) et de la convergence simple de
f1,m vers f˜ .
Quitte alors a` ne conside´rer que des sous suites, on peut affirmer que (Z1,ms )
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et (U1,ms ) convergent en ds ⊗ dP-mesure respectivement dans R et L2(n),
et on en conclut de`s lors a` la convergence dans L1(ds ⊗ dP) de la suite
(f1,m(s, Z1,ms , U
1,m
s )) vers f˜(s, Z˜s, U˜s).
Le passage a` la limite dans les EDSR de parame`tres (f1,m, B˜
N
) est justifie´
et la preuve du lemme 5.4 se re´e´crit a` l’identique. En particulier, toutes les
convergences ((i), (ii) et (iii)) ont lieu, sans avoir a` conside´rer de sous suites.
Toutes les conditions de la preuve de l’existence e´tablie dans le cas ou` n
est de masse finie (dans la section 5.2.3) sont satisfaites : en particulier,
on conclut a` l’unicite´ des limites faibles Z˜ et U˜ (qui sont limites au sens
fort, d’apre`s le re´sultat de stabilite´) et on obtient que le triplet (Y˜ , Z˜, U˜) est
solution de l’EDSR (de parame`tres (f˜ , B˜
N
)) obtenue par passage a` la limite.
D’autre part, la premie`re composante de ce triplet satisfait en outre :
E
(
sup
t
|Y˜t − Y
1,m
t |
)
→ 0.

5.3.5 Mise en oeuvre de la proce´dure de de´coupage
Etape 1 : Construction re´cursive
On explique ici en de´tail la construction permettant de de´montrer un
re´sultat d’existence pour toute EDSR de parame`tres (f˜ , B˜). Le ge´ne´rateur
f˜ est toujours de´fini par :
f˜(s, z, u) := f(s, z −
θs
α
, u)− f(s,−
θs
α
, 0),
et ce dernier satisfait les conditions (H1) ainsi que : f˜(s, 0, 0) = 0. Ceci
permet notamment d’obtenir, pour tout processus solution de l’EDSR, l’es-
timation essentielle (qui ne de´pend que de la condition terminale B˜) donne´e
par (5.11) dans la section 5.3.2.
On proce`de par de´coupage en justifiant la re´solution d’une famille d’EDSR
de parame`tres (f (i), ξi := B˜
N(i)
) dont la suite de ge´ne´rateurs (f (i)) est
construite de manie`re re´cursive de la fac¸on suivante :
1. On initialise en posant : f (1) := f˜ et (Y˜ 1, Z˜1, U˜1) repre´sente une solu-
tion de l’EDSR de parame`tres (f (1), ξ1 := B˜
N
) : on note que l’existence
de cette solution a e´te´ justifie´e a` l’aide du re´sultat de stabilite´ de la
section pre´ce´dente (avec la contrainte (5.12) sur N).
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2. Supposant alors connue une solution (Y˜ i, Z˜i, U˜ i) a` toutes les EDSR
de parame`tres (f (i), B˜
N i
) jusqu’a` l’ordre k (k ≥ 1) on de´finit le ge´ne´ra-
teur f (k+1) comme suit
f (k+1)(s, z, u) = f˜(s, z + Z¯ks −
θs
α
, u+ U¯ks )− f˜(s, Z¯
k
s −
θs
α
, U¯ks ),
ou` Z¯k =
∑
i≤k
Z˜i et U¯k =
∑
i≤k
U˜ i.
L’objectif de cette proce´dure est de montrer que, s’il existe un triplet
(Y˜ i, Z˜i, U˜ i) qui est solution de l’EDSR de parame`tres (f (i), B˜
N(i)
) jusqu’ a`
l’e´tape k, la somme Y¯ k :=
k∑
i=1
Y˜ i est une solution de l’EDSR de parame`tres
(f˜ ,
k∑
i=1
B˜
N (i)
).
Pour ce faire, on doit justifier, d’une part et pour chaque e´tape de la proce´dure,
l’existence d’un entier N (i) tel que l’EDSR de parame`tres (f (i), B˜
N(i)
) posse`de
une solution. D’autre part et pour re´pondre au proble`me pose´, il faut s’assu-
rer qu’il existe un entier k tel que
k∑
i=1
1
N (i)
= 1 : si la proce´dure s’ite`re jusqua`
l’e´tape k, on obtient une solution (Y¯ k, Z¯k, U¯k) a` l’EDSR de parame`tres
(f˜ :=
k∑
i=1
f (i), B˜), sous la seule hypothe`se de bornitude de B˜.
D’autre part et pour assurer l’ite´ration de cette proce´dure, il faudra de´mon-
trer, pour toute solution Y i a` l’EDSR de parame`tres (f (i), B˜
N(i)
), l’estimation
a priori, analogue a` (5.11), suivante : |Y i|S∞ ≤ |ξ
i|L∞(FT ) .
L’objectif de la section suivante consiste a` e´tablir un re´sultat de stabilite´
analogue a` celui de la section 5.3.3 pour une suite particulie`re d’EDSR de
parame`tres (f2,m, ξ2 := B˜
N(2)
), ou` (f2,m) est construite convergente vers f (2).
Cette construction est faite de telle sorte qu’on assure l’existence d’une solu-
tion a` chaque EDSR de parame`tres (f2,m, ξ2). Au final, on souhaite montrer
un re´sultat de convergence vers une solution (Y˜ 2, Z˜2, U˜2) de l’EDSR de
parame`tres (f (2), ξ2 := B˜
N(2)
) sous une nouvelle contrainte sur B˜
N(2)
(et, en
particulier, sur N (2)).
Etape 2 : Nouveau raisonnement de stabilite´
On e´tablit ici un nouveau re´sultat de stabilite´ pour la famille d’EDSR de
parame`tres (f2,m, ξ2 := B˜
N(2)
) ou` f2,m est construite ci-dessous et le re´sultat
(de stabilite´) est e´tabli dans cette section sous une condition sur l’entier
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N (2). On conserve les notations fm et f1,m introduites a` la section 5.3.2
lors de la construction de la premie`re approximation et (Y 1,m, Z1,m, U1,m)
de´signe une solution de l’EDSR de parame`tres (f1,m, B˜
N
) (N satisfaisant la
condition (5.12) e´tablie en section 5.3.3). On de´finit alors le ge´ne´rateur f2,m,
pour tout entier m, en posant
f2,m(s, z, u) := fm(s, z + Z1,ms −
θs
α
, u+ U1,ms )− f
m(s, Z1,ms −
θs
α
,U1,ms ).
La suite d’EDSR qui nous inte´resse est donc donne´e par :
Y
2,m
t = ξ
2 +
∫ T
t
[fm(s, Z2,ms + Z
1,m
s −
θs
α
,U2,ms + U
1,m
s )ds
−
∫ T
t
fm(s, Z1,ms −
θs
α
,U1,ms )]ds
−
∫ T
t
Z2,ms dWs −
∫ T
t
∫
R\{0}
U2,ms (x)N˜p(ds, dx).
Cette famille de ge´ne´rateurs (f2,m) satisfait en particulier la condition :
f2,m(s, 0, 0) ≡ 0. Toutefois, du fait que cette suite n’est plus croissante,
le raisonnement de stabilite´ employe´ pour la suite d’EDSR de parame`tres
(f1,m, ξ1) n’est plus possible. Cependant, a` m fixe´, les ge´ne´rateurs f2,m sa-
tisfont encore les hypothe`ses (H1) et (H2) et on a existence de solutions
(Y 2,m, Z2,m, U2,m) ainsi que d’estimations a priori inde´pendantes de m.
D’autre part, on ve´rifie que l’EDSR satisfaite par la somme, a` savoir :
Y (2),m := Y 1,m + Y 2,m, est donne´e par les parame`tres (fm, ξ1 + ξ2) et, par
conse´quent, (fm) e´tant une suite croissante, la suite de processus (Y (2),m)
est elle meˆme croissante, uniforme´ment borne´e et donc, de ce fait, conver-
gente : il en re´sulte la convergence de la diffe´rence : Y 2,m = Y (2),m − Y 1,m.
On note alors Y˜ 2 la limite de cette dernie`re suite (et Z˜2, U˜2 les limites
faibles des suites (Z2,m) et (U2,m), qui sont borne´es dans les espaces L2(W )
et L2(N˜p).
On applique alors la formule d’Itoˆ a` |Y 2,(m,p)|2 := |Y 2,m−Y 2,p|2 en prenant
la forme inte´gre´e entre 0 et T , puis on prend l’espe´rance :
E(|Y
2,(m,p)
0 |
2) + E
(∫ T
0
|Z2,(m,p)s |
2ds
)
+ E
(∫ T
0
∫
R∗
|U2,(m,p)s (x)|
2n(dx)ds
)
≤ E
(∫ T
0
2|Y 2,(m,p)s ||f
2,m(s, Z2,ms , U
2,m
s )− f
2,p(s, Z2,ps , U
2,p
s )|ds
)
. (I)
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On cherche donc tout d’abord a` controˆler la diffe´rence suivante :
Fm, p = |f2,m(s, Z2,ms , U
2,m
s )− f2,p(s, Z
2,p
s , U
2,p
s )|
≤ |fm(s, Z2,ms + Z
1,m
s −
θs
α
, U
2,m
s + U
1,m
s )|
+ |fp(s, Z2,ps + Z
1,p
s −
θs
α
, U
2,p
s + U
1,p
s )|
+ |fm(s, Z1,ms −
θs
α
, U
1,m
s )|+ |fp(s, Z
1,p
s −
θs
α
, U
1,p
s )|,
et, on se sert a` nouveau de l’hypothe`se (H1) qui est satisfaite par la suite de
ge´ne´rateurs (fm) (avec les meˆmes parame`tres que f ou f˜). Ces parame`tres
sont inde´pendants de l’entier m ou p et le lemme 5.3 assure donc que, pour
tout entier m ou p, les processus Z1,m et Z1,p (respectivement U1,m et U1,p)
sont borne´s inde´pendamment (de m ou de p) dans L2(W ) (respectivement
dans L2(N˜p)). On souhaite obtenir un controˆle uniforme en m (et en p) par
un processus G a` valeurs dans L1(ds⊗ dP) de la somme suivante
|fm(s, Z1,ms −
θs
α
,U1,ms )|+ |f
p(s, Z1,ps −
θs
α
,U1,ps )|.
On justifie en utilisant le re´sultat e´nonce´ ci-dessous (une re´fe´rence est le
lemme 2.5 de la page 569 dans [KOB])
Lemme 5.6 Soit (Zm)m une suite de processus de´finis sur [0, T ] et satis-
faisant que (Zm) est de Cauchy pour la norme hilbertienne dans L2(W ),
i.e.
lim sup
m,p, m≥p
E
( ∫ T
0
|Zms − Z
p
s |
2ds
)
→ 0, lorsque p→∞
alors il existe une sous suite note´e (mj) telle que
sup
m∈(mj)
|Zm|2 ∈ L1(ds⊗ dP).
Quitte a` ne conside´rer que des sous suites (|Z1,m|2) et de (|U1,m|2), on peut
supposer
sup
m
|Z1,m|2 ∈ L1(ds⊗ dP) et sup
m
|U1,m|2L2(n) ∈ L
1(ds⊗ dP),
et, puisque le processus |θ|
2
α
est borne´ (il appartient donc a` L1(ds ⊗ dP)),
il en re´sulte l’existence d’un processus G a` valeurs dans L1(ds ⊗ dP) et tel
que :
|fm(s, Z1,ms −
θs
α
,U1,ms )|+ |f
p(s, Z1,ps −
θs
α
,U1,ps )| ≤ G.
On exploite a` nouveau la convexite´ de z → |z|2, celle de |·|2
L2
et l’e´quivalence
entre | · |2
L2
et | · |α pour obtenir, d’une part :
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α
2 |Z
2,m
s + Z
1,m
s −
θs
α
|2≤ 3α2 (|Z
2,(m,p)
s |2 + |Z
2,p
s − Z˜2s |
2 + |Z˜2,s + Z
1,m
s −
θs
α
|2),
ainsi que :
|U2,ms + U
1,m
s |α ≤ C˜
(
|U
2,(m,p)
s |2L2 + |U
2,p
s − U˜2s |
2
L2
+ |U˜2s + U
1,m
s |2L2
)
≤ C˜
(
|U
2,(m,p)
s |2L2 + |U
2,p
s − U˜2s |
2
L2
+ |U˜2s + U
1,m
s |2L2
)
,
(la notation L2 est utilise´e pour la norme hilbertienne L2(n) et, dans les
ine´galite´s pre´ce´dentes, on exploite le re´sultat d’e´quivalence entre | · |2
L2
et
| · |α qui est ve´rifie´ avec la constante C˜).
On obtient de la meˆme fac¸on les controˆles suivants :
et


α
2 |Z
2,p
s + Z
1,p
s −
θs
α
|2 ≤ α
(
|Z2,ps − Z˜2s |
2 + |Z˜2s + Z
1,p
s −
θs
α
|2
)
|U2,ps + U
1,p
s |α ≤ C˜
(
|U2,ps − U˜2s |
2
L2
+ |U˜2s + U
1,p
s |2L2
)
.
Il re´sulte finalement le controˆle suivant de la diffe´rence Fm, p :
Fm, p ≤ G+ 3α2 |Z
2,(m,p)
s |2 +
5α
2 (|Z
2,p
s − Z˜2s |
2 + |Z˜2s + Z
1,m
s −
θs
α
|2)
+ Cα,M
B˜
|U
2,(m,p)
s |2L2 + 2C˜
(
|U2,ps − U˜2s |
2
L2
+ |U˜2s + U
1,m
s |2L2
)
.
Le reste de la proce´dure est comple`tement analogue au re´sultat de stabilite´
e´tabli dans la section 5.3.3 pour la suite d’EDSR de parame`tres (f1,m, B˜
N
).
On re´e´crit la formule d’Itoˆ (I) en faisant passer dans le membre de gauche
les termes contenant soit |Z
2,(m,p)
s |2 soit |U
2,(m,p)
s |2L2 , ce qui fournit l’ine´galite´
suivante
E(|Y
2,(m,p)
0 |
2) + E
(∫ T
0
(
1− 3αY 2,(m,p)s
)
|Z2,(m,p)s |
2ds
)
+ E
(∫ T
0
∫
R∗
(
1− 2C˜Y 2,(m,p)s
)
|U2,(m,p)s |
2(x)n(dx)ds
)
≤ E
(∫ T
0
5αY 2,(m,p)s (|Z
2,p
s − Z˜
2
s |
2 + |Z˜2s + Z
1,m
s −
θs
α
|2)ds
)
+E
(∫ T
0
2C˜Y 2,(m,p)s
(
|U2,ps − U˜
2
s |
2
L2 + |U˜
2
s + U
1,m
s |
2
L2
)
ds
)
.
Pour justifier les deux passages successifs a` la limite (a` savoir, lorsque m
tend vers +∞, p e´tant fixe´, puis quand p tend vers +∞), on impose alors la
contrainte suivante
(1− 16α
MB˜
N (2)
) ≥
1
2
et (1− 12C˜
MB˜
N (2)
) ≥
1
2
,
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soit, de fac¸on e´quivalente, on obtient la contrainte suivante sur N (2) :
MB˜
N (2)
= inf{
1
32α
,
1
24C˜
}. (5.13)
Muni de cette dernie`re condition, on peut ainsi re´e´crire a` l’identique le rai-
sonnement de´crit dans la section 5.3.3 et on de´montre ainsi la convergence
forte des suites (Z2,m) et (U2,m) respectivement vers Z˜2 et U˜2.

De´sormais et comme pour chacun des re´sultats de stabilite´ de´ja` obtenus, on
justifie le passage a` la limite (en m) dans les suites d’EDSR de parame`tres
(f2,m, ξ2 := B˜
N2
), ce qui permet d’identifier la limite (Y 2, Z2, U2) de la
suite de processus suivante :
(U1,m + U2,m, Z1,m + Z2,m, U1,m + U2,m),
comme e´tant une solution de l’EDSR de parame`tres (f˜ , ξ1 + ξ2).
Etape 3 : extension de la proce´dure
On vient de justifier dans la preuve pre´ce´dente que l’on est capable de
construire une solution note´e (Y 2, Z2, U2) a` l’EDSR donne´e par les pa-
rame`tres (f˜ , ξ1 + ξ2), avec : ξ1 + ξ2 = B˜
N(1)
+ B˜
N(2)
et on souhaite ite´rer la
proce´dure explique´e a` la section pre´ce´dente afin de montrer l’existence d’un
entier k pour lequel on ait existence d’un solution note´e (Y k, Zk, Uk) a`
l’EDSR de parame`tres (f˜ ,
k∑
i=1
ξk), ou` f˜ s’e´crit
f˜(s, z, u) =
k∑
i=1
f (i)(s, z, u),
avec la suite (f (i)) qui est construite a` l’e´tape 1 de cette section 5.3.5. Ceci
est possible de`s lors que l’on peut ite´rer la proce´dure de´crite a` l’e´tape 1
en justifiant l’existence un entier k tel que :
k∑
i=1
1
N (i)
= 1. La re´ponse est
positive puisque la suite (N (i)) peut eˆtre choisie constante a` partir du rang
2 (cette valeur donne´e par la relation (5.13) ne de´pend que du majorantMB˜
de B˜ : en effet, on ve´rifie que le raisonnement de la section pre´ce´dente s’ite`re
pour les suites d’EDSR de ge´ne´rateurs fm,(k) (pour k ≥ 3) : ces ge´ne´rateurs
satisfont le meˆme type de controˆle et la preuve de l’e´tape 2 se re´e´crit a`
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l’identique en remplac¸ant a` l’e´tape k les processus Z1,m, U1,m apparaissent
dans l’expression de f (2),m (fortement convergents dans L2(W ) et L2(N˜p))
par Z¯m,(k) et U¯m,(k).
Etape 4 : conclusion
Dans les e´tapes pre´ce´dentes, on a obtenu une solution a` toute EDSR
de parame`tres (f˜ , B˜) avec B˜ une variable FT -mesurable (suppose´e seule-
ment borne´e) et on cherche a` en de´duire une solution pour toute EDSR
de parame`tres (f , B) sous la condition de bornitude de B. Or, la solution
(Y, Z, U) construite a` la section pre´ce´dente satisfait l’e´quation :
Yt = B˜+
∫ T
t
[f(s, Zs −
θs
α
,Us)− f(s,−
θs
α
, 0)]ds
−
∫ T
t
ZsdWs −
∫ T
t
Us(x)N˜p(ds, dx).
De´sormais, on de´finit, P-p.s. et pour tout s, les processus Y¯ , Z¯ et U¯ de la
fac¸on suivante :
Y¯s =
(
Ys −
∫ s
0
f(u,−
θu
α
, 0)du−
∫ s
0
θu
α
dWu
)
, Z¯s = Zs −
θs
α
et U¯s = Us,
et si on de´finit B˜ comme suit
B˜ := B +
∫ T
0
f(s,−
θs
α
, 0)ds+
∫ T
0
θs
α
dWs,
on ve´rifie que Y¯ satisfait :
Y¯t = B +
∫ T
t
f(s, Z¯s, U¯s)ds−
∫ T
t
Z¯sdWs −
∫ T
t
U¯sN˜p(ds, dx),
(Y¯ , Z¯, U¯) est solution de l’EDSR de parame`tres (f , B).
5.4 Etude the´orique dans le cadre non compact
5.4.1 Motivations et re´sultat
Dans cette partie, on e´tudie a` nouveau le proble`me d’optimisation sous
contraintes note´ (P1) dans la section 0.3.2 de l’introduction, mais on se
place sous l’hypothe`se que l’ensemble de contraintes C est ferme´ et non
ne´cessairement compact. On conserve les notations et hypothe`ses de la sec-
tion pre´ce´dente et, en particulier, la mesure de Le´vy est e´ventuellement de
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masse infinie (elle satisfait la condition
∫
R∗
(1 ∧ |x|)2)n(dx) < ∞). Appli-
quant la me´thode de re´solution dynamique (MD) a` ce proble`me, on fait
apparaitre l’EDSR (Eq2.1) de parame`tres (f , B), dont le ge´ne´rateur a pour
expression
f(s, z, u) = inf
π∈C
(
α
2
|πσs − (z +
θs
α
)|2 + |u− πβs|α
)
− θsz −
|θs|
2
2α
. (5.14)
On ve´rifie que, meˆme sans la condition de compacite´ de l’ensemble C (en-
semble de contraintes), le ge´ne´rateur satisfait encore l’hypothe`se note´e (H1)
du lemme 5.1 : plus particulie`rement, si on suppose toujours : 0 ∈ C, le
ge´ne´rateur satisfait les controˆles
∀ z, u ∈ R× L2 ∩ L∞(n), −θsz −
|θs|
2
2α
≤ f(s, z, u) ≤
α
2
|z|2 + |u|α.
Ces controˆles entrainent que les estimations a priori du lemme 5.3 de la
section 5.2.1 sont vraies, pour toute solution (Y, Z, U) de l’EDSR de pa-
rame`tres (f , B) (excepte´ e´videmment le controˆle suivant du processus U :
|Us|
2
L2(n) ≤ 4n(R \ {0})|Y |
2
S∞ , lorsque n est de masse infinie). La princi-
pale difficulte´ the´orique est que l’hypothe`se (H2) n’est plus ve´rifie´e car les
controˆles BMO des processus issus de la line´arisation des accroissements
du ge´ne´rateur f n’existent plus. Ceci a pour conse´quence que le raisonne-
ment de´crit en section 5.2.2 dans la preuve de l’unicite´ (the´ore`me 5.1) n’est
plus possible pour l’EDSR de parame`tres (f,B). L’objectif de cette section
consiste a` prouver un nouveau re´sultat d’existence, dont on donne ci-dessous
l’e´nonce´.
The´ore`me 5.4 Sous les hypothe`ses e´nonce´es ci-dessus, l’EDSR de type
(Eq2.1) et de parame`tres (f , B), dont la condition terminale B est borne´e
et dont l’expression du ge´ne´rateur est donne´e par (5.14) avec la contrainte
supple´mentaire que l’ensemble de contraintes C est ferme´ mais non compact,
on obtient l’existence d’une solution a` l’EDSR appartenant a` S∞×L2(W )×
L2(N˜p).
5.4.2 Preuve du nouveau re´sultat d’existence
Afin de justifier l’existence d’une solution a` l’EDSR de parame`tres (f ,
B), on proce`de a` l’aide d’une approximation et en deux e´tapes :
• la premie`re consiste a` introduire l’ensemble compact Cm de´fini comme
suit :
Cm = C ∩ [−m,m],
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et a` conside´rer le proble`me d’optimisation restreint a` l’ensemble de
contraintes Cm. On lui associe l’EDSR de parame`tres (fm, B), pour la-
quelle on sait construire une solution (Y m, Zm, Um) et ou` le ge´ne´rateur
fm est de´fini pour tout m par
fm(s, z, u) = inf
π∈Cm
(
α
2
|πσs − (z +
θs
α
)|2 + |u− πβs|α
)
−θsz −
|θs|
2
2α
. (5.15)
• Dans une seconde e´tape, on e´tablit un re´sultat de stabilite´ pour cette
suite d’EDSR de parame`tres (fm, B).
Etape 1 : construction et proprie´te´s de l’approximation
On conside`re, dans cette e´tape, la suite d’EDSR de parame`tres (fm,
B) avec le ge´ne´rateur fm d’expression donne´e par (5.15). L’objectif de
cette e´tape est double : on justifie, d’une part, l’existence d’une solution
(Y m, Zm, Um) pour tout m, et, d’autre part, on e´tablit une liste de pro-
prie´te´s concernant le controˆle des normes et les convergences des suites (Y m),
(Zm) et (Um).
Or, puisque Cm est un ensemble compact, les re´sultats obtenus a` la section
pre´ce´dente assurent l’existence d’une solution (Y m, Zm, Um). D’autre part
et pour tout m, fm satisfait l’hypothe`se (H1) avec les meˆmes parame`tres
que f ( inde´pendants de m) :
(H1) − (θsz +
θ2s
α
) ≤ f(s, z, u) ≤ α2 |z|
2 + |u|α, P-p.s. et pour tout s.
La borne supe´rieure est donne´e par le fait que la strate´gie de´finie par : π ≡ 0,
est a` la fois dans C et dans Cm. On applique ainsi les re´sultats du lemme 5.3
(du paragraphe 5.1.2) pour en conclure les deux proprie´te´s suivantes :
– La suite (Y m) est uniforme´ment borne´e dans S∞.
– Les suites (Zm) et (Um) sont uniforme´ment borne´es dans leurs espaces
de Hilbert respectifs, a` savoir L2(W ) et L2(N˜p).
On e´tablit de´sormais un re´sultat de comparaison pour la suite d’EDSR
de parame`tres (fm, B). Pour ce faire, on exploite les re´sultats e´tablis dans
le cadre compact et on reprend la proce´dure de line´arisation employe´e dans
la section 5.2.2 pour justifier l’unicite´. Vu que le raisonnement est analogue,
on ne donne que les grandes lignes : l’ide´e consiste a` conside´rer deux entiers
n, p (tels que, par exemple, n ≥ p) et a` e´tudier la diffe´rence Y n,p := Y n−Y p
entre les deux solutions des EDSR de parame`tres (fn, B) et (fp, B). Pour
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cela, on e´crit la formule d’Itoˆ pour Y n,p en manipulant l’accroissement des
ge´ne´rateurs comme suit
fn(s, Zns , U
n
s )− f
p(s, Zps , U
p
s )
= (fn − fp)(s, Zns , U
n
s )︸ ︷︷ ︸
≤0
+fp(s, Zns , U
n
s )− f
p(s, Zps , U
p
s )
≤ (fp(s, Zns , U
n
s )− f
p(s, Zps , Uns )) + f
p(s, Zps , Uns )− f
p(s, Zps , U
p
s ).
On exploite, d’une part et a` la premie`re ligne, la de´croissance de la suite
de ge´ne´rateurs (fm)m, et, d’autre part, on line´arise les accroissements de f
p
(dans l’ine´galite´ de la deuxie`me ligne). De´sormais, remplac¸ant f par fp, on
suit exactement le raisonnement de la section 5.2.2, auquel on renvoie pour
les de´tails : on utilise ainsi les processus γp et λp issus de la line´arisation de
fp (fp satisfait en effet une hypothe`se analogue a` (H2), hypothe`se donne´e
au lemme 5.1) et on effectue alors une transformation de Girsanov similaire
a` la preuve e´voque´e. Cette proce´dure permet de conclure que pour tous les
entiers n, p (n ≥ p), on a : Y ns ≤ Y
p
s , P-p.s. et pour tout s, i.e la suite (Y m)m
est de´croissante.
On peut alors donner un sens au processus Y˜ en posant :
Y˜s = lim
m
ց Y ms , P-p.s. et pour tout s. (5.16)
D’autre part, on de´finit aussi les processus Z˜ et U˜ de fac¸on unique a` in-
distinguabilite´ pre`s) comme les limites des suites (Zm)m et (U
m)m au sens
faible dans L2(W ) et L2(N˜p).
La suite de ge´ne´rateurs (fm) satisfait aussi une proprie´te´ a` rapprocher du
lemme 5.5 de la section pre´ce´dente et essentielle afin de justifier le passage a`
la limite dans les EDSR de parame`tres (fm,B). Cette proprie´te´ est e´nonce´e
ci-dessous.
Lemme 5.7 La suite (fm)m de ge´ne´rateurs ainsi construite satisfait la pro-
prie´te´ suivante :
pour toutes suites (zm) et (um) a` valeurs respectives dans R et L2 ∩L∞(n),
qui sont toutes deux convergentes dans R et L2(n) et telles que, de plus, la
suite (um) satisfait la condition :
– La suite (um) est uniforme´ment borne´e dans L∞(n).
alors on a :
fm(s, zm, um)→ f(s, z, u), P-p.s. et pour tout s, lorsque m →∞.
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Preuve du lemme 5.7
Pour tout z et u dans R et L2(n), les ge´ne´rateurs fm et f coincident
(presque suˆrement et pour tout s) lorsque m est assez grand. En effet, si
on note π∗s une valeur de l’argmin et puisque l’infimum de fonctionnelles
convexes est bien de´fini, cet argmin se controˆle aise´ment a` l’aide de |z| et de
|u|L2(n). On utilise le fait que 0 ∈ C pour obtenir :
α
2
|π∗sσs − (z +
θ
α
)|2 ≤
α
2
|z +
θs
α
|2 + |u|α.
Puisque les parame`tres σ, β et θ sont des processus (pre´visibles) et borne´s,
on obtient, apre`s des calculs e´le´mentaires, l’existence d’une constante C
satisfaisant :
∃ C > 0, ∀ s, |π∗s | ≤ C
(√
|z|2 + |u|2
L2(n)
+ 1
)
.
(on exploite e´galement la relation d’e´quivalence entre |u|α et |u|
2
L2(n) donne´
dans le corollaire 5.1). Pour conclure, on remarque que les suites (zm) et
(um) sont convergentes et donc borne´es respectivement dans R et L2(n), et
si on note z et u leurs limites respectives, il existe un rang m˜, tel que pour
tout m, m ≥ m˜, on ait :
|zm|2 ≤ |z|2 + 1 et |um|2L2(n) ≤ |u|
2
L2(n) + 1.
Pour tout entier m satisfaisant la condition :
m ≥
[
C
√
|z|2 + |u|2
L2(n)
+ 2 + 1
]
+ 1,
(la notation [·] correspond a` la partie entie`re), les ge´ne´rateurs f et fm pris
en (zm, um) coincident, ce qui ache`ve la preuve de ce lemme.

Remarques
• On peut justifier la de´croissance de (Y m)m en anticipant sur les
re´sultats du chapitre suivant. Les EDSR de parame`tres (fm, B) e´tant relie´es
au proble`me d’optimisation d’ensemble de contraintes Cm, l’application de
la me´thode dynamique (MD) permet de justifier l’expression suivante de la
fonction valeur (note´e V m,B(x) a` la date t) :
V
m,B
t (x) = sup
π∈Cm
EFt
(
Uα(x+
∫ T
t
πu
dSu
Su−
− F )
)
= Uα(x− Y
m
t ).
(la justification de la dernie`re e´galite´ est donne´e a` la section 6.2.1 du chapitre
suivant).
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Du fait de la premie`re expression donne´e a` l’aide d’un supre´mum, la suite
de variables (V m,B(x)) est croissante par rapport a` m. L’e´galite´ donne´e par
la seconde expression implique que la suite (Y mt ) est de´croissante (P-p.s.).
• Un proprie´te´ essentielle est que la suite (Ums ) est uniforme´ment borne´e
dans L∞(n) et, plus pre´cise´ment, on a
|Ums |L∞(n) ≤ 2|Y
m|S∞ , P-p.s. et pour tout s.
D’autre part, le re´sultat d’e´quivalence du corollaire 5.1 de la section 5.2.1
entre |Ums |α et |U
m
s |
2
L2(n(dx)) est toujours ve´rifie´.
De´sormais et afin de passer a` la limite dans les EDSR de parame`tres
(fm, B) et d’en de´duire le the´ore`me, on justifie une fois encore un re´sultat
de stabilite´, qui est e´nonce´ au lemme 5.8 dans le paragraphe qui suit. Pour
l’e´tablir, il faut prouver la convergence forte de la suite (Zm) dans L2(W )
et de (Um) dans L2(N˜p).
Etape 2 : Passage a` la limite
L’objectif est de justifier le passage a` la limite dans les EDSR de pa-
rame`tres (fm, B) (et d’identifier le processus (Y˜ , Z˜, U˜) comme e´tant une
solution de l’EDSR de parame`tres (f , B))
Y mt = Y
m
T +
∫ T
t
fm(s, Zms , U
m
s )ds
−
∫ T
t
Zms dWs −
∫ T
t
∫
R∗
Ums (x)N˜p(ds, dx). (5.17)
A nouveau, on doit justifier les trois assertions suivantes, a` savoir
(i) Zm → Z˜ (dans L2(W )), lorsque m tend vers +∞,
(ii)Um → U˜ (dans L2(N˜p)), lorsque m tend vers +∞,
(iii) E
( ∫ T
0
|fm(s, Zms , U
m
s )ds− f(s, Z˜s, U˜s)|ds
)
→ 0,
lorsque m tend vers +∞.
On e´nonce ci-dessous le lemme dont le re´sultat constitue le principal ingre´dient
dans cette seconde e´tape.
Lemme 5.8 La suite (Y m, Zm, Um) construite satisfait les conditions sui-
vantes :
• la convergence en ds⊗ dP-mesure suivante est ve´rifie´e :
fm(s, Zms , U
m
s )→ f(s, Z˜s, U˜s) P-p.s. et pour tout s.
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• la suite (Y m, Zm, Um) converge vers (Y˜ , Z˜, U˜) au sens suivant :
E( sup
t∈[0,T ]
|Y mt − Y˜t|) + |Z
m − Z˜|L2(W ) + |U
m − U˜ |L2(N˜p) → 0.
De plus, sa limite est le triplet de processus (Y˜ , Z˜, U˜) qui est de´fini sur
S∞ × L2(W )× L2(N˜p) et satisfait l’EDSR de parame`tres (f , B).
Fin de la preuve de l’existence On commence par e´tablir l’existence
d’une solution a` l’EDSR de parame`tres (f , B) en supposant acquis le point
de´licat de la preuve (car relativement technique), a` savoir la convergence
forte des suites (Zm) et (Um) dans L2(W ) et L2(N˜p). Ce dernier point
e´tant suppose´ acquis, (i) et (ii) en sont des conse´quences directes (chaque
convergence forte dans (i) et (ii) a lieue, quitte a` conside´rer une sous suite).
Pour justifier la convergence dans L1(ds⊗dP) dans (iii), il suffit d’e´tablir
les deux re´sultats suivants :
• La convergence en ds ⊗ dP-mesure de (fm(s, Zms , U
m
s )) vers f(s, Zs, Us),
d’une part,
• L’uniforme inte´grabilite´ de la suite de variables (fm(s, Zms , U
m
s )), d’autre
part.
Pour le premier re´sultat et puisque les suites (Zm) et (Um) sont toutes
deux convergentes dans leurs espaces de Hilbert respectifs a` savoir L2(W )
et L2(N˜p), il en re´sulte, quitte a` prendre une sous suite, que (Z
m) (resp.
(Um)) converge en ds ⊗ dP-mesure vers Z˜ (resp. vers U˜). Le re´sultat de
convergence en mesure de´sire´ est une conse´quence simple du lemme 5.7,
dont les hypothe`ses sont satisfaites en conside´rant, a` un ensemble de ds⊗dP-
mesure nulle pre`s, les suites (Zms (ω)) et (U
m
s (ω)).
Pour la seconde assertion, on utilise le fait que chaque fm satisfait encore
les controˆles donne´s par (H1) (du lemme 5.1). Exploitant une fois encore
l’ine´galite´ ab ≤ 12(a
2 + b2) pour la minoration donne´e par (H1), on obtient
la condition de domination suivante dans L1(ds⊗ dP) :
∃ Cα > 0, |f
m(s, Zms , U
m
s )| ≤ Cα
(
1 + (|Zms |
2 + |Ums |α
)
.
La constante note´e Cα de´pend de α et du parame`tre θ, qui est borne´. Puisque
les suites (Zm) et (Um) convergent (fortement) respectivement dans L2(W )
et L2(N˜p) (ce re´sultat contenu dans le lemme 5.8 est e´tabli au paragraphe
suivant) on en de´duit l’uniforme inte´grabilite´ de ces suites et donc, on ob-
tient celle de la suite (fm(s, Zms , U
m
s )), ce qui permet de conclure a` l’assertion
(iii).
Les assertions (i), (ii) et (iii) assurent que le passage a` la limite dans les
e´quations (5.17) est justifie´ et le triplet de processus (Y˜ , Z˜, U˜) satisfait
l’EDSR de parame`tres (f , B). On re´e´crit ci-dessous l’e´quation satisfaite
par Y˜ − Y m,
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E
(
sup
t∈[0,T ]
|Y˜t − Y
m
t |
)
−E
(
|Y˜0 − Y
m
0 |
)
≤ E
(∫ T
0
|f(s, Z˜s, U˜s)− f
m(s, Zms , U
m
s )|ds
)
+ E
(
sup
t∈[0,T ]
|
∫ t
0
(Z˜s − Z
m
s )dWs|
)
+ E
(
sup
t∈[0,T ]
|
∫ t
0
(U˜s − U
m
s )(x)N˜p(ds, dx)|
)
,
et on de´duit de la convergence des inte´grales stochatiques ((Z˜ − Zm) ·W ))
et ((U˜ −Um) · N˜p) ainsi que des ine´galite´s de Doob la convergence suivante :
E( sup
t∈[0,T ]
|Y mt − Y˜t|)→ 0, lorsque m→∞.
Cette proprie´te´ est e´videmment plus faible que la convergence dans S∞,
toutefois Y˜ est bien dans S∞, en tant que limite (ponctuelle) de la suite
(Y m) qui est elle-meˆme uniforme´ment borne´e dans S∞.

Preuve du re´sultat de stabilite´ Afin d’achever la justification de ce
lemme, on se concentre ici sur le point le plus de´licat, a` savoir la convergence
forte des suites (Zm) et (Um). La conclusion du lemme (i.e. l’existence d’un
triplet (Y˜ , Z˜, U˜) solution a` l’EDSR de parame`tres (f , B)) ayant e´te´ donne´e
au paragraphe pre´ce´dent, il ne nous reste qu’a` e´tablir ce re´sultat de conver-
gence forte : la preuve de ce re´sultat est tre`s similaire a` celle du lemme 5.4
et posant toujours φK(x) :=
e2Kx−2Kx−1
2K (= g2K(x)), on obtient l’expression
suivante pour la semimartingale positive φK(Y
p,l)l≥p (notant Y
p, l au lieu
de Y p − Y l) :
φK(Y
p, l
0 ) + E
(
K
∫ T
0
e2KY
p, l
s
(
|Zp, ls |
2 +
∫
R\{0}
g2K(U
p, l
s )(x)n(dx)
)
ds
)
= E
(∫ T
0
(
e2KY
p, l
s − 1
)(
fp(s, Zps , U
p
s )− f
l(s, Z ls, U
l
s)
)
ds
)
≤ E
(∫ T
0
(
e2KY
p, l
s − 1
)(α
2
|Zps |
2 + |Ups |α + Cˆs +
α
4
|Z ls|
2
)
ds
)
.
≤ E
(∫ T
0
(
e2KY
p, l
s − 1
)(
α(|Zps − Z˜s|
2 + |Z˜s|
2) + |Ups − U˜s|2α + |U˜s|2α
)
ds
)
.
+ E
(∫ T
0
(
e2KY
p, l
s − 1
)(
Cˆs +
α
4
(
|Zp,ls |
2 + |Zps − Z˜s|
2 + |Z˜s|
2
))
ds
)
,
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ou` les derniers controˆles re´sultent du fait que chaque ge´ne´rateur fp satisfait
la meˆme hypothe`se de croissance, a` savoir (H1) (donne´e dans le lemme
5.1 en section 5.1). Finalement, utilisant des manipulations e´le´mentaires
(analogues a` celles employe´es dans la preuve de lemme 5.4) et exploitant le
controˆle uniforme dans L1(ds ⊗ dP) des processus |Z l − Zp|2, |Z˜ − Zp|2 et
|Z˜|2 et de |U˜ − Up|2
L2(n) et |U˜ |
2
L2(n), on justifie successivement les passages
a` la limite en l et p qui permettent d’affirmer :

et
lim
p
E
∫ T
0
(
|Z˜s − Z
p
s |
2
)
ds = 0,
lim
p
E
∫
[0,t]×R∗
(
|(U˜s − U
p
s )(x)|
2
)
n(dx)ds = 0.

166 CHAPITRE 5. ETUDE THE´ORIQUE DE L’EDSR
Chapitre 6
Application a` la
maximisation de l’utilite´
Dans ce chapitre, l’objectif est de re´soudre un proble`me d’optimisation
de portefeuille sous contraintes dans le contexte d’une filtration disconti-
nue particulie`re. On conserve les notations prises lors de la pre´sentation du
mode`le financier a` la section 4.2.3 et on exploite les re´sultats the´oriques
obtenus au chapitre 5 concernant une classe d’EDSR quadratique et avec
sauts. L’e´tude mene´e est tre`s analogue a` celle du chapitre 3 de la premie`re
partie de la the`se et qui correspond au mode`le en filtration continue.
6.1 Le mode`le financier : cas compact
On conside`re toujours l’espace de Wiener-Poisson introduit au de´but du
chapitre 4, espace qui est muni de deux processus inde´pendants, a` savoir
un mouvement brownien unidimensionnel W et un processus de Poisson
(associe´ a` une mesure ale´atoire compense´e de Poisson note´e N˜p). On conserve
la notation F pour de´signer la filtration discontinue (restreinte a` [0, T ])
engendre´e par ces deux processus et comple´te´e. Le marche´ financier sur cet
espace filtre´ ainsi de´fini consiste en un unique actif risque´ dont l’e´volution
du processus de prix S := (St)t∈[0,T ] est re´gie par l’EDS unidimensionnelle
a` sauts suivante :
∀ s ∈ [0, T ], dSs = Ss−
(
bsds+ σsdWs +
∫
R∗
βs(x)N˜p(ds, dx)
)
. (6.1)
Dans toute cette section, la mesure de Le´vy n est de masse finie. Les pro-
cessus b, σ et β sont suppose´s borne´s et pre´visibles et le processus β est tel
que β > −1, de sorte que le processus S est une exponentielle stochastique
et un processus positif. D’autre part, on de´finit le processus θ de la manie`re
suivante :
θ = σ−1b.
167
168CHAPITRE 6. APPLICATION A` LAMAXIMISATION DE L’UTILITE´
Ce processus θ est suppose´ borne´ et il appartient donc, a fortiori, a` l’espace
BMO(W ), de sorte que la mesure de probabilite´ de´finie par :
dPθ
dP
= ET (−θ ·W )
de´finit une densite´ de martingale. Cette condition sur le processus θ est
classique et elle permet d’assurer que le marche´ satisfait la condition usuelle
de non arbitrage. En particulier, sous la mesure e´quivalente Pθ, le processus
W θ =W +
∫ .
0
θds est un nouveau mouvement brownien et S est une Pθ
martingale locale. On garde les notationsXπ et π pour de´signer les processus
de richesse et strate´gie associe´e, ou` le processus Xπ est de´finie (sur [0, T ])
par
∀t ∈ [0, T ] , Xπt = x+
∫ t
0
πs
dSs
Ss−
. (6.2)
Toute strate´gie π := (πs)s∈[0,T ] est un processus unidimensionnel et pre´visible,
qui satisfait
· la condition minimale d’inte´grabilite´ suivante
E
(∫ T
0
|πσs|
2ds+
∫ T
0
∫
R\{0}
|πβs(x)|
2n(dx)ds
)
<∞, (6.3)
· πt ∈ C, P-p.s. et pour tout t,
( sauf mention contraire, l’ensemble C (C ⊂ R) est compact).
La dernie`re condition a` imposer pour re´soudre le proble`me d’optimisation
est une condition dite d’admissibilite´ (donne´e par la de´finition 0.3). Dans le
paragraphe qui suit, on justifie a` l’aide du lemme 6.1 que toute strate´gie π
a` valeurs dans C est telle que le processus Xπ satisfait (6.3), et que de plus,
elle est automatiquement admissible (au sens de la de´finition 0.3).
Remarques
Le re´el πt(ω) correspond a` la somme d’argent investie a` la date t dans
l’actif risque´. On pre´cise, d’autre part, l’ensemble C, dans lequel les strate´gies
π prennent leurs valeurs, est un sous ensemble C compact de R et non
ne´cessairement convexe, comme dans l’article [HU05]. En particulier, il re´sulte
imme´diatement de la compacite´ de C ainsi que des conditions de bornitude
impose´es sur les diffe´rents parame`tres de l’EDS (6.1) que le processus de
richesse Xπ satisfait (6.3). Le marche´ financier libre d’arbitrage est incom-
plet :une premie`re source d’incomple´tude est la pre´sence de contraintes. La
seconde provient de la pre´sence de deux facteurs de risques mode´lise´s dan
l’e´quation de S par l’inte´grale brownienne et celle par rapport a` la mesure
ale´atoire de Poisson qui ne peuvent eˆtre couverts par la pre´sence du seul
6.1. LE MODE`LE FINANCIER : CAS COMPACT 169
actif risque´ mode´lise´ par S. Des exemples de telle mode´lisation sont fournis
par le mode`le a` volatilite´ stochastiques avec sauts de Barndorff-Nielsen et
Shephard (ce mode`le est e´tudie´ pour le proble`me de maximisation de l’uti-
lite´ exponentielle sous l’angle de la recherche de l’expression de la densite´
de Hellinger dans [BEN05]) ou encore dans la mode´lisation d’un instant de
de´faut en the´orie du risque de cre´dit (une re´fe´rence en est [BIE]).
Un lemme essentiel
Lemme 6.1 Dans le cadre ou` l’ensemble de contraintes C est compact, toute
strate´gie π (i.e. t.q. π est un processus unidimensionnel, pre´visible, prenant
ses valeurs dans C et tel que Xπ ve´rifie (6.3) et satisfait la condition :
{exp(−αXπτ ), τ F-temps d’arreˆt}
est une famille uniforme´ment inte´grable. (6.4)
Preuve du Lemme 6.1
On pre´cise tout de suite que c’est sous cette dernie`re condition (6.4) que
nous justifions, par la suite, l’emploi de la me´thode dynamique note´e (MD)
en section 0.3.2 (et de´ja` employe´e dans le cadre brownien par [HU05]). On
conside`re le processus U = (e−αX
pi
t )t∈[0,T ], pour toute strate´gie π a` valeurs
dans l’ensemble C. On utilise tout d’abord l’expression de Xπ donne´e comme
l’inte´grale stochastique par rapport au processus de prix S par (3.4), la
de´finition du processus S donne´e par (6.1), et de la de´finition du processus
θ pour e´crire :
dXπt = πtσtθtdt+ πtσtdWt +
∫
R∗
πtβtN˜p(dt, dx).
Dans un second temps, on applique une formule d’Itoˆ ge´ne´ralise´e au pro-
cessus U = e−αX
pi
(on renvoie le lecteur au The´ore`me 5.1 du Chapitre 2 de
[IKE] ou aussi au the´ore`me 18 du chapitre V du [PRO])) :
dUt = Ut
(
− απtσtdWt +
∫
R∗
(e−απtβt − 1)N˜p(dt, dx)
)
+Ut
(
− (απtσtθt)dt+
α2
2 |πtσt|
2dt+
∫
R∗
(e−απtβt − 1 + απtβt)n(dx)dt
)
.
On utilise alors la de´finition de l’exponentielle stochastique E(M) deM pour
e´crire le processus U sous forme produit :
Ut = U0Et
( ∫ .
0
−απsσsdWs +
∫ .
0
∫
R∗
(e−απsβs − 1)
)
N˜p(ds, dx))e
A¯pit , (6.5)
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ou` le processus A¯π est donne´ par l’expression :
A¯πt =
∫ t
0
(
−απsσsθs +
α2
2
|πsσs|
2 +
∫
R∗
(e−απsβs − 1 + απsβs)n(dx)
)
ds.
Ce processus A¯π est borne´ du fait des hypothe`ses de bornitude des pa-
rame`tres de l’EDS (6.1) et de la compacite´ de l’ensemble C. D’autre part, en
conse´quence du lemme 4.1, l’exponentielle stochastique apparaissant dans
l’expression de U est une vraie martingale. Il re´sulte de la de´composition
(6.5) que la condition d’uniforme inte´grabilite´ du lemme 6.1.

6.2 Re´solution du proble`me d’optimisation
6.2.1 Expression de la solution au proble`me d’optimisation
Dans cette section, on revient au proble`me de maximisation de l’uti-
lite´ exponentielle d’un portefeuille pre´sente´ a la section 0.3.2. Ce proble`me
consiste a` de´terminer une expression de la fonction valeur V B(x) a` la date
t = 0 et cette expression est donne´e par :
V B(x) = sup
π∈A
E(Uα(X
π
T −B)), (6.6)
ou` B de´signe l’actif contingent et ou` toute strate´gie π est de´finie sur [0, T ].
Le processus de richesse Xπ := Xπ,0,x associe´ (a` la strate´gie π) est donne´
par
∀ s ∈ [0, T ], Xπt = x+
∫ t
0
πs
dSs−
Ss
,
expression dans laquelle x de´signe la richesse initiale et ou` le processus S de
prix est donne´e par l’EDS a` sauts (6.1). L’ensemble d’admissibilite´ note´ A
(plutoˆt que A0) regroupe l’ensemble des processus π := (πs)s∈[0,T ] unidimen-
sionnels, pre´visibles, satisfaisant la condition d’inte´grabilite´ (6.3) donne´e au
de´but de chapitre, et tels que la famille
{exp(−αXπτ ), τF-temps d’arreˆt},
est uniforme´ment inte´grable. On donne ci-apre`s le re´sultat majeur de cette
partie.
The´ore`me 6.1 Une expression de la fonction valeur a` la date t = 0 note´
V B(x) est fournie par :
V B(x) = − exp(−α(x− Y0)), (6.7)
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ou` le nombre re´el Y0 repre´sente la valeur initiale associe´e a` la solution
(Y, Z, U) de l’EDSR (Eq2.1) caracte´rise´e par les parame`tres (f , B), et dont
le ge´ne´rateur f est de´fini comme suit :
f(s, z, u) = inf
π∈C
(
α
2
|πσs − (z +
θ
α
)|2 + |u− πβs|α
)
− θz −
|θ|2
2α
.
D’autre part, il existe au moins une strate´gie optimale et toute strate´gie
optimale est admissible (i.e. π∗ ∈ A) et caracte´rise´e, P-p.s. et pour tout s,
comme suit :
π∗s ∈ argmin
π∈C
(α
2
|πσs − (Zs +
θs
α
)|2 + |Us − πβs|α
)
. (6.8)
Toute strate´gie optimale π∗ est telle que :
E(Rπ
∗
T ) = E(Uα(X
π∗
T −B)) = R0 = V
B(x).
Dans le corollaire qui suit, on conside`re le proble`me d’optimisation a` la date
t (introduit en section 0.3.2 de la the`se), auquel on associe la fonction valeur
note´e V Bt (x) de´fini a` la date t par
V Bt (x) = sup
π∈At
EFt(Uα(x+
∫ T
t
πs
dSs
Ss−
−B)),
ou` le processus de richesse Xπ := Xπ,t,x est de´fini sur [t, T ] comme suit :
∀s ∈ [t, T ], Xπs = x+
∫ s
t
πu
dSu
Su−
,
et ou` At regroupe l’ensemble des strate´gies π := (πs)s∈[t,T ] de´finies sur [t, T ]
et admissibles au sens de la de´finition 0.3.
Corollaire 6.1 On obtient les deux re´sultats suivants pour la fonction va-
leur note´e V Bt (x) a` la date t :
• D’une part, la fonction valeur s’e´crit a` la date t en terme de la solution
de l’EDSR de parame`tres (f , B) sous la forme :
V Bt (x) = Uα(x− Yt) = − exp(−α(x− Yt)) = R
π∗
t ,
ou` π∗ est une strate´gie de´finie sur [t, T ] qui satisfait la relation (6.8).
• On retrouve l’e´nonce´ du principe de la programmation dynamique :
∀σ, τ, F-temps d’arreˆt, (τ ≤ σ), V Bτ (x) = E
Fτ (V Bσ (X
π∗,τ,x
σ )). (6.9)
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Remarque et preuve du corollaire 6.1
On suppose acquis les re´sultats du the´ore`me 6.1 : par un raisonnement
comple`tement analogue a` celui mene´ dans la section 3.1.2 de la premie`re
partie, il en re´sulte le principe de la programmation dynamique : en effet,
de`s lors que l’on connait l’existence d’une strate´gie optimale π∗ et que l’on
se donne deux temps d’arreˆt τ et σ (τ ≤ σ) la proprie´te´ (6.9) re´sulte du
the´ore`me de Doob (applique´e a` la martingale Rπ
∗
:= Uα(X
π∗ − Y ))
V Bτ (x) = Uα(X
π∗,τ,x
τ − Yτ ) = E
(
Uα(X
π∗,τ,x
σ − Yσ)|Fτ
)
= E
(
V Bσ (X
π∗,τ,x
σ )|Fτ
)
,
ou` : Xπ
∗,τ,x
σ = x+
∫ σ
τ
π∗u
dSu
Su−
. La dernie`re proprie´te´ permet d’assurer une
proprie´te´ de consistance pour la fonction valeur : en effet, celle ci dit que
la meilleure pre´diction a` une date t donne´e de la fonction valeur coincide
avec la valeur du proble`me d’optimisation a` cette date. En particulier, ceci
implique que toute strate´gie optimale pour le proble`me, a` un date t donne´e,
l’est encore pour tout autre date s (s > t).
Preuve du re´sultat principal
Dans une premie`re e´tape et afin d’assurer la validite´ de l’expression
donne´e par (6.7), on justifie les calculs formels effectue´s dans la section 4.2.3
introductive de ce chapitre. Ces calculs ont notamment permis de donner une
expression du ge´ne´rateur de l’EDSR. Muni des re´sultats de l’e´tude the´orique
du chapitre 5, on souhaite e´tablir que, pour toute strate´gie π (π ∈ A), le
processus Rπ (de´fini sur [0, T ]) est une surmartingale.
Pour re´soudre a` l’aide de la me´thode (MD) le proble`me, on a introduit en
section 4.2.3 le processus positif R¯π. Pour le proble`me conside´re´ a` la date t
= 0, ce dernier est de´fini par
∀ s ∈ [0, T ], R¯πs :=
exp(−α(Xπs − Ys))
exp(−α(x− Y0))
.
On rappelle ci-dessous l’expression obtenue a` l’aide de la formule d’Itoˆ pour
ce processus
∀ s ∈ [0, T ], R¯πs = M˜
π
s exp(A
π
s ),
ou` M˜π est l’exponentielle stochastique associe´e a` une martingale locale Mπ
qui est donne´e par la formule suivante :
Es(M) = Es
(
(−α(πσ − Z) ·W ) + (e(−α(πβ−U)) − 1) · N˜p)
)
,
et ou` l’expression de Aπ est donne´e, pour tout s, s ∈ [0, T ], par :
Aπs =
∫ s
0
α
(
−πubu − f(u, Zu, Uu) +
α
2
|πuσu − Zu|
2 + |(Uu − πuβu)|α
)
du.
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D’une part, la partie discontinue de la martingale exponentielle M˜π est
exp((−α(πβ − U))− 1) ·Np)s :=∑
0<u≤s
(
e−α(πβu(p(u))−Uu(p(u)) − 1
)
1u∈Dp1x=p(u).
D’apre`s la formule de Dole´ans-Dade, le processus M˜π est, en tant qu’expo-
nentielle stochastique de sauts strictement supe´rieurs a` −1, une martingale
locale positive (pour toute strate´gie π). Ce processus e´tant une martingale
locale, il existe une suite de temps d’arreˆt (τn) ( (τn) converge vers T ) telle
que M˜π.∧τn est une martingale. D’autre part, l’hypothe`se de croissance du
processus exp(Aπ) entraine que le processus R¯π.∧τn de´fini par
∀ s, R¯πs∧τn = M˜
π
s∧τn exp(A
π
s∧τn),
satisfait la relation de sousmartingale
∀ t, s, t ≤ s, ∀A ∈ Ft, E(R¯
π
s∧τn1A) ≥ E(R¯
π
t∧τn1A). (6.10)
Ds´ormais, afin de justifier que le processus Rπ satisfait la proprie´te´ de sur-
martingale (i.e de fac¸on e´quivalente, R¯π est une sousmartingale), il suffit de
montrer qu’il est de classe (D). Or, par de´finition, le processus Rπ s’e´crit
∀ s ∈ [0, T ], Rπs = − exp(−αX
π
s ) exp(αYs),
dont il re´sulte l’uniforme inte´grabilite´ de la famille (Rπ.∧τn)n, graˆce aux deux
faits suivants :
• l’hypothe`se d’uniforme inte´grabilite´ de la famille (exp(−αXπτ )), lorsque τ
parcourt l’ensemble des F-temps d’arreˆt (cette hypothe`se est ve´rifie´e pour
toute strate´gie π prenant ses valeurs dans C selon les conditions du lemme
6.1),
• la bornitude du processus Y (associe´ a` la solution de l’EDSR donne´e par
(f , B)).
Le passage a` la limite (lorsque n tend vers ∞) dans la relation (6.10) est
donc justifie´ et il s’ensuit que, pour tout A ∈ Ft, E(R
π
s1A) ≤ E(R
π
t 1A), ce
qui entraine la proprie´te´ de surmartingale de Rπ.
Afin de prouver le the´ore`me, il ne reste plus qu’a` justifier l’expression
de la fonction valeur a` la date t = 0 (a` savoir V B(x)). Ceci s’effectue en
montrant paralle`lement l’existence d’une strate´gie optimale π∗ satisfaisant
la relation (6.8). A priori, cette relation ne de´finit π∗ que ponctuellement (i.e.
pour s, ω fixe´s) et il faut donc justifier l’existence d’une se´lection pre´visible :
la preuve de cette proprie´te´ est rele´gue´e au paragraphe 6.2.2 suivant. Or, au
vu de l’expression donne´e par (6.8), l’Argmin existe (en effet, ce dernier est
l’argument minimum d’une somme de deux fonctionnelles convexes a` valeurs
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presque suˆrement finies) et on peut de´finir ponctuellement (i.e. P-p.s. et pour
tout s) le processus π∗. D’autre part, puisque que la condition : Aπ
∗
≡ 0 est
satisfaite et exploitant a` nouveau la de´composition multiplicative obtenue
dans la section 4.2.3, le processus Rπ
∗
s’e´crit :
Rπ
∗
· = R
π∗
0 M˜
π∗
· .
Ce processus est donc une martingale locale. Il suffit de montrer que Rπ
∗
est une vraie martingale, i.e. que la famille
{Rπ
∗
τ := − exp(−αX
π∗
τ ) exp(αYτ ), τ F-temps d’arreˆt},
est uniforme´ment inte´grable. Ceci est ve´rifie´ puisque l’admissibilite´ de π∗ au
sens de la de´finition 0.3 est automatique (invoquant le lemme 6.1) et que, le
processus Y est borne´. On traduit alors ci-dessous la condition (d’optimalite´)
de martingale du processus Rπ
∗
, en se rappelant que Rπ est (pour toute
strate´gie π admissible) une surmartingale.
E(Rπ
∗
T ) = R0 = sup
π∈A
E(RπT ) (= V
B(x)).
(le supremum est donc un maximum atteint en π∗).
Si on note (Y, Z, U) la solution unique a` l’EDSR de parame`tres (f , B), on
obtient ainsi l’expression donne´e par la relation (6.7) pour la fonction valeur
V B(x) donne´e par (6.6), et correspondant au proble`me d’optimisation pris
a` la date t = 0.

6.2.2 Caracte´risation des strate´gies optimales
Le lemme suivant re´pond positivement aux deux proble`mes d’exis-
tence et de pre´visibilite´ de toute strate´gie π∗ satisfaisant (6.8).
Lemme 6.2 Soient Z et U deux processus pre´visibles prenant leur valeurs
respectives dans R et L2(n(dx)) et C un sous ensemble compact de R.
a. Le processus F defini ci-dessous est pre´visible :
∀s ∈ [0, T ] , F (s, Zs, Us) = inf
π∈C
α
2
|πσs − (Zs +
θ
α
)|2 + |Us − πβs|α.
b. Il existe un processus pre´visible π∗ qui re´alise, pour tout s et tout ω, le
minimum sur l’ensemble C de la somme des deux fonctionnelles sui-
vantes
α
2
|πσs − (Zs +
θ
α
)|2 et |Us − πβs|α.
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Preuve du lemme 6.2
La preuve de l’assertion a. se de´duit en remarquant que le processus F
peut s’e´crire sous la forme :
F (s, Zs, Us) = inf
π∈C∩Q
α
2
|πσs − (Zs +
θ
α
)|2 + |Us − πβs|α,
processus qui est clairement pre´visible, en tant que l’infimum pris sur un
ensemble au plus de´nombrable de la somme de fonctionnelles de processus
pre´visibles.
Afin de prouver l’assertion b., on reprend l’argumentation donne´e dans le
lemme 3.1 de [ELK97c] pour justifier l’existence de la se´lection pre´visible :
pour ce faire, on introduit pour tout t, ω, π tels que : (t, ω) ∈ Ω × [0, T ] et
π ∈ R, le processus G suivant
G(t, ω, π) = |f(t, ω, π, Zt(ω), Ut(ω))− inf
π∈C
f(t, ω, π, Zt(ω), Ut(ω))|+(1−1C(π)).
G ainsi de´fini posse`de les deux proprie´te´s suivantes
• A π fixe´, G(., ., π) est P-mesurable,
• t, ω e´tant fixe´s, G(t, ω, .) est continue,
donc, G est P ⊗ B(R) mesurable.
Comme, de plus, l’ensemble {π ∈ R, G(t, ω, π) = 0} est non vide, de`s que C
est ferme´ (et non ne´cessairement compact) :en effet, pour tout t, ω, la somme
des deux fonctionnelles (continues en z et u) intervenant dans l’expression
de f(t, ω, π, Zt(ω), Ut(ω)) tend vers +∞, quand |π| tend vers ∞.
Il existe donc une se´lection P⊗B(R) mesurable note´ π∗ telle queG(t, ω, π∗(t, ω)) =
0, et donc en particulier : π∗(t, ω) ∈ C.
Ainsi et d’apre`s la caracte´risation donne´e par (4.4), le processus π∗ est a`
valeurs dans C. L’admissibilite´ de π∗ au sens pre´cise´ dans la de´finition 0.3
de l’introduction est alors justifie´e par le lemme 6.1.

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6.3 Cadre non compact : application au proble`me
d’optimisation
Motivation Dans cette section, on s’inte´resse a` la re´solution du proble`me
d’optimisation toujours note´ (P1) dans le cadre de la section 5.4.1, i.e. l’en-
semble de contraintes C est ferme´ mais non compact et la mesure de Le´vy n
est e´ventuellement de masse infinie. Pour le reste, on conserve les notations
de la section 6.1 de ce chapitre concernant l’application au proble`me dans
le cas ou` l’ensemble C est compact. En particulier, on conside`re a` nouveau
un marche´ financier dans le contexte de l’espace de Wiener Poisson et sur
lequel le processus de prix S de l’unique actif risque´ satisfait l’EDS
dSs = Ss−
(
bsds+ σsdWs +
∫
R∗
βs(x)N˜p(ds, dx)
)
, (6.11)
avec les conditions suivantes
1. La mesure n de Le´vy (associe´e au compensateur Nˆp) satisfait∫
R∗
(1 ∧ |x|)2)n(dx) <∞.
2. Les processus b, σ, β et θ := σ−1b sont pre´visibles et borne´s.
3. Le processus β auquel on associe a` l’inte´grale stochastique β · N˜p sa-
tisfait la condition
(βs(x) > −1) et (|βs(x)| ≤ C(1 ∧ |x|)), P-p.s. et pour tout s,
et cette dernie`re condition assure que l’inte´grale stochastique β · N˜p
est de carre´ inte´grable sous l’hypothe`se :
∫
R∗
(1 ∧ |x|)2)n(dx) <∞).
Sous ces conditions, le processus S est une exponentielle stochastique a` va-
leurs positives. Pour e´tudier le proble`me (P1), i.e. afin de de´terminer l’ex-
pression de la fonction valeur a` la date t = 0 (note´e V B0 (x)), on conserve
la notation A donne´e dans la de´finition 0.3 pour de´signer l’ensemble des
strate´gies auxquelles on applique la me´thode (MD) introduite dans la sec-
tion 0.3.2. On rappelle la relation de´finissant le processus Xπ := Xπ,0,x
associe´ a` une strate´gie appartenant a` A
∀ π ∈ A, ∀s ∈ [0, T ], Xπs = x+
∫ s
0
πu
dSu
Su−
.
Dans ce cadre particulier, le proble`me consiste a` re´pondre aux proble`mes
suivants
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(a) la justification de la me´thode dynamique de re´solution pour exprimer
la fonction valeur a` la date t := 0 de´finie par
V B0 (x) = max
π∈A
E(Uα(X
π
T −B)), (6.12)
en fonction de la solution de l’EDSR introduite par l’interme´diaire de
(MD).
(b) la justification de l’existence d’au moins une strate´gie π∗ optimale
et admissible (au sens de l’appartenance a` A).
Avant d’e´noncer les re´sultats, on insiste sur ce qui fait l’une des difficulte´s
majeures de cette e´tude. Dans ce qui suit, le point le plus de´licat a` justifier
est le second (note´ (b)). La de´marche suivie consiste, dans un premier temps,
a` introduire une seconde classe d’admissibilite´ plus large que la premie`re :
on de´montre alors que toute strate´gie optimale pour le proble`me (P1) (i.e.
re´alisant le maximum dans l’expression du proble`me (P1)) appartient a` cette
nouvelle classe. Dans un second temps, on justifie que le supremum dans le
proble`me note´ (6.12) pris sur la classe d’admissibilite´ A˜ plus large coincide
avec celui pris sur la classe A. Ce dernier re´sultat est e´nonce´ au travers d’un
lemme donnant l’e´galite´ de deux proble`mes d’optimisation.
6.3.1 Hypothe`ses et e´nonce´s des re´sultats
Pre´liminaires the´oriques La mesure de probabilite´ Qθ est de´finie par la
densite´ de probabilite´ :
EFt(
dQθ
dP
) = Et(−θ ·W ).
Le processus risque premium θ e´tant suppose´ borne´, la martingale exponen-
tielle E(−θ ·W ) est une vraie martingale. Cette mesure est donc une densite´
de probabilite´ e´quivalente a` P. D’autre part, sous cette hypothe`se forte de
bornitude, le crite`re de Novikov donne l’inte´grabilite´ dans les espaces Lp
(pour p > 1) de la variable ZθT := ET (−θ · W ) et en particulier, on uti-
lisera que ZθT est de carre´ inte´grable. De´sormais, pour justifier l’emploi de
notre me´thode dynamique de re´solution, on est contraint, comme dans le cas
compact, de restreindre l’ensemble des strate´gies. On de´finit ainsi ci-dessous
deux classes d’admissibilite´.
De´finition 6.1 – L’ensemble A˜ consiste en l’ensemble des processus
unidimensionnels π := (πs)s∈[0,T ] et pre´visibles satisfaisant a` la fois
• πs ∈ C (P-p.s. et pour tout s ∈ [0, T ] ),
• l’inte´grale stochastique (
∫ s
0
πu
dSu
Su−
)s∈[0,T ] avec S df´inie par (6.11)
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satisfait la condition d’inte´grabilite´ suivante
E
( ∫ T
0
|πσs|
2ds+
∫ T
0
∫
R\{0}
|πβs(x)|
2n(dx)ds
)
<∞,
• la condition d’inte´grabilite´ suivante est ve´rifie´e :
E(e−αX
pi
T ) <∞.
– L’ensemble A est constitue´ de tous les processus unidimensionnels π
et pre´visibles satisfaisant a` nouveau les deux premie`res conditions : a`
savoir : πs ∈ C (P-p.s. et pour tout s ∈ [0, T ]) et X
π ve´rifie toujours la
condition (6.3) e´nonce´e en de´but de chapitre. En outre, ils satisfont :
{exp(−αXπτ ), τ Ft-temps d’arreˆt}
est une famille uniforme´ment inte´grable.
On utilise les hypothe`ses e´nonce´es au de´but de cette section 6.3 et la
de´finition 6.1 afin de de´montrer la proprie´te´ suivante : pour toute strate´gie
dans A˜, le processus Xπ est une Qθ-martingale. Or, sous l’hypothe`se de
bornitude du processus θ, la mesure Qθ est une mesure de martingale pour
le processus de prix S de l’actif risque´ et il en re´sulte que Xπ est une Qθ
martingale locale : afin de de´montrer le caracte`re de martingale, on justi-
fie l’appartenance de la variable sup
0≤t≤T
|Xπt | a` L
1(Qθ). On utilise alors la
de´finition du processus de richesse Xπ et l’appartenance a` S2(R), pour en
de´duire les controˆles suivants :
EQ
θ
( sup
0≤t≤T
|Xπt |) ≤ E
P( sup
0≤t≤T
|Xπt |
dQθ
dP
)
≤
(
EP
(
sup
0≤t≤T
|Xπt |
)2) 12 (
EP
(
dQθ
dP
)2) 12
,
ce qui permet de conclure sachant que la densite´ est dans L2(P). Cette
proprie´te´ est tre`s utile afin de de´montrer le re´sultat d’e´galite´ entre les deux
proble`mes d’optimisation sur A et A˜ et comme explique´ dans le paragraphe
introductif de cette section pour re´pondre a` la proble´matique (b).
Enonce´ des re´sultats
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The´ore`me 6.2 Sous l’hypothe`se que l’ensemble de contraintes C est ferme´
et non compact, on a les re´sultats suivants :
• le proble`me (6.12) pre´ce´dent s’e´crit a` nouveau sous la forme suivante
V B0 (x) = exp(−α(x− Y0)),
ou` le processus Y (plus exactement le triplet (Y, Z, U)) est une solution de
l’EDSR avec sauts de parame`tres f , B. L’expression du ge´ne´rateur (iden-
tique au cas compact), obtenue dans la section the´orique, est la suivante. :
f(s, z, u) = inf
π∈C
(
α
2
|πσs − (z +
θ
α
)|2 + |u− πβs|α
)
− θsz −
|θs|
2
2α
.
• Il existe une se´lection pre´visible d’un processus π∗ satisfaisant
π∗(s) ∈ argmin
π∈C
(α
2
|πσs − (Zs +
θs
α
)|2 + |Us − πβs|α
)
, P-p.s. et pour tout s,
et tel que tout processus π∗ satisfaisant cette relation appartient a` A.
Lemme 6.3 Sous les hypothe`ses suivantes sur le marche´ financier :
• Le processus de risque premium θ est pre´visible borne´ (ainsi que tous les
parame`tres de l’EDS re´gissant l’e´volution de notre processus S),
• l’ensemble de contraintes C est ferme´ mais non compact et non ne´cessaire-
ment convexe,
Alors on a l’e´galite´ suivante :
sup
π∈A˜
E(Uα(X
π
T −B)) = sup
π∈A
E(Uα(X
π
T −B)),
ce qui signifie que la solution du proble`me d’optimisation est la meˆme que
l’on restreigne l’ensemble des strate´gies a` A˜ ou a` A.
6.3.2 Preuve des deux re´sultats
Re´ponse aux proble`mes pose´s
Dans ce paragraphe, on explique comment re´pondre aux proble´matiques
(a) et (b) souleve´es, une fois la preuve des re´sultats e´nonce´s e´tablie.
Afin de re´pondre a` la premie`re question pose´e, a` savoir (a), on doit a` nou-
veau se restreindre a` des strate´gies appartenant a` l’ensemble A. La condition
d’uniforme inte´grabilite´ requise pour eˆtre dans A est, d’apre`s la de´finition
6.1, automatiquement remplie dans le cas compact, ce qui n’est plus le cas
lorsque C n’est plus compact. Cette condition assure en particulier que la
proprie´te´ de surmartingale impose´e par la me´thode dynamique pour l’en-
semble des processus Rπ est ve´rifie´e.
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Dans un second temps et pour satisfaire l’exigence de la seconde asser-
tion (b), nous nous re´fe´rons au lemme 6.3 pour justifier que toute strate´gie
optimale (a priori seulement dans A˜) est dans A, i.e. qu’elle satisfait la
condition d’uniforme inte´grabilite´. La preuve de ce re´sultat s’inspire forte-
ment de travaux tre`s re´cents dont le contexte est toutefois un peu diffe´rent.
Le marche´ financier conside´re´ est construit sur un espace muni d’une filtra-
tion brownienne et le processus de prix est dirige´ par un brownien et donne´
par l’EDS
dSs
Ss
= σs(dWs + θsds).
Toutefois, certaines hypothe`ses sont un plus ge´ne´rales :
– Le processus θ (risque premium) est suppose´ tel que : θ ∈ BMO(W ).
(et non pas simplement borne´),
– la condition terminale B n’est plus borne´e mais posse`de un moment
exponentiel approprie´ : ceci permet l’obtention d’estimations a priori
approprie´es et l’existence (ces re´sultats sont de´montre´s dans [BRI06]).
Preuve du the´ore`me 6.2
Supposant acquis le re´sultat du lemme 6.3, on e´tablit les deux asser-
tions du the´ore`me. La premie`re assertion re´sulte a` nouveau de l’emploi de
la me´thode dynamique (MD) en se restreignant toutefois a` l’ensemble des
strate´gies appartenant a` A. Cette partie de la de´monstration consiste a` tra-
duire et justifier la condition du surmartingale pour le processus Rπ :=
Uα(X
π − Y )). On ne la redonne pas, car elle est analogue au cas borne´.
Cette partie de la preuve permet d’en de´duire l’EDSR qui est satisfaite par
un triplet (Y, Z, U) dont l’existence est justifie´e dans la section 5.4 de´die´e
au cadre non compact, avec le processus Y de´fini sur S∞(R). En particulier,
on a montre´
∀ π ∈ A, E(RπT ) ≤ R0 = − exp(−α(x− Y0)).
Pour conclure, il suffit donc de prouver l’existence d’une strate´gie qui re´alise
l’e´galite´. On conside`re alors une se´lection pre´visible d’un processus π∗ satis-
faisant la relation (4.4) (l’existence est assure´e par le lemme 6.2). D’apre`s
les calculs effectue´s a` l’aide de la formule d’Itoˆ dans la section 6.2, on justifie
l’e´criture suivante du processus Rπ
∗
∀ s, 0 ≤ s ≤ T, Rπ
∗
s = R
π∗
0 Es(M˜
π∗),
ou` l’exponentielle stochastique E(M˜π
∗
) est une surmartingale positive (et ou`
Rπ
∗
0 est une variable F0-mesurable ne´gative). Le processus −R
π∗ est donc
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une surmartingale positive, ce qui se traduit encore par
E(−Rπ
∗
T ) := E(exp(−αX
π∗
T ) exp(αB)) ≤ −R
π∗
0 = − exp(−α(x− Y0)).
(6.13)
Du fait de l’appartenance du processus Y a` S∞(R), on obtient alors :
E(exp(−αXπ
∗
T )) <∞ : i.e. π
∗ ∈ A˜. En particulier il en re´sulte
E(Rπ
∗
T ) ≤ sup
π∈A˜
(E(RπT )) = sup
π∈A
(E(RπT )),
ou` la dernie`re ine´galite´ provient du lemme 6.3 donnant l’e´galite´ des proble`mes
d’optimisation sur A et A˜.
D’une part, on obtient ainsi l’expression de la fonction valeur a` la date
t = 0, a` savoir V B0 (x) = − exp(−α(x − Y0)), et d’autre part, il re´sulte
de l’e´galite´ suivante : E(Rπ
∗
T ) = V
B
0 (x) = R0, la condition d’optimalite´
souhaite´e, a` savoir : le processus Rπ
∗
est une martingale de classe (D). On
peut donc conclure que la famille
{exp(−αXπ
∗
τ ), τ F-temps d’arreˆt}
est uniforme´ment inte´grable, ce qui implique : π∗ ∈ A (π∗ est donc admis-
sible au sens de la de´finition 0.3).

Preuve du Lemme 6.3
Afin de simplifier le proble`me a` re´soudre, on note que l’inclusion suivante
est ve´rifie´e : A ⊂ A˜, de sorte qu’on a la relation suivante :
sup
π∈A
E(Uα(X
π
T −B)) ≤ sup
π∈A˜
E(Uα(X
π
T −B)).
Il s’agit de´sormais de justifier l’autre ine´galite´ et, pour ce faire, l’ide´e consiste
a` conside´rer une strate´gie π telle que : π ∈ A˜ et a` construire une suite (πm)
de strate´gies qui appartiennent a` la classe A et telles que :
E
(
Uα(X
πm
T −B)
)
→ E
(
Uα(X
π
T −B)
)
, lorsque m→∞.
Sous l’hypothe`se que π ∈ A˜, on a en particulier la condition d’inte´grabilite´
suivante :
E(Uα(X
π
T )) <∞,
ce qui implique que la suite (τm) de temps d’arreˆt :
τm = inf{t ∈ [0, T ], e−αX
pi
t ≥ m} ∧ T ,
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est bien de´finie et converge vers T (au sens presque suˆre). Cette suite satisfait
la proprie´te´
∀ ω, ∃ N(ω), t.q. ∀ m ≥ N(ω), τm(ω) = T.
On souhaite e´tablir la convergence suivante
EP
(
|EQ
θ
(e−
α
2
XpiT |Fτm)− e
−α
2
XpiT |2
)
→ 0, lorsque m →∞. (6.14)
Afin de simplifier l’e´criture, on note Y = e−
α
2
XpiT . Comme, par hypothe`se,
π appartient a` A˜, la variable Y est dans L2(P) et il en est de meˆme de
la densite´ de la mesure e´quivalente Qθ (a` savoir ET (−θ ·W )). Le produit
Y ET (−θ ·W ) appartient a` L
1(P), ce qui entraine donc que EQ
θ
(e−
α
2
XpiT |Fτm)
est une martingale borne´e dans L1(Qθ) pour tout m : le the´ore`me de conver-
gence des martingales applique´ a` la suite (EQ
θ
(e−
α
2
XpiT |Fτm)) entraine donc
la convergence dans L1(Qθ) et Qθ-p.s. vers e−
α
2
XpiT (et P-p.s., du fait de
l’e´quivalence entre les mesures). Pour conclure a` la convergence dans L2(P)
en utilisant le the´ore`me de Lebesgue, il faut assurer une condition de do-
mination. Pour ce faire, on proce`de en introduisant la suite de variables
tronque´es (e−
α
2
XpiT ∧ p)p. On conclut a` la convergence dans L
2(P) des trois
termes suivants apre`s passage a` la limite en p

Y − Y ∧ p := e−
α
2
XpiT − e−
α
2
XpiT ∧ p
Y ∧ p− EQ
θ
(Y ∧ p|Fτm) := e
−α
2
XpiT ∧ p− EQ
θ
(
e−
α
2
XpiT ∧ p)|Fτm
)
EQ
θ
(Y − Y ∧ p|Fτm) := E
Qθ
(
(e−
α
2
XpiT − e−
α
2
XpiT ∧ p)|Fτm
)
,
et le re´sultat de convergence e´nonce´ par (6.14) s’ensuit. D’autre part, puisque
π ∈ A˜, Xπ est une Qθ-martingale. D’apre`s l’ine´galite´ de Jensen, e−
α
2
Xpi est
une sous martingale positive et de ce fait, on obtient :
e−
α
2
Xpi
τm ≤ EQ
θ
(e−
α
2
XpiT |Fτm).
Ce controˆle entraine que la suite (e−
α
2
Xpi
τm ) est a` valeurs dans L2(P). On
obtient donc l’uniforme inte´grabilite´ de la famille (e−αX
pi
τm ) ainsi que celle
de la famille (Uα(X
πm
T − F )), en de´finissant la suite (π
m) par :
πm = π1t≤τm .
Il ne reste plus qu’a` prouver le re´sultat de convergence recherche´ par appli-
cation du the´ore`me de convergence domine´e de Lebesgue.
D’une part, on a justifie´ l’existence d’une suite de strate´gie (note´e (πm))
telle que {Uα(X
πm
τ −B), τ F-temps d’arreˆt} est une famille uniforme´ment
inte´grable et, d’autre part, la convergence simple de (Xπτm)m vers X
π
T est
assure´e par le fait que la suite (τm) converge P p.s vers T . (cette dernie`re
hypothe`se sur la suite (τm) est essentielle afin de pouvoir conclure puisque
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les trajectoires du processus (Xπt∧τm) ne sont pas continues mais seulement
ca`dlag).
On peut donc appliquer le the´ore`me invoque´ ci-dessus a` la suite (Uα(X
π
τm −
B)) pour obtenir :
E(Uα(X
π
τm −B)) = E(Uα(X
πm
T −B))→ E(Uα(X
π
T −B)),
dont il re´sulte l’ine´galite´ recherche´e suivante :
sup
π∈A
E(Uα(X
π
T −B)) = sup
π∈A˜
E(Uα(X
π
T −B)).

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Dans cette the`se, j’ai e´tabli des re´sultats (d’existence et d’unicite´) pour
des EDSR de type quadratique dans des mode`les ou` les filtrations conside´re´es
ne sont pas des filtrations browniennes. Plus pre´cise´ment, on redonne ci-
dessous la description des deux filtrations dans lesquelles l’e´tude a e´te´ mene´e :
1. Cadre d’une filtration continue sur laquelle est de´finie une martingale
(locale) continue M
2. Cadre d’une filtration discontinue particulie`re (associe´e a` un espace de
Wiener-Poisson).
L’un des inte´reˆts majeurs de la the´orie des EDSR non line´aires est le lien
entre ces dernie`res et certains proble`mes de mathe´matiques financie`res :
l’e´tude conduite permet de re´soudre le proble`me d’optimisation de porte-
feuilles sous contraintes dans deux types de mode`le. Ainsi, en comple´ment
de l’e´tude the´orique mene´e dans chacune des deux grandes parties de cette
the`se, on conside`re le proble`me de maximisation de l’utilite´ (tre`s majoritai-
rement l’utilite´ conside´re´e est l’utilite´ exponentielle) : cette e´tude consiste
en la description pre´cise du marche´ financier ainsi que des hypothe`ses a`
prendre. Dans chacune des deux parties, on raffine progressivement les hy-
pothe`ses sur les mode`les : dans la premie`re partie, on e´largit les re´sultats
au contexte d’un actif contingent non borne´ et, dans une dernie`re section,
on donne une application a` la notion de prix d’indiffe´rence. Dans la seconde
partie de la the`se, on s’affranchit successivement des hypothe`ses de finitude
de la mesure de Le´vy puis de l’hypothe`se de compacite´ de l’ensemble de
contraintes.
De nouvelles perspectives de recherche apparaissent : l’e´tude de la notion
de prix d’indiffe´rence faite dans la dernie`re section est restreinte a` un cadre
simplifie´.
On peut aussi penser a` e´tudier le proble`me d’optimisation sous contraintes
dans les mode`les suivants
– mode`les exponentiels de Le´vy,
– mode`les a` volatilite´ stochastique,
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et l’un des avantages de ces mode`les particuliers est le fait de pouvoir avoir
des calculs plus explicites (expression explicites des densite´s de martingale
a` l’aide des parame`tres de Girsanov, caracte´ristiques et expression explicite
de la mesure de Le´vy. Dans le cadre discontinu, on pourrait e´galement envi-
sager de voir les re´sultats qui restent vrais si l’on suppose que le processus θ
(auquel on associe la probabilite´ risque neutre Pθ) est seulement dans l’es-
pace BMO(W ) (W repre´sente le mouvement brownien de l’espace de Wiener
Poisson e´tudie´).
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Index des notationsles plus utilise´es
. Z ·W de´signe l’inte´grale stochastique par rapport a` W .
. ZdW de´signe la forme diffe´rentielle de l’inte´grale stochastique Z ·W .
. S∞ espace des processus Y satisfaisant : esssup
t,ω
|Yt| <∞
(La notation employe´e pour le supremum essentiel d’une variable (ou
d’un processus) est celle de [DEL80])
. S2(R) regroupe l’ensemble des processus re´els adapte´s et ca`dlag Y :=
(Yt)t∈[0,T ] satisfaisant
E( sup
t∈[0,T ]
|Yt|
2) <∞.
. L2(W ) de´signe l’ensemble des processus pre´visibles Z et tels que
E
( ∫ T
0 |Zs|
2ds
)
<∞.
. BMO(W ) de´signe l’ensemble des processus tels que l’inte´grale stochas-
tique Z ·W soit une martingale BMO.
. E(M) de´signe l’exponentielle stochastique d’une martingale locale M
(telle que M0 = 0)
. EFt de´signe l’espe´rance conditionnelle par rapport a` la tribu Ft.
. 〈M〉 de´signe la variation quadratique dans le cas M continue (ou le
compensateur pre´visible dans le cas M discontinue) d’une martingale
localement de carre´ inte´grable (ou plus ge´ne´ralement d’une semimar-
tingale)
. [M ] de´signe le crochet droit d’une martingale locale M (qui diffe`re
de la variation quadratique 〈M〉 si M est discontinue). On suit ici les
notations de [DEL80].
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