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High-throughput phenotyping platforms allow acquisition of quantitative data on thousands of plants
required for genetic analyses in well-controlled environmental conditions. However, analysing these
massive datasets and reproducing computational experiments require the use of new computational








We have adopted an algebraic
approach suited to the optimisation
and parallelisation of data-intensive
scientificworkflows.Thescheduling
problem resembles scientific work-
flow execution in a multisite cloud
[2]. In the context of the #DigitAg
project [L2],ourobjective is topro-
posenewscalableandelastichetero-
geneous scheduling algorithms that
willtransparentlydistributethecom-
putationoftheseverylargecomputa-
tional experiments on local servers,
where the data are stored but with
limited resources, on multisite
clouds, and on the european grid,
whichprovidecomputingpowerbut
with lower availability and longer
delaystoaccesstothedata.
2.Allowing reuse and reproducibility
of experiments
The second challenge we addressed
wastohelpscientiststofosterdiscov-
ery of novel traits and mechanisms
based on the processed datasets,
whileprovidingarobustmethodolo-
gy with support for reproducibility
and reuse. Modern scientific work-
flowsystemsarenowequippedwith
features that offer this support. The
provenance information (parameter
settings anddata sets consumedand
produced) can be systematically
recorded.Moreover, InfraPhenoGrid
and OpenAlea workflows enhance
reproducibility and reuse by provid-
ing userswith themeans to interact
withprovenanceinformationthrough
Jupyter electronic Notebooks [L3]
[1].
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Figure2:The3DreconstructionworkflowPhenomenalintheOpenAleavisualprogrammingenvironmentisappliedtooneplantatagiventime.
Thesameworkflowisrunonthousandsofplantsthroughtime,consumingseveralterabytesofdata,anddistributedtransparentlyonthe
EuropeanGridinfrastructure(EGI).
