MOTIVATION AND FORMAT
Deep Learning has become state of the art in visual computing and continuously emerges into the Music Information Retrieval (MIR) and audio retrieval domain. In order to bring attention to this topic we propose an introductory tutorial on deep learning for MIR. Besides a general introduction to neural networks, the proposed tutorial covers a wide range of MIR relevant deep learning approaches. Convolutional Neural Networks are currently a de-facto standard for deep learning based audio retrieval. Recurrent Neural Networks have proven to be effective in onset detection tasks such as beat or audio-event detection. Siamese Networks have been shown effective in learning audio representations and distance functions specific for music similarity retrieval. We will incorporate both academic and industrial points of view into the tutorial. Accompanying the tutorial, we will create a Github repository for the content presented at the tutorial as well as references to state of the art work and literature for further reading. This repository will remain public after the conference.
Intended and expected audience: We propose an introductory tutorial. Thus, we do not target an audience with a particular knowledge in deep learning as well as in audio processing or MIR. We would expect the participants to have experience with the programming language Python and preferably with the scientific workflow environment Jupyter Notebook 1 . Because this is the ISMIR conference, we would expect the audience to have a basic understanding of MIR and the task exemplified in this tutorial, especially music classification, similarity retrieval and onset detection.
Quality:
This tutorial represents an advanced version of "Deep Learning for Music Classification using Keras" which will be presented to a general non-audio affine audience at the ML Prague 2018 conference 2 . The proposed tutorial is adapted to address a MIR specific audience. Because we assume a minimal prior knowledge of the MIR problem space from ISMIR attendees and some ideas of how to approach some of the research tasks addressed by the tutorial, we are able to proceed faster on the audio processing parts and to focus more on the application of deep learning on music retrieval tasks. Thus, we are able to include a further segment on onset detection and tempo estimation. Parts of the tutorial as well as the presented Jupyter notebooks and examples are taken from our lectures on MIR, general IR and machine learning. Consequently, these parts have already been extensively discussed and improved in recent years.
Software / Hardware Requirements for the participants: The tutorial makes extensive use of open-source software. It will use both slides and Jupyter 3 Notebooks for presentation and running example code. The code examples will be given in Python. For the implementation of the neural networks the high-level API provided by the Keras 4 deep learning library based on a Tensorflow 5 backend will be used. The accompanying Tensor-Board 6 user-interface will be used to observe a model's course of training. The data-sets used for demonstrating the examples will be subsamples of the Million Song Dataset (MSD). To facilitate execution on standard Laptop hardware without GPU support, these datasets will be kept small (approx. 1000 tracks).
Any special requirements: Stable connection to Internet to connect to our GPU servers. Without a reliable Internet connection we will have to scale our examples down so that they can be executed on the CPU of a Laptop computer.
Originality of topics with respect to previous ISMIR tutorials: There has not been such a comprehensive MIR deep learning tutorial at the past ISMIR conferences. IS-MIR 2017 featured T5: Machine-Learning for Symbolic Music Generation by Pierre Roy and Jean-Pierre Briot which focused on symbolic music generation and thus differs from the analytical aspects of the proposed tutorial. The introduction to neural networks is similar to part 1 of our outline. We consider this introductory part as highly relevant for the intended target group which is expected to have no or very limited experience with deep learning. Our tutorial also has a strong focus on audiobased music classification and detection approaches using modern neural network techniques (CNNs, RNNs, Siamese Networks) and are covering tasks such as music/speech, music genre and mood classification, onset, tempo and similarity estimation and retrieval. 
Music Onset Detection and Tempo Estimation
(45min): Automatic analysis of rhythmic structure in music pieces has been an active research field since the 1970s. It is of prime importance for musicology and tasks such as music transcription, automatic accompaniment, expressive performance analysis, music similarity estimation, and music segmentation.
This segment will provide an overview of the stateof-the-art in computational rhythm description systems, with a special focus on beat and downbeat tracking with recurrent neural networks (RNNs). These systems are usually built, tuned, and evaluated with music of low rhythmic complexity. Based on difficult examples, capabilities of these systems will be analyzed, their shortcomings investigated, and challenges and ideas for future research discussed with regard to music of higher complexity.
(a) Example 7: Audio onset detection in music: will be presented interactively using madmom 8 [2] , an open source audio signal processing framework written in Python, offering the possibility to get hands-on experience of most algorithms during the tutorial. His main research topic is the analysis of time event series in music signals, with a strong focus on artificial neural networks. Selected relevant publications include [1, [3] [4] [5] [6] [7] 18] 
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