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Abstract
We propose a stochastic model for a limit order book with liquidity fluctuations. Our model shows how
severe intermittencies in the liquidity can affect the order book dynamics. The law of large numbers (LLN),
central limit theorem (CLT) and large deviations (LD) are proved for our model. Our results allow us to satis-
factorily explain the volatility and local trends in the prices, relevant empirical characteristics that are observed
in this type of markets. Furthermore, it shows us how these local trends and volatility are determined by the
typical values of the bid-ask spread. In addition, we use our model to show how large deviations occur in the
spread as a direct result of severe liquidity fluctuations.
Keywords: Limit order book, Liquidity fluctuations, Markov process, Law of Large Numbers, Central limit
theorem, Large Deviations.
1 Introduction
The “order book” (OB) refers to an electronic list used to describe the evolution of bid and ask prices and sizes
in high-frequency electronic markets, such as NYSE-ARCA, LSE or NASDAQ. The evolution of the OB results
from the interaction of buy and sell orders through a rather complex dynamic process. Order book dynamics
has been extensively studied in the market microstructure and econophysics literature (Biais et al. (1995), Smith
et al. (2003), Bouchaud et al. (2009)), more recently, based on empirical characteristics presented in these studies,
several models for the evolution of the OB have been proposed, see for instance Cont et al. (2010), Avellaneda
et al. (2011), Cont and De Larrard (2013), Cont and Mueller (2019). These models, which are Markovian queueing
systems, they generally assume constant high liquidity, i.e., they assume a constant availability of limited orders
in the OB. In this high liquidity context, the prices are relatively stable with small temporary fluctuations and
the bid and ask sizes at the top of the OB provide valuable information on this short-term price fluctuations.
Therefore, these models are mainly focused on the direction of the next price movement and provide good results
in these conditions. On the other hand, in various markets prices are not as stable, on the contrary, prices show
large changes, and even in some cases they present local trends, caused mainly by liquidity wells.
We are interested in understanding how intermittencies in the liquidity can affect the order book dynamics.
The contexts in which there are significant and intermittent decreases in the ability of the OB to absorb market
orders is what we call “liquidity fluctuations”. In this paper, we propose a model for behavior of best prices in
∗hmolina@santander.com.br
†yambar@ime.usp.br
1
ar
X
iv
:2
00
4.
10
63
2v
1 
 [q
-fi
n.T
R]
  3
 A
pr
 20
20
an OB with liquidity fluctuations. Our model successfully explains the local trends in the prices and the volatility
around these trends. Furthermore, it shows us how these local trends and volatility are determined by the typical
values of the bid-ask spread and the micro-jumps rates in prices. In addition, underlying our prices model, we
present a model for the spread dynamics, we use this model to show how large deviations occur in the spread,
show the more probable trajectories, as a direct result of severe fluctuations in liquidity. Finally, we present Monte
Carlo simulations to corroborate that our model reproduces relevant empirical characteristics observed in this type
of markets.
Motivation
Our original interest arises from the price trends that we observe in many markets, those trends are local and
eventually vary without any apparent pattern. Our interest was to understand the relationship between these
trends, observed in the long-term, with the micro-jumps in prices observed in the short-term, see Figure 1. The
initial conjecture that motivated our work is the close relationship between the dynamic behavior of the spread
and the trend and volatility of prices. Therefore, we needed a joint modeling of the spread and prices dynamics.
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Figure 1: Intraday evolution of the ask (red) and bid (green) price, Apple Inc. (AAPL) stock, 04 March 2011.
Left: Short-term, 1 minute. Right: Long-term, 15 minutes.
In Figure 1 we observe that the local trend is common to both the bid and ask prices. Therefore, this suggested to us
that our model, in addition to presenting a long-term trend in prices, would have to incorporate the asymptotically
stationary behavior of the spread. Usually large spread and price changes are attributed to changes in liquidity
(Doyne Farmer et al. (2004)). An additional motivation is to understand how large fluctuations in spread occur.
Outline
Our paper is organized as follows. In Section 2 we describe some relevant empirical characteristics in the order
book with liquidity fluctuations. In section 3 we present our general Markovian model for order book with liquidity
fluctuations. In section 4 we present our results for a specific liquidity regime. Finally, in section 5 we present two
other liquidity regimes that can be considered in our general model.
2
2 Order book with liquidity fluctuations
A very important empirical characteristic observed in markets with liquidity fluctuations is the low availability
of orders in the OB. In these low liquidity contexts, queue sizes at the top of the OB are small most of the time,
see e.g. Figure 2. In this conditions, the queues sizes of the best bid and ask prices are no longer the determining
factors in the dynamics of prices (Doyne Farmer et al. (2004)). If the liquidity intermittency is severe, even “gaps”
are formed in the OB (block of adjacent price levels that do not contain quotes). In these cases, the distribution
of price changes is mainly determined by the distribution of the gap sizes in the OB. Given these facts, if we are
focused on modeling the dynamics of long-term prices, we can consider not including the size of the queues and
focusing only on micro-jumps in prices.
Figure 2: Joint empirical distribution of bid and ask queue sizes at the top of the order book, Apple Inc. stock, 04
March 2011.
In these liquidity regimes, the spread exhibits a quite flexible dynamic behavior, reaching values much larger
than those observed in high liquidity conditions, see e.g. Figure 3. Based on our empirical experiences, the OB
slowly digests liquidity fluctuations and we can characterize that process in two stages. In a first stage, the spread
begins to increase persistently. In the later stage, the spread is reduced, the reduction can be drastic or gradual.
The closing type of the spread in the second stage depends on the intensity of the liquidity fluctuation.
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Figure 3: Empirical distribution of the bid-ask spread, Apple Inc. stock, 04 March 2011, corresponding to 15
minutes of observation. Left: Percentage of hit for each state. Right: Average lifetime of the spread, in seconds.
3
Our empirical observations about the reversing process of the bid-ask spread to its typical values, before and
after liquidity shocks, have been theoretically corroborated through equilibrium models (Biais and Weill (2009)).
In this paper we consider different types of reversing process of the spread. We consider three low liquidity regimes:
Highly competitive, Non-competitive and Low liquidity with gaps. These three regimes differ in the closing type
of the spread and in the presence of gaps in the OB.
2.1 Simplified representation
Based on our discussions in the previous sections, we propose a simplified representation for an OB with liquidity
fluctuations. Let Pb(t) the (best) bid price and Pa(t) the (best) ask price, the state of the OB is described by a
continuous-time process X(t) =
(
Pb(t), Pa(t)
)
which takes values in the discrete state space Nτ × Nτ = τN × τN
(two-dimensional lattice), where τ is the “tick size”. For simplicity we assume N × N as the state space of X(t)
but we interpret each of its states as a multiple of τ . The price process X(t) presents piecewise constant sample
paths whose transitions correspond to the order book events that cause price variations, see e.g. Figure 4. Our
goal is to find asymptotic behaviour of the prices process X(t) as the result of many micro-jumps.
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Figure 4: Intraday evolution of price process X(t) =
(
Pb(t), Pa(t)
)
, Apple Inc. (AAPL) stock, 04 March 2011.
Left: Short-term, 1 minute. Right: Long-term, 15 minutes.
3 The Markov model
Based in our simplified representation, in order to model changes in the OB, consider a continuous-time Markov
chain X(t) =
(
Pb(t), Pa(t)
)
with state space X ⊂ N× N
X = {(b, a) ∈ N× N : such that b < a}.
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Here Pb(t) represents the bid price, Pa(t) represents the ask price, and S(t) = Pa(t)− Pb(t) is the bid-ask spread.
The transitions of the chain X(t) defined by the transition rates: let (b, a) be a state of Markov chain, then
(b, a)→ (b, a+ ∆) with rate α+(∆),
(b, a)→ (b, a−∆) with rate α−(∆),
(b, a)→ (b−∆, a) with rate β−(∆),
(b, a)→ (b+ ∆, a) with rate β+(∆),
(1)
for all cases, increment ∆ ∈ N such that 0 < 4 < S(t). For the model we suppose that all rates α±, β± depend on
the value of the increment ∆.
Note that α+ (resp. β−) is the rate at which increases (resp. decreases) in the ask (resp. bid) price occur as a
result of the execution of market buy (resp. sell) orders or cancellations of limited sell (resp. buy) orders, as well
as, that α− (resp. β+) is the rate at which the decreases (resp. increases) in the ask (resp. bid) price occur as a
result of a limited sell (resp. buy) order placed within the spread.
We study the asymptotic of X(t) as t goes to infinity. In order to do this, it is convenient consider an equivalent
process Y (t) =
(
Pb(t), S(t)
)
with state space Y = N×N∗. Although X(t) and Y (t) contain the same information,
the second representation gives us greater control in the asymptotic analysis. The transitions of the chain Y (t)
defined by the transition rates: let (b, s) be a state of Markov chain, then
(b, s)→ (b, s+ ∆) with rate α+(∆),
(b, s)→ (b, s−∆) with rate α−(∆),
(b, s)→ (b−∆, s+ ∆) with rate β−(∆),
(b, s)→ (b+ ∆, s−∆) with rate β+(∆).
(2)
Since the transition rates of Y (t) depend only on the second coordinate, the spread, thus we see that S(t) alone
is the continuous-time Markov process and has the following transition rates: suppose that at some moment the
spread is k ∈ N∗, then
k → k + ∆ with rate γ+(∆) := α+(∆) + β−(∆),
k → k −∆ with rate γ−(∆) := α−(∆) + β+(∆).
(3)
Based on the model (1) and their alternative representation (2) and (3) we consider three low liquidity regimes:
highly competitive, non-competitive and low liquidity with gaps. Any regime is defined by the how the rates
depend on increment ∆ which are usually determined by the intensity of liquidity fluctuations. In this paper we
focus on the first regime, highly competitive regime, the other two regimes will be succinctly presented. The results
presented here can be generalized for the other two regimes, this may be the subject of future work.
4 Highly competitive regime
The highly competitive regime (HC regime) characterized by very small opening steps of the spread and a very
rapid decrease in it. This regime is consistent with a rapid reversing process of the spread and the absence of gaps
in the OB. The very rapid decreasing of spread is caused by the competitive behavior of impatient agents that
place quotes within the spread, prioritizing the negotiations of their placed limited orders. Thus, in the considered
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model (1) we define the rates in such a way that the spread can increase only by one unit and for a given length
of the spread, say k, the next length of the spread is chosen uniformly from the set Ik = {1, . . . , k − 1}.
4.1 Model: closing the spread uniformly
In order to define the rates for highly competitive regime, let us fix some parameters αh+, α
h
−, β
h
+, β
h
−, which are
strictly positive real numbers. For a natural number k > 1, let Ik = {1, 2, ..., k − 1}. In this regime we define the
transition rates for the Markov chain X(t) in the following way: suppose that at some moment the chain is at some
state (b, a) ∈ X, then
α+(∆) =
{
αh+, if ∆ = 1;
0, otherwise;
α−(∆) =
{
αh−
a−b−1 , if b− a > 1 for any ∆ ∈ Ia−b;
0, otherwise;
β−(∆) =
{
βh−, if ∆ = 1;
0, otherwise;
β+(∆) =
{
βh+
a−b−1 , if b− a > 1 for any ∆ ∈ Ia−b;
0, otherwise.
(4)
For illustration see Figure 5 in the case when a− b = 3.
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Figure 5: The rates for Highly Competitive model. Illustrative example for the case when a− b = 3.
As was observed before, the chain S(t) alone is the Markov chain. In this regime the transition rates of S(t),
see (3), can be represented in the following way: suppose that at some moment the spread is k ∈ N∗, and let
γh+ := β
h
− + α
h
+ and γ
h
− := β
h
+ + α
h
−, then
k → k + 1 with rate γh+,
k → k −∆ with rate γ
h
−
k − 1 for ∆ ∈ Ik.
(5)
Note that S(t) is irreducible Markov chain in this regime. Moreover the following theorem holds true.
Theorem 4.1. In highly competitive regime model, for any positive parameters αh+, α
h
−, β
h
+, β
h
− the spread S(t) is
a positive recurrent Markov process with invariant measure pi =
(
pi(k), k ∈ N∗) defined by the following relation:
let γ := γh+ + γ
h
−
pi(k) =
k!(γh+)
k−1∏k−1
i=1 (γ
h− + iγ)
pi(1). (6)
Proof. In order to prove the positive recurrence we provide the Lyapunov function. According the criteria for
continuous-time Markov chains from Menshikov and Petritis (2014) (see Theorem 1.4) the positive recurrence is
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equivalent to the existence of a non-negative function f (which tends to +∞) on the set of states, some small
positive ε and a finte set of states F , such that applying the generator of the process Γ to f we obtain Γf(x) < −ε,
for all x /∈ F .
Recall, that the generator Γ is the matrix Γ = (Γxy) where Γxy, x 6= y are transition rates and Γxx =
−∑y 6=x Γxy. Let f(x) = x. Applying the criteria:
Γf(k) = γ+(k + 1) +
∑
x∈Ik
γ+
k − 1x− (γ+ + γ−)k = γ+ −
γ−k
2
< −1,
for all k : k > 2(γ+ + 1)/γ−. The last inequality provides the set F = {k ≤ 2(γ+ + 1)/γ−}.
The formula for invariant measure can be checked directly by the global balance equations.
The process S(t) belongs to the class of processes known as the population processes with uniform catastrophes.
In Logachov et al. (2019) the following more strong result, Low Large Numbers (LLN) for spread, was proved:
P
(
lim
T→∞
sup
t∈[0,1]
S(tT )
T
> ε
)
= 0.
An extension for the processes with almost uniform catastrophes was considered in Logachov et al. (2018), where
the stronger result was proved: for any fixed b ∈ (0, 1)
P
(
lim
T→∞
sup
t∈[0,1]
S(tT )
T b
> ε
)
= 0.
These results of the stationary asymptotic behavior of spread process S(t) are consistent with the empirical
observations presented in Figures 1 and 3.
4.2 Local drift (LLN for the prices)
The next theorem is about the Low of Large Numbers (LLN) for prices. This theorem will shed light on local
trends (local drift) of the prices. From here on out, for simplicity of notations, we omitted the superscript h in
notations of original transition rates.
Theorem 4.2. With probability one
Pb(t)
t
→ D a.s. t→∞ (7)
where
D = −β− − pi(1)γ
(β−γ−
γ+
+
β+
2
)
+
β+γ
2
EpiS(t).
Proof. Probably the most simple way to prove it is due the ergodic theorem for discrete-time Markov chains. Indeed,
let sn be the imbedded discrete-time Markov chain on N∗, which corresponds to the continuous-time Markov chain
S(t). The imbedded chain sn has the following transition probabilities:
P (sn+1 = l | sn = k) =

1, if l = 2 and k = 1,
γ+
γ+ + γ−
, if = k + 1, when k > 1,
γ−
γ+ + γ−
1
k − 1 , if l ∈ Ik ≡ {1, . . . , k − 1} and k > 1.
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Let µ =
(
µ(s), s ∈ N∗) be the stationary measure for the chain sn. Both stationary measures are related as follows:
µ(s) = pi(s)γ, for all s ∈ N∗, see Norris (1998).
Denote pn the discrete-time embedding chain corresponding to the bid-price continuous-time dynamics of Pb(t).
The dynamics of pn can be represented as a function of the the dynamics of the spread sn, by the following formula.
pn =
n∑
i=0
F (sn−1, sn, Un), (8)
where Un is the sequence of i.i.d. uniformly distributed random variables, and where the function F is following
F (sn−1, sn, Un) =

−1, if sn = sn−1 + 1 and Un < β−
γ+
;
sn−1 − sn, if sn < sn−1 and Un < β+
γ−
;
0, otherwise.
(9)
By ergodic theorem we obtain the following LLN for embedding chain pn.
Lemma 1. With probability one
pn
n
→ vpˆi a.s. n→∞ (10)
where
vpˆi = − β−
γ+ + γ−
− µ(1)
γ+ + γ−
(β−γ−
γ+
+
β+
2
)
+
β+
γ+ + γ−
1
2
∞∑
s=1
sµ(s).
Proof. Note that sˆn = (sn−1, sn, Un) is a Markov chain with invariant measure pˆi. The ergodic theorem states the
convergence (10). Thus we need only to find the vpˆi, which is the expectation over the invariant measure pˆi of the
increments F (sˆn):
Epˆi(F (sˆn)) =− µ(1)β−
γ+
−
∞∑
s=2
µ(s)
γ+
γ+ + γ−
β−
γ+
+
∞∑
s2=2
s2−1∑
s1=1
(s2 − s1)µ(s2) γ−
γ+ + γ−
1
s2 − 1
β+
γ−
=− β−
γ+ + γ−
− γ−
γ+ + γ−
β−
γ+
µ(1) +
γ−
γ+ + γ−
β+
γ−
∞∑
s2=2
µ(s2)
1
s2 − 1 ·
s2(s2 − 1)
2
=− β−
γ+ + γ−
− µ(1)
γ+ + γ−
(β−γ−
γ+
+
β+
2
)
+
β+
γ+ + γ−
1
2
∞∑
s=1
sµ(s),
which finishes the proof of the lemma.
In order to obtain the proof of Theorem 4.2 we have
lim
t→∞
Pb(t)
t
= lim
t→∞
pNt
Nt
Nt
t
= vpˆi(γ+ + γ−)
= −β− − µ(1)
(β−γ−
γ+
+
β+
2
)
+
β+
2
∞∑
s=1
sµ(s)
= −β− − pi(1)γ
(β−γ−
γ+
+
β+
2
)
+
β+
2
γ
∞∑
s=1
spi(s) =: D,
where Nt is the Poisson process with rate γ+ + γ−.
This result confirms our conjecture about the influence of the spread on the local trend of the prices. From a
practical point of view, knowing the jump rate, of the bid and ask prices, we can calculate in a simple way the
trend of the prices.
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4.3 Price volatility (CLT for the prices)
In this section we are interested in studying a link between the price volatility and the prices jump rates.
In particular, we prove a Central Limit Theorem(CLT) for the price process. We express the volatility of price
changes, around local drift, in terms of the jumps rate of ask and bid prices, i.e., for the process represented by (8)
the central limit theorem holds.
In order to prove it one way, for example, to prove that the chain sˆn is geometrically ergodic, i.e., the rate of
convergence to the invariant measure is geometric:
‖Pn(x, ·)− pˆi(·)‖ ≤M(x)qn, for some q < 1, (11)
where ‖ · ‖ stands for total variation norm. And then apply the result for geometrically ergodic chains. Formally,
we will require that the chain sˆn should be Harris ergodic Markov chain, that it is true for the chain sˆn. Here we
refer to Jones (2004).
Theorem 4.3. (See Theorem 9, Jones (2004)) Let X be a Harris ergodic Markov chain on X with invariant
distribution pi and let f : X→ R is a Borel function. Assume that X is geometrically ergodic and Epi|f(x)|2+δ <∞
for some δ > 0. Then for any initial distribution, as n→∞
√
n(f¯n − Epif)→ N(0, σ2f )
in distribution.
Let us prove first, that the chain sˆn is geometrically ergodic. Indeed, there are general results on the so-called
drift conditions for the chain to be geometrically ergodic, see Meyn and Tweedie (2012). But for the countable
Markov chain we can apply the criteria of Popov (1977), see Theorem 2:
A countable Markov chain is geometrically ergodic iff there exists a finite set B ⊂ X and function g(x), x ∈ X
such that Exe
g(X1)−g(X0) ≤ q < 1, when x /∈ B and Exeg(X1)−g(X0) <∞, if x ∈ B.
Using this criteria we will find the corresponding function g in the following form V (·) ≡ eg(·). To check the
conditions we should provide the function V (·) for the chain sˆn: let V (i, j, u) = i2 + j2, where the constant c will
be chosen later. Indeed, let for simplicity p+ =
γ+
γ++γ−
and p− =
γ−
γ++γ−
, then
E
(V (sn, sn+1, Un+1)
V (sn−1, sn, Un)
| sn−1 = y, sn = x
)
=
x−1∑
k=1
(
(x− k)2 + x2
x2 + y2
)
p−
x− 1 +
(
(x+ 1)2 + x2
y2 + x2
)
p+
=
x(2x− 1)
6(x2 + y2)
p− +
x2
x2 + y2
p− +
(x+ 1)2 + x2
y2 + x2
p+ (12)
Consider two cases. First, we suppose that x < y. Then
(12) ≤ x(2x− 1)
6(x2 + (x+ 1)2)
p− +
x2
x2 + (x+ 1)2
p− +
(x+ 1)2 + x2
x2 + (x+ 1)2
p+ <
2
3
p− + p+ ≤ q < 1.
Thus, the condition holds for all (x, y) such that x < y. In the second case, x > y, we have y = x− 1:
(12) =
x(2x− 1)
6(x2 + (x− 1)2)p− +
x2
x2 + (x− 1)2 p− +
(x+ 1)2 + x2
x2 + (x− 1)2 p+
=
(8x2 − x)p− + 24xp+
6(x2 + (x− 1)2) + p+.
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There is no q < 1 such that (12) ≤ q for all x. But it is easy to see that there exists q > 23p− + p+ and
C ≡ C(p−, p+, q) > 0 such that and all (x, y) under the condition x ≥ C
(12) ≤ q < 1.
Thus, in this case we define the set B from the condition as B = {(x, y) : x ≥ C}. This complete the proof of the
geometrically ergodicity of the chain sˆn.
The second step, we should to prove that Epˆi|F (x)|2+δ < ∞ for some δ > 0, where the function F defined by
(9). For this indeed, we need some information of the behavior of the invariant measure.
Let as before µ be the invariant measure for the chain sn. Then the invariant measure pˆi = (pˆi(x, y)) for the
process (sn−1, sn) is the product pˆi(x, y) = µ(x)p(x, y). Then the condition takes the following form.
Epˆi|F (x)|2+δ =
∞∑
x=1
(x−1∑
k=1
k2+δpˆi(x, x− k)β+
γ−
+ pˆi(x, x+ 1)
β−
γ+
)
=
β−
γ+ + γ−
+
β+
γ+ + γ−
∞∑
x=1
µ(x)
x−1∑
k=2
k2+δ
x− 1
<
β−
γ+ + γ−
+
β+
γ+ + γ−
1
3 + δ
∞∑
x=1
µ(x)
x3+δ
x− 1
(13)
Thus, if we prove that µ(x) decreases sufficiently, then the last series in (13) will converge. Indeed, the invariant
measure for sn satisfies the following global balance equation: let as before p =
γ+
γ++γ−
and q = γ−γ++γ− , then
µ(1) = qµ(2) +
q
2
µ(3) +
q
3
µ(4) + . . .
µ(2) = µ(1) +
q
2
µ(3) +
q
3
µ(4) + . . .
µ(3) = pµ(2) +
q
3
µ(4) +
q
4
µ(5) + . . .
. . .
∞∑
i=1
µ(i) = 1.
⇔

2µ(1) = (1 + q)µ(2)
(1 + p)µ(2) = µ(1) + (1 +
q
2
)µ(3)
(1 + p)µ(3) = pµ(2) + (1 +
q
3
)µ(4)
. . .
∞∑
i=1
µ(i) = 1
⇔

µ(2) =
2
1 + q
µ(1)
µ(3) =
3p
(1 + q)(1 + q2 )
µ(1)
µ(n) =
1 + p
1 + qn−1
µ(n− 1)− p
1 + qn−1
µ(n− 2), n ≥ 4
∞∑
i=1
µ(i) = 1
⇔

µ(2) =
2
1 + q
µ(1)
µ(n) =
npn−2∏n−1
i=1 (1 +
q
i )
µ(1), n ≥ 2
∞∑
i=1
µ(i) = 1.
Soon, we have
µ(n) < npn−2µ(1),
which provide the convergence of the last series in (13). It proves the conditions for CLT.
Lemma 2.
pn − nvpˆi√
nVarpˆi
(
F (sn−1, sn, Un)
) d−→ N(0, 1) a.s. n→∞
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where
Varpˆi
(
F (sn−1, sn, Un)
)
=
β−
γ
+
µ(1)
γ
(β−γ−
γ+
+
β+
6
)
+
β+
γ
1
6
∞∑
s=1
s(2s− 1)µ(s)− [Epˆi(F (sˆn))]2
The Lemma 2 relates the “coarse-grained’ volatility of intraday returns at lower frequencies to the high-frequency
jumps rates of prices. In simple terms, Lemma 2 states that, observed over time, the prices has a diffusive behavior
around a local drift with a diffusion coefficient given by
σn =
√
nVarpˆi
(
F (sˆn)
)
(14)
where n is the total number of high-frequency prices jumps. Formula (14) it yields an estimator for price
volatility which may computed without observing the price on long-term. Optionally, the parameter σn can be
interpreted as the intraday realized volatility of the asset. Therefore, the relation (14) links the realized volatility
with the high-frequency parameters of the OB.
4.4 Large Deviations for the spread S(t).
It is known that in liquidity fluctuations contexts even a small order can create a large price change and
consequently create a very large spread (Doyne Farmer et al. (2004), Bouchaud et al. (2009)). Therefore, our
interest is to understand how large changes in the spread occur without altering parameters of the model. We
believe that this type of analysis can be used to assess the resilience of the OB to severe fluctuations in the liquidity.
In this section we present an application of the large deviations theory to Markov process describing dynamics
of the spread, i.e., we study the large deviations asymptotics for spread process. Our goals is to find the most
probable trajectory corresponding to a certain state of spread, in particular very large, during the time interval.
Large deviations for the Poisson processes with uniform (almost uniform) catastrophes was considered in the
papers Logachov et al. (2019) and Logachov et al. (2018). Large deviation can be considered as a finishing step in
a sequence of limit theorems for the processes. The theory of large deviation is well developed at the moment, but
the processes considered here do not satisfy the “classical” conditions, because why the proof of the large deviations
is still very technic.
In order to provide the large deviations we need some increasing scaling parameter. Let T be the length of the
time interval [0, T ] we observed our process. We consider the following scaled process
ST (t) =
S(tT )
T
, t ∈ [0, 1].
We say that the family of random variable ST (1) satisfies large deviation principle (LDP) on R with the rate
function I = I(x) : R → [0,∞], if for any c ≥ 0 the set {x ∈ R : I(x) ≤ c} is compact and for any set B ∈ B(R)
the following inequalities hold:
lim sup
T→∞
1
T
lnP(ST (1) ∈ B) ≤ − inf
x∈[B]
I(x) and lim inf
T→∞
1
T
lnP(ST (1) ∈ B) ≤ − inf
x∈(B)
I(x),
where B(R) is the Borel σ-algebra on R and [B], (B) are closure and open interior of the set B correspondingly.
This principle was established in the paper Logachov et al. (2019), in which the logarithmic asymptotic for the
probability P(ST (1) > x) was calculated. Note, that the principle was proved for the state x of the spread at the
time T , it is not the principle on the functional space. The principle on the functional (trajectory) space provides
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us the possibility to find the (unique) optimal trajectory – the trajectory which shows how such deviation (rare
event) occurs taking into account the evolution of the spread.
As a first attempt for proving the principle on the functional space is to prove the local large deviation – the
asymptotics for the probability of the process stay in a small neighborhood of some continuous function. We say
that the family of the processes ST (·) satisfies local large deviation principle (LLDP) on the set G ⊂ D[0, 1] with
rate function I = I(f) : D[0, 1]→ [0,∞] if for any function f ∈ G the following inequalities hold
lim
ε→0
lim sup
T→∞
1
T
lnP(ST (·) ∈ Uε(f)) = lim
ε→0
lim inf
T→∞
1
T
lnP(ST (·) ∈ Uε(f)) = −I(f),
where D[0, 1] is the space of ca`dla`g functions, i.e. the functions that are continuous from the right, and have a
limit from the left; and where Uε(f) := {g ∈ D[0, 1] : supt∈[0,1] |f(t)− g(t)| ≤ ε}.
The LLDP was proved in Logachov et al. (2018) for the compound Poisson process with so-called almost uniform
catastrophes. We note only here that the process S(·) is the special case of the processes considered in Logachov
et al. (2018). In order to write the corresponding rate function we need to remind that any function with the
finite variation can be uniquely represented as a difference of two nondecreasing functions f+ and f− such that
Varf[0,1] = Varf
+
[0,1] + Varf
−
[0,1]. The functions f
+ and f− are called the positive and negative variations of the
function f respectively. Now, the rate function for ST (·) can be represented as follows
I(f) = γ− +
∫ 1
0
(
f˙+(t) ln
(
f˙+(t)
γ+
)
− γ+
(
f˙+(t)
γ+
− 1
))
I
(
f˙+(t) > γ+
)
dt,
where f˙ stands for the derivative of function f and I is the indicator function.
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Figure 6: The optimal trajectories for (A) Spread process, which is a Poisson process (of rate γ+) with uniform
catastrophes (of rate γ−), and (B) Poisson process with rate γ+. If x < γ+ +γ− ( x < γ+) then the large deviation
occurs according to the functions f2. If x ≥ γ+ + γ− (x ≥ γ+) then the large deviation trajectory is in the
neighborhood of the straight line f1.
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We note that the both large deviation principle and local large deviation have the same normalization factor
for the probabilities, 1/T . It provides the existence of an optimal trajectory for the large deviations. The existence
of the optimal trajectories of large deviations ST (1) > x were established in Logachov et al. (2019). If x < γ+ +γ−
then there exists the moment tx,γ = 1− xγ++γ− ∈ (0, 1) such that the spread process ST (·) stays near the zero up
to the time tx,γ and after that ST (t), t ≥ tx,γ increases according to the straight line which starts at point (tx,γ , 0)
and grows up to the point (1, x) with the slope γ+ + γ−, see the function f2 on Fig. 6-(A). If x ≥ γ+ + γ− then the
process grows together with the straight line starting from origin up to the point (1, x), i.e., its slope x, the function
f1 on Fig. 6-(A). For illustrative purposes of comparison, in the Fig. 6 we represent the optimal trajectories which
provide large fluctuations for the Poisson process with rate γ+ and the process ST , that is the Poisson process (of
rate γ+) with uniform catastrophes (of rate γ−).
4.5 Numerical Results
In this section, we explore steady state properties of our proposed model using Monte Carlo simulation. We
compare empirically observed long-term behavior (unconditional properties) of the OB to simulations of the fitted
model. The goal of these simulations is to indicate how well the model reproduces the average properties of the
OB. The transitions rates of X(t) can be estimated by
αˆ+ =
Nα+
T
, αˆ− =
Nα−
T
, βˆ+ =
Nβ+
T
, βˆ− =
Nβ−
T
.
where T is the length of our sample (in seconds), Nα+ (Nα−) is the total number of jumps where the ask price
increases (decreases) and Nβ+ (Nβ−) is the total number of jumps where the bid price increases (decreases). The
fitted values for Apple Inc. stock, for a 15 minute sample, are: αˆ+ = 5, αˆ− = 3, βˆ+ = 2 and βˆ− = 4. Based on the
estimation of parameters (αˆ+, αˆ−, βˆ+, βˆ−), we simulate the price process X(t) over a long horizon of 900 seconds,
which corresponds to what was empirically observed, and observe the evolution of prices in two time windows.
The results are displayed in Figure 7. The results of our simulations illustrate that our model reproduces realistic
characteristics for price behavior, both short and long term, which were presented for empirical data in Figures 1
and 4.
The simulation results illustrate that our model also yields realistic features for (steady state) average behavior
of the OB profile, within which we can highlight the negative autocorrelation of price changes at first lag. It is
empirically observed that high frequency price movements have a negative autocorrelation at the first lag. The
autocorrelation function of transaction price returns is strongly negative at the first lag and then it rapidly decreases
to zero, see Figure 8. This is the well-known bid-ask bounce (Roll (1984)) and is mainly due to the presence of
two trading prices, one for buyer and one for seller initiated transactions. This negative autocorrelation disappears
when one considers aggregate returns, and it is therefore a typical microstructural effects that it is important that
it be considered in a model for the OB. Our model satisfactorily reproduces this empirical fact.
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Figure 7: Simulation of the order book with parameters: αˆ+ = 5, αˆ− = 3, βˆ+ = 2 and βˆ− = 4. Upper left:
Short-term evolution of bid (blue) and ask (red) prices, 1 minute sample. Upper right: Long-term evolution of the
prices, 15 minute sample. Bottom left: Short-term path of the price process X(t), 1 minute sample. Bottom right:
Long-term path of the price process, 15 minute sample.
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Figure 8: Autocorrelation function of price return based our simulations of the order book.
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Finally, a quantity particularly important for traders who are interested in trading in a short time scale is
the probability that the price will increase ar the next move given a state of the OB. Based on our model this
probability is very simple to calculate and is given by
P
(
∆P > 0|OB) = α+ + β+
γ+ + γ−
where ∆P defined to be the next midprice move, and for OB defined to be price process X(t) and their respective
transition rates. It is expected that predictions based on this quantity will have a better long-term performance.
Since in trading the interest is very short-term predictions, it would be interesting to include the bid and ask queue
size in our model. This may be a subject of future research.
5 Other regimens in the order book
In this section we will define the other two regimes that can be considered in our general model. We hope that
these definitions will motivate future works that generalize our results.
5.1 Non-competitive regime
The main features of the Non-competitive regime (NC Regime) is small openings of the spread, as in HC regime,
due to the absence of gaps in the OB, but slow decreasing (power law) of the spread, because the agents that place
the limit orders within the spread prioritize an optimal price in their quotes. Compared to the HC regime the
agents are less impatient. With some constant rate, the spread open by one tick. For closing spread, let k > 1
be the spread size, the variation in the prices ∆ is chosen from Ik = {1, . . . , k − 1} according the rate which is
proportional to ∆−µ where µ is a fixed positive number. The parameter µ can be interpreted as a behavioral
measure for agents to obtain a more favorable price in their negotiations.
Model: closing the spread polynomially
In order to define the rates for NC regime, let us again fix parameters αc+, α
c
−, β
c
+, β
c
−, which are strictly positive
real numbers. Suppose that at some moment the chain is at some state (b, a) ∈ X, then the transition rates for the
Markov chain X(t) in this regime are defined by the following way
α+(∆) =
{
αc+, if ∆ = 1;
0, otherwise;
α−(∆) =
{
αc−
∆µ , if a− b > 1 for any ∆ ∈ Ia−b;
0, otherwise;
β−(∆) =
{
βc−, if ∆ = 1;
0, otherwise;
β+(∆) =
{
βc+
∆µ , if a− b > 1 for any ∆ ∈ Ia−b;
0, otherwise.
(15)
For illustration see Figure 9 in the case when a− b = 3.
Again, as before, first we study the Markov chain S(t). Suppose that at some moment t the chain is at some
state k ∈ N, and let γc+ := βc− + αc+ and γc− := βc+ + αc−, then
k → k + 1 with rate γc+,
k → k −∆ with rate γ
c
−
∆µ
for ∆ ∈ Ik.
(16)
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Figure 9: The rates for Non-Competitive model. Illustrative example for the case when a− b = 3.
These transitions suggest that the spread dynamics have a slow reversal process to their typical values, this is
because each liquidity provider competes with the others to spread closing.
5.2 Low liquidity with gaps regime
The main feature of low liquidity with gaps regime (LLG regime) is that the spread can open by more than one
tick, this is due to the existence of gaps in the OB. The spread decreases similarly as NC regime.
Model
Let us fix parameters αl+, α
l
−, β
l
+, β
l
−, κa, κb and θ ∈ (0, 1), which are strictly positive real numbers. Suppose
that at some moment the chain is at some state (b, a) ∈ X, then the transition rates for the Markov chain X(t) for
this regime are defined as follows.
α+(∆) =
{
αl+
(a−b)κa · θ(1− θ)∆−1, for ∆ ∈ N;
0, otherwise;
α−(∆) =
{
αl−
(a−b)κa · θ(1−θ)
∆−1
1−(1−θ)a−b−1 , if a− b > 1 for ∆ ∈ Ia−b;
0, otherwise;
β−(∆) =
{
βl−
(a−b)κb · θ(1− θ)∆−1, for ∆ ∈ N;
0, otherwise;
β+(∆) =
{
βl−
(a−b)κb · θ(1−θ)
∆−1
1−(1−θ)a−b−1 , if a− b > 1 for ∆ ∈ Ia−b;
0, otherwise.
(17)
For illustration see Figure 10 in the case when a− b = 3.
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Figure 10: The rates for Low Liquidity model. Illustrative example for the case when a− b = 3.
This Markov chain can be described more easily informally in the following way: for a given state (b, a)
16
with the rate
αl+
(a−b)κa the chain decides to increase the ask price, and it choose the increment according the
geometric distribution with parameter θ;
with the rate
αl−
(a−b)κa the chain decides to decrease the ask price, and it choose the increment according the
truncated geometric distribution with parameter θ and values Ia−b = {1, . . . , a− b− 1};
with the rate
βl−
(a−b)κb the chain decides to decrease the bid price, and it choose the increment according the
geometric distribution with parameter θ;
with the rate
βl+
(a−b)κb the chain decides to increase the bid price, and it choose the increment according the
truncated geometric distribution with parameter θ and values Ia−b = {1, . . . , a− b− 1}.
Again, as before, first we study the Markov chain S(t). Suppose that at some moment t the chain is at some
state k ∈ N∗
k → k + ∆ with rate
( αl+
kκa
+
βl−
kκb
)
· θ(1− θ)∆−1, for ∆ ∈ N,
k → k −∆ with rate
( αl−
kκa
+
βl+
kκb
)
· θ(1− θ)
∆−1
1− (1− θ)k−1 , for ∆ ∈ Ik.
(18)
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