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ABSTRACT
We derive a description of the spatially inhomogeneous Bose-Einstein condensate which
treats the system locally as a homogeneous system. This approach, similar to the Thomas-
Fermi model for the inhomogeneous many-particle fermion system, is well-suited to de-
scribe the atomic Bose-Einstein condensates that have recently been obtained experimen-
tally through atomic trapping and cooling. In this paper, we confine our attention to the
zero temperature case, although the treatment can be generalized to finite temperatures, as
we shall discuss elsewhere.
Several features of this approach, which we shall call the Thomas-Fermi-Bogolubov de-
scription, are very attractive: 1. It is simpler than the Hartree-Fock-Bogolubov technique.
We can obtain analytical results in the case of weakly interacting bosons for quantities such
as the chemical potential, the local depletion, pairing, pressure and density of states. 2. The
method provides an estimate for the error due to the inhomogeneity of the bose-condensed
system. This error is a local quantity so that the validity of the description for a given trap
and a given number of trapped atoms, can be tested as a function of position. We see for
example that at the edge of the condensate, the Thomas-Fermi-Bogolubov theory always
breaks down. 3. The Thomas-Fermi-Bogolubov description can be generalized to treat the
statistical mechanics of the bose gas at finite temperatures.
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1 Introduction
The recently reported Bose-Einstein condensates of trapped neutral atoms [1] – [3] represent
the first unambiguous observations of a weakly interacting bose condensed gas. Quantita-
tively, we can characterize the strength of the interaction by the expansion parameter in
the perturbation treatment of the homogeneous bose gas ,
√
na3, where n is the density
and a the scattering length of the inter-atomic potential. In the atomic-trap experiments,
typically n ∼ 1012 − 1014cm−3, and a ∼ 1 − 5 nm, so that
√
na3 ∼ 10−2 − 3 × 10−5.
Thus, in the sense of perturbation theory, the observed condensates are indeed textbook
examples of weakly interacting systems. For the uniform bose gas, perturbation theory leads
to simple analytical results. Although the trapped condensates can be described by means
of the Hartree-Fock Bogolubov equations [4]-[5], the latter approach does not lend itself to
an analytical perturbation treatment.
Intuitively, one expects that a many-body system whose density varies slowly in space
can be described locally as a homogeneous system. Based on this picture, the Thomas-Fermi
method [6] [7] was proposed for the calculation of the electron density in a heavy atom. Lieb
and Simon [8] showed that the treatment is exact in the limit when the atomic number goes
to infinity. Application to a confined Bose condensate was pioneered by Goldman, Silvera
and Legget [9], and recently reconsidered by Chou, Yang, and Yu [10]-[11]. As pointed out
by Kagan, Shlyapnikov, and Walraven[12], the local-density description is valid when
µ/h¯ω ≫ 1 , (1)
where µ is the mean-field energy per particle, or chemical potential, and h¯ω is the zeropoint
energy in the trap.
In this paper, we derive such a description from first principles within the framework of
the variational technique. We emphasize that, unlike the practice of neglecting the kinetic
energy term in the Gross-Pitaevski equation which in the recent literature is sometimes called
the Thomas-Fermi approximation, the resulting variational description is not limited to the
condensate, but describes the depletion, pressure and all other thermodynamic quantities.
Furthermore, like the uniform gas, the Thomas-Fermi theory leads to a perturbation treat-
ment of the weakly interacting condensates, giving simple analytical expressions for these
quantities. Another important advantage of the Thomas Fermi treatment is that it can be
generalized to describe finite temperature systems, as we shall discuss in future work. In
this paper we focus on the bose gas at zero temperature.
The paper is organized as follows. In section 2, we generalize the usual Bogolubov
transformation to describe spatially inhomogeneous condensates. In section 3, we introduce
the Wigner representation and gradient expansion, which provide the tools to describe the
nearly homogeneous systems and make the Thomas-Fermi approximation. The advantage of
this systematic approach to the Thomas-Fermi approximation is that it provides an estimate
of the error incurred by the inhomogeneity of the condensate, allowing one to estimate the
accuracy of the Thomas Fermi results. We consider this point to be very important in view
of the fact that some traps, depending on the potential and the number of trapped atoms,
are too far from homogeneity to be described by a Thomas-Fermi description. In addition,
even if the Thomas-Fermi description is valid in the middle of the trap, it breaks down at
the edge of the condensate. In sections 4 and 5, we obtain the mean-field description of
the bose system in the Thomas-Fermi approximation. The equations, derived within the
framework of the variational principle, provide a fully self-consistent description, indicating
that the Thomas-Fermi decription is by no means limited to weakly interacting systems. This
remark can be expected to be of future importance in the light of recent experimental efforts
to obtain condensates of higher density. Nonetheless, because of the special interest in the
weakly interacting systems, we proceed in section 6 to derive a perturbation treatment and
obtain analytical results for quantities such as the chemical potential, the local depletion,
pairing and pressure. With the experimental atomic-traps in mind, we apply the results
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of the general theory to the special case of a trapping potential that is of the type of a
simple spherically symmetric harmonic oscillator in section 7. Finally, in section 8, we
derive a density of states of the trapped weakly interacting condensate within the spirit of
the Thomas-Fermi approximation.
2 Generalized Bogolubov Transformation
The Bogolubov quasi-particle concept [13] provides a very elegant description of the inter-
acting Bose-Einstein condensate. The quasi-particles are represented by creation (η†) and
annihilation (η) operators that are linear combinations of regular single-particle creation (a†)
and annihilation (a) operators. In treating a homogeneous system, for which we can work
in a basis of single-particle plane-wave states of momentum k, the Bogolubov transforma-
tion which relates the quasi-particle and regular particular operators, takes on a particularly
simple form,
η†k = xka
†
k + yka−k ,
ηk = xkak + yka
†
−k , (2)
where for the purpose of describing the static properties of a condensate in equilibrium, we
can limit the transformation parameters, xk, yk to real numbers. Furthermore, the isotropy
of the many-body system suggests that the transformation parameters only depend on the
magnitude of the momentum, xk = xk and yk = yk. Requiring the quasi-particle operators
to be canonical,
[
ηk, η
†
k′
]
= δk,k′ , [ηk, ηk′] =
[
η†k, η
†
k′
]
= 0, gives an additional constraint to xk
and yk,
x2k − y2k = 1, (3)
from which we can see that a single parameter σk, with xk = cosh σk and yk = sinh σk,
suffices to parametrize the Bogolubov transformation (2). In addition, with Eq.(3), we can
also write the Bogolubov transformation as
a†k = xkη
†
k − ykη−k ,
ak = xkηk − ykη†−k , (4)
which is the inverse transformation of (2).
It is useful to define the following quantities, the “distribution function” ρ and the “pair-
ing function” ∆:
ρk = 〈a†kak〉 =
1
2
[cosh 2σk − 1] ,
∆k = −〈aka−k〉 = 1
2
sinh 2σk , (5)
where the brackets 〈 〉 represent the ground state expectation value. The best values for xk
and yk are obtained variationally by minimizing the ground state free energy.
As stated, the above description (1)-(3) only applies to homogeneous systems, whereas
the treatment of a general (inhomogeneous) condensate, as we shall show below, involves a
Bogolubov transformation that is quite different in appearance, from the homogeneous case.
However, we can expect the results of the homogeneous treatment to describe the ‘local’
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behavior of an inhomogeneous condensate, provided the spatial variations of the condensate
are sufficiently slow. In describing many-particle Fermion systems, this intuitive picture
forms one of the key ingredients of the well-known Thomas-Fermi description of slowly
varying many-particle systems.
To arrive at a general treatment, we choose to work with boson-field operators, Ψˆ(x)
and Ψˆ†(x), an approach that offers the advantage of not having to specify a basis a priori.
Furthermore, in the presence of a condensate, it is convenient to work with the fields ψˆ(x)
and ψˆ†(x), which are displaced from the original fields Ψˆ(x) and Ψˆ†(x) by the expectation
value φ(x) of Ψˆ(x),
Ψˆ(x) = ψˆ(x) + φ(x),
Ψˆ†(x) = ψˆ†(x) + φ∗(x), (6)
where, for the purpose of describing the static properties of a condensate in equilibrium, φ
can be taken to be real, and where ψˆ(x) and ψˆ†(x) are the displaced field operators which
satisfy the canonical commutation relation,
[
ψˆ(x), ψˆ†(x′)
]
= δ(x− x′), and furthermore,
〈ψˆ(x)〉 = 〈ψˆ†(x)〉 = 0. (7)
We introduce the Bogolubov transformation as a general linear transformation relating
the displaced fields to the quasi-particle fields, ξˆ(x) and ξˆ†(x),
ψˆ(x) =
∫
d3z
[
X(x, z)ξˆ(z)− Y (x, z)ξˆ†(z)
]
,
ψˆ†(x) =
∫
d3z
[
X∗(x, z)ξˆ†(z)− Y ∗(x, z)ξˆ(z)
]
, (8)
which is the generalization of Eq.(3). The non-local nature of the generalized Bogolubov
transformation (8) should not be surprising − the ‘homogeneous’ Bogolubov transformation
(2) can be written in the same form with the special feature, due to the homogeneity of the
system, that X(x,y) and Y (x,y) only depend on x− y.
Requiring the quasi-particle fields to be canonical, leads to
∫
d3z [X(x, z)X(z,y)− Y (x, z)Y (z,y)] = δ(x− y) , (9)
which is the generalization of (3).
It is possible to derive equations for the inhomogeneous bose systems by variationally
determining the best transformations X and Y , minimizing the free energy. This however,
is not the path we choose to follow here. Instead, we manipulate the generalized Bogolubov
transformations in a manner similar to the procedure to obtain the Wigner distribution from
the off-diagonal single-particle density function. Once this is achieved, the steps that lead
to a Thomas-Fermi description are known from quantum transport theory. One interesting
new aspect of this treatment is that the central object of the theory is not a distribution
function, which in some sense can still be regarded as an observable, but a transformation.
Although this transformation determines the value of all observables, it is clearly not an
observable quantity by itself.
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3 Wigner Representation and Gradient Expansion
Wigner showed that a quantum mechanical single-particle system, costumarily characterized
by its wave function Ψ(x), can alternatively be fully characterized by a different function,
ρW(R,p) =
∫
d3r Ψ∗(R+ r/2)Ψ(R− r/2) exp(ip · r), (10)
where here − as in the rest of the paper − we work in units in which h¯=1. This function (10),
known as the Wigner Distribution function, can be interpreted as a phase space distribution
function [14] and leads to a description that is remarkably close to classical mechanics. The
analogy with a classical phase space distribution function is not complete (for example ρW
can take on negative values), but can be justified by the fact that the quantum mechanical
expectation value of observables are equal to the ‘phase space integrals’ of the corresponding
classical quantities, weighted by (2π)−3ρW,
〈Ψ|f |Ψ〉 =
∫
d3x Ψ∗(x)f(x)Ψ(x)
= (2π)−3
∫
d3p
∫
d3R f(R) ρW(R,p),
〈Ψ|pˆ|Ψ〉 =
∫
d3x Ψ∗(x)pˆΨ(x)
= (2π)−3
∫
d3p
∫
d3R p ρW(R,p), (11)
etc. More recently, the many-particle generalization of the Wigner distribution has found
many important applications in diverse areas such as nuclear [15] and solid state physics
[16].
An important motivation to work in the transformed representation of Eqs.(10), (x,x′)→
(R,p),
AW (R,p) =
∫
d3r A(R+ r/2,R− r/2) exp(ip · r), (12)
and its inverse
A(x,x′) = (2π)−3
∫
d3p AW ([x + x
′] /2,p) exp(−ip · [x− x′]), (13)
which shall henceforth be referred to as the Wigner representation, is that it is extraordinarily
well suited to describe nearly homogeneous systems. This convenient feature follows from
the gradient expansion [15] – [16]. The gradient expansion shows that, to first order, a
‘product’ operator C(x,x′) =
∫
d3z A(x, z)B(z,x′), in the Wigner representation simply
gives the algebraic product of A and B, CW (R,p) ≈ AW (R,p)BW (R,p). The higher-order
corrections to this approximation can be written as a series of terms containing successively
higher-order derivatives in the (R,p)− coordinates,
CW (R,p) ≈ AW (R,p)BW (R,p) + 1
2i
3∑
j=1
[
∂AW
∂Rj
∂BW
∂pj
− ∂AW
∂pj
∂BW
∂Rj
]
−1
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3∑
j=1
[
∂2AW
∂R2j
∂2BW
∂p2j
+
∂2AW
∂p2j
∂2BW
∂R2j
− 2 ∂
2AW
∂Rj∂pj
∂2BW
∂Rj∂pj
]
+ · · · . (14)
The first order correction in the gradient expansion (14) is {AW , BW}PB, the Poisson bracket
of AW and BW . If we know that the range of AW and BW in p-space is of the order of pc,
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then the magnitude of the derivatives ∂BW/∂p and ∂
2BW/∂p
2 in (14) can be estimated to be
of the order of BW/pc and BW/p
2
c respectively. This approximation will allow us to obtain
a very simple estimate of the ‘inhomogeneity’ error.
At this point, we return to the generalized Bogolubov transformation, X(x,y), Y (x,y),
of the previous section. Working in the Wigner representation and expanding the ‘canonicity’
relation (9) between between X and Y in the manner of the gradient expansion, we find up
to first order in the spatial derivatives, a relation that is similar to the constraint equation
(3) of the homogeneous Bogolubov transformation,
X2W (R,p)− Y 2W (R,p) ≈ 1. (15)
Consequently, the general Bogolubov transform can be parametrized in the same way as the
Bogolubov transform for the homogeneous bose gas, XW (R,p) = cosh[σ(R,p)], YW (R,p)
= sinh[σ(R,p)], where for the slowly varying condensate, the σ − parameters depend on
the momentum and position : σ(R,p). The distribution and pairing functions, ρ(x,x′)
= 〈ψˆ†(x)ψˆ(x′)〉 and ∆(x,x′) = −〈ψˆ(x)ψˆ(x′)〉 take on the following form in the Wigner
representation:
ρW (R,p) =
1
2
[cosh(2σ(R,p))− 1] ,
∆W (R,p) =
1
2
sinh(2σ(R,p)). (16)
The local σ parametrization of the Bogolubov transformation is crucial to the Thomas-Fermi
description and it is upon the validity of (15) that the Thomas-Fermi theory rests. The error
introduced to (15) due to the inhomogeneity of the system can be estimated by the lowest
order non-vanishing term in the gradient expansion (14). Notice that the first order term
in the gradient expansion of (15) vanishes since it is the the sum of Poisson brackets of
quantities with themselves. Consequently, the error has to be estimated from the second
order term.
4 Energy Density
In the variational method, the quantity to minimize is F, the ground state free energy, which
we can put in a ‘local’ form, F =
∫
d3R f(R), where f(R) is the energy density. We
achieve this result in two steps. In the first step, we shift to the Wigner representation in
the integrand for the mean field expression for the ground state energy. In the second step,
we notice that the short-range nature of the inter-atomic interaction renders the resulting
integrand essentially ‘local’, i.e. the integrand contains only single (not double) integrals
over the position variables.
The ground state free energy is the expectation value of Hˆ − µNˆ , where Hˆ is the many-
body hamiltonian of the boson system, Nˆ , the number operator and µ, the chemical potential:
Hˆ − µNˆ =
∫
d3x Ψˆ(x)†hˆ(x)Ψˆ(x) +
1
2
∫
d3x d3y Ψˆ(y)†Ψˆ(x)†V (|x− y|)Ψˆ(x)Ψˆ(y), (17)
where V (|x− y|) represents the inter-atomic potential and hˆ(x) is the one-body part of the
free energy,
hˆ(x) = −∇
2
2m
+ Vext(x)− µ, (18)
where Vext(x) is the external potential.
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The presence of a condensate displaces the field operators Ψˆ(x) by their expectation value
φ(x). To generate the variational free energy, we shall use the mean field approximation,
in which terms of first and third order in ψˆ and ψˆ† vanish (7) and the fourth order term
factorizes as follows:
〈ψˆ(y)†ψˆ(x)†ψˆ(x)ψˆ(y)〉 ≈
∆∗(y,x)∆(y,x) + ρ(y,x)ρ(x,y) + ρ(x,x)ρ(y,y). (19)
The variational nature of this procedure is insured by the existence of a variational ground
state that gives this type of factorization. In fact, the variational ground state corresponds
to the choice of the gaussian wave functional [5].
The displacement of the fields and the factorization of the expectation values, although
straightforward, gives rise to a somewhat lengthy expression for the free energy. It is then
convenient to classify the different contributions by their order in φ and their functional
dependence on ρ and ∆:
1. h1 is the one-body contribution of zeroth order in φ to the ground state energy,
h1 =
1
2
∫
d3x d3y hˆ(x)ρ(y,x)δ(x− y). (20)
2. In analogy with the Hartree-Fock theory, we call Vdir given below, the direct energy
contribution to the energy,
Vdir =
1
2
∫
d3x d3y ρ(y,y)ρ(x,x)V (|x− y|). (21)
3. Using the same analogy to the Hartree-Fock treatment, the exchange energy, Vexch, is
equal to
Vexch =
1
2
∫
d3x d3y ρ(x,y)ρ(y,x)V (|x− y|). (22)
4. Standard Hartree-Fock theory does not describe pairing and the pairing energy, Vpair,
Vpair =
1
2
∫
d3x d3y ∆∗(y,x)∆(y,x)V (|x− y|) , (23)
is consequently absent from the Hartree-Fock expressions.
In second order in φ, we find contributions that can be obtained from the above terms
by replacing either ∆(x,y) or ρ(x,y) by φ(x)φ(y).
5. For example, the one-body contribution, due to the kinetic and potential energy of the
condensate is hφ1 , where
hφ1 =
∫
d3x φ(x)hˆ(x)φ(x). (24)
6. V φdir is the direct contribution to the interaction energy, stemming from the interaction of
the condensate with the particles that have been ‘forced’ out of the condensate (depletion),
V φdir =
1
2
∫
d3x d3y φ(y)φ(y)ρ(x,x)V (|x− y|). (25)
7. Similarly, V φexch is the exchange contribution of second order in φ,
V φexch =
1
2
∫
d3x d3y φ(y)φ(x)ρ(y,x)V (|x− y|). (26)
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8. We represent the pairing energy of the condensate with the particles out of the condensate
by V φpair,
V φpair =
1
2
∫
d3x d3y φ(y)φ(x)∆(y,x)V (|x− y|). (27)
9. Finally, we denote the contribution of fourth order in φ, representing the interaction
energy of the condensate with itself, by V φφ :
V φφ =
1
2
∫
d3x d3y φ2(y)φ2(x)V (|x− y|). (28)
With this notation, the mean-field expression for the ground state energy reads
F = 〈Hˆ − µNˆ〉
= h1 + Vdir + Vexch + Vpair +
hφ1 + 2V
φ
dir + 2V
φ
exch − 2V φpair + V φφ, (29)
where the minus sign of the V φpair term stems from the definition of ∆ = −〈ψˆψˆ〉.
At this point, we introduce the Wigner representation into the integrands of the above
contributions to the mean-field expressions for the ground state free energy. The resulting
expressions resemble the corresponding terms for the homogeneous gas, with an additional
label R over which is integrated. For the sake of notational convenience we introduce the
following integration symbol
∫
R or
∫
p, which represents the usual integral over all of space,∫
d3R, if R is a position variable or (2π)−3
∫
d3p, if p is a momentum variable:
∫
p
≡ (2π)−3
∫
d3p ,∫
R
≡
∫
d3R . (30)
The terms of zero order in φ then give
h1 =
∫
R
∫
p
[
p2
2m
+ V (R)− µ
]
ρW (R,p),
Vexch =
∫
R
∫
p
∫
p′
ρW (R,p)v(p− p′)ρW (R,p′) ,
Vpair =
∫
R
∫
p
∫
p′
∆W (R,p)v(p− p′)∆W (R,p′) ,
Vdir =
∫
R
∫
r
∫
p
∫
p′
∫
q
ρW (R− r/2,p)ρW (R+ r/2,p′) exp(iq · r)v(q) , (31)
where v is the Fourier transform of the interaction potential, v(q) =
∫
d3rV (r) exp(−iq · r).
The terms that are of second order in φ can be obtained by replacing one ρ or ∆ by
φφ. In the Wigner representation, this procedure yields expressions that are similar to the
corresponding terms of zero order in φ with ρW (R,p) or ∆W (R,p) replaced by a function
QW (R,p), where
QW (R,p) =
∫
r
φ(R+ r/2)φ(R− r/2) exp(ip · r). (32)
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Notice that the contributions of second order in φ, are non-local in the sense that their ex-
pressions contain integrals over more than one position variable. Nevertheless, if we consider
the scale on which the physical quantities vary in space, or in momentum space, it becomes
apparent that the non-local integrals can be approximated by local expressions. We illus-
trate this point by considering the exchange (V φexch) and pairing (V
φ
pair) energies. The key to
obtain local expressions is to notice that QW (R,p) varies with respect to p on the scale of
R−10 , where R0 is the size of the condensate. On the other hand, v(p − p′) varies on the
scale of l−1r where lr is the range of the atom-atom interaction. Typically R0 ≫ lr so that
QW (R,p) varies much more rapidly with respect to p than v(p − p′). In fact, when p is
large enough to make v(p− p′) significantly different from v(p′), QW (R,p) ≈ 0. Thus, we
can replace v(p− p′) by v(p′) in the integrands :
V φexch ≈
1
2
∫
R
∫
r
∫
p
∫
p′
φ(R+ r/2)φ(R− r/2) exp(ip · r)v(p′)ρW (R,p′)
=
1
2
φ2(R)
∫
R
∫
p′
v(p′)ρW (R,p
′),
V φpair ≈
1
2
φ2(R)
∫
R
∫
p′
v(p′)ρW (R,p
′). (33)
The same considerations regarding the relative magnitude of the relevant length scales
show that we can similarly simplify the expression of the φ4 interaction energy, V φφ, and
the direct interaction energies, Vdir and V
φ
dir. The local expressions are most easily obtained
by considering the difference in length scales before introducing the Wigner representation.
In coordinate space, we notice that ρ(x,x) ≈ ρ(y,y) if |x − y| ≤ lr. Thus, we can replace
ρ(x,x) by ρ(y,y) in an integrand if it is accompanied by V (|x− y|):
Vdir ≈ 1
2
∫
d3x d3y ρ2(x,x)V (|x− y|)
=
1
2
v(0)
∫
R
∫
p
∫
p′
ρW (R,p)ρW (R,p
′) ,
V φdir ≈
1
2
v(0)
∫
R
∫
p
φ2(R)ρW (R,p)
V φφ ≈ 1
2
v(0)
∫
R
φ4(R). (34)
To conclude this section, we summarize the results by remarking that the Wigner repre-
sentation and the length scale considerations bring the free energy in an almost-local form.
We need to qualify that statement because of the appearance of the Laplacian, a non-local
operator, in the hφ -contribution to the energy. In fact, it is the non-locality of this term
that gives rise to a generalized Gross-Pitaevski or non-linear Schrodinger equation (NLSE).
The resulting (almost-local) ground state free energy is F =
∫
d3R f(R), where
f(R) =
∫
p
[
p2
2m
+ Vext(R)− µ
]
ρ(R,p) + vexch(R) + vdir(R) + vpair(R)
+φ(R)
[−∇2
2m
+ Vext(R)− µ
]
φ(R) + 2vφexch(R) + 2v
φ
dir(R)− 2vφpair(R)
+
1
2
v(0)φ4(R), (35)
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where the exchange, direct and pairing energy densities are the integrands of the correspond-
ing interaction energy contributions to the free energy :
vexch(R) =
1
2
∫
p
∫
p′
ρ(R,p)v(p− p′)ρW (R,p′) ,
vpair(R) =
1
2
∫
p
∫
p′
∆W (R,p)v(p− p′)∆W (R,p′) ,
vdir(R) =
1
2
v(0)
∫
p
∫
p′
ρW (R,p)ρW (R,p
′) ,
vφexch(R) =
1
2
φ2(R)
∫
p
ρW (R,p)v(p) ,
vφpair(R) =
1
2
φ2(R)
∫
p
∆W (R,p)v(p) ,
vφdir(R) =
1
2
φ2(R)v(0)
∫
p
ρW (R,p) . (36)
Notice that the free energy and free energy density are functionals of ∆(R,p), ρ(R,p) and
φ(R). In the next section we determine the equilibrium values of ∆(R,p), ρ(R,p) and φ(R)
by minimizing F [ρ,∆, φ;µ].
5 Self-Consistent Mean Field Theory
In this section we derive the self-consistent mean-field equations that describe the nearly-
uniform bose condensate at zero temperature. In the variational method, one minimizes the
mean-field ground state free energy F [ρ,∆, φ;µ]. Writing the integrands of the different
contributions to the mean-field free energy in the Wigner representation, followed by the
length scale arguments of the previous section showed that F [ρW ,∆W , φ;µ] is essentially a
local quantity. Finally, in the Thomas-Fermi limit of a nearly-homogeneous system, ρW (R,p)
and ∆W (R,p) are parametrized by a single Bogolubov transformation parameter σ(R,p)
in the manner of Eq.(16). Thus, to describe a nearly-homogeneous system, we minimize the
Thomas-Fermi ground state free energy, which is obtained from the mean-field free energy,
assuming that ρW and ∆W are parametrized by σ (16), F [σ, φ;µ] = F [ρW (σ),∆W (σ), φ;µ].
We obtain the condensate wave function φ0(R) and Bogolubov parameter σ0(R,p) that
describe the condensate by varying σ and φ independently to get a minimum in F :
δF
δφ(R)
∣∣∣∣∣
σ=σ0,φ=φ0
= 0 , (NLSE)
δF
δσ(R,p)
∣∣∣∣∣
σ=σ0,φ=φ0
= 0. (37)
The φ variation, δF/δφ = 0, gives the non-linear Schrodinger Equation (NLSE). The σ
variation, δF/δσ = 0, gives an equation for σ0(R,p). From ρ =
1
2
[cosh(2σ)− 1] and ∆ =
1
2
sinh(2σ) (16), we find that ∂ρ/∂σ = sinh(2σ) and ∂∆/∂σ = cosh(2σ), so that δF/δσ = 0
is equivalent to
tanh(2σ0) =
−δF/δ∆W
δF/δρW
. (38)
Now, several terms of the NLSE, as well as the functional derivatives δF/δ∆ and δF/δρ (38),
depend on σ0 and φ0 so that the resulting equations have to be solved self-consistently. To
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make the self-consistent nature of the equations more explicit, we consider the σ-dependent
contributions to the functional derivatives, δVexch/δρ, δVdir/δρ and δVpair/δ∆, which we shall
call the generalized potentials,
Uexch(R,p) = δVexch/δρW (R,p) =
∫
p′
v(p− p′)ρW (R,p′),
Udir(R) = δVdir/δρW (R,p) = v(0)
∫
p′
ρW (R,p
′),
Upair(R,p) = δVpair/δ∆W (R,p) =
∫
p′
v(p− p′)∆W (R,p′), (39)
where we name the generalized potentials after the respective interaction energies of which
they are the functional derivatives, Uexch is the exchange potential, Udir the direct potential
and Upair the pairing potential. Writing the distribution and pairing function in the inte-
grands of the generalized potentials in terms of 2σ, we find with (38) that the generalized
potentials implicitly depend on the functional derivatives of F :
Uexch(R,p) =
∫
p′
v(p− p′)1
2

 δF/δρ√
(δF/δρ)2 − (δF/δ∆)2
− 1

 ,
Udir(R) = v(0)
∫
p′
1
2

 δF/δρ√
(δF/δρ)2 − (δF/δ∆)2
− 1

 ,
Upair(R,p) =
∫
p′
v(p− p′) 1
2

 −δF/δ∆√
(δF/δρ)2 − (δF/δ∆)2

 , (40)
where it is understood that the functional derivatives in the integrands are evaluated at R
and p′. Functional differentiation shows that the functional derivatives of F in turn depend
on the generalized potentials,
δF
δ∆W (R,p)
= Upair(R,p)− φ2(R)v(p) ,
δF
δρW (R,p)
=
p2
2m
+ Vext(R)− µ
+Uexch(R,p) + Udir(R,p) + φ
2(R) [v(p) + v(0)] . (41)
Thus, equations (40) and (41) self-consistently determine the generalized potentials. Fur-
thermore, there is a dependence on the condensate wave function φ. The latter has to be
obtained from the NLSE :[
−∇
2
2m
+ Vext(R)− µ+ U(R) + v(0)φ2(R)
]
φ(R) = 0, (42)
where the potential U(R), is equal to :
U(R) = Udir(R) + Uexch(R, 0)− Upair(R, 0) . (43)
This potential term, which stems from the interaction of the condensate with the particles
out of the condensate, is absent in the simplest (low density limit) form of the NLSE, usually
encountered in the literature.
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The equations, (40) (41) (42) and (43), are the full set of self-consistent mean field equa-
tions that describe the condensate in the Thomas-Fermi approximation. The self-consistent
equations for the homogeneous gas [17], are recovered by putting Vext = 0 and by assum-
ing that φ is independent of position so that the kinetic energy contribution to the NLSE
vanishes. Regarding the connection with the intuitive Thomas-Fermi model, we note that µ
and Vext in the self-consistent mean field equations always appear as µ− Vext(R), so that it
is natural to define a local effective chemical potential:
µeff(R) = µ− Vext(R). (44)
In fact, this is the essence of the Thomas-Fermi description : the system is described locally
as a homogeneous system with a position dependent effective chemical potential (44).
The solutions to the fully self-consistent equations determine the expectation value of all
(static) physical observables as a function of the chemical potential µ. One observable we
can obtain in this manner is N, the number of trapped particles,
N(µ) =
∂F
∂µ
=
∫
R
∫
p
ρ(R,p) +
∫
R
φ2(R), (45)
the inversion of which yields µ(N), from which we can cast the results for the thermodynamic
quantities in terms of the parameter that is controled or measured in the experiment − the
number of atoms N.
6 Low Density Limit
The self-consistent equations, (40) (41) (42) and (43) can be solved iteratively. In the low
density regime, where
√
na3 ≪ 1, we approximate the result by the expressions obtained
after a single iteration, starting from σ
(0)
0 = 0 (U
(0)
exch = U
(0)
dir = U
(0)
pair = 0, where the superscript
indicates the order of the iteration). With this first guess we solve the NLSE and obtain the
functional derivatives (40), δF/δρ, δF/δ∆, yielding the first-order σ−parameter (38), σ(1),
and the generalized potentials (39), U
(1)
dir , U
(1)
exch, U
(1)
pair. With these single iteration expressions
we compute the expectation values of the observable quantities.
In solving the NLSE, we shall assume that φ(R) varies slowly enough that we can also ne-
glect the kinetic energy operator. To make the dependence on the scattering length explicit,
we replace the potential by a pseudopotential,
Vpseudo(r) = λδ(r)
∂
∂r
r, (46)
where λ = 4πh¯2a/m and the derivative operator is necessary to remove the divergency in
the ground state free energy [19].
Furthermore, we shall assume that φ(R) varies slowly enough that we can also neglect
the kinetic energy operator in solving the NLSE (42) :
λ
[
φ(1)(R)
]2
= µeff(R), (47)
where µeff is the effective chemical potential (44). The functional derivatives (41) are
δF (1)
δ∆
= −λ
[
φ(1)(R)
]2
,
δF (1)
δρ
=
p2
2m
− µeff(R) + 2λ
[
φ(1)(R)
]2
. (48)
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Consequently, the single iteration value for the Bogolubov transformation parameter σ is
equal to
tanh
[
2σ
(1)
0 (R,p)
]
=
λφ2(R)
(p2/2m)− µeff(R) + 2λφ2(R)
=
µeff(R)
(p2/2m) + µeff(R)
, (49)
which can be recognized as the dilute uniform gas result if we put µeff = µ.
The expression for the Bogolubov parameter σ
(1)
0 from Eq.(49) is what we would have
obtained with an effective energy density neglecting the interaction energies of the particles
out of the condensate, Vdir, Vexch and Vpair. In other words, the effective ground state energy
is Feff =
∫
d3R feff(R), where
feff(R) =
∫
p
[[
p2
2m
− µeff(R) + 2λφ2(R)
]
ρW (R,p)− λφ2(R)∆W (R,p)
]
−µeff(R)φ2(R) + λ
2
φ4(R). (50)
We obtain the results for the observable quantities by calculating their expectation values
from the single iteration σ
(1)
0 of Eq.(49). For example, the condensate wave function is
determined from the NLSE :
λφ2(R) ≈ µeff(R)− U (1)(R), (51)
where the potential U(R) is the sum of the generalized potentials at zero momentum (43),
U (1)(R) = U
(1)
exch(R, 0) + U
(1)
dir (R)− U (1)pair(R, 0), (52)
evaluated with the single-iteration value for σ. The single-iteration values for the generalized
potentials are computed to be :
U
(1)
exch(R, 0) = U
(1)
dir (R) =
λ
3π2
[µeff(R)]
3/2m3/2 ,
U
(1)
pair(R, 0) = −
λ
π2
[µeff(R)]
3/2m3/2 . (53)
Thus, the condensate density is (51)
φ2(R) ≈ 1
λ
µeff(R)− 5
3π2
[µeff(R)]
3/2m3/2 . (54)
The total density n(R), including the correction to φ2(R) (54) and the local depletion, is
equal to
n(R) = φ2(R) +
∫
p
ρ(R,p)
≈ φ2(R) + 1
3π2
[µeff(R)]
3/2m3/2
≈ 1
λ
µeff(R)− 4
3π2
[µeff(R)]
3/2m3/2, (55)
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resulting in an expression for the density, n(R), in terms of the effective chemical potential
µeff(R). Inverting this relation up to first order in
√
na3, we obtain
µeff(R) ≈ λn(R)

1 + 32
3
√
n(R)a3
π

 , (56)
which, for the homogeneous case, reduces to the well-known perturbation result.
Finally, in a similar manner, we obtain the local pressure P (R) from the expression for
the effective free energy density (50), P (R) = −f (1)eff (R),
P (R) =
λφ4(R)
2
[
1− 128
15π2
√
n(R)a3
]
. (57)
We can then replace φ2 in (57) by its single-iteration value (54). Furthermore, replacing
µeff(R) in the resulting expression by (56) results in a local equation of state.
The above results illustrate an important advantage of the Thomas-Fermi description −
by neglecting the kinetic energy operator in the NLSE we recover simple analytical expres-
sions for most quantities. These expressions are the analogues of the perturbation results
for the dilute homogeneous bose gas. It is then of course very important to determine the
regime and the conditions under which these results can be trusted.
One source of error in the theory stems from neglecting the Laplacian operator in the
NLSE. This approximation, although convenient, is not part of the Thomas-Fermi descrip-
tion. It is always possible to calculate the condensate wave function numerically from the
NLSE and proceed from there with the iteration of the self-consistent Thomas-Fermi equa-
tions (37)! Nevertheless, if we omit the Laplacian term, we can estimate the error by cal-
culating eL, the ratio of the kinetic energy term, −∇2φ/2m, and the non-linear potential
energy in the NLSE, λφ3,
eL(R) = | − ∇2φ/2mλφ3| =
∣∣∣∣∣−∇
2φ(R)/φ(R)
k2c (R)
∣∣∣∣∣ , (58)
where kc(R) = [8πan(R)]
1
2 is the inverse of the local coherence length, kc = λ
−1
c (R).
Another source of error, which cannot be remedied but is truly inherent to the Thomas-
Fermi approximation, stems from the inhomogeneity of the system. This error is also more
difficult to estimate, and one benefit of our approach is that the gradient expansion offers a
‘handle’ on this quantity. Indeed, we use the lowest order non-vanishing term in the gradient
expansion to estimate the error. This term is of second order because the first order term
vanishes. We estimate its magnitude (14) by replacing the partial derivatives with respect
to the momentum variables by k−1c , since kc is a measure of the range in p of the observable
at zero temperature. The relative error for the general product of two arbitrary operators A
and B, ei [AB], is then given by
ei [AB] ≈ 1
8k2c (R)
[∇2AW
AW
+
∇2BW
BW
− 2∇AW · ∇BW
AWBW
]
, (59)
The validity of the Thomas-Fermi description depends on X2W −Y 2W = 1 (15), so that we use
the accuracy of this equality to test the validity of the local homogeneity description. The
expression (15) can also be written as exp [σ(R,p)] exp [−σ(R,p)] = 1, so that we choose
AW as exp [σ(R,p)] and BW as exp [−σ(R,p)] to estimate the relative error ei. In fact, it is
more convenient to work with exp(4σ) then exp(σ), so that we compute the inhomogeneity
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error ei [exp(4σ) exp(−4σ)] of exp(4σ) and divide by 4 (since the relative error of fn is simply
n × the relative error of f). In this manner, we find that
ei [exp(σ) exp(−σ)] = 1
4
ei [exp(4σ) exp(−4σ)]
≈ 1
8k2c (R)
∣∣∣∣∣∇ exp(4σ)exp(4σ)
∣∣∣∣∣
2
. (60)
With the single-iteration value for the low-density condensate,
exp [4σ(R,p)] = 1 +
2µeff(R)
p2/2m
, (61)
we find that the inhomogeneity error, ei(R) (60), is equal to
ei(R) =
1
2
∣∣∣∣∣ Fext(R)λc(R)(p2/2m) + 2µeff(R)
∣∣∣∣∣
2
, (62)
where Fext is the force of the external potential, Fext = −∇Vext. As expected, the error
is largest for p = 0, and using the p = 0 − value, we obtain a simple position dependent
estimate for the inhomogeneity error, ei(R),
ei(R) =
1
8
|Fext(R)λc(R)/λφ2(R)|2, (63)
where we replaced µeff by λφ
2. By equating this error (63) to a chosen value, ecut ≪ 1,
reflecting the accuracy we demand from the theory, we can determine the spatial boundary
beyond which the Thomas Fermi Theory is less accurate than ecut.
7 Spherically Symmetric Harmonic Oscillator Trap
We now specialize Vext(R) to a harmonic oscillator potential,
Vext(R) =
1
2
h¯ω(R/L)2 , (64)
where L is the size of the harmonic oscilator ground state,
L =
√
h¯
mω
, (65)
and compute the expectation value of important quantities in the low density limit of the
previous section.
In zeroth order in the iteration, we recover the results of Baym and Pethick [18]. From
(47) we see that
[
φ(0)(R)
]2
= [µ− Vext(R)] /λ
=
R20
8πaL4
[
1− (R/R0)2
]
(66)
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where R0 is the size of the condensate, R0 =
√
2µ
h¯ω
L. In zeroth order, all particles are in the
condensate, so that N =
∫
R φ
2(R), and
µ(0) =
h¯ω
2
(
15aN
L
)2/5
, (67)
and consequently,
R0 = L
(
15aN
L
)1/5
. (68)
The local coherence length, λc(R) is given by
λc(R) =
L2√
R20 −R2
. (69)
Before we proceed to calculate the perturbation corrections to the observables, we test
the validity of the low density Thomas-Fermi formalism by calculating the errors. The error
due to neglecting the Laplacian in the NLSE, eL(R) (58), is easily computed with (69):
eL(R) =
(
L
R0
)4 [3− 2(R/R0)2]
(1− (R/R0)2)3 , (70)
from which we see that the laplacian can be omitted in the NLSE on condition that the size of
the condensate is much larger than the size of the ground state, R0 ≫ L, or (15aN/L)1/5 ≫ 1.
The error due to the departure of the BEC from homogeneity, ei(R) (60), is
ei(R) =
1
2
(
L
R0
)4 (R/R0)2
(1− (R/R0)2)3 . (71)
Again, notice that ei is small over most of the condensate region (R < R0) if R0 ≫ L.
In Fig. (1) we show the density, [φ(0)(R)]2/[φ(0)(R = 0)]2 (66), and both errors, eL and
ei, as a function of the distance to the middle of the trap. The curves are calculated for a
harmonic oscillator trap of L = 1µm and an inter-atomic interaction with scattering length
a = 5 nm. The dotted lines correspond to N = 103 atoms in the trap, and the full line gives
the results for N = 106 atoms. Notice that for 103 particles, the Laplacian error is already
substantial (∼ 10%) in the middle of the trap. In contrast, only at R = 1.8L (to be compared
to R0 = 2.4L) does the inhomogeneity error become of comparable magnitude. This indicates
that even for as few as 1000 particles in the trap, the Thomas-Fermi description could be
reasonably accurate for these parameters, provided one keeps the kinetic energy term in
solving the NLSE. For 106 atoms, ei and eL only become of the order of 10% at R = 9.0L,
whereas R0 = 9.4L, which shows that the Thomas-Fermi description and neglecting the
Laplacian operator are valid approximations in almost all of the condensate region.
Under this condition, it is meaningful to calculate the perturbation corrections to the
expectation values of the observable quantities. Including the perturbation correction, the
local density (55) is equal to
n(R) =
R20
8πaL4
[
1− (R/R0)2
] [
1− 2
√
2
3π
aR0
L2
√
1− (R/R0)2
]
. (72)
The number of trapped particles, N, is obtained by integrating over the density n(R),
N =
∫
R
n(R) = 4π
∫ R0
0
dR R2 n(R) , (73)
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Figure 1: (a) Condensate density for N = 103 and 106; (b) Error incurred in neglecting kinetic term in NLSE;
(c) Error incurred in Thomas-Fermi approximation. Length scale on horizontal axis is in units of L, the extend of
the ground state wave function. Calculations are done for L = 10−4 cm, scattering length a = 5× 10−7 cm.
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which leads to
N =
1
15
L
a
(
2µ
h¯ω
)5/2
−
√
2
24
(
2µ
h¯ω
)3
. (74)
The inverse relation, µ as a function of N, can be obtained by solving for µ iteratively in the
previous equation, wich gives up to second iteration, the following result :
µ =
h¯ω
2
(
15a
L
)2/5
N2/5
[
1 +
√
2
60
(
15a
L
)6/5
N1/5
]
. (75)
Similarly, we obtain the condensate density from (54) or the local depletion, d(R) =
[
n(1)(R)
− [φ1(R)]2
]
/
[
φ(1)(R)
]2
:
d(R) =
2
√
2
3π
aR0
L2
√
1− (R/R0)2. (76)
In Fig. (2), we show the local depletion as a function of position for the same parameters as
those of Fig. (1). The local pressure is shown in Fig. (3).
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Figure 2: Depletion, defined as d(R) = [n(R)− φ2(R)] /φ2(R), for the same systems as Fig. (1).
To conclude this section, we repeat that the condition for the validity of the Thomas-
Fermi description is that the size of the condensate exceeds the size of the ground state of
the trap, R0 ≫ L. An equivalent condition is that the coherence length in the middle of the
condensate is smaller than the size of the ground state λc(R = 0)≪ L, or that the chemical
potential exceeds the ground state energy, µ≫ (h¯ω/2). These statements do not depend on
the details of the trapping potential. Of course, the shape of the condensate, the boundary
where the Thomas-Fermi description breaks down, and the expectation values of the local
observables do depend on the shape of the potential. In this section, we gave the results for
a spherically symmetric harmonic oscillator potential. For the convenience of the reader we
tabulate several of the results up to first non-vanishing order in table I.
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8 Density of States
In the Thomas-Fermi picture, the system is locally equivalent to a uniform system. Therefore,
there are ‘local’ excitations which in the low-density regime are described by the following
energy spectrum :
ǫp(R) =
√
(p2/2m+ µeff(R))2 − µ2eff(R) + µ , (77)
which is well known from the Bogolubov treatment of the uniform case. The local dispersion
relation (77) describes a phonon with position dependent sound velocity.
To obtain the excitation of the whole system we compute the density of states using the
formula
g(ǫ) =
∑
i
δ(ǫ− ǫi), (78)
where
∑
i represents the sum over all excited states. In the spirit of the Thomas-Fermi
approximation we take
g(ǫ) =
∫
R
∫
p
δ (ǫ− ǫp(R)) . (79)
After integration over the momentum variable, we obtain
g(ǫ) =
1
2π2
∫
R
p2ǫ(R)
∣∣∣∣∣∂ǫ∂p
∣∣∣∣∣
−1
, (80)
where pǫ(R) is the momentum of a particle at position R with energy ǫ. When calculating
the remaining integral over space, we need to distinguish between spatial region (I) with
condensate and a second region (II) without condensate, shown schematically in Fig. (4).
It is necessary to break up the integral (80) over the different integration regions, because
the dispersion relations for the excitations are different. In region (I), we use the Bogoliubov
19
µR0 Rε
V(R)
µeff(R)
II
ε
I
Energy
II
Distance
Figure 4: Schematic representation of the region with (region I), and without condensate (region II) for a BEC
in a harmonic trap. The condensate density is proportional to µeff(R), which is a ‘mirror image’ of the trapping
potential. Particles in the condensate have energy µ and a particle excited up to energy ǫ can move into region
(II) as far as the classical turning point Rǫ.
spectrum (77), whereas in region (II), the atoms are essentially free particles moving in the
trap:
ǫp(R) =
p2
2m
+ Vext(R) . (81)
The density of states is then the sum of the integrals over region (I) and (II):
g(ǫ) =
√
2
2
m3/2
π2

(ǫ− µ)
∫
(I)
d3R
√√
[ǫ− µ]2 + µ2eff(R)− µeff(R)√
[ǫ− µ]2 + µ2eff(R)
+
∫
(II)
d3R
√
ǫ− Vext(R)
]
. (82)
For the special case of a spherically symmetric harmonic oscillator trap, we find the
following expression for the density of states :
g(ǫ) =
4
π
µ2
(h¯ω)3

(ǫ/µ− 1)
∫ 1
0
dr
√
1− r
√√
(ǫ/µ− 1)2 + r2 − r√
(ǫ/µ− 1)2 + r2
+ 2
∫ ǫ/µ
1
dr r2
√
ǫ/µ− r2
]
. (83)
In Figs. (5) and (6) we show the density of states for the system discussed in the previous
section, L = 1µm, a = 5 nm, N = 103 (Fig. (5)) and N = 106 (Fig. (6)). The dotted
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21
lines show the result for the interacting bose gas, the full line shows the density of states of
the ideal gas in the same trap. The density of states starts from the chemical potential µ,
consistent with (77), which implies that the energies are measured from the bottom of the
potential well so that a particle of zero momentum in the condensate has energy µ. If we
were to set out the density of states as a function of excitation energy ǫ − µ, the density
of states curves for the interacting BEC-systems would be shifted to the left by an amount
µ. In contrast to the homogeneous BEC, the density of states for the interacting case, as
a function of the excitation energy, grows faster than the density of states of the ideal gas.
The reason is purely geometrical: the phonon has a much larger volume in coordinate space
available (at least the volume of the condensate) than the non-interacting boson that received
the same amount of energy and can only move near the bottom of the potential well. This
effect outweighs the fact that the momentum space volume available to the phonon is less
than the momentum space volume available to the non-interacting particle with the same
energy.
Of course, the sharpness of the boundary between region (I) and (II), is an artifact of
neglecting the Laplacian operator in the NLSE. Nevertheless, except for a region near the
boundary, we argue that the rest of space is well-described and that the contribution of
the near-boundary region is comparatively small so that the error that is introduced in
the integral (80) is small provided the Thomas-Fermi description is valid in most of the
condensate region.
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Table I
Results for the spherically symmetric harmonic
oscillator trap
Size of the Condensate R0 = L
(
15aN
L
)1/5
Chemical Potential µ = h¯ω
2
(
15aN
L
)2/5
Condensate Density φ2(R) =
R2
0
8πaL4
[1− (R/R0)2]
Local Coherence Length λc(R) =
L2√
R2
0
−R2
Local Depletion d(R) = 2
√
2
3π
aR0
L2
√
1− (R/R0)2
Error due to neglecting the Laplacian eL(R) =
(
L
R0
)4 [3−2(R/R0)2]
(1−(R/R0)2)3
Error due the inhomogeneity ei(R) =
1
2
(
L
R0
)4 (R/R0)2
(1−(R/R0)2)3
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