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1. INTRODUCTION 
In [S], Hanson extended the duality results of mathematical program- 
ming to a class of functions subsequently called invex. Since that time, it 
has been shown Cl, 2, 3, 61 that many results in mathematical program- 
ming previously established for convex functions actually hold for the 
wider class of invex functions. Here we extend the concept of invexity to 
continuous functions and use it to generalize earlier duality results for a 
class of variational problems. 
2. NOTATIONS AND PRELIMINARIES 
Let f(t, X, x’) be a (real) scalar function with continuous derivatives up 
to and including the second order with respect o each of its arguments and 
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let Q(t, x, x’) be an m-dimensional function which similarly has continuous 
derivatives up to and including second order. x is an n-dimensional 
function of t; prime denotes derivative with respect to t. 
Consider the determination of a piece-wise smooth extremal x = x(t), 
to ,< t d I,, for the following modified Lagrange problem: 
PROBLEM I. (Primal) = P. 
Minimize I Y( t, x, x’ ) dt (1) 10 
subject to x(kJ = x0, x(t,)=x, (2) 
and 
ec t, 4 x’ ) 2 0. (3) 
Consider also the determination of an (m + n)-dimensional extremal 
(x, A) E (x(t), A(t)), t, < t < tl, for the following maximization problem: 
PROBLEM II. (Dual) ED. 
Maximize s ,:’ {f( t, x, x’) - A(t) Q(f, x, x’) ) dt 
subject to x(k)) = x0, x(t,)=x, 
.A(& x, x’) - 4t) QAf, x, x’) 
t, x, x’) -J(t) Q,,(h x, x’,} 
A(t)>O. 
(4) 
(5) 
(6) 
(7) 
Here x(t) is an n-dimensional piecewise smooth function and A(t) is an 
m-dimensional function continuous except possibly for values of t 
corresponding to corners of x(t). For values of t corresponding to corners 
of x(t), (6) must be satisfied for right- and left-hand limits. 
No notational distinction is made between row and column vectors. Sub- 
scripts denote partial derivatives, superscripts denote vector components. 
Thus 
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means 
DEFINITION. f(t, x, x’) will be said to be invex with respect o v if there 
exists a vector function r~(t, x*, x) with ~(t, x, x) = 0 such that 
f(t, x*, x*‘) -f(t, x, x’) 
2 ?(h x*9 X)f,(h x, x’) + ( $ rl(t, x*, x) ) .&(t, x, x’). 
Here dq/dt is the vector whose ith component is (d/dt) qi(t, x*, x). 
Remark. It was pointed out in [7] that if all the functions are indepen- 
dent of t, the problems P and D reduce to the nonlinear programs, 
Minimize f(x) 
subject to Q(x) a 0 
and its dual, 
Maximize 
subject to 
f(x) - AQ(x) 
f,(x) - AQ,(x) = 0, 
12 0. 
Note that in this case our definition for invexity reduces to 
@*I -f(x) a rltx*, x).L(x), 
the original definition of invexity given by Hanson [S]. Hanson does not 
require ~(x, x) = 0, but this is usually satisfied in most examples given for q 
(see CL 31). 
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3. DUALITY 
THEOREM 1. If f and -Q are invex for some function 7, then the 
infimum of P is greater than or equal to the supremum of D. 
Proof. Let (x*, x*‘) satisfy (2) and (3) and let (.u, x’, A) satisfy (5) (6). 
and (7). Then 
s ” (f(t, x*, x*‘) - f(t, x, x’)} dt %I 
3 q(t, x*, x)fy(t, x, x1)+$, x*, x)fJt, x, x’)) dt 
(since f is invex) 
s 
11 = q(t, x*, x) 
10 
$ {f&x, x’)-),(t) Q\-,(t, x,x’)) 
+A(t)Q,(t,x,x’) dt+ 1 s rl d - q( t, x*, x) f,,( t, x, x’) dt r,, dt 
(by (6)) 
=q(t, x*, x){fAt, x, x’)-l(t) Q.Jt, x, x’)}lIz;; 
+ J i ” l(t) tl q(t, x*, x) Q,(t, x, .I’)+-$(” x*, x) QJt, x, x’) dt 
(by integration by parts) 
3 I ” A(t){Q(t, x*, x*‘) -Q(t, x, x’)} dt. 10 
(Since -Q is invex, (2), (5), and q( t, x, X) = 0.) Hence 
I ” f( t,x*,x*‘)dta 10 s ” {f( t, x,x/)-A(t) Q(t, x, x’)} dt 10 
and thus, the infimum of P is greater than or equal to the supremum of D. 
Once weak duality has been established, strong and converse duality 
follow as in [7]. For completeness, we restate the results for strong duality. 
We assume that the necessary constraints [S] for the existence of 
multipliers at an extremal of P are satisfied. Thus for every minimizing arc 
X=X*(~) of P, there exists [8] a function of the form 
F= A,* f - i.*(t)Q (8) 
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such that 
(9) 
d*,Qi=,, i= 1, . . . . m (10) 
n*(t) 2 0 (11) 
hold throughout t,< t< t, (except at corners of x*(t), where (9) holds 
for unique left- and right-hand limits). Here A,* is a constant, A*(t) is 
continuous except possibly for values of t corresponding to the corners of 
x*(t), and (A,*, A*(t)) cannot vanish for any t, t,, < t < t,. 
It will be assumed that the minimizing arc x*(t) is normal, i.e., that A,* 
can be taken equal to 1. 
THEOREM 2. Assume that f and -Q are invex for the same function u. Zf 
the function x*(t) minimizes the primal problem P, then there exists a n*(t) 
such that (x*(t), L*(t)) maximizes the dual problem D and the extreme 
values of P and D are equal. 
Proof: Since x*(t) minimizes P, it follows from (9) and (11) that there 
exists a L*(t) such that (6) and (7) hold. Thus (x*(t), J.*(t)) satisfies the 
constraints of D. 
Also, from (10) 
i*(t) Q(t, x*, x*‘) = 0. (12) 
Equation (12) and Theorem 1 imply that (x*(t) n*(t)) is a maximizing 
solution of D. 
4. NATURAL BOUNDARY VALUES 
The duality results established here for continuous invex functions can be 
extended to the corresponding variational problems with natural boundary 
values rather than fixed end points. 
Primal P: 
Minimize s 3( t, x, x’) dt 
IO 
subject to Q(t, x, x’) B 0. 
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Maximize s I’ {.f( t, x, x’)-l(t) Q(r, x, x’)} dt 
subject to .A(4 x, x’) - A(t) Q.,(4 -x3 -u’) 
=; L-f,4 t, x, x’) - l(t) Q,,(c, x, x’)] 
IIf, x, x’) - 4t) Q.rd~ x, x’)l,= r. = 0 (13) 
and 
CL46 x, x’)-4f) Q.Jf, -y, x’)l,=,, =O. (14) 
BY [f,, - J~Q.L,, we mean that n-dimensional vector f,, - LQ,., 
evaluated at t = t,. 
We shall not repeat the proof of Theorems 1 and 2, but merely point out 
the modifications in the arguments that are required for the theorems to 
remain valid. 
In the proof of Theorem 1, (2), (5), and v( t, x, x) = 0 were utilized to 
assure that the term n(t, x*, x)(fKS - iQrZ)I ;Z :; is zero. It is obvious that 
even though (2) and (5) are lacking in the problems with natural boundary 
values, the term ~(t, x*, ~)(,f,,--~Q~,)l::;:, still vanishes by virtue of (13) 
and (14). 
As is known (see, e.g., [4, 208-211]), for a problem with natural boun- 
dary values, one has, in addition to the necessary conditions for the 
corresponding fixed end point problems, the natural boundary conditions 
F,. I, = ,,, = 0 and F,, I,= ,, = 0, where F is the appropriate Lagrangian 
function. Here, this means that with F defined as in (8), one has the 
necessary conditions (13) and (14) in addition to (9), (lo), and (11). Thus, 
here too, if x* is a minimizing solution of P, there exists a A* such that 
(x*, A*) satisfies the constraints of D. Theorem 2 now follows from 
Theorem 1. (Note that in this case we make no use of, and do not need, 
the restriction that ~(t, x, x) = 0.) 
If only one end point is fixed, say x(t,) = x0, then the corresponding 
boundary condition (13) is omitted. The proofs given here are easily 
modified along the lines of the discussion in this section so that 
Theorems 1 and 2 still hold. 
Duality results for symmetric variational and for control problems 
can also be extended to invex functions as defined here. These will be 
considered more fully in subsequent papers. 
328 MOND, CHANDRA, AND HUSAIN 
REFERENCES 
1. A. BEN-ISRAEL AND B. MOND, What is invexity?, J. Austral. Math. Sot. Ser. B 28 (1986) 
1-9. 
2. B. D. CRAVEN, Invex functions and constrained local minima, Bull. Austral. Math. Sot. 24 
(1981), 357-366. 
3. B. D. CRAVEN AND B. M. GLOVER, Invex functions and duality, J. Austral. Math. Sot. 
Ser. A 39 (1985), l-20. 
4. R. COURANT AND D. HILBERT, “Methods of Mathematical Physics,” Vol. 1, Wiley 
(Interscience), New York, 1943. 
5. M. A. HANSON, On sufficiency of the Kuhn-Tucker conditions, J. Math. Anal. Appl. 80 
(1981), 545-550. 
6. B. MOND AND M. A. HANSON, On duality with generalized convexity, Math. Oper. Forsch. 
Stafist. Ser. Opfim. 15, No. 2 (1984), 313-317. 
7. B. MOND AND M. A. HANSON, Duality for variational problems, J. Math. Anal. Appl. 18 
(1967) 355-364. 
8. F. A. VALENTINE, The problem of Lagrange with differentiable inequalities as added side 
conditions, in “Contributions to the Calculus of Variations 1933-37,” pp. 407-448, Univ. of 
Chicago Press, Chicago, 1937. 
