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In this paper we shall determine the minimal number of comparisons 
required for the solution of the minimal path problem in the general directed 
acyclic graph with labelled edges. The main result of this paper, Theorem 2, 
shows that the dynamic programming method [l] yields an algorithm for the 
solution of the considered problem, which requires minimum number of 
comparisons. The results of this paper generalize Theorem 5 of [Z]. The 
main results of [2] are summarized in [3]. 
I. PRELIMINARY DEFINITIONS AND LEMMAS 
1. We shall deal with a finite acyclic directed graph G = (X, U), where X 
is arbitrary nonempty and finite set, UC X x X, and where the following 
assumption is made: If 
(X1,X2)EU&(X~,Xg)EU&...&(X~-~,Xli)EU, (k 3 11, 
then 
XT f xs if l<r<s<k. (1) 
It follows especially from (1) that (x, x) # U if x E X. Elements of X are 
called nodes, elements of U edges. 
2. A network is the ordered pair N(X) = (G, X), where h is a real-valued 
function defined for (x, y) E U. Thus, with each edge (x, y) E U a real num- 
ber h(x, y) is associated, called label of the edge. The function X is called 
edge-labelZing of N(A). 
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3. The class of all networks No\), where G is fixed, and X varies arbitrar- 
ily, is denoted by 92, and called general network. 
4, Let us introduce the following mappings r and r-r of X into the set 
of all subsets of X (cf. [4]): 
~~=~Y~x/(~,Y)~~~, r-1x = {x E x / (z, x) E U} for XEX. 
It follows immediately from the above definition that 
y E rx e x E Ply. 
5. A sequence xi , x2 ,..., xk , k > 1, is called path in G, respectively, in 
N(X), respectively, in ‘%, and denoted by P(xi , x, ,..., xk) if xi+r E I’xj for 
j = 1, 2,..., k - 1. The path P(xl , x2 ,..., xI;) is called triviaal if k = 1, 
otherwise, nontrivial. 
6. Let us put 
x0 = {x E x 1 r-lx = $1 and x,={~Ex~~~=~~. 
The following simple lemma holds: 
LEMMA 1. For every x, x E X, there exists a path P(xl ,..., xt) such that 
x1 E X, xK E X, , and x E {x1 ,..., x~}. 
The proof follows immediately from the assumption (1) and from that of 
finiteness of G. It follows especially from the Lemma 1 that X0 # # and 
xt? ++ 
7. For each x E X we put B(x) for the set of all paths P(x, , x2 ,..., xk) 
such that xi E X,, and xk = x. 
8. With each path P(xl , x2 ,..., x~) we associate the number 
-qXl , x2 ,a**, 
df k-1 
xk) = c h(xj 9 xj+l), 
i=l 
called length of P(xl , x, ,..., xk). For k = 1 put L(x,) = 0. Now, we are able 
to introduce the following minimal path problems: 
PROBLEM A. It is to determine a path P(xl , x, ,..., x~) in N(h) such that 
q% , x2 >-**, xk) is minimal 
subject to xi E X0 and xk E X, . 
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PROBLEM B. For each x E X determine a path P(yr(x),..., yr(x)) such that 
L(y,(x),..., yr(x)) is minimal 
subject to 
p(Yl(+.., Y&4) E Jqx). 
9. In the next paragraph we review two well-known algorithms for the 
solution of Problems A and B, respectively. For the application of the algo- 
rithms, we need that the set X to be ordered in an appropriate way, as shown 
in the following lemma: 
LEMMA 2. Thme exists an ordering x1 , x2 ,..., xCard(x) of X such that 
r-lx, c {Xl , x2 ,..., X,-l} for 1 < p < card(X), (2) 
especially F-lx, = I$. 
Proof. Induction: (i) First, let us order the nodes of X0 arbitrarily, and 
put pa = card(X,). Then (2) holds for any p, where 1 < p < pO . (ii) Let us 
assume that (2) holds for any p, with 1 < p < p,, , where p,, > 1. If 
pO = card(X), the proof is accomplished, or else if pa < card(X), we choose 
an arbitrary node y,, such that yO E X - {x1 , xa ,..., xpO}. If r-lyO C (xr ,..., x,J}, 
we Put xq)+1 =Yo, or else if r-lye @ {x1 ,..., x0,}, we choose a new node yi , 
with yr E r-lye - {x1 ,..., xpO), and repeat the checking r-‘y, C (xi ,..., x$}, 
etc. In this way, a sequence 
Yo ? Yl I Yz 9”‘) Y* 1.‘. (3) 
is generated such thaty,,, E p-ryO - {x1 ,..., xP,,. It follows from the assump- 
tion concerning the finiteness and acyclicity of G that the sequence (3) is 
finite. Hence, denoting the last element in (3) by yS , we can find a node x* 
such that 
x* E r-lys - {Xl , x2 ,..., x,,} and r-lx” c (Xl ) x2 )...) x&J. 
Hence, by putting 3~,,+~ = x*, we accomplish the induction proof. 
In fact, we have in the proof of the Lemma 2 an algorithm for the deter- 
mination a SeqUenCe x1 , xa ,..., Xcmd(x) , satisfying (2). In the sequel we 
assume that the sequence (2) is determined. 
II. ALGORITHMS FOR PROBLEMS A AND B 
Now, we are going to describe the following algorithm for the solution of 
the Problem B: 
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Algorithm for Problem B 
Let us put M(x) = minL(x, ,..., x1) s.t. P(q ,..., x1) E B(x). In the algo- 
rithm the values M(x) and the corresponding minimal paths are computed 
recursively accordingly to the ordering (2) of X as follows: 
(i) Put M(x) = 0 f or x E X0 . P(x) is the only and, therefore, the minimal 
path of B(x) if x E X,, . 
(ii) Let us assume that M(x) has been determined for x E {x1 , x2 ,..., x,,}, 
where p,, < card(X), and let P(y,(x),..., y,&x)) be a path of B(x) such that 
~(YdX), Y2M***> YdX)) = Jw for x E {Xl > x2 ,*--, %,>, 
i.e., P(~dx), YEW,-.-, yd x 1) is a minimal path in B(x). We compute 
and choose a node x* such that 
x* E r-lxoo+l and wx*1 + x(x*, x0,+1) = w%o+J. 
Then P(y,(x*),..., yl(r*)(~*), xp,+J is a minimal path in B(x,~+,). 
Algorithm for Problem A 
This algorithm consists of the algorithm for Problem B which determines 
the values M(x) for x E X, , and the corresponding minimal paths 
P(yl(x),..., yl(,)(x)) E B(x). After it, we choose x* such that x* E X, , and 
min{M(x) 1 x E X,} ifX,nX,==+ 
M(x*) = lmin@, min{M(x) 1 x E X, - X0}} if X0 n X8 f C$ I ’ (5) 
Then f’(y&*),..., Y~(~&*)> is a minimal path according to Problem A. 
III. MINIMALPATHPROBLEMIN~.CLASSOFLINEAR-SEPARATINGALCORITHMS 
We shall refer to the algorithm for Problem A and B as to the algorithm A 
and algorithm B, respectively. Algorithms A and B were introduced for the 
network N(h), where X is an arbitrary but fixed edge-labelling. If X varies 
arbitrarily, we obtain in a natural way from algorithms A and B certain 
algorithms for the solution of the Problem A, respectively, B for arbitrary 
edge-labelling /\. The consideration of the minimal path problem in W instead 
of N(h) corresponds to the case when the minimal path problem must be 
solved several times-in the same graph G but for different edge labellings h. 
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This remark justifies the assumption of the paragraph I, in accordance to 
which the ordering x1 ,..., &,,d(x) satisfying (2) is assumed to be determined 
a priori, because the ordering under consideration does not depend on h. 
From the intuitive point of view, both algorithms can be considered as 
certain decision procedures, in which there are computed the values of 
certain linear forms of X(X, y), the edge-labels h(x, y) are considered as, 
variables, and the values of the linear forms are compared with zero. Further 
let us notice that the coefficients of the linear forms under consideration are 
integers. 
Now, we are going to introduce a certain formal class of algorithms, called 
Linear-Separating Algorithms, briefly LS algorithms, which formalize the 
intuitive concept of any algorithm, having additions, subtractions, and com- 
parisons for elementary acts, cf. [2]. 
First, let us put 
n = {(q? Y)) I - a < q-T Y) < + Qz ((x7 Y) E VI 
i.e., fl is the set of all vectors-labellings (h(x, y)), hence, fl is a Euclidean 
space, having dimension card(U). 
DEFINITION 1. An LS algorithm T, over d, is a finite, rooted, trichotomic 
tree with labelled vertices and labelled edges, where T has the following 
properties: 
(a) The set of all vertices V is partitioned into three disjoint subsets, 
V = {q,} u Vi u V, , where u,, is called root, vertices of Vi are called inner 
vertices and vertices of V, end vertices. 
(b) Each vertex u E {o,,} u Vi is initial vertex of three different directed 
edges denoted by (u, q(u)), (u, a,(u)), and (u, ~-r(u)). 
(c) Each vertex u E Vi u V, is a second vertex of exactly one directed 
edge (444. 
(d) There are no further edges in T besides those occuring in (b) or (c). 
Let us put E for the set of all edges in T. With each edge (u, V) E E a number 
sign(u, V) is associated in the algorithm as follows: 
sign(u, v) = j (j E {- 1, 0, I)), 
if (24, V) = (24, q(U)) in accordance with (b). 
(e) With each vertex v E (w,,) u Vi , a linear form of h(x, y) 
L?,(A) = c c&T Y> * %% Y) 
(X.YwJ 
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is associated such that 
C I C&G r>l > 0 
h.Y)EU 
and 4x, r> 
are integers. The definition of LS algorithm is accomplished. 
Now, for each end vertex v E V there exists a unique sequence of vertices 
*o 9 cur ,..., vk = v such that 
(vj , vi+J E E for j = 0, l,..., k - 1. 
The sequence v. , vr ,..., vk = v will be called branch. Let us put 
fl(v) = {(h(x, y)) E A 1 sign(8,j(h)) = sign(vj , vi+r) (0 < j < K - l)}. 
In this way, with each LS algorithm a decomposition {n(v) / v E V,} of /l 
is associated, i.e., 
A = u A(v) 
WV, 
and A(*‘) 17 A(*“) = 4 if 21’ # v”. 
DEFINITION 2. The end vertex v, v E V, , is called proper, if (I(v) # 4. 
In the next definition, we introduce two complexity indices of T, which are 
related to the number of comparisons required in T. 
DEFINITION 3. C,(T) is the length, i.e., the number of vertices minus one, 
of the longest branch in T, and C,(T) is the length of the shortest proper 
branch in T. 
Now, we are going to associate the concept of LS algorithm with the Pro- 
blems A and B. First, let us put !RZA for the set of all paths P(,xr , x2 ,..., xk) 
in ‘8, such that x1 E X0 and xk E X, , i.e., 
and ‘%a for the direct product of the sets B(x), i.e., 
iRB = x B(x). 
XGX 
DEFINITION 4. An LS algorithm for the solution of Problem A, briefly, 
LS algorithm A, is the ordered pair (T, D), where T is an LS algorithm and 
@ is a mapping of V, into %A such that the following condition is fulfilled: 
If 
v E v, & @(v) = P(xlp), xp ,..., +&,, 
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then 
(h(x, r)) E (1(w) 3 L(xF’, x:‘,..., 3$&j) = min{l(x, ,..., XJ 1 P(x, ,..., x,) E sA}. 
The complexity indeces of (T, @) are introduced as follows: 
C,(T, 0) = C,(T) (j = 1,2). 
DEFINITION 5. An LS algorithm for the solution of problem B, briefly, 
LS algorithm B, is the ordered pair (T, U), where T is an LS algorithm and 
Y is a mapping of V, into ‘31ZB such that the following condition is fulfilled: 
If 
then 
(A(& y)) E A(w) - vx E x(L(x~ci”)(x),..., x~;z)(x)) 
= min(~(~l(x),..., q&)) I fkt4,..., w&)) E W#. 
The indices of complexity are introduced as follows: 
c-j@+, Y) = C,(T). 
The LS algorithms A and B can be interpreted in the following way: 
(i) In the algorithm certain linear forms of X(x, y) are computed, using 
finite number of additions and subtractions. 
(ii) The values of the linear forms are compared with zero, and the pos- 
sible way of continuation of the computational procedure depends in each 
step on the result of such a comparison: Is the compared value either positive 
or zero or negative ? 
(iii) After a finite number of comparisons, an end vertex ZJ (w E V,) is 
reached in the algorithm. Then the label Q(v) ~83~ , respectively, Y(v) ~83~ 
associated with the considered end vertex determines the solution to Prob- 
lems A, respectively, B. 
IV. COMPLEXITY OF ALGORITHMS A AND B 
First, we are going to show that the algorithms A, respectively B can be 
naturally regarded as certain LS algorithms for Problem A and B, respec- 
tively. In fact, neither algorithm A nor algorithm B have been determined 
uniquely in the paragraph II; that is, there exists a set of LS algorithms 
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which correspond to them. In order to make the description unique, formula 
(4) occurring in algorithm B must be replaced e.g. by the following series of 
steps: 
Check nodes x, in the order for p = 1,2,..., p. , and compute, successively, 
the values M, (p = 1,2 ,..., p,,), where 
j,,f 
1 
= Mh) + 8% 3 %,+I) 
I 
if %E r+Go+l 
+m if Xl e r-1xpo+l 
and 
M(x,+d + 4x,+1 3 x,,+d 
J&+1 = 
M!? 
At last, put 
if x,+1 E r-k,,+1 & M(x,+d 
+ w,+1 3 %,+1) < % 
otherwise. 
Besides the latter specification, formula (5) occuring in the description of 
algorithm A must be replaced, e.g., by the following series of steps: Check the 
vertices x,, according to their order p = 1,2,..., card(X) and for each p 
compute the values N, , where 
N 
I 
M(x,+d if (x+-+~ E & - X0> & W(x,+d < NJ 
o+l 
= 
No otherwise 
for p = 1, 2,..., card(X) - 1 and put 
The algorithms A and B after the mentioned unicity restriction can be 
obviously described formally as certain LS algorithms for Problems A and B, 
respectively; let us denote them by (TA , (DA) and by (Ts , !FJ, respectively. 
In the following theorem, the complexity of (T, , @,,J and (TB , Yn) is 
established. 
THEOREM 1. 
(a) G(TA, @A = GOA , @A) 
= card(U) - card(X - (X,, U X,)) - 1 + E, 
710 
where 
MORkVEK 
I.e., 
(b) 
Proof. 
I 
1 if 
E= xllnxe zd 
0 if X0 n 4 = 4, 
E = sign(card(XO n X,)). 
C,(T, , Yn) = C,(T, , YJ = card(U) - card(X - X,,). 
First, let us prove part (b) of the theorem. In order to compute 
M(x) in accordance with formula (4), card(r-lx) - 1 comparisons are 
required. Thus, the total number of comparisons required by the algorithm 
VB, YB) is 
c [card(r-lx) - 11 
3%X-X, 
= (~~‘Wx 
0 
card(r%)) - card(X - X0) 
= (,Fx 
II 
CaNy, 4 E U I Y E r-“-4) - card@ - X0) 
= card (zExU_, {(Y, 4 E U I Y E r-W) - card(X - X0> 
= card(U) - card(X - X,,) 
which accomplishes the proof of part (b). 
The algorithm for Problem A consists of algorithm B, requiring 
card(U) - card(X - X,,) comparisons, and of the determination of the 
value M(x*) in accordance with formula (5), requiring additionally, 
card(X, - X0) - 1 + E comparisons, where E = sign(card(X,, n X,)). Thus, 
the total number of comparisons required by algorithm A is 
card(U) - card(X - X,,) + card(X, - X0) - 1 + E 
= card(U) - card(X - (X0 u X,)) - 1 + E. 
V. COMPLEXITY OF MINIMAL PATH PROBLEMS A AND B IN $I 
In this paragraph we shall establish the optimality of the algorithms 
(TA , QpA) and (TB , Yn) in the class of all LS algorithms for the considered 
minimal path Problems A and B, where the expression optimaZity means the 
minimal requirements on the number of comparisons. 
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THEOREM 2. (a) For any LS algorithm (T, @) for Problem A it holds that 
C,(T, @) > Cs(T, 0) 3 card(U) - card(X - (X,-, u X,)) - 1 + E, 
where 
E = sign(card(X,, n X,.)). 
(b) For any LS algorithm (T, Y) for Problem B, it holds that 
C,(T, Y) 3 C,(T, Y) 3 card(U) - card(X - X0). 
Proof. First, let us prove (b). The inequality C,(T, Y) > Ca(??, Y) 
follows immediately from Definition 3. Now, let V(O) be a proper end vertex 
in (‘j?, Y). It follows from Definition 5 that ~J(O) is labelled by a family of paths 
Y@(O)) = (P(xl”‘(x), x!‘(x),..., X$.)(X))) x EX, 
where 
P(xl”‘(x), x!‘(x) >*-*, &(x>> E B(x), XEX 
such that if (h(x, y)) E cl(a(O)), then 
L(xP’(x) ,***, x2&>> G -qXl(X)YV Xl(dF)(X)) (6) 
for any P(xl(x),..., x1(&x)) E B(x) and x E X. 
Thus, (6) is a system of linear inequalities for h(x, y) which can be rewritten 
in the extended form as follows: 
(6’) 
Let us denote the set of all solutions of (6’) by K. Now, K and /l(w(O)) are 
certain convex polyhedral cones in /11 and 
+ f A(d”‘) C K. 
We obtain from the latter relation 
and, finally, 
K* C (A(v’O’))* 
dim(K*) < dim((A(o@J)))*), (7) 
1 We consider the concept of convex polyhedral cone, which differs slightly from 
the usual one. In accordance with the usual definition, a convex polyhedral cone is a 
closed set. In our case this is true for K but not for A(@)), in general. 
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where K* and (/l(v@)))* denote the polar cones corresponding to K and 
/I(v(O)), respectively, cf. [5]. Let vo, z~i ,..., ~~~~~ = V(O) be the branch in 
(?!‘, u’) which corresponds to g CO). It follows from the definition of /l(~(~‘) 
that dim((Jv(O)))*) .< r(O), hence, 
dim(K*) < r(O) (8) 
because of (7). Now, we are going to estimate dim(K*). Let us write the 
system (6) as 
A. A < 0, 
where h = (X(x, y)) is the vector having the coordinates X(x, y) ((x, y) E U) 
and A is a certain matrix. It follows from the Lemma of Farkas [5] that 
K* ={p(3~[$= rcT. A&T 3 0]}, 
where P = WA Y)) is a column vector having the coordinates ~(x, y) for 
(x, y) E U, 7 is a column vector having the coordinates ~(xr(x),..., x1(x)) for 
P(Xl(~),..., x6(x)) E B(x), x E X, and the superscript ‘..* denotes the opera- 
tion of transposition. Hence, we have 
dim(K*) = rank(A). (9 
The columns of A are in a one-to-one correspondence to the edges (x, y) E U 
[in accordance with (611. Let us cancel those columns of A which correspond 
to the edges (x$!+~(z+ ~$5, (x)) for x E X - X0 (the end nodes of the con- 
sidered edge are the two last nodes lying on the path P(xi”)(x),..., .$&(x))). 
Let us denote by A the matrix resulting after the mentioned reduction of A. 
The number of columns of A is 
card(U) - card@ - X0). 
Next, we are going to show that the columns of A are linearly independent, 
I.e., 
rank(A) = card(U) - card(X - X0). 
In order to prove it, we shall investigate the following system of linear 
equations for h(x, y): 
7&!-l Z(2)-1 
j; ~(4%)~ &(4, = ,; h(x,(x), xt+l(x)) (10) 
and 
(W,(x),..., W.)(X)) E B(x), x E Xl, 
~(&c)-l > 4%) = 0 (x E x - A-,). 
(11) 
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We shall prove that the system (lo), (11) has only the trivial solution 
h(x, y) = O((x, y) E U). Indeed, from (11) we have the following statement: 
For every x (x E X), there exists a path P&(x), ys(x),..., y,,(,)(x)) E B(x) 
such that 
m(z)-1 
z1 4Yic4 Yi+1(4) = 0, (12) 
Thus, it follows by combining (10) and (12) that 
k(x)-1 
c X(x,!o'(x), x~&)) = 0. W) 
j=l 
But from (10) and (lo’), we have 
Now, we are able to prove that h(x, y) = 0 for (x, y) E U. Let us consider a 
path P(xr ,..., x,) E B(x) and the corresponding path P(xl , xs ,..., x, , y) E B(x). 
We have from (10): 
Thus, the system of linear homogeneous Eqs. (10) and (11) has only 
trivial solution, hence, rank(A) = card(U) - card(X - X0). As A is sub- 
matrix of A, we have in accordance with (8) and (9) 
r(O) > dim(K*) = rank(A) > rank(A) = card(U) - card(X - X0). 
But r(O) is the length of the branch corresponding to an arbitrary proper end 
vertex v(O) (v(O) eve); hence, 
C,( T’, 9 = min ~(0) > card(U) - card(X - X0), 
which accomplishes the proof of part (b). 
As the proof of the part (a) is analogous, we shall proceed more quickly. 
Instead of the inequality (9), we have 
dim(R*) < Y(O), (12) 
714 MOtiVEK 
where I? is the convex polyhedral cone defined by the system of linear 
inequalities 
7Jhl 
,F; A(xz!o), xz!$l> < '2' h(xj , Xj+l), 
j=l 
(13) 
where P(x:“, xk’),..., x$!,) is a fixed path of sA , and P(xl , x2 ,..., xk) denotes 
arbitrary path of ‘%, . [System (13) describes the necessary and sufficient 
condition for P(x:“, xi’),..., x$$) to be minimal]. Similarly as in the proof of 
the part (b), system (13) can be written as 
B . A < 0, 
where B denotes the corresponding matrix and 
dim(fi*) = rank(B). 
Further, we notice that the columns of B are in a one-to-one correspondence 
to the edges of G, and delete the columns of B which correspond to the edges 
(xi”‘, x$) (i = 2,..., k(O) - l), lying on the path P(x:‘), xi’),..., a$%), and 
further for each x, with x E X - ({xi”,..., x~&-,} u X0 u X,), we choose 
exactly one edge (x, y(x)) E U and delete the corresponding column of B. 
Finally, the column corresponding to the edge (xi’), xi’)) shall be deleted if, 
and only if, X0 n X, = #J. The number of deleted columns is 
k(O) - 2 + card(X) - card({xF),..., x~~~~-J u X0 u XJ + 1 - E 
= card(X - (X0 u X,)) + 1 - E, 
where E = sign[card(X, n X,)]. H ence, the matrix B resulting from B by 
the described reduction contains 
card(U) - card(X - (X0 u X,)) - 1 + E 
columns. 
Next, we are going to show that the columns of B are linearly independent, 
i.e., the system of linear homogenous Eqs. (14)-(17) 
k(o)-1 
c qxp, x$) = kyh(xj ,Xj+1) 
i=l j=l 
h(xjy x$) = 0 (i = 2,..., k(O) - 1) (15) 
h(xF’, a$‘) = 0 if x0 n x, = + (16) 
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and 
X(x, y(x)) = 0 (x E x - (X0 u xe u {x$..., g%>,, (17) 
has only trivial solution A(x, y) = O((x, r) E U). First, let us notice that 
(18) 
follows from (14)-( 17). Indeed, the latter equation follows by substituting (15) 
and (16) into (14), if X0 n X, = 4; o th erwise, if X0 n X, # 4 then there 
exists an 2 such that 2 E X0 n X, . Hence, P(g) E%~ , and we obtain 
from (14) 
kb-1 
,F; A(@), xf$) = L(9) = 0, 
which is (18). Now, it follows from (18) and (14) that 
k-l 
and we have to prove that the system (14’), (15)-(17) has only trivial solution. 
We shall put 
xj+l={XEX-(xOu -*uxj)~P1xcx,ux,u***uxj} (19) 
forj = 0, l,..., and prove the following statement by the complete induction 
for j = 0, l,...: 
xx, Y) = 0 if (x,~)~Un[(Xou-uXj)xX~+,]. (20) 
(i) Consider an arbitrary edge (x’, x”) E U n (X, x X1). In accordance 
with (17), there exists a path P(x, , x2 ,..., x9) such that x1 = x’, x, = x”, 
x3 = Y(%L xj = y(x,J (for j = 3,4 ,..., A), xk E X, and h(xj , xj+J = 0 
for j = 2 ,..., k - 1. Hence, we obtain from (14) h(x’, x”) = 0. 
(ii) Let us assume that (20) is true for j = 0, I,..., j,, - 1, where j, > 1, 
and consider arbitrary (x, y), 
(x, JJ) E U n [(X0 u Xl u ... u X,,) x X,,,,]. 
It follows from the Lemma 1, (17), (19) for j ==& + 1, and (20) for 
j = 0, l,..., j,, - 1 that a path P(xr ,x2 ,..., xl) E’%~ exists such that: 
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(1) xi = x, xi+i = y for certain i (1 < i < 1 - 1) 
(2) x,+~ = y(x,) (I = i + l,..., I - 1) 
(3) h(x, , x,,~) = 0 (Y = i + l,..., 1 - 1) 
and 
(4) h(x? , x,+~) = 0 (Y = 1,2 ,..., i - 1). 
Hence, we obtain from (14’) 
1-l 
= $6 Y), 
which accomplishes the induction proof. 
AS 
u [Un((X,u ..a U Xj) X Xj+J] = U 
j=O.l.... 
we obtain from (20) that h(x, y) = 0 for all (x, y) E U. Thus, the system of 
linear homogenous Eqs. (14), (15), (16), and (17) has only trivial solution and 
we have from (12) 
~(0) > dim(&*) = rank(B) > rank(B) 
= card(U) - card(X - (X0 u X,)) - 1 + e. 
As r(O) denotes the length of the branch corresponding to an arbitrarily 
chosen proper end vertex v(O) in the algorithm (T , @), we have 
G(T, 0) = min ~(0) > card(U) - card(X - (X0 u X,)) - 1 + E, 
where 
E = sign(card(X, n X,)). 
The proof of the Theorem 2 is accomplished. 
VI. CONCLUDING REMARKS AND UNSOLVED PROBLEMS 
(1) All results of this paper remain obviously valid when the maximal 
path problem is considered instead of the minimal one. The maximal path 
problem occurs, e.g., in the network planning and scheduling methods (see, 
e.g. PA). 
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(2) In the proof of the Theorem 2, we have established the inequalities 
rank(A) > card(U) - card(X - X,,) 
and 
rank(B) > card(U) - card(X - (X,, u X,)) - 1 + E. 
In fact, it holds 
and 
rank(A) = card(U) - card(X - X0) 
rank(B) = card(U) - card(X - (X0 u X,)) - 1 + E, 
which follows, e.g., from the fact that the lower bounds established in the 
Theorem 2 are exact (see Theorem 1 of the present paper). 
(3) PROBLEM 1. It is to find all LS algorithms for Problem A, which 
realize the lower bound of the Theorem 2, part (a), i.e., optimal algorithms A. 
(4) PROBLEM 2. It is to find all LS algorithms for Problem B, which 
realize the lower bound of the Theorem 2, part (b). The author conjectures 
that there exists no optimal LS algorithm B which would be considerably 
d#eerent from the dynamic programming algorithm (TB , U,). 
(5) PROBLEM 3. It would be interesting to obtain estimations of the 
number of additive operations required for the solution of Problems A 
and B in the class of all LS algorithms. 
(6) PROBLEM 4. It is to investigate the complexity of the minimal path 
Problems A and B in the more general class of algorithms, having additions, 
subtractions, multiplications, divisions, and comparisons for elementary acts. 
REFERENCES 
1. R. BELLMAN, “Dynamic Programming,” Princeton Univ. Press, Princeton, N. J. 
1957. 
2. J. MOR~~VEK, On the Complexity of Discrete Programming Problems, Apl. Mutema- 
thy, Prague, Vol. 14 (1969), Number 6. 
3. J. MORAVEK, “tfber die algorithmische Komplexitgt des Problems der diskreten 
Optimierung” (invited paper), 12th International Scientific Colloquy, TH Ilmenau, 
Germany, 1967. 
4. C. BERGE, “ThBorie des Graphes et ses Applications,” Dunod, Paris, 1968. 
5. A. J. GOLDMAN AND A. W. TUCKER, “Polyhedral Convex Cones,” (“Linear Inequa- 
lities and Related Systems,” Edited by H. W. Kuhn and A. W. Tucker, Princeton 
Univ. Press, Princeton, N. J. 1956). 
6. A. KAUFMANN AND G. DESBAZEILLE, “La Methode de ChCmin Critique,” Dunod, 
Paris, 1969. 
