ABstRACt. Spectral counting is a strategy to quantify relative protein concentrations in pre-digested protein mixtures analyzed by liquid chromatography online with tandem mass spectrometry. In the present study, we used combinations of normalization and statistical (feature selection) methods on spectral counting data to verify whether we could pinpoint which and how many proteins were differentially expressed when comparing complex protein mixtures. These combinations were evaluated on real, but controlled, experiments (yeast lysates were spiked with protein markers at different concentrations to simulate differences), which were therefore verifiable. The following normalization methods were applied: total signal, Z-normalization, hybrid normalization, and log preprocessing. The feature selection methods were: the Golub index, the Student t-test, a strategy based on the weighting used in a forward-support vector machine (SVM-F) model, and SVM recursive feature elimi-
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In the present study, we analyzed how well selected univariate and multivariate statistical/pattern recognition approaches can pinpoint protein markers, added at different concentrations to complex protein mixtures (yeast lysates), using spectral counting data. Different combinations of normalization/feature selection methods were applied and the combination that performed best on our dataset was identified by means of two approaches. The first ranked each protein by a statistical score according to which spiked markers were expected to rank highest. The second method relied on the SVM leave-one-out (LOO) cross-validation and the VapnikChervonenkis (VC) confidence; briefly, these are quantifiers that allow the estimation of how well a classifier is to categorize unseen samples (Vapnik, 1995) .
ExPERImEntAl mudPIt spectral count acquisition from yeast lysate with spiked proteins
Four aliquots of 400 μg of a soluble yeast total cell lysate were mixed with Bio-Rad SDS-PAGE low-range weight standards containing phosphorylase b, serum albumin, ovalbumin, lysozyme, carbonic anhydrase, and trypsin inhibitor at relative levels of 25, 2.5, 1.25, and 0.25% of the final mixtures' total weight, respectively. Each sample was sequentially digested, under the same conditions, with endoproteinase Lys-C and trypsin (Washburn et al., 2001) . Approximately 70 μg of the digested peptide mixture was loaded onto a biphasic (strong cation exchange/reversed phase) capillary column and washed with a buffer containing 5% acetonitrile, 0.1% formic acid diluted in DDI water. The two-dimensional LC (LC/LC) separation and tandem MS (MS/MS) conditions were as described by Washburn et al. (2001) . The flow rate at the tip of the biphasic column was 300 nL/min when the mobile phase composition was 95% H 2 O, 5% acetonitrile, and 0.1% formic acid. The ion trap MS, Finnigan LCQ Deca (Thermo Electron, Woburn, MA, USA), was set to the data-dependent acquisition mode with dynamic exclusion turned on. One MS survey scan was followed by four MS/MS scans. Each aliquot of the digested yeast cell lysate was analyzed three times. The data sets were searched using a modified version of the Pep_Prob algorithm (Sadygov and Yates III, 2003 ) against a database combining yeast and human protein sequences, and the results were post-processed by DTASelect (Tabb et al., 2002) . The sequences of the added markers and some common protein contaminants (e.g., keratin) were added to the database.
Generation of the three testing conditions
All computations in this study were performed using PatternLab for proteomics, available at http://pcarvalho.com/patternlab for academic use; its source code is also available upon request.
Firstly, PatternLab generated an index file listing all the proteins (features) identified in all the MudPIT assays. This index assigns a unique protein index number (PIN) to each feature. Secondly, all experimental data from the DTASelect files were combined into a single sparse matrix; this format is more suitable for feature selection. Each row of this matrix is relative to one MudPIT assay and gives the spectral count identified for each PIN in that assay.
Thus, for example, the row "1:3 2:5 3:6" specifies an assay having spectral count values of 3, 5, and 6 for PINs 1, 2, and 3, respectively; all other PINs are understood to have a value of 0. The sparse matrix generated for this study had 15 rows, obtained from 15 MudPIT runs with different percentages of protein markers added to the yeast lysate (4 runs with added markers representing 25% of the total protein content, 4 with 2.5%, 3 with 1.25%, and 4 with 0.25%). We note that each row had approximately 1200 PINs and a total of 2181 PINs were detected among all 15 rows, showing that many proteins were not identified in all runs.
Three testing datasets were then generated using the matrix, each one being identical to all others except for a class label introduced before each row. In the first test set (TSet1), the rows originating from the 25% protein spiking were labeled as +1 (positive) and all the others -1 (negative). In the second test set (TSet2), the 25% and the 2.5% matrix rows were labeled as +1 and the rest as -1. In the third (TSet3), the rows resulting from the 0.25% spiking were labeled as -1, the others as +1. The aim of such class labeling was to create 3 testing conditions for us to later compare the positively and negatively labeled rows in each testing dataset and verify whether the added proteins having different concentrations could be pinpointed. Figure 1 summarizes our methodology. 
CAlCulAtIon normalization methods evaluated in this study
For this study, we evaluated the following normalization strategies: total signal (TS), Z-normalization (Z), a hybrid normalization obtained by TS followed by Z (TS→Z), and log preprocessing.
normalization by total spectral counting (total signal or ts)
Let SC ji be the spectral count associated with PIN i in row j. The total spectral count (TSC) of row j is
The normalization by TS of row j is obtained by performing (Equation 2) for all i.
Z-normalization
The Z-normalization has been widely adopted in microarray studies (Cheadle et al., 2003) . For PIN i, let µ i be the mean SC ji over all j, and similarly σ i the standard deviation. Normalization is achieved by performing (Equation 3) for all j. The mean of the resulting SC ji over all j is then zero and the standard deviation is 1. We note that Z is carried out over each matrix column while TS is performed on each matrix row.
Hybrid normalization (ts→Z)
This is obtained by TS followed by Z.
log preprocessing
Taking the logarithm of the spectral count, data were also evaluated as a preprocessing step before the above normalization steps:
Our aim was to increase the signal of the PINs with low spectral counts with respect to the "highly abundant" PINs.
Feature selection/ranking methods evaluated in this study
For this study, we evaluated the Golub correlation coefficient, the Student t-test, a method we call forward-SVM (SVM-F), and SVM-RFE. All computations were carried out using PatternLab.
Golub index
For PIN i, the Golub index (GI; Golub et al., 1999 ) is defined by
where are the means and standard deviations of the data in column i restricted to the positive (+) or negative (-) class. The larger a positive GI i the stronger the PIN's correlation will be with the positive class, whereas the smaller a negative GI i the stronger the correlation with the negative class. For our goal of feature ranking, we simply took absolute values.
student t-test
The score used for the Student t-test is given by (Equation 6) where each n i is of the number of samples restricted to column i and to the positive (+) or negative (-) class, and each s i is the corresponding variance. For our goal of feature ranking, we simply took absolute values.
support vector machine
SVMs constitute a supervised learning method based on statistical learning theory and the principle of structural risk minimization (Vapnik, 1995) . SVMs have been successfully used in a number of bioinformatics applications, including the prediction of protein folds (Saha and Raghava, 2006) , siRNA functionality (Teramoto et al., 2005) , rRNA, DNA, and DNA-binding proteins (Yu et al., 2006) , and the prediction of personalized genetic marker panels (Carvalho et al., 2006 ). An SVM model is evaluated using the most informative patterns in the data (the so-called support vectors) and is capable of separating two classes by finding an optimal hyperplane of maximum margin between the corresponding data.
Briefly, in the linearly separable case the SVM approach consists of finding a vector w in the feature space and a scalar b such that the hyperplane 〈w, x〉 + b can be used to decide the class, + or -, of input vector x (respectively if 〈w, x〉 + b ≥ 0 or 〈w, x〉 + b < 0). During the training phase, the model's compromise between the empirical risk and its own complexity (related to its generalization capacity) is controlled by a penalty parameter C, a positive constant. We refer the reader to Vapnik's book for further details of the SVM approach, including how to obtain w and b from the training dataset (Vapnik, 1995) . To carry out SVM modeling, PatternLab makes use of SVMlight (Joachims, 1998) .
sVm-F
SVM-F feature ranking is performed on the SVM model of the whole training set. If w is the corresponding vector in the feature space and w i is the coordinate of w that corresponds to PIN i, then SVM-F ranks features in non-increasing order of w 2 i . Clearly, the lowest ranking PINs influence the hyperplane the least. SVM-F's output consists of the PINs ordered and listed side by side with their ranking scores.
sVm-RFE
SVM-RFE consists of recursively applying SVM-F to a succession of SVM models. The first of these corresponds to the whole training set; for k > 1, the k th SVM model corresponds to the previously used training set after the removal of all entries that refer to the least-ranking PIN (according to SVM-F). The SVM models are then built on successively lower-dimensional spaces. Termination occurs when a desired dimensionality is reached or some other criterion is met. Since features are removed one at a time, an importance ranking can also be established.
Evaluation of combined normalization and feature-ranking methods
Combinations of the methods described were used to verify whether the added proteins could be pinpointed when comparing mixtures spiked with markers at different concentrations. In the ideal case, the four added proteins should achieve the top feature ranks. The ranks of the added proteins are listed in Tables 1 and 2 for the various method combinations and concentration comparisons. We used C = 100 for SVM training, following Guyon et al. (2002) . The tables also show, in each case, a penalty score (Pscore) used to evaluate each method. This score plus one is the logarithm to the base 10 of the summed ranks of the four markers. Clearly, the ideal ranks yield a (minimum) Pscore of 0. Figure 2 plots the performance of each combination of normalization and feature ranking strategy.
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No Log preprocessing The first column lists the added proteins we tracked: phosphorylase b (PHS2), serum albumin (ALB), carbonic anhydrase (CAH), and trypsin inhibitor (ITRA). We give results on three normalization methods, in addition to results on the "unnormalized" data (UD): total signal (TS), Z-normalization (Z) and TS followed by Z. GI, t-test, SVM-F and SVM-RFE stand for Golub's index, Student t-test , forward support vector machine, and SVM-recursive feature elimination, the four feature selection methods. Data are presented for all different test set analyses (refer to the end of the section "Generation of the three testing conditions"). Each number indicates the rank of the protein markers among the various other proteins present in the yeast lysate. To compare the method combinations, we used a penalty score (Pscore) that is calculated as log (sum of the added protein ranks) -1. Here we used 10 as the log's base; thus, for a perfect score the ranks add up to 10 (4 + 3 + 2 + 1) yielding the Pscore as 0. PSum is the sum of the Pscores for a given method and is used to quickly search for which performed best. TSet 1, TSet 2 and TSet 3 are first, second and third test sets, respectively.
P.C. Carvalho et al.
Log preprocessing table 2. Normalization and feature selection results (C = 100) after log preprocessing. For abbreviations, see legend to Table 1 . Log e was used as a preprocessing step before qualifying the feature ranking methods.
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Evaluation of the normalization methods
By using only the spectral counts of the added proteins, SVM models were also calculated varying the C parameter from 2 to 100 with a step of 2 for all normalization methods. The Cs that achieved a minimum LOO error or VC confidence were recorded. In either case, the LOO error, the VC confidence, and the number of support vectors of the model were also recorded (Table 3) . We note that LOO error and VC confidence are respectively ways of measuring a model's empirical risk (the error within the dataset) and how much may be added to that risk as the model is applied to a new dataset (generalization capacity).
The LOO technique consists of removing one example from the training set, computing the decision function with the remaining training data and then testing it on the removed example. In this fashion one tests all examples of the training data and measures the fraction of errors over the total number of training examples.
The model's VC confidence has roots in statistical learning theory (Vapnik, 1995) and is given by (Equation 7) were h is the VC dimension of the model's feature space, l is the number of training samples and 1-η is the probability that the VC confidence is indeed the maximum additional Figure 2 . Sum of penalty scores (Pscores) calculated for each combination of normalization/feature selection method when comparing the different spike concentrations (legend), with (B) and without (A) log preprocessing. Lower bars indicate better performance. The bar heights were limited to 4. We recall that the Pscore is calculated by obtaining the Log 10 of the sum of the ranks and subtracting 1. Note that SVM-F with and without log preprocessing obtains at least one perfect score. UD stands for "unnormalized" data. For abbreviations, see legend to Table 1. error to the empirical risk as new datasets are presented to the model. We used η = 0.05 throughout. We recall that, given an SVM model, the VC dimension is a function of the separating margin between classes and the smallest radius of the hypersphere that encompasses all input vectors. C for min VC and C for min loo represent the C values used during the SVM training that achieved the minimum Vapnik-Chervonenkis (VC) confidence and the minimum leave-one-out (LOO) error, respectively. VC-loo and the mloo are the LOO errors obtained when C for min VC and C for min loo are used during the SVM training phase. VC-Conf-mVC represents the model's VC confidence when the model was trained with C for min loo. VC-loo-sV and the mloo-sV represent the number of support vectors contained in the classification model when trained with C for min VC and C for min loo, respectively. For other abbreviations, see legend to Table 1 .
Predicting how many proteins were added
Feature ranking can be combined with methods that predict how many features are significant. Here, predicting the number of features is equivalent to estimating how many proteins were added. All feature ranking methods we used output a two-column list having features (PINs) ordered by their ranks in the first column and the method's score for each PIN in the second column. The number of added proteins was estimated by locating, in this output list, the two consecutive rows that presented the greatest difference in score values. The number of features was then computed by counting how many features have scores above or equal to this gap's upper limit.
REsults And dIsCussIon
Evaluation of the feature selection/ranking methods
An efficient feature ranking criterion should select the features that best contribute to a learning machine's ability to "separate" data, reduce pattern recognition costs, and make the model less prone to overfitting. Translational studies usually possess a limited number of samples and have high dimensionality (many features), making feature selection and evaluation of the generalization capacity imperative steps. By spiking yeast lysates with proteins and then detecting them, we perform a proof of principle of the potential of using spectral counts and SVMs to identify differences and perform classification in proteomic profiles.
In our hands, for the yeast MudPIT spectral count dataset, both Z-normalization, with and without log preprocessing, and the use of "unnormalized" data with log preprocessing followed by SVM-F achieved a perfect score, pinpointing all added proteins for all configurations over the 10 2 dynamic range tested. These results are shown in Tables 1 and 2 , and Figure 2 . Overall, the greatest difficulties were in locating the added markers in TSet1. We hypothesize that this originates from limitations in both the feature selection methods and the experimental procedure used. From the machine learning perspective, according to Cover and Van Campenhout (1977) , no non-exhaustive sequential feature selection procedure is guaranteed to find the optimal feature subset or list the ordering of the error probabilities. We do not use exhaustive feature searching, since the number of subset possibilities grows exponentially with the number of features; this method quickly becomes unfeasible, even for a moderate number of features. Less abundant proteins are not identified for every MudPIT analysis, generating a bias toward the acquisition of the more abundant peptide ions. Thus, less abundant proteins are identified by fewer peptides, and their identifications can sometimes be suppressed by peptides from more abundant proteins. Liu et al. (2004) addressed the randomness of protein identification by MudPIT for complex mixtures. The rows originating from TSet1 show that fewer PINs were identified during these runs (~800), contrasting with the ~1200 PINs from the other runs. This lack of PINs may have driven the SVM-RFE toward an "undesired direction" while recursively eliminating the features. During the RFE computation and before narrowing down to ~600 features, the weights of the normal vector (w) still included the added proteins among the most important features.
Although we successfully identified the added proteins, we believe our methods could develop into variants that could perform better for datasets of a different nature. The methods we employed are deterministic, in the sense that they quickly narrow down to what may be only locally optimal solutions. The quest for the global optimum in high-dimensional feature spaces still remains a challenge for pattern recognition. Distributed computing, coupled with algorithms that can efficiently rake the feature space (genetic algorithms (Shah and Kusiak, 2004; Link et al., 1999) , swarms (Guo et al., 2004) , etc.), holds promises for proteomics of mining datasets more complex than the ones we addressed.
Evaluation of the normalization methods regarding dataset "separability"
Given that more than one method is able to select the added proteins, which one is best? Since added markers exist in different concentrations in each class and since spectral counts correlate with protein abundance, there should be a linear function capable of separating the input vectors containing only the spectral count information of the added proteins. To further evaluate the generalization capacity of the model, we used the VC confidence.
Both Z and log preprocessed data allowed SVM-F to correctly select the added proteins and yielded a 0% LOO error for all spiking configurations (Table 3 ). VC confidence shows that TSet1 and TSet2 normalized by Z led to a greater capacity than TSet3, thus here the lower concentrations made it harder for Z preprocessing. On the other hand, the log preprocessed data separated better for the lower concentrations, probably because of the nature of the log function which discriminates lower values better than larger values.
In our results, the feature selection methods applied to "unnormalized" data achieved good Pscores. We hypothesize that this happened because the datasets were similar in the sense that the background proteins were technical replicates (thus easily reproducible). Had the yeast proteins been more variable, then it is possible that the normalization methods would become critically important. Further research is needed on this.
Predicting the number of added proteins
Overall, according to our benchmarking strategy, Z-normalization followed by SVM-F was the method that obtained a perfect score for the yeast MudPIT dataset. The method previously described to predict the number of added markers was applied to the Z/SVM-F results, and it correctly identified the number of added markers as being 4 for all three possibilities of spiked-lysate separation (TSet1 through 3).
ConClusIons
In this study, we set out to address the question of whether the data from spectral counts can be normalized and then classified using pattern recognition techniques. The above results indicate that Z followed by SVM-F applied to the yeast MudPIT spectral count dataset is an effective method for finding differences in this type of data. The methodology described was also capable of correctly identifying how many markers were added to the lysate. It is expected that the presented method should perform satisfactorily for other experiments where data are similarly acquired.
The identification of trustworthy marker proteins is not an easy task, since mass spectrometry-based proteomics is still in development and spectral counting effectiveness can vary with the experimental setup, including mass spectrometry type and data-dependent analysis configuration. Here, combinations of normalization and feature selection strategies were validated on a controlled (spiked) but realistic (yeast lysate) experiment, which is therefore verifiable. Our results indicate that even in "simple" scenarios where the spike concentrations can be considered relatively high, the data can still play tricks on well-founded feature selection methods. This is due to the dataset's high dimensionality, sparseness, and lack of a known a priori probability distribution. For even more complex scenarios, the searched markers could be present in extremely low concentrations when compared to the absolute concentrations. One of the existing strategies to reduce complexity is to isolate sub-proteomes; however, these separations are many times not straightforward to be carried out while disturbing protein content only minimally and remain a challenge.
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We have also demonstrated the importance of evaluating computational strategies for proteomics studies to verify which one best suits the experiment at hand before drawing conclusions when dealing with complex datasets. As shown by our results, the application of SVM-RFE in our spectral count yeast dataset could lead to false conclusions. This shows that pattern recognition methods can perform differently with datasets of distinct natures, strengthening the idea that there is no "one suits all" method.
