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RESUMEN.- Estudiamos la existencia y singularidad de soluciones locales
del problema mixto para un sistema de Kirchhoff no lineal.
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mixed problemfor a nonlinear Kirchhoff's system.
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1. INTRODUCCIÓN
Un fenómeno natural importante es el estudio desde el contexto de la Física Relativa de la
interacción de ciertas partículas elementales llamadas mesones en un campo electromágnetico. Un
modelo matemático que describe la interacción de los mesones es el siguiente sistema propuesto
por Segal [10]
{
ulI - Su + a2u + g2v2u = °
VII - ~v + j32v + h2u2v = O
en n x [O, 00 [
en an x [O, 00 [ (1.1 )
donde a y j3 son las masas de los mesones u y V respectivamente, g y h son constantes de interacción
y n es un conjunto abierto de IR3 .
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Muchos autores estudiaron desde diversos puntos de vista el sistema (1.1) Yentre ellos pode-
mos mencionar a Jorgens [2], Makhankov [4] y Medeiros & Perla Menzala [6].
Una generalización posterior de (1.1) es el siguiente sistema de Kirchhoff no lineal
donde M (s) es una función real no negativa de clase Cl para s;;::: 0, O es un conjunto abierto de
IRn; mi' m2, s y p son constantes reales.
Diversos autores investigaron el sistema (1.2) y podemos mencionar algunos de ellos. La
solución global: Medeiros & Milla Miranda [5] usando el método de la energía para
M (s) == I Y c5 = 1;Milla Miranda & Medeiros [7] usando el método del pozo potencial para
M(s) == 1 Y c5 = -1. La solución local: Quispe Méndez [9] usando el método de estimativas de
Tartar para M (s) ;;:::mo > ° y s < O. La singularidad de las soluciones: Carrillo Díaz [1] utilizando
el método de concavidad de Levine para M(s) == 1, p = ° y con energía" inicial no positiva; Quispe
Méndez [9] utilizando el método de concavidad de Levine para M (s) = a + bs" +1 y con energía
inicial no positiva y positiva.
Sea O un conjunto abierto y acotado de IRn con frontera bien regular 00. El sistema (1.2) es
un caso particular del siguiente problema mixto para el sistema de Kirchhoff no lineal
que satisface las condiciones de frontera
u(x, t) = 0, v(x, t) = O en 00 x [O, oo[ (1.4)
y las condiciones iniciales
{
U(X,O)=uo(X), Ut(x,O)=uI(x) en n
v(x, O) = vo(x), VI (x, O) = VI (x) en n (1.5)
donde M(s) es una función real de clase Cl definida en [O,oo[ con M(s);;::: mo > 0, 'lis;;::: O;
j(u,v)=2(p+2)Alau+ftvI2p+2(au+ftv); mO,m¡,m2' a,ft,A,c5 y p son constantes reales.
El problema (1.3) - (1.5) fue estudiado por Li and Tsai [3] para el caso M(s) == 1 Y P = 0,
obteniendo la existencia de la solución local y la singularidad en tiempo finito de las soluciones.
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El propósito del presente trabajo es discutir la existencia y la singularidad en tiempo finito de las
soluciones locales del problema (1.3) - (l.5). En la prueba de existencia, utilizaremos el método de
Galerkin y las estimativas de Tartar, y en la discución de la singularidad, emplearemos resultados de Li
and Tsai [3] con energía inicial E(O) < O, E(O) = O Y E(O) > O.
2. PRELIMINARES
Sea O un conjunto abierto y acotado de ]Rn con frontera bien regular 80. Denotemos el
producto interno y la norma de L 2 (n) y LP (n) con (. , .) y I·ILP (n) , respectivamente, para 1 ~ p ~ co ,
Además a (.,.) y 11.11, denotarán el producto interno y la norma de H¿ (0.), donde
a (u, v) = In Y'u . Y' vdx es la forma de Dirichlet.
Sea X un espacio de Banach, O < T ~ 00 y 1 ~ P ~ oo. Representamos con LP (O, T; X) al
espacio de Banach de las funciones vectoriales u: ]0, T [ ~ X medibles con 11u (t)llx E LP (O, T),
dotados de la norma:
I
lIuIILP(O,T;X) : = ((llu(t)lli dt y, 1 ~ p < 00,
lIuIIL"'(O,T;X) : = sup essllu(t)llx' P = co .
O<I<T
Similarmente cuando 0< T < 00, representamos con eO ([O, T]; X) al espacio de Banach de las
funciones continuas u: [O, T] ~ X, con la norma
También representamos con e~([O, T]; X) al espacio de las funciones débilmente continuas
u:[O,T]~X.
Denotamos u':=u/,u":=ul/ Y u(t):=u(.,t).
Hipótesis:
Supongamos que M(s) es una función real que satisface:
(Hl) M Eel ([O, oo[) Y M(s):?:: mo > 0, '\Is :?:: O rno constante real,
~
(H2) (2 r + 1) M (s) ~ sM (s), 'íjs ~ O,
p+l A rdonde r es una constante real tal que 0< r < -2- con p ~ O, Y M(s) = .b M(~)d~.
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Supongamos que mI , m2 , a, f3 , A Y8 son números reales fijo con A 2 + 82 ;f:. O que satis-
facen:
Lema 2.1 (Li - Tsai [3]). Sea y > ° y sea b (t): IR+ -+ IR+ una función de clase e que satisface
b"(t) - 4(y + 1) b'(t) + 4(y + 1) b(t) ¿ 0, v t ¿ O.
Si b'(O) > r2b(0), entonces b'(t) > 0, '\It > 0, donde r2 = 2(y + 1) - 2J (y + 1) Y es la menor
raíz de la ecuación cuadrática r2 - 4(y + 1) r + 4(y + 1) = O.
Lema 2.2. (Li- Tsai [3]). Sea y> O. Si J (t) es una función no creciente en [to, CJJ [ , to ¿ °
y satisface la inecuación diferencial
donde a > ° y b E IR, entonces existe un número real positivo T. tal que lim T _ J (t) = ° yt--+ •
una cota superior de T. puede ser estimada, respectivamente, en los siguientes casos:
(i) Cuando b < ° y J(to) < mín {l, ~},
1 1 [ ~ JT. ~ to + ~ n Ri '
\j-b -ª--J(to)-b
(ii) Cuando b = 0,
(iii) Cuando b » 0,
2+1
donde e = (t) y.
Lema 2.3 (Desigualdad generalizada de Gronwall [8]). Sea f: [0,00 [ -+ [O, CJJ [ continua,
g: ] 0, oo[ -+ ]0, CJJ[ continua y no decreciente y sea C una constante positiva, tal que se satisfa-
ce la desigualdad
f(t) ~ C + 19(f(s»ds, Vt E [O, 00[.
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Entonces
f(t) ~ G-¡ (1;.) < 00, v t E [O, 1;.],
para cualquier número fijo T * < G(oo), donde
~ ds
G(t)= k-' 'í!tE[C,OO[.
g(s)
Más aun, si G(oo) = 00, entonces
f(t) sG-¡(t) , v t E [0,00[.
Definición 2.4. Un par de funciones {u, v} es llamada solución del problema (1.3) - (1.5)
sobre [O, T[ si las funciones u, v: O x [O, T [ ~ lR. satisfacen las condiciones (1.4) - (1.5) Y
las igualdades
(u"(t), w) + M (11u (t)1I2) a(u(t), w) + (mfu(t) + ,a!(u(t), v(t»
+ (p + 2) 81 v(t)IP+21 u(t)IP u(t), w) = °
(vl/(t), w) + M(llv(t)112) a(v(t), w) + (miv(t) + fif(u(t), v(t)
+ (p + 2) 51u(t)IP+21 v(t)IP v(t), w) = °
para todo w E HÓ (O), en el sentido de las distribuciones D'(O, T).
3. EXISTENCIA LOCAL
La estrategia para obtener la solución local del problema (1.3) - (1.5) es primero obtener las
soluciones aproximadas del problema dado por el método de Galerkin, después obtener estimativas a
priori por el método de Tartar y finalmente por argumentos de compacidad de Lions, se obtiene la
existencia de soluciones. Para la unicidad de soluciones, se utiliza el método estandar de la energía.
Teorema 3.1 (Solución Local). Si M verifica la hipótesis (Hl ). p ¿ ° para n = 1, 2, P = °
para ¡ n 2n = 3, uo, Vo E n; (O) H (O) y ¡u¡,v¡EHoCO), entonces existe un único
TM, ° < TM S 00 Y una única solución {u, v} del problema (1.3) - (1.5) sobre [O, TM[ tal que
u, V E La) (O, TM; H6(0) n H2(0)),
u", VI E Loo (O, TM; HÓ(O»),
u", V" E Loo (O, TM; L
2(0».
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Demostración
Soluciones Aproximadas. Sea {wd una base hilbertiana de H6Cn) r, H2cn) formada por las
funciones propias generalizadas del operador elíptico -A, esto es, satisfacen -A wk = Ak wk en 0.,
wk = O sobre ano
Sea Vm = [w1, w2, ... , wm] el subespacio generado por los primeros m vectores w¡ , W2, ... , Wm
de {wd. Sean
m m
um(t) = L gjm (t)wj , wm(t) = L hjm(t) wj ,
j=1 j=1
las soluciones aproximadas en Vm del problema (1.3) - (1.5), donde las funciones
g jm (t) Y hjm (t), j = 1, 2, ... , m, son determinadas del siguiente problema en ecuaciones diferencia-
les ordinarias, para j = 1, 2, ... , m
2+ mI (um(t), wj) + a(f(um(t), vm(t)), wj)
+ (p + 2) o(/vm /P+2/um (t)/P um (r), wj) = O
(3.1 )
(V~(t), wj) + M (¡/vm (t)//2) a(vm(t), wj)
+ mi (vm(t), Wj) + [J(f(um(t), vm(t)), Wj)
+ (p + 2) o(lumIP+2Ivm(t)IP vm(t), wj) = O
(3.2)
Um (O) = uOm ' uom ~ Uo fuerte en HÓ(O.) n H
2(D.)
vm(O) = vOm , vom ~ Vo fuerte en H6 (O.) (l H2(D.)
u~ (O) = Ulm , Ulm ~ uI fuerte en H6 (O.)
v~ (O) = vlm , vlm ~ VI fuerte en H6 (O.)
(3.3)
donde
m m
Uom = L aOjm Wj , VOm = L [JOjm Wj ,
j=1 j=1
m m
Ulm = L a1jm Wj 'V1m = L [Jljm Wj
j=1 j=1
Por el teorema de Carathéodory, aseguramos la existencia de una solución local {um , vm} del proble-
ma aproximado (3.1) - (3.3) en el intervalo [O, Tm [. Las siguientes estimativas a priori nos permitirá
extender la solución {um, vm} a un intervalo [O, To] independiente de m.
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Estimativas a Priori 1. Multiplicando (3.1) Y(3.2) por g~ (t) y hjm (t), respectivamente, sumando
j de 1 hasta m, después sumando miembro a miembro las dos ecuaciones, obtenemos
:t [Iu~ (t)1~2(Q) + Iv~ (t)1~2(Q) + M (11 um (t)11
2
) + M (11 vm (t)112)
+ mf IUm(t)I~2(Q) + m{ IVm(t)I~2(Q) ]
= -2[a(f(um(t), vm(t)), u~(t)) + f3(f(um(t), vm(t)), v~(t))] (3.4)
- 2(p + 2) S[ ( IVm(t)IP+2Ium (t)IP um (t), u~ (t))
+ ( IUm(t)IP+2Ivm (t)IP vm(t), v~ (t)) J.
Denotemos con ,ulm (t) al segundo miembro de (3.4). Aplicando las desigualdades de Cauchy-
Schwartz, Holder y las inmersiones de Sobolev, para alguna constante el > 0, obtenemos
,ulm (t) 5, el [llum (t)11
2P+
3
Iu~ (t)IL2(0) + 11vm (t)1I2~J+3 Iu~ (t)IL2(0)
+ 11um (t)1I2P+
3
Iv~ (t)IL2(0) + 11 vm (t)1I2P+3Iv~ (t)IL2(0)
+ IIvm(t)IIP+2I1um(t)IIP+llu~(t)IL2(0)
+ 11um(t)IIP+
2
11 vm(t)IIP+llv~(t)IL2(Q)J.
(3.5)
En lo que sigue, se emplea el método de estimativas de Tartar. Sea la función rpm (t) definida
por
qJm(t): = Iu~ (t)1~2(O) + Iv~ (t)1~2(0) + M (lIum(t)1I2 ) + M (IIvm (t)1I2 )
+ mf IUm (t)1~2(0) + m{ IVm(t)1~2(O)·
(3.6)
Como mos 5, M(s), 'l/s ~ 0, luego de (3.6), obtenemos
(3.7)
Por (3.5) - (3.7), de (3.4) para alguna constante e2 > 0, se obtiene
(3.8)
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De (3.8) Y de la desigualdad generalizada de Gronwall, existe T¡ > O Y una constante K¡ > 0, que
depende ambas de los datos del problema, tal que
(3.9)
Estimativa a Priori 11. Multiplicamos (3.1) y (3.2) por gjm(t) A-j Y hjm(t) A-j, respectivamente,
sumando) de 1 hasta m, luego sumando miembro a miembro, se obtiene
:t [ Ilu~ (t)II2 + IIv~ (t)II2 + M (11um (t)II2 ) I~um (t)1~2(n)
+ M (11vm (t)II2) I~vm (t)1~2(n) + mf lIum (t)II2 + m~ Ilvm (t)1I2 ]
= -2[a(V'f(um(t), vm(t)), V'v~(t))
+ fJ(V' f(um(t), vm(t)), V'v~(t))]
= -2 (p + 2) o[(V'levmet)IP+2IUm(t)IP umet)), V'u~(t))
+ (V'I(um(t)IP+2Ivm(t)IP vm(t)), V'v~(t))J '
+ 2 [M'(" umet)112) a(um (t), u~(t))I~um(t)1~2(n)
+ M' (11vm (t)W) a(vm (t) , v~ (t)) I~vm (t)1~2(n) ] ' (3.10)
donde M'(s) es la derivada ordinaria de M(s). Denotando con f.1.2m(t) al segundo miembro de
(3.10), Y luego aplicando las desigualdades de Cauchy-Schwartz, triangular, las inmersiones de Sobolev
y (3.9), para alguna constante C3 > O, se tiene
f.1.2m(t) S; c3 [I~um (t)1~;(~2)lIu~ (t)1I + I~vm(t)1~;(~2)lIu: (t)1I
+ I~um (t)I~;(~ Ilv: (t)1I + I~ Vm(t)I~;(~~Ilv: (t)1I
+ I~um (t)I;2~~) I~vm(t)1;2~~)lIu: (t)1I
+ I~vm(t)1;2~~)I~um (t)1;2(0) lIu: (t)1I
+ I~Vm(t)1;2~~)I~um (t)1;2~~)IIv: (t)1I
+ I~um (t)1;2~~)I~Vm(t)1;2(0)IIv: (t)1I
+ I~um (t)1~2(0)lIu: (t)1I + I~Vm(t)1~2(0)/Iv: (t)IIJ
(3.11 )
A continuación, nuevamente emplearemos el método de estimativas de Tartar. Sea la función
l/fm (t) definida por
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lj/ m (t) : = Ilu: (t)1/2 + Ilv: (t)W + M (1lum (t)112 ) Illum (t)I~2 (O)
+ M (1lvm (t)112)lllVm (t)1~2(0) + m¡2 Ilum (t)112 + m~ IIVm(t)112
(3.12)
Como 0< mo S;M(s), Vs 2 0, de (3.12), se obtiene
{
llu: (t)11S; lj/~2 (t) , Ilv: (t)11S; lj/~2 (t) ,
IllumIL2(Q) S; Á lj/~2(t) , Illvm(t)IL2(0) S; Á lj/~2(t). (3.13)
De (3.10), por (3.11) - (3.13), para alguna constante C 4 > 0, se tiene
v; (t) S; C4 [lfI:+3/2 (t) + lfI:/2 J. (3.14)
De (3.14) Ypor la desigualdad generalizada de Gronwall, existe T2 > ° y una constante K2 > 0, que
dependen ambas de los datos iniciales del problema, tal que
Ilu:(t)112 + Ilv:(t)112 + Illum(t)1~2(0) + Illvm(t)1~2(0) S; K2, Vt E [O, 7;]. (3.15)
Estimativa a Priori 111. Multiplicando (3.1) Y(3.2) por g;m (t) y h;'m (t), respectivamente, suman-
do j de 1 hasta m, resultan
IU;(t)1~2(0) = M (1Ium(t)ln (llum(t), u;(t» - m¡2(um(t), u;(t»
- a(f(um(t), vm(t» ,u;(t»
- (p + 2) 8 (Ivm(t)IP+2Ium(t)IP um(t), u;(t)),
Iv;(t)1~2(0) = M(llvm(t)ln (llvm(t), V; (t» - m~(vm(t), v;(t»
- f3(f(um(t), Vm(t», V; (z)
- (p + 2) 8 (lum(t)IP+2Ivm(t)IP vm(t), v;(t)).
Por desigualdad de Cauchy - Schwartz y simplificando, se obtienen
IU; (t)IL2(Q) S; M (1lum (t)112) Illum (t)IL2(Q) + m¡2lum (t)IL2(Q)
-Iallf(um(t), Vm(t)IL2(0)
+ (p + 2) 1811Ivm(t)r+2Ium(t)IP um(t)1 '
L2(0)
IV;(t)IL2(0) S; M (llvm (t)ln Illvm(t)IL2(0) + m~ Ivm(t)L2(0)
+ 1f3llf(um(t), Vm(t»IL2(0)
+ (p + 2) 18111um (t)IP+2Iv m(tr Vm (t)1 .
L2(0)
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Por la desigualdad de Holder, las inmersiones de Sobolev, utilizando (3.9) y (3.15), Y tomando
To = mín {r; , T2}, existe una constante K3 > ° tal que
(3.16)
Solución sobre [O, To]' Con las estimativas (3.9), (3.15) Y (3.16) Y con argumentos de compacidad
de Lions, se deduce que existe un par de funciones {u, v} que verifica el problema (1.3) - (1.5) sobre
[o, To] tal que
{
U, V E trt«. Ya; H¿(o.) () H2(o.))
u', v' E LlfJ(O, Ya; H¿(o.))
u", v" E LOO(O, Ya; L2(o.)).
(3.17)
Procediendo como en Quispe Méndez [9], utilizando el método estándar de la energía, se obtiene la
unicidad de soluciones sobre [O, Ta].
Solución sobre [O, TM [. Determinemos el intervalo maximal [O, TM [ de la solución del problema
(1.3) - (1.5). Desde que {u, v} es solución del problema (3) - (5) sobre [O, Ya], se obtiene
d- E(t) = O , O::;; t ::;;Ta,
dt
(3.18)
donde
E(t) : ± [IUI(t)1~2(O) + Iv' (t)1~2(O)+ M (1Iu(t)112) + (1Iv(t)112)
+ m12Iu(t)1~2(o) + m~ Iv(t)1~2(O)+ 2A lau (t) + jJv (t)I~;p:~(O)
+ 251u (t) v (t)I~++~(o)J.
Por (3.17) Y (3.18), resulta que E es una función continua en [O, Ta]· También de (3.17), se obtiene
{
U, V E C~ ([O, Ta] ; H¿ (O.) () H\o.))
u', v' E C~ ([O, Ta] ; H¿ (0.)) .
(3.19)
Desde que E es continua en [O, Ta] y (3.19), se deduce
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{
U, V E ea ([o, Ta]; H¿ (0.) () H\n))
u', V' E ea ([0, To] ; H~ (0.)) .
(3.20)
Por los mismos argumentos para la solución {u, v} sobre [o, To], existe T; > ° y una única
solución {ul, Vi} del problema (1.3) - (1.5) sobre [0,7;] con los datos iniciales
u (To)' v(To)' u' (To)' v'CTo).
Definamos las funciones
, {U(t), SI O::;t ::;t;
w (t) = I t; s i s t; +7;,u (t - To), SI
2 r(t), SI O::;t ::;t;w (t) = I
'Fa ::; t ::;To + T; .v (t-To)' SI
Entonces {wl, w2} esunaúnicasolucióndelproblema(1.3)-(1.5)sobre [O, T¿ + r;] con los datos
iniciales u«, va E H¿(0.) () H2 (0.) Y ul ' VI E H~(0.).
Ahora consideremos la familia {ui , v/lE! de todas las soluciones del problema (l.3) - (1.5)
sobre [O, r;] con los datos iniciales »«. va E H~(0.) () H2 (0.) y ul , VI E H~(0.). Si 'F¡< Ti' la
unicidad de soluciones implica que {ui (t), Vi (t)} y {ui (t), vi (t)} coinciden en [O, 'F¡]. Entonces
el intervalo [O, TM [ dado por
[O, TM[ =U [O,r;]
iEl
es el intervalo máximal de existencia de la solución {u, v} del problema (1.3) - (1.5). Esto conclu-
ye la demostración del Teorema.
4. SINGULARIDAD DE SOLUCIONES
El objetivo de esta sección es discutir la singularidad en tiempo finito de las soluciones del
problema (1.3) - (1.5) sobre un intervalo maximal [O, TM [, es decir que una solución {u, v} del
problema(1.3)-(1.5) sobre [O, TM[ tiene la propiedad
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Definición 4.1. La función energía E(t) del problema (1.3) - (1.5) sobre [O, TM [ se define
por
E(t) : = ~ [lu'(t)1~2(D) + Iv'(t)1~2(D) + M (1Iu(t)W) + M (Jlv(t)112)
+ m12Iu(t)I~2(D) + m; Iv (t)1~2(D)+ 2A lau(t) + ,Bv(t)I~~:~(D)
+ 25Iu(t) v(t)I~++~(D) J, O:::; t < TM ,
donde M (s) := .(;M (~) d~.
Lema 4.2. Si {u, v} es una solución del problema (1.3) - (1.5) sobre [O, TM [, entonces
E(t) = E(O) , O :::; t < TM ' (4.1 )
donde E(O) es la energía inicial definida por
E(O) : = k [lu]I~2(D) + Iv]I~2(D)+ M(lluoln + M(llvoln
21 12 21 12 1 12P+4+ m] UO 13(D) + m2 VO L2(D) + 2A au¿ + Bv¿ L2p+4(D)
+ 251uo vol~++~(D)J.
Demostración. Multiplicando las ecuaciones (1.3) por ul y VI' respectivamente, integrando sobre
Q, aplicando el teorema de la divergencia y sumando miembro a miembro, obtenemos E' (t) = O.
De aquí se obtiene el resultado.
Lema 4.3. Si {u, v} es una solución del problema (1.3) - (1.5) sobre [O, TM [, entonces
2[lu'(t)1~2(D) + IVI(t)1~2(D)] = kAI/(t) + 2E (O)
+ 2(p + 1) Alau(t) + ,8v(t)I~~:~(D)
+ 2(p + 1) 5Iu(t) v(t)I~;P:~(D)
+ M (lIu (t)1I2) lIu (t)1I2 - M (lIu (t)1I2)
+ M (IIv(t)ln IIv(t)112 - M(lIv(t)ln, O:::; t < TM, (4.2)
57
M (11u(t)112 ) Ilu (t)112 + M (11u(t)112)
+ M (11v(t)W) Ilv (t)112 + M (11v(t)112)
= 2E (O) - ~ A"(t) - [2m; lu (t)1~2(0) + 2mi Iv (t)1~2(0)
+ 2 (p + 3) A lau(t) + f3v(t)I~;p:~(O) ,
+ 2 (p + 3) O lu(t) v(t)I~+~(o)J, O ~ t < TM ' (4.3)
donde
(4.4)
Demostración. Derivando (4.4) una y dos veces, obtenemos
A'(t) = 2(u(t), u'(t» + 2(v(t), v'(r) (4.5)
y
A"(t) = 2[lu'(t)1:2(0) + Iv'(t)1~2(0) ] - 2[ M (11u(t)ln Ilu (t)112
+ M (11v(t)ln Ilv (t)112+ m; lu (t)1~2(0) + mi Iv (t)1:2(0)
+ 2 (p +2) A lau (t) + f3v (t)I:;p:~(O)
+ 2(p+2) olu(t) v(t)I~++~(o)J. (4.6)
Por (4.1) Y (4.6) resultan, respectivamente,
M (11u(t)ln + M (11v(t)ln = 2E(0) - [lu'(t)1:2(0) + IV'(t)I:2(0)
+ m~ lu (t)1:2(0) + m; Iv (t)I:2(0)
I 1
2P+4
+ 2A au (t) + Bv (t) L2P+4(0)
+ 20 lu (t) v (t)I~++~(O) ]
y
M (11u (t)112 ) Ilu (t)112 + M (11v(t)112) Ilv (t)112
= lu'(t)1:2(0) + IV'(t)1:2(0) -1A"(t)
- [m; lu (t)1:2(0) + m; Iv (t)1~2(0)
+ 2 (p + 2) A lau (t) + f3v (t)I:~:~ (O)
+ 2(p + 2) o lu (t) v (t)1~++~(0)] .
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Sumando estos dos resultados, se obtiene (4.3).
Lema 4.4. Supongamos que se verifican las hipótesis (H2) - (H3), sea {u, v} una solución del
problema (1.7) - (1.5) sobre [O, TM [ Y uno de los siguientes casos se satisface:
(i) E(O) < O,
(ii) E(O) = O Y A'(O) = 0,
(iii) E(O) > ° y A'(O) > [2(r + 1) - 2~ (r + l)r ] [ A(O) + (l+~:)/(O)J.
Entonces A'(t) > 0, 'tIt E ]to, TM[, donde to:= máx {4(l+A;~~)E(O)' O} en el caso (i) y to: = O
en los casos (ii) y (iii).
Demostración. Sea la función J (t) definida por
(4.7)
Derivando (4.7) una y dos veces, obtenemos
J' (t) = - r [A (t) tr+1) A' (t) (4.8)
y
J"(t) = r[A(t)r<Y+2) [(r+1) [A'(t)r - A(t) A"(t)]. (4.9)
De (4.5) por la desigualdad de Cauchy - Schwarz y la desigualdad triangular, se obtiene
(4.10)
De (4.9) Y(4.10), se tiene
J"(t) ~ =r [A U)rY+1) K(t), (4.11 )
donde
K (t) : = A"U) - 4(y + 1) [Iu' (t)1~2(n) + Iv' (t)1~2(n) ] . (4.12)
Por (4.2) Y(4.3), obtenemos
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K(t) = -4(2y + 1) E(O) + 2[(2y + 1) M(llu(t)ln
- M (lIu (t)1I2 ) lIu (t)1I2
+ (2y + 1)M (IIv(t)ln - M (IIv (t)ln IIv(t)1I2]
+ 4 (2y - P - 1)[ m¡2lu (t)1~2(n)+ mi Iv (t)I~2(n)
Alau(t) + ,8v(t)I~~:~(nl + 8Iu(t) v(t)I~++~(nJ
+ 4(p + 1- y)[ m:lu(t)I~2(n) + m~lv(t)1~2(nlJ. (4.13)
Por las hipótesis (H2) y (H3), de (4.13), resulta
(4.14)
Ahora vamos a considerar tres casos diferentes de acuerdo al signo de la energía inicial E (O).
(i) Si E(O) < O, por integración de (4.14),resulta
A'(t) ¿ A'(O) - 4(2y + 1) E(O)t, para t ¿ O.
Así tenemos A' (/) > O, para t > ta, donde
{
A'(O) }t'=máx . O
o . 4 (2y + 1) E(O) , .
(ii) Si E(O) = O Y A'(O) > 0, entonces AI/(t) ¿ O, para t ¿ O. Integrando resulta A'(t) > O
para t > O.
(iii) Si E(O) > O Y A'(O) > r2 [A(O) + (2r;;t(Ol], donde r2 := 2(y + 1) - 2~ (y +1) Y .
De (4.5), por la desigualdad triangular, resulta
(4.15)
De (4.14) Y (4.15) se tiene
A"(t) - 4(y+ 1) A' (t) + 4(y + 1) A(/) + 4(1 + 2y) E(O) ¿ O.
Definamos la función
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b(t):=A(t)+ (1+ 2y)E(O) , para t~O.
1+ r
Entonces b (t) satisface las condiciones del Lema 2.1. Así se tiene A'(t) > O, para t » O.
Teorema 4.5 (Singularidad de Soluciones). Supongamos que se verifican las hipótesis (Hl) -
(H3). si {u, v} es una solución del problema (3) - (5) sobre [O,TM[ con datos iniciales
uo' va E H~ (O) íl H2 (O) Y uI' VI E H¿ (O) satisfaciendo uno de los siguientes casos:
(i) E(O) < O,
(ii) E(O) = O Y A'(O) > O,
(iii) [A'(O)]' > E (O) Y A'(O) > r [A(O) + (1 +2y)E(0) ]
8A(0) 2 I+y'
•
entonces TM < CX) y límHr,,:¡ A(t) = CX). Además el tiempo finito TM es estimado, en el caso (i),
T, <t _ J(to)
M - o J' (to)'
Además, si J (to) :s: mín {1, ~}, entonces
~ 1 1 [ ~ JlM:s:to+R n ~ .-b .s: - J(t )
-b o
En el caso (ii) ,
En el caso (iii)
Aquí c:= (¡)2+} con a:= r' [A (to)rCY+I) ([ A'(to) t - 8E(0) A (to)} y b:= 8 r' E (O). En el
t ,{ A'(O) O} O l (ii) PO)caso (i), 0:= max 4(l+2y)E(0)' Y to:= en os casos tu y tui o
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Demostración. De (4.11) y (4.14), resulta
J"(t) < 4y (2y + 1) E (O) [A (t) r<r+l), \/t E [to' TM [ . (4.16)
Por (4.8) Y resultado del Lema 4.4,
Multiplicando (41) por J' (t) y luego integrando de (o a t, se obtiene
(4.17)
donde
a t= [J'(to)t - 8y2 E(O) [J(to)t+}
= r' [A (to) t<r+1) {[ A' (to) r - 8E (O) A (to)}
y
Observemos que a > O si y sólo si E (O) < [:~;~:r.
En el caso que E (O) < O, por (4.11) Y (4.14), se obtiene fácilmente la singularidad y la estima-
tiva del tiempo finito TM ~ to - ~YI~~'Para los demás casos, por (4.17) Y Lema 2.2, se obtiene los ,
resultados del Teorema. Esto concluye la demostración.
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