Abstract A classical solution for matching two image patches is to use the cross-correlation coefficient. This works well if there is a lot of structure within the patches, but not so well if the patches are close to uniform. This means that some patches are matched with more confidence than others. By estimating this uncertainty, more weight can be put on the confident matches than those that are more uncertain. To enable this two distribution functions for two different cases are used: (i) the correlation between two patches showing the same object but with different lighting conditions and different noise realisations and (ii) the correlation between two unrelated patches.
Introduction
The correlation between two signals (cross correlation) is a standard tool for assessing the degree to which two signals are similar. It is a basic approach to match two image patches, for feature detection [5] as well as a component of more advanced techniques [4] . The technique has several advantages. Firstly, the cross correlation is fairly easy to compute. Fourier methods can be used for fast computation of the cross correlation, when used for matching a patch in a general position in an image. Secondly, the cross correlation is independent of translations and scaling in the intensity domain. Thus it is fairly robust to lighting variations.
Numerous authors use cross-correlation for matching, [4, 18] . The technique has been shown to give good results in many situations where the patches have enough structure. However, probabilistic models of the correlation coefficient have received little attention. The correlation between two almost uniform patches is close to 0. This could make a uniformly coloured wall foreground if a thresholded cross-correlation were used for foreground/backgroundsegmentation, as illustrated in Fig. 1 . The theory in this paper makes it possible to assess how good the correlation Fig. 1 (Color online) A background image (first column), the current frame (second column), the normalised cross correlation, ρ, between each 8 × 8 block (third column) and the foreground probability (last column). Note that the correlation, ρ, is low both for the foreground object and the uniformly coloured wall, while the foreground probability is close to 0.5 (e.g unknown) for the uniformly coloured regions, close to 0 for most background with structure and close to 1 for foreground with structure. See also fgbg_ncc.avi value is in determining if two patches are the same based on the amount of structure in the patch, cf. Fig. 1 (last column).
In Sect. 4 the use of cross correlation as a feature for background foreground segmentation is investigated. Given a video sequence of images, the purpose of the algorithm is to estimate for each pixel in each frame, whether it currently shows the static background or some moving object. The solution is based on dividing the frames into patches of typically 8 × 8 pixels, and estimating a background image as the temporal median over the input frames. Then each patch in the current input frame is compared with the corresponding patch in the background image and the probability of the two showing the same object is calculated. The result is a probabilistic background/foreground segmentation algorithm. A binary segmentation can be obtained using for example Markov random field techniques.
In [11] image patches are matched by first transforming the signal to a binary signal and then forming a correlation coefficient called increment sign correlation. They also calculate the distribution function of the increment sign correlation assuming a Gaussian noise model in image intensity. Much information is, however, lost in the binarisation and the remaining theory is only applicable for binary signals.
In this paper we derive the distribution function of the cross-correlation coefficient in two different cases: (i) the cross-correlation coefficient between two random independent patches and (ii) between two patches that differ only by intensity scale, translation and additive Gaussian noise. Using these two distributions the patch matching problem is formulated as a binary classification problem and the probability of two patches matching is derived using Bayes' rule.
In Sect. 4.2, the theory is applied to the problem of background foreground segmentation, which can be made more robust to changes in lighting using patches instead of individual pixels. Furthermore the quality of the segmentation can be assessed automatically and precisely. This is useful as the background might contain patches with very little structure. Those patches are detected as more uncertain than patches with more structure.
Correlation Coefficient
In this paper the cross correlation between small patches, typically 4 × 4 or 8 × 8 pixels, is studied. It does not depend on the two dimensional structure of the patch, which allows each patch, a, to be represented as a one dimensional vector, a = (a 1 , a 2 , . . . , a d ), where a k is the grey level of pixel k, and d is the total number of pixels in the patch. The ordering of the pixels is not important as long as the same order is always used. The following notation for the mean, a = 1 d a k , the displacement,â k = a k −ā and the magnitude (amount of structure or variance), |â| 2 = â 2 k will be used. The correlation coefficient, ρ, between two patches, a and b is defined as
where · denotes the scalar product. Note that ρ = cos α, with α the angle between the two vectorsâ andb. The patch matching problem can be formulated as a binary Bayesian classification problem, with one feature, ρ. In other words, given a known patch and one or several candidate patches it is possible to calculate the probability, for each of the candidate patches, that they are noisy, rescaled and translated versions of the known patch using Bayes' rule. To do that the distribution function, f bg (ρ), of correlating the known patch with a noisy rescaled and translated version of itself is compared with the distribution function, f fg (ρ), of correlating the known patch with a random unrelated patch. The foreground distribution, f fg (ρ), will only depend on the dimension d, while the background distribution, f bg (ρ), will also depend on the amount of structure, i.e. the magnitude |â|, in the known patch and the noise level.
Foreground Distribution
To derive the foreground distribution, consider a known patch p and a random patch r with independent identically Gaussian distributed pixels and let ρ be the correlation coefficient between them. The distribution of ρ is given in (18) and has been shown previously [8] . In this paper a different proof will be presented, and the basic ideas from that proof are then generalized and used as a basis to form the more complicated proof of the background distribution.
This is an approximation of the distribution of patches that assumes two unrelated patches are uncorrelated. As is shown by the experiments below, this is not the situation in the general case. The approximation is however not as severe in typical traffic surveillance scenes where the background mostly consists of pavement. Also, looking at this simpler case first will make it easier to understand the derivation of the background distribution, which is more complicated but follows the same general idea and the background distribution does very accurately model the general case as is also shown in the experiments section.
The correlation coefficient, ρ, can be calculated from p and r in four steps.
1. Remove the mean of p and r. 2. Rotate coordinate system to place p on the first coordinate axis. 3. Scale p and r to unit length. 4. Let ρ = r 1 .
Removing the mean is an orthogonal projection on the plane through the origin with normal (1, 1, 1, . . .) . The resulting vectorr is still normally distributed on a d − 1 dimensional subspace, now with mean zero. Scaling r to unit length means integrating the distribution function along rays from the origin. In the case of a rotational symmetric distribution this results in an uniform distribution on the d − 1 dimensional unit hyper-sphere, which is unchanged by rotating the coordinate system. Before an explicit expression of f fg and a strict proof is given in Lemma 3, the following lemma will be proved. It represents steps 1-2 above. Plots of the distribution functions are found in Fig. 2 (left). 
Lemma 1 Let r be a d-dimensional
with and u defined in the proof below.
Proof The displacement of r can be written as the linear transformationr = Ar, with
This means that f (r) = N (r|Au, A A T ). This distribution is singular asr always lies on the d − 1 dimensional hyperplane r k = 0. By rotating the coordinate system using the matrix
the last coordinate, will always be 0. The length of all rowvectors in B is one and the scalar product between any two row vectors is zero. This means that B is an orthonormal matrix and therefore a rotation (and possible mirroring) matrix. The distribution of the rotated vector becomes
By using A = I d − 
the matrix BA can be expanded into
Each row of B sums to 0, which means that B 1 d×d = 0 d×d . By also using that
This allows the variance of f (Br) in (5) to be simplified as
The expressions of (8) shows that the last coordinate of BAp = Bp and BAr = Br is 0. To make every coordinate but the first one 0 inp it is possible to find a rotation matrix, C, such that CBp = (|p|, 0, 0, . . . , 0). This rotation matrix is independent of r and will be of the form
since the last coordinate was already 0. This means that the last coordinate of CBr will remain 0. Letr andp be the d − 1 first coordinates of CBr and CBp,
Then the angle, α, betweenr andp is the same as the angle betweenr andp as the omitted coordinate is 0 for bothr and p and the angle is invariant to coordinate system rotation.
As noted above the correlation coefficient between r and p is cos α. This givesp = (|p|, 0, 0, . . . , 0) and
with,
and
The vectorp is located on the first coordinate axis and thus the angle betweenr andp is the angle betweenr and the first coordinate axis. This concludes the proof.
Lemma 2 Given r with distribution f (r) = N (r|u, )
andr with distribution f (r ) = N (r |u , ) as defined in Lemma 1,
where a, b, m ∈ R.
Proof Consider the statements one by one:
-If u = m1 d the conclusion that each row of B sums to 0 also means that u = C B u = 0 d .
-If = σ 2 I d , then σ 2 will factor out and B B T = I d−1 since B is orthonormal as noted above and C C T = I d−1 since C is a rotation matrix. In this case
Using these lemmas it is now possible to prove the following lemma.
Lemma 3 The distribution function of the correlation coefficient, ρ, between a given fixed patch p and a ran
Proof Let r be a d-dimensional Gaussian distributed random vector with covariance matrix σ 2 I d and mean u = (m, m, m, . . . , m). Let p be a d-dimensional given fixed vector. According to Lemma 1, there exists a vectorr such that the correlation coefficient between p and r is cos α for α, the angle betweenr and the first coordinate axis. According to Lemma 2 the distribution ofr is
By normalisingr to unit length cos α will be equal to the first coordinate, x 1 , ofˆr |r | . The distribution function ofˆr |r | is found by integrating the distribution ofr ,
The length ofˆr | r | is 1, which means that for |x| = 1 the integration set will be the empty set and fr
For any point with |x| = 1 the integration set will be a ray from origin and since fˆr (r ) is rotational symmetric, the integral will evaluate into some constant u. The full distribution becomes
for some constant u, where dσ is the volume element of the surface of the d − 1 dimensional hyper-sphere. Setting x 1 = ρ and integrating out all other variables gives the distribution of the correlation coefficient. Since the distribution is constant on the unit hyper-sphere and zero outside, this integration can be performed by projecting the entire unit hyper-sphere onto the first coordinate axis. The distribution along the first coordinate will then be proportional to the volume of the hyper-sphere projected into each point, ρ. Consider initially the first two dimensions only. Here the unit hyper-sphere is a simple circle. Let dρ be a small surrounding of ρ on the first coordinate axis. The total arclength of the two parts of the circle projecting onto dρ will be 2 1 − ρ 2 . This is because the arclength of each of the circle sectors is equal to their angle, which for points projected into ρ is α = ± arccos ρ. Differentiating that gives dα
To extend this from two dimensions into d − 1 dimensions, consider the points on the unit hyper-sphere for which the first coordinate
This is a d − 2 dimensional hyper-sphere with radius 1 − ρ 2 that intersects the (x 1 , x 2 ) plane in exactly two points with x 1 = ρ. Its surface area is proportional to
, which allows the d − 1 dimensional case to be transformed into the 2 dimensional case by projecting
onto each point on the circle. This
The normalising constant is found by making sure that f fg (ρ) integrates to one, i.e.
which concludes the proof.
Note that Lemma 3 does not generalize to distributions of r that are not spherically symmetric. Using the covariance matrix of such an asymmetric distribution to transform r into a coordinate system where it is symmetrically distributed will not preserve angles, and thus the correlation coefficient will no longer be found as cos α.
The lemma does not use the assumption of the patch being Gaussian distributed, only that the integral of the probability distribution function along any ray from the origin to infinity is constant. It would probably be possible to the extend the lemma to a larger class of distributions, including at least all spherical symmetric distributions.
Background Distribution
By following the same general ideas as in the previous section, the distribution of the correlation coefficient between a given patch and a noisy sample of the same patch can be derived. The distribution is, however, no longer symmetrical around the origin. 
Lemma 4 The distribution function of the correlation coefficient, ρ, between a given fixed patch p of dimension d and r
such that the correlation coefficient between p and r is cos α for α, the angle betweenr and the first coordinate axis. This angle will not change by rescalingr , and the notation becomes cleaner ifˆr a|p| is used instead. The distribution of it is
|x| is found by integrating this distribution,
The squared distance from the mean can be simplified by
To evaluate the integral, introduce the hyper-spherical coordinates [20] 
which gives
By factoring the integrand and writing it as an iterative integral, all influence of φ 2 · · · φ d−2 can be factored out and evaluated separately,
This is the surface area of a d − 2 dimensional unit hypersphere,
The variable φ 1 is constant, which means that all that remains is to integrate over t, and this integral can be expressed in terms of ρ instead of φ 1 by using the variable substitution ρ = cos φ 1 with dρ = − sin φ 1 dφ 1 ,
By collecting all constant terms into k, the integral becomes
with the constant term
A closed form solution to the integral is found by rewriting 1 − 2tρ + t 2 = (t − ρ) 2 − ρ 2 + 1 and using the variable
, which results in
By factoring out some constants, this integral can be written
After introducing the constant a = ρ √ 2σ
, the binomial theorem and a change of the order of summation and integration gives
This can be simplified using integration by parts recursively, by factoring the integrand, e −t 2 t k = te −t 2 t k−1 , and then taking the primitive of the factor te −t 2 . Let
This forms two recursive equations, one for even indices, denoted p e k , and one for odd indices, denoted p o k . They can be written in the form,
with starting values
These equations are in the standard form x l = a l x l−1 + b l , which has the general solution [16] ,
where c is some constant determined by the starting value.
The products needed to solve the two equations can be expressed using the gamma function Γ (·),
Applying these formulas to the two recursive equations gives
and,
Changing the indices back to k gives the original sequence,
This can be simplified by using the standard sum [1] 
to write p k as
The proof is concluded by putting it all together, resulting in
(51)
For ρ < 0, this simplifies to
and for ρ ≥ 0, it simplifies to
with
Note that when r tends to b1 d + w, the result of Lemma 4 collapses into Lemma 2. This can be seen by letting a → 0. That will makeσ = σ a|p| → ∞ and
This means that the only surviving term of the sum is the one with k = d − 2, and
Bayes' Rule
Given a known background patch it is possible to calculate the probability that the current input patch of a video sequence is this patch or something else. If it is the same patch, the correlation coefficient should be distributed according to f bg , otherwise according to f fg . With l = 1 σ the signal to noise ratio, Bayes' rule and the assumption of a uniform prior, gives the probability
This probability is shown in Fig. 2 (left) as a function of ρ and l.
SNR Measurement
To use (59), the signal to noise ratio l = a|p| σ has to be estimated for each observed patch r = ap + b1 d + w. As can be seen in Fig. 2(left) , p fg|ρ,l is a very steep function, which means that l has to be measured very precisely. To do that a very accurate noise model has to be used, which is not always available. In this work it is instead assumed that the noise level, σ , is not a known constant but a stochastic variable. It is common in Bayesian literature to assume a gamma distribution as the prior of the precision of a normal distribution. It is mostly motivated by the fact that it makes the calculations easy. That's the case here too, and a gamma distribution is assumed. Ifσ is the estimated noise level and k some fixed parameter specifying how uncertain the measurement is, then the distribution of σ is assumed to be 1 σ
where f Γ (·) is the gamma distribution function
whose expected value is kθ = 1 σ . The parameter θ is a scale parameter, which means that rescaling 1/σ with the length of the observed patch| r| (a fixed number) results in
This will average out the p fg|ρ,σ function making it much smoother. Also the length a|p| of the true patch observed, without noise, is needed. Unfortunately the length of the observed noisy patch,| r|, is a biased measurement of this, especially for low signal to noise ratios. The distribution of| r| can be derived by looking at
Herer k is normal distributed with variance σ 2 . This means
where I v (z) is a modified Bessel function of the first kind. The signal to noise ratio,| r| σ is the square root of this expression, which makes it non-central chi distributed. That distribution can be derived from f ncChi 2 with
Note that the λ parameter of f ncChi 2 is the square of the λ parameter of f ncChi , e.g. λ = a|p| σ for f ncChi . This gives
which, using Bayes' rule can be converted into
Here f ( a|p| σ ) is an unknown prior, but by studying histograms of SNR:s from different recordings, the exponential distribution was deemed a plausible prior,
Here f exp (x|λ e ) = λ e e −λ e x for x ≥ 0 and f exp (x|λ e ) = 0 for x < 0. The parameter λ e was set to 1.
Using the distributions in (62) and (67) 
This distribution can be used together with the probability p fg|ρ,l from (59) to find the probability of foreground given the measured SNR,l = |r| σ , by integrating out the true SNR,
These integrals can be evaluated numerically by discretising the signal to noise ratio l. Figure 2 (right) was generated by restricting l to 512 uniformly spaced values between 0 and 64. The top half, l > 32 is discarded to make sure the remaining plot does not suffers from any border effects, e.g. depends on function values for l > 64.
Experiments

Simulated Patches
For d = 16 the integral in (28) can be evaluated symbolically using MAPLE and plotted for different values of the signal to noise ratio, l. In Fig. 3 such plots are compared to simulated results generated from a random patch p. Here ρ is calculated between a fixed patch p and a perturbed version p + w for 10000 random w. The result is binned into bins of width 0.01. This fixed patch p is chosen once as a random sample from N (0 d , I d ), while w is chosen as 10000 random samples from N (0 d ,
Real Data-Foreground
The foreground probability distribution is in Fig. 4 compared to histograms generated by randomly choosing two patches and calculating the cross correlation between them. This is done for two different cases. The green histogram is generated by choosing patches from the image shown to the right in the same figure. The blue is generated by choosing patches from 71 different images each from a different surveillance scene, including those shown in Figs. 7 and 8. The figure shows that there is a significantly higher probability for unrelated patches to be correlated than the model suggest. However, for a surveillance case where most of the background is pavement, as in Fig. 4 , that approximation error might not be so severe. 
Real Data-Constant Lighting
Using a Sony XCD-X710 firewire camera, 4000 frames of a static indoor scene with constant lighting, were captured. The background image was estimated as the mean over all frames, and two patches with different amount of structure were chosen, and the correlation coefficient between the estimated mean and each of the frames was calculated, and a histogram estimating this distribution is plotted in Fig. 5 (left, middle) together with the theoretical function f bg from (25). The two functions seem to agree fairly well. Both patches chosen had high enough SNR to make the length of the observed noisy patch,| r| a good estimate of the length of the true patch, a|p|.
Real Data-Varying Lighting
The experiment from the previous section was repeated, but now the lighting conditions were varied by turning on and off the light in the room as well as pulling the window curtains back and forth. The signal to noise ratio was estimated in each frame. A patch with a fair amount of structure was chosen to avoid the biased measurements of low signal to noise ratios. The result is plotted in Fig. 5 (right) together with the theoretical function f bg averaged over the different signal to noise ratios. The green line assumes a constant noise-level over the entire sequence, while the red line assumes the noise-level to be an affine function of the intensity level. The latter gives a much better fit, which shows that a very precise noise-model is needed to utilise the full poten- 
Application: Fg/Bg-Segmentation
The theory presented in this paper can be used for any algorithm that needs matching of patches, such as stereo matching or feature point tracking. But the application considered here is background foreground segmentation in a large scale automated traffic surveillance application. With large scale we mean to cover the road network of an entire city section with cameras and generate trajectories for all road users such as cars, pedestrians and bicycles. There have been a lot of background foreground segmentation algorithms suggested, but non are really suitable for this kind of application because -To handle this many cameras, they have to be fairly low cost and the video processing has to be embedded within the cameras. It is not plausible to transfer the amount of video data produced to a PC cluster doing the processing. The aim is to use cameras like Axis 207, which contains a 150 Mhz ARM processor. This means that the algorithm has to be very computationally efficient. The proposed algorithm is for example about 100 times faster than [13] that can handle continuously varying backgrounds.
-The background typically consists of static pavement, which means that there is no need for such complex backgrounds. Neither is there a need for multi-modal background models to handle swaying trees or rippling water, such as the mixture of Gaussians suggested by Stauffer and Grimson [17] . -The scene is outdoor, which means that the lighting conditions will vary. Not only due to the sharp shadows cast by the road users and the slow variations due to the motion of the sun, but also due to more diffuse shadows cast by passing clouds. Such passing clouds can move faster than the road users and have no distinct borders but will make the lighting vary smoothly over the image.
Friedman and Russell [6] have suggested to use a 3 component mixture of Gaussian where the three components represent pavement, pavement in shadow and foreground. This will work nicely on a sunny day when shadows consist of sharp shadows cast by road users. But on a cloudy day the diffuse clouds will generate a lighting of the scene that varies smoothly both spatially and temporally, there will no longer be two distinct components but a continuous variation. A different approach is to preprocess the input image to extract intensity independent features and base the background model on those instead. However, many intensity independent features break down in dark or uniform areas. r+g+b ). When r, g and b all are small, the denominator becomes close to zero and the noise is scaled up out of proportion. Gordon et al. [7] have suggested to ignore normalised rgb features in dark areas and there rely on other features instead. In their case the results from a stereo matching algorithm. A fixed threshold was used to decide if the features were reliable or not. In the same fashion Hu et al. [9] used 3 different models for background patches with different amount of structures. Also, Wayne and Schoonees [21] suggest to use two thresholds on the background likelihood to classify pixel into background, foreground and unknown depending on how close to the background model the current frame is. The unknown pixels are then filled in by a morphological post processing step based on their neighbours.
This property of features being unreliable in some cases and very reliable in other cases is not a discrete property. It is a property that varies continuously from a patch with a lot of structure to a uniform patch or from a very dark pixel to a very light pixel. Features can be utilised much more efficiently by instead of thresholding them into reliable and not reliable, using a continuous estimate of how reliable they are and weight the different features accordingly.
We suggest to divide the image into patches and to use normalised cross correlation to match such patches to a background model. Such a comparison is independent both to translations and scaling of the intensity domain, which makes it fairly lighting independent. At least as long as the lighting is the same over the entire patch. This is typically the case for cloud shadows as they are diffuse and for the interior of sharp shadows. However at the borders of sharp shadows that is not the case, but foreground detections made at the very border of shadows can be removed by later processing steps that do not look at each block separately, but consider neighbours as well. A Markov random field could for example be used [12] .
Theoretical background and foreground distributions of the cross correlation coefficient have been derived above. The background distribution depends on a single parameter, the signal to noise ratio. The signal here refers to the amount of structure in the patch. Using Bayes' rule and the likelihood produced by those distributions, the probability of each block showing background or foreground can be calculated. This makes it possible to use the cross correlation feature for all patches even if the amount of structure is low. In that case the foreground probability will be close to 0.5 and represent an uncertain state. The segmentation will then rely more on other features or on neighbours. This means that there will be no need to have some ad-hoc threshold where the system switches from one model to another. Instead the signal to noise ratio is measured and a single parametrised model will move continuously from being very certain about highly structured patches to being very unsure about uniform patches.
Online estimation of the background and foreground distributions using some non-parametric approach is hard in the application considered here. We are looking at outdoor scenes where the lighting conditions might change rapidly when a cloud passes by the sun or some moving object casts an shadow. Changing the lighting conditions also changes the signal to noise ratio, which affects the background distribution. The noise levels stay fairly constant here and can be estimated over several frames, while the signal level changes with the lighting variation. Fortunately the signal level can be measured from a single frame only. By using the theoretical distribution derived above the system can find the correct distribution after doing a signal to noise measurement from a single frame. Non-parametric methods require several samples, frames, to estimate the distributions and thus would not be able to cope with these kind of fast lighting variations.
Background Estimation
One classical solution to estimate the background image from a video sequence is to estimate it as a sliding average using a learning factor [22] . One problem with that though is that the mean will not only be taken over background values, but over foreground as well. The version suggested by Stauffer and Grimson [17] that only updated the mean if the current pixel value is within 2.5 standard deviations of the mean mitigates this problem, but for that to work there has to be a decent estimate to begin with, and there is no guarantee that this solution will converge, as is shown by a counterexample in [2] .
Another solution is to use the median instead of the mean and to estimate the variance from the 25/75% quantile. Möller et al. show [14] how to estimate quantiles recursively, using a control sequence c t = max(c 0 /t, c min ) for some constants c 0 and c min . The median B 0.50,t (x), 25% quantile B 0.25,t (x) and 75% quantile B 0.75,t (x) of each pixel I t (x) in a image sequence is found with
From these quantiles the variance, V t , can be estimated [3] using
where N −1
cdf (x) is the inverse of the normal cumulative distribution function 
Cross Correlation
The input image, I, is divided into small (typically 8 × 8) patches, r j , j = 1, 2, . . . , n, and the cross correlation between those patches and some background patches are used as features. By letting the background patch p j be the temporal median ofˆr j |r j | it will be possible to estimate the background patch even during varying lighting conditions. The patch p j is assumed to be known exactly. This is never the case when something is estimated from real data, but the variance of the estimate will decrease with increased learning factor. This means that by choosing the learning factor large enough, the approximations induced by assuming r j to be known exactly can be made arbitrarily good. Also, the noise-level,σ , has to be estimated. That is done by estimating the variance ofr j − |r j |p j using (72). After those estimates are done, (70) gives the probability of foreground for a given input patch, p fg|ρ,l .
The presented approach is very well suited for processing motion-JPEG compressed video. This is a video compression standard that stores each frame of a video as a JPEG image. The JPEG compression algorithm divides the image into 8×8 blocks and performs a discrete cosine transform (DCT) of each block. All calculations presented above can be performed in this DCT domain, which means that the algorithm can operate on motion-JPEG compressed videos without uncompressing them fully. Processing a compressed image will be more efficient on low end systems due to better utilisation of the cache memories as the JPEG-image is already organised in 8×8 blocks. In the DCT-domain the first coefficient is the mean value. The operation of removing the mean can thus be implemented by simply skipping the first coefficient. After that, (1) for calculating the correlation coefficient from zero mean vectors is the same in the DCT-domain as in the intensity-domain.
This kind of implementation becomes very fast. A 320 × 240 video is processed at 243 fps on a 2.40 GHz P4, 640 × 480 at 70 fps and 1280 × 1024 at 17 fps. On the 150 MHz ARM-processor embedded within an Axis 207 camera, this algorithm segments 320 × 240 videos at 16-20 fps (depending on how large the compressed jpeg images becomes). This ARM-processor has no floating point unit. Instead the algorithm was scaled to only use fixpoint operations. That also allows (70) to be calculated in advance and tabularized. The camera contains specialized hardware to perform the jpeg-compression, allowing the entire processor to be used by the segmentation algorithm. Figure 6 shows some results. Most of the image area occupied by the pedestrian is detected as foreground. A large part of the jacket is very uncertain though, as it is uniformly coloured and partly underexposed. The interior of the shadow is detected as background with slightly less probability than the rest of the ground as the SNR is lower. The border of the shadow is detected as foreground because here the patches overlap the border and thus the assumption about the light being constant within the patch no longer holds.
The implementation has also been tested on the training video sequences of Axis's Open Evaluation of Motion Detection Algorithms. It consists of 10 different quite challenging sequences from different scenes acquired with different types of cameras and resolutions, with varying weather condition and illumination both indoor and outdoor. The exact same parameter settings were used in all cases. Results are shown in Figs. 1 and 7 . Figure 7 also shows the results from a binary Markov random field (MRF) segmentation of the probability image. There is also a video, fgbg_ncc.avi that shows a few seconds from some of these videos and the results. The results are mostly correct. In the second sequence of Fig. 1 there is one shadow detected as foreground because the wall it falls on is lit by some complex far from constant lighting. Also part of the shadows in sequence seven of Fig. 7 shows up as foreground, partly due to an overexposed specular reflection in the floor. Finally, there is some overexposed ridge that shows up as foreground in the last sequence. [17] , and the result of segmenting p fg|ρ,l using a MRF. The colour coding of p fg|ρ,l is the same as given in Fig. 2(right) . Videos from a few of these sequence are shown in fgbg_ncc.avi
The proposed algorithm were also tested on the dataset from [19] available on-line, 1 which is also used by [15] . This dataset consists of 7 sequences with resolution 160×120. For each sequence one frame has been manually segmented into foreground and background. The result from the proposed algorithm followed by a binary MRF segmentation was compared to those ground truth frames and results are presented in Table 1 and Fig. 8 . The LightSwitch sequence fails because the background model is in this cased trained on dark underexposed frames that does not contain the same structures as the light frames. If the LightSwitch sequence is excluded this gives on average 6.48% misclassified pixels, which is better than the results presented in [15, 19] , 7.82% and 7.33% misclassified pixels respectively. The proposed algorithm is also significantly faster. Those 160×120 sequences are processed at 690 fps on a 2.4 GHz P4.
Conclusions
The distribution function of the cross-correlation coefficient is derived in two different cases: (i) the cross-correlation coefficient between two random independent patches and (ii) between two patches that differ only by intensity scale, translation and additive Gaussian noise. Those functions are compared with histograms generated from simulations as well as with histograms generated from real data. In both cases the histograms and the distribution functions concur very well. Fig. 8 (Color online) Some results of applying the proposed foreground/background segmentation to the test images for wallflower paper [19] . For each of the sequences the figure shows a single frame, the normalised cross correlation with this frame and a estimated background, ρ, p fg|ρ,l for that frame, and the result of segmenting p fg|ρ,l using a MRF. The colour coding of p fg|ρ,l and ρ is the same as given in Fig. 2 . Note that this colour coding only covers the range 0..1, so ρ is truncated below 0 Table 1 Results from applying the proposed algorithm to the dataset from [19] . For each of the 7 sequences the percentages of misclassified pixels are presented
Sequence
False positive (%) False negative (%) Total (%) For real world scenarios where an exact noise model is not available, uncertainty of the signal to noise estimate has been introduced into the model. This gives a much smoother model that is robust to poor noise estimations.
The foreground distribution does not model the foreground very accurately in the general case as it assumes unrelated patches to be uncorrelated which empirical tests shows is not the case. However, for traffic surveillance situations, where the background is typically pavement it is a good approximation. On the other hand, the background dis-tribution does model the background very well also in the general case.
