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Abstract An error estimator, formulated earlier for
h-adaptive strategies, is extended for use in the p-version
finite element analysis. The estimation of error is based on
solving a series of local problems, based on patches consis-
ting of elements surrounding each node, with prescribed
homogeneous essential boundary conditions. Unlike the ori-
ginal approach in which a patch was constructed based on
one element, each patch in the present scheme is automati-
cally formed based on a number of elements surrounding a
corresponding node. The present scheme, based on enhan-
cing the degree of interpolation, provides a better estimate
than the original h-scheme while still preserving the origi-
nal lower bound property. The capability of the new scheme
is investigated in some numerical examples in terms of its
global and local performance.
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1 Introduction
An important component of adaptive finite element analysis
is how to assess the local error accurately. This error informa-
tion normally gives a clue where and to which extent some
parts of the mesh should be enhanced so that the finite element
analysis can provide acceptably accurate and cost effective
results. As such, the so-called a posteriori error estimators,
which approximate the actual error at the end of the calcu-
lation, play an important role in ensuring reliability of finite
element models. The error information, which is the focus
of this research, refers to the error that is caused by inade-
quate discretisation of the finite element analysis, which is
also known as the discretisation error.
Basically, a posteriori error estimators can be categorised
in two main groups namely the recovery type (e.g., [20,21])
and the residual type (e.g., [5,7]). Here, the residual-type
error estimators are employed. The methods, pioneered by
the work of Babuška and Rheinboldt [5], determine the error
by calculating the residual of the finite element solutions in
each local space. Without relying on the superconvergence
property1 of some sample points in the problem domain
as in the recovery type, the residual-type error estimators
can be applied to a wider variety of problems, including
non-homogeneous higher-order interpolation or even nonli-
near solution control. The methods, such as that of Babuška
and Rheinboldt [5], determine the error by calculating the
residual of the finite element solutions in each local space.
However, the method is less robust and more computatio-
nally expensive than the recovery type since the calculation
1 Superconvergence property belongs to some points where a very accu-
rate solution can be obtained. They are usually the quadrature points
[19].
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is complicated by solving the flux jump across the edge of
the local domains.
Recently, the main shortcoming of the conventional resi-
dual type error estimation has been overcome by the introduc-
tion of a new residual type error estimator of Díez et al. [7].
The method approximates local errors without the necessity
to compute the flux jump, thus the computational cost can
be significantly diminished. The scheme can be easily inte-
grated in a conventional finite element program and has been
successfully applied to linear as well as nonlinear problems
[8,9,15]. With such attractive benefits, the approach seems
to be very promising and deserves a further development.
In this study, we apply a polynomial enrichment scheme
(a so-called p-enrichment) to provide an alternative to the
local h-refinement used in [7]. With a higher-order polyno-
mial interpolation, the approximation can have much fas-
ter convergence to the exact solutions that contain the same
order of polynomials, especially when the solution is rather
smooth. Moreover, using a hierarchical extension of the shape
functions for each local domain simplifies the error estima-
tion process. Instead of subdividing each local domain, the
reference solution is simply constructed by adding higher-
order degrees of polynomials, also without changing any
available stiffness matrix components. It is then of interest to
study if the p-enrichment can also be applied in the context
of error estimation, following the work of Díez et al. [7].
This article starts with a mathematical definition of the
discretisation error in the finite element method, which is
usually measured in terms of an energy norm. Then, we
address some basic ideas about standard residual-type error
estimation, which later leads to the formulation of a simple
error estimator used in our research. The article ends with
some investigations about performances and some critical
comments about the proposed method.
2 Discretisation error
The discretisation error, e, is defined as
e := u − u(h,p) (1)
i.e. the difference between the exact solution to the mathe-
matical model, u, and the finite element solution, u(h,p) ∈
V(h,p), where the finite element space V(h,p) ⊂ V and V :=
{v ∈ H1(Ω); v = 0 on Γd}. The solution is obtained by
solving the set of equations
B(u(h,p), v(h,p)) = F(v(h,p)) ∀v(h,p) ∈ V(h,p) (2)
where the terms B(·, ·) and F(·) denote a symmetric positive-
definite bilinear form and a linear form, respectively.
The error e in Eq. 1 cannot be computed directly since
the exact solution u is generally unknown. Nevertheless, as
a more refined/enriched discretisation gives a better approxi-
mation to the actual solution u, we can closely represent
the actual solution u by a very fine discretisation (so-called
reference mesh), via h-extension and/or p-extension, for
example. That is,
B(u
(h˜, p˜), v(h˜, p˜)) = F(v(h˜, p˜)) ∀v(h˜, p˜) ∈ V(h˜, p˜) (3)
is to be solved and used as a close representative to the actual
model. It should be noted that both h and p factors are not
necessarily enhanced at the same time to form the reference
solution. However, at least one factor needs to be upgraded
to form the reference system of equations.
The finite element solution from the refined/enriched sys-
temu
(h˜, p˜), is now denoted as a reference to the actual solution
u. As a consequence, the discretisation error, defined in Eq. 1,
is approximated by
e ≈ u
(h˜, p˜) − u(h,p) =: e(h˜, p˜) (4)
The approximation involved in Eq. 4 is sufficiently accurate
because the actual solution u is much closer to the solution
from the refined system u
(h˜, p˜) than to the primary solution
u(h,p).
In order to provide a proper measurement of global and
elemental error, the discrete error should be measured in a
well-defined norm. A classical option, also employed in this
contribution, is the measurement of error in an energy norm
defined as







where the subscript k denotes the error contribution obtained
from the elemental level. The global estimation is obtained
by summing up the element contributions. The global error
measure ‖e‖ is used in consideration whether or not the finite
element solution is acceptably accurate. Furthermore, the ele-




is necessary in driving the mesh adaptive process.
3 Standard residual-type error estimation
The standard residual-type error estimation can be formula-
ted either explicitly or implicitly. Whereas the explicit version
employs the residuals in the current approximation directly,
the implicit version uses the residuals indirectly via a set of
local algebraic equations. Obviously, the implicit version, in
comparison to the explicit version, requires more computa-
tional effort in solving an additional set of equations. The
bigger effort, however, pays for the approximate error func-
tion, which is subsequently measured in a quantified norm.
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Fig. 1 Error assessment techniques in finite element analysis. The
double-bounded box refers to the type used in this research
This error estimate provides more accurate information than
obtained from the explicit version that relies on the inequality
setting [4,18]. Figure 1 shows an overview of error assess-
ment techniques used in finite element analysis.
In this research, we concentrate on the implicit error esti-
mation. The method consists of three components, i.e.
– a set of error equations,
– a reference discretisation, and
– a local computational framework.
Basically, the set of error equations is formulated based
on residuals in a global computational framework. Without
the known exact solutions, the residuals are estimated by
setting the reference discretisation via either h-extension,
p-extension, or any other mesh improvement approach.
Finally, the computational costs involved with the reference
discretisation can be reduced importantly by replacing the
solution of a global system by the solution of a series of
local problems.
3.1 Setting of error equations based on residuals
The residual-type error estimator, as its name implies, app-
roximates the error based on residuals, i.e. the amount by
which the finite element solution fails to satisfy pointwise
the equilibrium equation in the mathematical model. Using
the difference between Eqs. 2, 3, and 4, leads to a set of error
equations
B(e
(h˜, p˜), v(h˜, p˜)) = Ru(v(h˜, p˜))
= F(v
(h˜, p˜)) − B(u(h,p), v(h˜, p˜))
∀v
(h˜, p˜) ∈ V(h˜, p˜) (7)
with the boundary condition that e = 0 on Γd . The resi-
dual Ru , which is based on the primary unknown u, can
be interpreted as a fictitious load by which the approximate
solution deviates from the actual solution.
3.2 Setting of local computational framework
In fact, one can estimate the error of a finite element model
by comparing the finite element solutions obtained from the
original mesh to those from the enhanced mesh, by which
the results could be compared pointwise rather than through
a single scalar such as the energy norm. Unfortunately, this
would require a large amount of computations involved with
the finer mesh. There is obviously little value in estimating the
error of a coarse discretisation by solving a global system of
equations according to an enhanced discretisation. The com-
putational costs involved with the error estimation would far
outweigh those involved with solving for u(h,p), while at the
same time an improved solution u
(h˜, p˜) is already provided.
By virtue of u
(h˜, p˜), the solution u(h,p) has become redun-
dant, and so has e
(h˜, p˜). In contrast, an efficient calculation of
e
(h˜, p˜) should involve local (rather than global) solutions of
u
(h˜, p˜).
Since Eq. 7 is defined globally, it requires a large amount
of computer resources. In order to avoid this, the local spaces
Vk , k = 1, 2, . . . , n and Vk ⊂ V , are defined and the residual-
based error is computed in each local space. That is, instead
of solving Eq. 7, we solve a set of local equations
Bk(e(h˜, p˜), v(h˜, p˜)) = Ruk (v(h˜, p˜)) ∀v(h˜, p˜) ∈ Vk (h˜, p˜) (8)
where the local residual is defined as







(h˜, p˜) dΓ (9)
As a result from the integration by parts on each local
domain, the additional contribution, which is the last term in
the right-hand side of Eq. 9, represents the normal derivatives
(or flux) on the interelement boundary ∂Ωk as well as on
Γd and cancels in the global system of equations (cf. Eq. 7).
Note that the contribution of the normal derivative on element





v dΓ is included in Fk(v) as
defined earlier.
To obtain the error associated with the primary unknowns
u(h,p), the local error equations (cf. Eq. 8) must be solved. It
is necessary to define a proper set of boundary conditions of
these local problems.
4 Boundary conditions of the local error equations
A key ingredient in solving local error equations is setting the
boundary conditions to be prescribed in Eq. 8. Taken from
the global finite element setting, the only Dirichlet boundary
condition defined in each local space Ωk ⊂ Ω is
e = 0 on ∂Ωk ∩ Γd (10)
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This is because the primary unknown u is exactly prescribed
on the Dirichlet boundary Γd . Obviously, additional boun-
dary conditions for the local problems are needed.
Basically, there are two subclasses of the implicit residual
error estimation, depending on how the boundary conditions
are defined in the local problems, namely the Neumann-type
error estimation and the Dirichlet-type error estimation. See
also the overview in Fig. 1.
4.1 Local Neumann conditions
The imposition of non-homogeneous flux boundary condi-
tions (local Neumann conditions), represented by the last










on ∂Ωk ∩ ∂Ωk′ (11)
The considered edge of an element k is shared by another
(adjacent) element denoted as k′. The introduction of two
distinct indices k and k′ allows to describe jumps of the nor-
mal fluxes at the interelement boundary.
The simple averaging has been criticised for being ad-hoc
and fails to respect the basic requirement for the local pro-
blem to be well-posed. Some researchers [3,10] have pro-
posed a new modification, the so-called equilibrated flux
approach, by setting the equilibration condition





v dΓ = 0
(12)
where v = 1 and v = φ (the interpolation function) are
selected for zeroth-order equilibration and first-order equi-






= 0 on ∂Ωk ∩ ∂Ωk′ (13)
the error equations are well-posed on the regular subspace
and the resulting error estimator will provide a guaranteed
upper bound of the exact error.
It should be noted that imposing only Neumann boundary
conditions in the local problems is not sufficient. It is neces-
sary to impose a proper set of Dirichlet conditions to elimi-
nate the zero energy modes (rigid body modes), leading to
solvability of the equations. Obviously, the Dirichlet condi-
tions described in Eq. 10 are not sufficient for solving the
local problems that are not attached to the Dirichlet boun-
dary. To overcome this problem, one may reformulate the
local problem over a reduced subspace where the zero energy
modes have been factored out [1,2,6].
4.2 Local Dirichlet conditions
Modelling of the equilibrated residual fluxes at the inter-
element boundaries generally requires high computational
effort. To avoid such complicated computation, the local
Neumann boundary conditions in conventional element
residual method may be replaced by a set of local Dirichlet
conditions. The method approximates local errors without
the necessity to compute the flux jump, thus the computa-
tional cost can be significantly diminished. However, this
assumption leads to a lower bound estimate that is often not
of a good quality.
An improvement of the approach has been proposed by
Díez et al. [7]. In their approach, an additional set of local
error equations is introduced to help improving quality of the
error estimate computed based on the elemental basis. The
error function can be approximated by solving a set of local
problems whose spaces overlap. These local (patch) spaces
Ωpat must be selected in such a way that




i ∩Ωpatj = ∅, i.e. a patch Ωpati must overlap partly at
least one other patch Ωpatj that is in the neighbourhood.
The overlapping of patches depends on how the reference
mesh is chosen.
For a local space (or patch) Ωpatk , a set of homogeneous
boundary conditions is defined by suppressing error compo-
nents as zero on the local boundary ∂Ωpatk \(∂Ωpatk ∩Γn). The
error estimate can then be obtained by finding ξ ∈ V∗k where
V∗k := {v ∈ H1(Ωpatk ); ξ = 0 on Γd ∪ ∂Ωpatk } from
Bk(ξ (h˜, p˜), v(h˜, p˜)) = Ruk (v(h˜, p˜))
= Fk(v(h˜, p˜)) − Bk(u(h,p), v(h˜, p˜))
∀v
(h˜, p˜) ∈ Vk (h˜, p˜) (14)
temporarily neglecting the last term appearing in Eq. 9. The
space Vk = supp(Ωpatk ), thus Vk ⊂ V . In the original work
[7], this first estimate ξ to e
(h˜, p˜) is computed elementwise
(i.e. the local space is based on one element) and denoted as
the interior estimate.
Since the estimated error is suppressed to zero on the
inter-patch boundaries, the obtained error solution is a poor
approximation to the exact error. It is then necessary to enrich
the first patch solutions by a set of patches overlapping the
local space. Let Λl be the local space that overlaps Ωk ,
find another error estimate η ∈ U∗l , where U∗l := {v ∈
H1(Λpatl ); η = 0 on Γd ∪ ∂Λpatl } from another boundary
value problem
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(I) Internal residual estimate (2) Boundary jump recovery
Fig. 2 Two steps of residual-based error computation in the local
Dirichlet-type framework based on local h-refinement [7]
Bl(η(h˜, p˜), v(h˜, p˜)) = Rul (v(h˜, p˜))
= Fl(v(h˜, p˜)) − Bl(u(h,p), v(h˜, p˜))
∀v
(h˜, p˜) ∈ Ul (h˜, p˜) (15)
The second estimate η is based on the collection of parts
in surrounding elements to form each patch overlapping the
element domain (thus interior domain) and is called the patch
estimate [7]. Similar to the interior estimate ξ , the local errors
on ∂Λl\(∂Λl∩Γn) are prescribed to zero. This patch estimate
provides information of the error caused by the residual fluxes
on the elemental boundaries. See Fig. 2 for an illustration of
the two-step error computation.
To combine components from different patches, the contri-
butions ξ and η must be adjusted to satisfy the Galerkin ortho-
gonality property, that is
Bl(ξ (h˜, p˜), η(h˜, p˜)) = 0 on Λl (16)
Retrieving the interior estimate which is projected onto Λl ,
the patch solution in each Λl can be recalculated as
η∗
(h˜, p˜) = η(h˜, p˜) −





(h˜, p˜) in Ωl (17)
where ξ∗ is the projection of the interior estimate ξ on Λl
which is adjusted as zero on ∂Λl\(∂Λl ∩ Γn) by
B∗l (ξ∗(h˜, p˜), v(h˜, p˜)) = Bl(ξ (h˜, p˜), v(h˜, p˜)) ∀v(h˜, p˜) ∈ Ul (h˜, p˜)
(18)
where B∗l (·, ·) represents Bl(·, ·) with the prescription of zero
error on ∂Λl\(∂Λl ∩Γn). The use of ξ∗ instead of ξ in Eq. 17
ensures continuity of the estimated error function after setting
the orthogonality to the interior values, which subsequently
guarantees the continuity of the complete solution. It should
be noted that the orthogonality setting procedure unfortuna-
tely causes some blind points on the Neumann’s boundary
where two patches meet. At those points on Γn , the estimation
of zero error is obtained.
By adding the two components, the complete estimate
becomes
e




Fig. 3 The local Dirichlet method: a interior estimation ξ , b patch
estimation before orthogonality setting η and c patch estimation after
the orthogonality setting η∗, after which contributions ξ and η∗ are
added. The exact errors and the estimated errors are shown in solid and
dashed lines, respectively. The filled circles denote nodal points in the
one-dimensional problem domain
by which non-zero errors can be obtained along the inter-
patch boundaries.
The estimated error can be measured in the energy norm
by
‖e
(h˜, p˜)‖2k ≈ ‖ξ (h˜, p˜)‖2k + ‖η∗(h˜, p˜)‖2k (20)
and summed up to obtain the global error in the energy norm
(cf. Eq. 5). Figure 3 illustrates how this local Dirichlet error
estimation works in a one-dimensional setting. The method
can be implemented following the flow chart in Table 1.
5 Error estimation for non-uniform interpolation
In the original version [7], two sets of local problems are for-
mulated. First, the interior residual-based error is computed
by setting a zero error on the edge of the elements which
do not belong to the Neumann’s boundary. The second set
is to recover the residual on the boundary of the element by
setting the patches, based on nodes or edges, overlapping the
neighbouring elements.
Originally, the local Dirichlet type error estimator was for-
mulated and successfully applied with a local h-extension.2
2 Note that h-version and p-version refer here to the error estimation
procedure, not to a possible global enhancement of the discretisation
that may follow the error estimation.
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Table 1 Flow diagram for the error estimation [7]
For each patch of elements
1. Retrieve elements in the patch:
(a) subdivide the patch/enrich the shape functions,
(b) compute the refined/enriched stiffness matrix
Kel
(h˜, p˜) := Bk(v, v),
(c) compute the refined/enriched load vector f el
(h˜, p˜) :=
Fk(v),
(d) interpolate solution vectors to the refined/
enriched system uelinterp, and
(e) add to the patch stiffness matrix Kpat
(h˜, p˜), patch load
vector f pat
(h˜, p˜) and patch solution vector u
pat
interp.
2. Impose the error boundary conditions for the patch problem,
i.e. epat = 0 on ∂Ωpat\(Ωpat ∪ Γn).
3. Solve for patch error vector epat .
4. Retrieve existing patch error vector epat,0.
5. Set the orthogonality of the existing error vector and the
new error vector epatorth.
6. Add the orthogonal new error vector to the global numbe-
ring eglob,0 = eglob,0 + epatorth.



















Fig. 4 Reference error and actual error in the local p-enrichment
scheme: the reference for linear elements (left) and for quadratic ele-
ments (right)
To provide a proper reference discretisation in the case of
non-uniform interpolation, a p-extension is more suitable.
Instead of subdividing each local space (element), the degree
of polynomial interpolation (p) is upgraded to one higher
order (p + 1). The error with respect to the reference mesh,
in comparison to the actual error, is illustrated in Fig. 4.
We have implemented two error estimators for use with
non-uniform interpolation, i.e.
− based on the element-based hierarchical enhancement
[16], and
− based on the node-based hierarchical enhancement [17].
We have found that, although the node-based approach
[12] facilitates the implementation, it requires a tedious
h−extension
p−extension
Fig. 5 Reference mesh in the framework of h- and p-extensions for
the problem with non-uniform higher-order elements. The short lines
on element edges denote the edge modes and the square symbol denotes
the internal mode
Fig. 6 Node-based patches for error estimation based on local p-
enrichment
element selection procedure to avoid linear dependency
problems usually found in the local model containing a
small number of elements. As a consequence, this may dimi-
nish the robustness of the nodal p-enrichment method since
the required minimum number of elements may keep gro-
wing if the polynomial order grows (see more details in [11,
Appendix A]). The element-based approach [13], however,
does not show such a shortcoming. For this reason, our
p-version error estimation will only be based on the element-
based p-extension.
One problem remains. Unlike the h-version error estima-
tion [7], it is impossible to use a portion of a certain finite
element within a patch. Instead, the whole element must be
taken. Automatically set based on each node, a patch can be
constructed by a set of surrounding elements, as illustrated in
Figs. 5 and 6. By this scheme, the global number of patches
is fixed by the number of nodes. Each element is enriched by
the number of patches that corresponds to the element type.
For instance, contributions from three patches are combined
to recover errors in a linear triangular element and contribu-
tions from four patches are used for a bilinear quadrilateral
element.
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6 Some implementational aspects
6.1 Solution mapping
Discretising the continuous test function v with the finite ele-
ment shape functions φ, the error can be obtained by solving
the local discretised equations
Bk(e(h˜, p˜),φ(h˜, p˜)) = Fk(φ(h˜, p˜)) − Bk(u(h,p),φ(h˜, p˜)) (21)





(h˜, p˜) = f
(k)





where a are the nodal displacements,
K
(k)





(h˜, p˜)) : D : (∇φ(h˜, p˜)) dΩk (23)
is the stiffness matrix,
f
(k)









(h˜, p˜) · g dΩk (24)
is the external force vector, and
Kˇ
(k)





(h˜, p˜)) : D : (∇φ(h,p)) dΩk (25)
The last term in Eq. 22 indicates that the solution of the coarse
mesh, a(h,p), is mapped onto the refined mesh.
Alternatively, to make use of the existing stiffness matrix





(h˜, p˜) = f
(k)






(h˜, p˜) is interpolated using the original shape functions
φ(h,p) that correspond to the new set of nodal positions x(h˜, p˜)
in the enriched local problem, yielding
uˇ
(k)
(h˜, p˜) := φ(h,p)(x(h˜, p˜)) · a
(k)
(h,p) (27)
The form in Eq. 26 is more efficient than that in Eq. 22 in
terms of data storage. Also, computation of another integral
for a modified stiffness matrix costs more than interpolation
of the displacement field u. However, the form in Eq. 22 pro-
vides more flexibility in selecting the reference mesh. For the
hierarchical approach, use of the form in Eq. 26 is natural.
This is because V(h,p) ∈ V(h˜, p˜), i.e. the existing shape func-
tions are preserved and completely separate themselves from
the set of additional degrees of freedom. Therefore, at the
additional degrees of freedom, a zero contribution is simply
Fig. 7 Examples of patch selection in case of hanging nodes




6.2 Irregular element connectivity
The requirement of overlapping patches may complicate the
patch selection process. An example is when hanging nodes
exist. In such a case, the finite element interpolation requires
special constraints at the hanging nodes so that the shape
functions over the irregular partitioning are compatible.
It is obvious in the original h-version, where a patch
consists of a part of each element in the neighbourhood, that
it is merely impossible to obtain the patching scheme descri-
bed in Fig. 2. However, as an alternative, the patches which
constitute all neighbouring elements (as in the p-version, cf.
Fig. 6) may be selected to include all involved parent-child
relations (cf. Fig. 7), i.e. the local problems have to allow the




The first numerical example is a one-dimensional problem




(x) = 6x2 − 3x (28)
in Ω =]0, 1[ and the Dirichlet boundary conditions are pres-






In order to investigate the performance of the error esti-
mator, we start with measuring the capability of the local
p-version in estimating the error in linear elements, in com-
parison with the local h-version. In this problem, each patch
is selected based on one element, and, for the same reason
as in [7], we assume that there exist only interior residuals
due to the superconvergence property of the problem. Thus,
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Fig. 8 Distribution of local effectivity index in the 1D problem with
a ten-element discretisation, based on h-version (top) and p-version
(bottom) error estimates and varying order of local refinement from 2
to 6.The number of subelements is denoted as "ns"
using this example is to see how good the estimator is, in
estimating the interior residuals.
In Fig. 8, the local reference discretisation is varied from
order 2 to order 6. Based on h-extension, this means that the
patch is subdivided into 2 to 6 subelements. On the other
hand, in the p-scheme, the order of interpolation is varied
from p = 2 (quadratic) to p = 6 (hexic) interpolations. The
quality of the estimates is measured through an effectivity





i.e. the ratio of the estimated and the exact error, e := u −
u(h,p), measured in the energy norm.
In Fig. 8, the high effectivity index in all elements in the
local p-version, especially when the local enrichment order
2 3 4                   5                   6






















Fig. 9 The global effectivity index obtained by different orders of h-
and p-local refinement schemes in the 1D example with 2-element, 10-
element and 20-element discretisations
is higher than two, reveals that the local p-version performs
better than the local h-version. This is partly due to the fact
that the exact solution is in the polynomial form and thus
the higher-order polynomial interpolation can capture the
solution better than the element subdivision. It is shown in
Fig. 9 that the estimators perform better in the more refi-
ned finite element discretisation as, at the same degree of
local refinement, the local reference discretisation provides a
closer representation of the exact solution.
One can notice that in Fig. 10, where we use an odd num-
ber of elements, the local effectivity index appearing in the
middle elements shows how poorly the estimation performs,
in both h-version and p-version, especially when applying
the second order of local refinement. The improvement in
effectivity index when going to third order local refinement
is significant. Moreover, Fig. 11 reveals that the error estimate
of the middle element can become worse as the number of
degrees of freedom increases. We observe that, at the middle
point (i.e. x = 0.5), the curvature of the solution function
changes from being convex to being concave and that should
be the main reason for the poor error estimates in the element
including such a transition point. Apparently, the smaller the
middle element is, the bigger the relative effect of the curve
transition is on the error estimate. However, the failure in the
local error estimation does not affect the global measurement
significantly.
7.2 Quadratic stress test
The error estimation is now applied to a two-dimensional
problem domain. The quadratic stress patch is modelled as
in Fig. 12 (left). A patch of 1 mm × 1 mm is modelled
in a plane stress condition with Young’s modulus E = 1
123
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Fig. 10 Distribution of local effectivity index in the 1D problem with
an 11-element discretisation, based on h-version (top) and p-version
(bottom) error estimates and varying order of local refinement from 2
to 6
MPa and Poisson’s ratio ν = 0.25. We model this problem
by setting the non-homogeneous Dirichlet conditions of the
exact solution

















on the whole boundary. The finite element solution is obtai-
ned by linear interpolation.
As our error estimation scheme is originated from [7],
which is based on the local h-extension scheme, we start
our investigation with this original scheme. The error func-
tions plotted in Fig. 13 apparently depend on how the patches
overlap in the local h-refinement scheme [7]. In terms of per-
formance, Fig. 14 (top) reveals a better estimation and effec-
tivity in case of all local p-enrichments. In this example, a
















Fig. 11 Failure of the error estimates due to inadequate representation
(i.e. local refinement of order 2) of the actual solutions in the 1D problem
modelled by an odd number of elements. The effectivity indices shown






Fig. 12 The patch test (left) and the disk test (right)
triangular element is subdivided into 27 subelements, adding
68 degrees of freedom for the elemental computation in the
h-version. Conversely, a set of quadratic polynomials is added
to each element in the p-scheme, adding 3 degrees of free-
dom per element. If considering a patch of maximum six
elements, we need to solve only 38 equations in each local
computation. Yet, the global error estimate based on the local
p-enrichment, in comparison to the local h-refinement, shows
a closer estimation to the exact error computed based on the
analytical solution in Eqs. 31 and 32.
The quadratic enrichment is, of course, not the most
accurate choice for estimating the error in linear elements.
It is, however, sufficient since the errors are much smaller
in comparison to the original linear interpolation. Further-
more, enriching to a higher-order polynomial does not pro-
vide a great improvement to the error estimation, considering
the fact that the number of local equations is greatly increa-
sed. However, it still provides the possibility to set the local
reference solutions from higher-order polynomials, if highly
accurate error solutions are necessary. In Fig. 14 (bottom),
the global error estimates based on different orders of inter-
polation are compared.
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Fig. 13 The estimated and exact error functions in x- and y-directions
of the quadratic stress test. The mesh (thick line) and the overlapping
patches (thin line) are shown at the top
Before moving further to investigate the performance of
error estimation in higher-order elements, let us consider the
actual error trend of the quadratic stress test, as shown in
Fig. 15. Evidently, the exact solution can be obtained by
applying cubic interpolation in the finite element modelling,
but not by the same number of equations in the element
subdivision scheme. Comparing the same number of degrees
of freedom, the polynomial enrichment shows a more effi-
cient trend. For this reason, the local p-enrichment scheme is
more efficient than the local h-subdivision. However, if cubic
polynomials, which represent the exact solution, are
employed, why can the estimator not exactly predict the
actual error? [See Fig. 14 (bottom).] To come up with an
explanation, we refer back to the basic concept in Sect. 4.2,
i.e. the error is prescribed as zero on ∂Ωk\(∂Ωk ∩ Γn). This
means, the error on the boundary, which is linearly interpo-
lated, is assumed null, while the real error should in fact
be cubically interpolated. A good proof for this point is
shown by the local error plot in Fig. 16, where the estima-
ted and the actual error functions along the boundary differ.
Based on this interpretation, the estimator can never reco-
ver the exact error unless the primary solution on the boun-
dary contains the polynomial order that interpolates the exact
solution.
We investigate further the error estimate in higher-order
elements. Following the same strategy, a set of higher-order
terms is added for each displacement mode. As mentioned
earlier, for each polynomial order of the displacements, the
error is estimated with one higher polynomial order. The
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Fig. 14 Comparison of estimated error in energy norm by different
local enrichment schemes in the quadratic stress test
0            20 40 60 80 100 120

















Fig. 15 Convergence analysis of quadratic stress patch problem based
on global h-refinement and global p-enrichment
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Fig. 16 Comparison between the estimated error function (left) and
the exact error function (right), based on analytical solutions, in the x-
(top) and y- (bottom) direction of the linearly interpolated patch
Table 2 Global error in energy norm obtained in quadratic stress patch
test. Dirichlet boundary conditions are imposed by direct imposition
scheme in the standard p-finite element modelling
Model DOFs Reference ‖e‖ ‖e‖ex θe (%)
p = 1 18 p = 2 0.1885 0.2223 84.8
p = 2 50 p = 3 0.0522 0.1176 44.4
p = 3 98 p = 4 0.0199 0.1051 18.9
quadratic stress patch is again tested and the results are shown
in Table 2, where the global performance is measured in terms
of the effectivity index. As shown, the effectivity index is
greatly reduced when the element polynomial order incre-
ases. This is not a surprising phenomenon in this problem,
which consists of non-homogeneous Dirichlet boundary
conditions. Since there are no additional nodes in the hie-
rarchical p-extension, prescribing the boundary conditions
implies only a linear variation of displacements at the boun-
dary. Without any special techniques, it is rather difficult to
directly impose the exact displacements, which are higher-
order polynomials, along the boundary. The higher-order
polynomials along the boundary edges are dropped out and
the global boundary conditions are, instead, represented by
linear interpolation. Obviously, the reference model, in this
case, cannot resemble the actual model, thus leading to fai-
lure of the error estimation.
If the prescribed displacements are imposed exactly, we
should be able to obtain a good error estimate in the patch
problem. The proper enforcement of boundary conditions is
made possible by, e.g. adding Lagrange multipliers or penalty
terms in the variational formulation. As a result, Eq. 2 is
replaced by
B∗(u(h,p), v(h,p)) = L(v(h,p)) ∀v(h,p) ∈ V(h,p) (33)
where B∗(·, ·) is equivalent to the original B(·, ·), further
including the already prescribed Dirichlet boundary condi-
tions. The displacements on the boundary edges can then be
properly imposed. As a consequence, the error estimation
with penalty functions provides a better estimate than the
error estimation with the direct imposition model, as shown
in Table 3. The errors are better estimated in the higher-order
elements because, firstly, the reference model contains a bet-
ter solution, i.e. the reference error becomes closer to zero.
Secondly, the errors on the global Dirichlet boundary become
closer to zero, thus closer to the basic assumption of this error
estimation.
Figures 16 and 17 present the local error distribution for
the eight-element patch. The comparison between the esti-
mated errors (left) and the actual errors (right) yields very
similar profiles, especially in the case of higher-order ele-
ments. It can be seen that, since the displacements are pres-
cribed along the whole domain, the errors are forced to zero.
This, of course, affects the error distributions in the boundary
zones. The error contour in the case of quadratic elements in
Fig. 17 apparently reveals a closer estimate to the actual error
Table 3 Global error in energy norm obtained in quadratic stress patch
test. Dirichlet boundary conditions are imposed by penalty formulation
in the standard p-finite element modelling
Model DOFs Reference ‖e‖ ‖e‖ex θe (%)
p = 1 18 p = 2 0.1885 0.2223 84.8
p = 2 50 p = 3 0.0234 0.0249 94.0
p = 3 98 p = 4 0.0000 0.0000 100.0
Fig. 17 Comparison between the estimated error function (left) and
the exact error function (right), based on analytical solutions, in the
x-(top) and y- (bottom) direction of the quadratically interpolated patch
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distribution. Even better, the estimate in the cubic elements
shows zero error in the whole domain, which is the same as
the exact error plot.
7.3 Disk problem
Finally, consider a disk being pulled uniformly at the outer
boundary, as shown in Fig. 12 (right). We neglect the discre-
tisation error due to the geometrical modelling by assuming
that the disk is not circular but composed of linear boundary
segments. In this example, we would like to study the effect
of the missing global part in local error estimation scheme.
To this end, we compare the estimated error (‖e‖loc) and the
error obtained by the difference between two sets of glo-













where ε(p) and ε(p+1) represent the set of strain compo-
nents computed using (p)-order and (p + 1)-order inter-
polation, respectively. In other words, Eq. 34 provides
the error computed via the global stiffness matrix, and this
reference error is used to calibrate the locally computed error
estimate.
The global results in Table 4 exhibit good agreement bet-
ween the errors based on the local computation ‖e‖loc and
those based on the global computation ‖e‖glob, especially in
the case with higher-order elements. This suggests that, in
this problem, error solutions from a coarse mesh may be suf-
ficiently recovered by the local computation, which is defi-
nitely much cheaper than the global computation underlying
Eq. 34. Also, this implies that the missing global part is of a
marginal magnitude. The local contour plots in Fig. 18 again
show a good agreement.
It should be noted here that, in order to obtain a good error
estimate, a refined local patch must resemble the (reference)
refined global system as much as possible. For example,
a circular disk can be modelled by either prescribing dis-
placements or prescribing forces along its outer boundary.
The displacement control model (Fig. 19b) provides different
Table 4 Global error in energy norm obtained in circular disk problem
Model DOFs Reference ‖e‖loc ‖e‖glob
p = 1 50 p = 2 0.0872 0.0897
p = 2 162 p = 3 0.0176 0.0176
p = 3 338 p = 4 0.0101 0.0101
p = 4 578 p = 5 0.0087 0.0087
Fig. 18 Comparison between the estimated error function (left) and
the reference error function (right), based on solutions from a higher-
order interpolation scheme, in the x-direction of the circular disk. The
polynomial basis is varied from p = 1 to p = 3 as shown in uppermost
to lowermost subfigures
error patterns than the force control model (Fig. 19C), since
we assume exact displacements along the global Dirichlet
boundary, i.e. e(x) = 0, ∀x ∈ Γd . This means, displace-
ments or forces must be correctly prescribed on the local
boundary and must resemble the real globally refined model.
In this example, if one fails to correctly prescribe the inter-
polated forces along the outer boundary, instead of Fig. 19c,
an obviously wrong estimation can be obtained, as shown in
Fig. 19d.
8 Concluding remarks
In this article, a p-version error estimator has been proposed.
The method, based on enhancing each local domain with
a higher-order polynomial interpolation, has shown a good
performance in estimating the error. Compared to the ear-
lier formulated h-version, the p-version can provide a more
efficient error estimate; a smaller system of local equations
is used to obtain the same accuracy. Even then, the quality
of the error estimate depends on the finite element discre-
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Fig. 19 Functions of error in x-displacement of the circular disk pro-
blem: a expected error, b estimated error in the prescribed displacement
model, c estimated error based on the prescribed force model and d esti-
mated error based on prescribed force model (improper modelling)
tisation. The error estimate of the element where there is a
change of the solution curvature can locally be poor, and a
sufficiently-high order of local refinement/enrichment should
be applied. It has also been found that the estimate is very
sensitive to the choice of the reference mesh and, in parti-
cular, the description of the boundary conditions. Without a
correct reference discretisation, the estimated error can be
far from the exact error.
The main purpose of this study is to investigate the per-
formance of the p-version error estimation as an alternative
to the original h-version. In this study, we have not investi-
gated the cases in which the regularity of the exact solution
is low. In those case, it is possible that adding more degrees
of polynomials in those regions does not always guarantee a
more accurate solution. However, we have observed in else-
where [11,14] that, the estimated error in such regions (the
crack tip region, for example) is still dominant in compa-
rison to other regions. It is then recommended to combine
the error estimation with the adaptive techniques such as
h-adaptivity or r-adaptivity, which helps capturing a low
regularity solution. Upon those mesh improvement proce-
sses, the estimated error in the problem region will gradually
be improved.
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