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Abstract
For the complex Clifford algebra Cl(p,q) of dimension n=p+q we
define a Hermitian scalar product. This scalar product depends on the
signature (p,q) of Clifford algebra. So, we arrive at unitary spaces on
Clifford algebras. With the aid of Hermitian idempotents we suggest
a new construction of, so called, normal matrix representations of
Clifford algebra elements. These representations take into account
the structure of unitary space on Clifford algebra.
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Clifford algebras were invented by W. K. Clifford [1] in 1878 . One of
authors uses the Clifford algebra Cℓ(1, 3) in the field theory [2]-[6] (Dirac-
Yang-Mills equations). In the mentioned papers a notion of unitary space
on Clifford algebra was developed for the Clifford algebra Cℓ(1, 3). Several
structure equalities were found for Cℓ(1, 3).
In the present paper the notion of unitary space on Clifford algebra is
generalized for Clifford algebras Cℓ(p, q) of dimensions n = p+ q > 4 and for
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different signatures (p, q). Also we prove several structure equalities for the
Clifford algebra (theorems 1-8).
With the aid of Hermitian idempotents (sections 6,7) we suggest a new
construction of, so called, normal matrix representations of Clifford algebra
elements. These representations take into account the structure of unitary
space on Clifford algebra.
Note that in papers [9, 7, 8] there are several partial cases of the consid-
ered structure equalities of the Clifford algebra. Namely, in [9] we see the
following formula for the Clifford product of two Clifford algebra elements
k
U,
l
V ∈ Cℓ(p, q), p+ q = n of ranks k, l
k
U
l
V=
k−l
W +
k−l+2
W + . . .+
k+l
W ,
where
m
W= 0 for m > n and for m < 0. This formula can be derived from
Theorem 2 of the present paper.
Also, well known formulas
eaea = n, e
aℓea = (−1)n+1nℓ,
where ea are generators of Clifford algebra Cℓ(p, q), p+q = n and ℓ = e1 . . . en,
can be considered as partial cases of the proposition of Theorem 5.
Theorem 7 defines an operation of Hermitian conjugation U → U † of
Clifford algebra elements. In particular, for Cℓ(n) we get the operation U † =
U∗ and for Cℓ(1, n−1) we get the operation U † = e1U∗e1. In both cases these
operations are well known in the literature (see, for example, [8]).
1 Clifford algebras
Let F be the field of real numbers R or the field of complex numbers C and
let n be a natural number. Consider the 2n dimensional vector space E over
the field F with a basis
e, ea, ea1a2 , . . . , e1...n, a1 < a2 < · · · , (1)
with elements numbered by ordered multi-indices of length from 0 to n.
Indices a, a1, . . . take values form 1 to n. Let p, q be nonnegative integer
numbers and p+ q = n. Consider a diagonal matrix of dimension n
η = η(p, q) = diag(1, . . . , 1,−1, . . . ,−1) (2)
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with p pieces of 1 and q pieces of −1 on the diagonal. By ηab = ηab denote
elements of η. Following rules define product U, V → UV of elements of the
vector space E :
1. ∀U, V,W ∈ E
U(V +W ) = UV + UW, (U + V )W = UW + VW,
(UV )W = U(VW ).
2. ∀U ∈ E eU = Ue = U .
3. eaeb + ebea = 2ηabe for a, b = 1, . . . , n.
4. ea1 . . . eak = ea1...ak for 1 ≤ a1 < · · · < ak ≤ n.
This algebra is called the Clifford algebra and denoted by CℓF(p, q) (if
F = C, then Cℓ(p, q) = CℓC(p, q)). For p = n, q = 0 we use notation
CℓF(n) = CℓF(n, 0). Elements ea is called generators of Clifford algebra
CℓF(p, q). CℓR(p, q) is real Clifford algebra and Cℓ(p, q) is complex Clifford
algebra.
Any element U ∈ CℓF(p, q) can be written in the form
U = ue+ uae
a +
∑
a1<a2
ua1a2e
a1a2 + . . .+ u1...ne
1...n (3)
with coefficients u, ua, ua1a2 , . . . , u1...n ∈ F, which numbered by ordered multi-
indices of length form 0 to n.
Denote by CℓFk(p, q), (k = 0, . . . n) subspaces of the vector space CℓF(p, q)
that span over basis elements ea1...ak . Elements of CℓFk(p, q) are called elements
of rank k. Sometimes it is suitable to denote
k
U∈ CℓFk(p, q). We have
CℓF(p, q) = CℓF0(p, q)⊕ . . .⊕ CℓFn(p, q) = CℓFeven(p, q)⊕ CℓFodd(p, q),
where
CℓFeven(p, q) = CℓF0(p, q)⊕CℓF2(p, q)⊕. . . , CℓFodd(p, q) = CℓF1(p, q)⊕CℓF3(p, q)⊕. . .
and
dim CℓFk(p, q) = Ckn, dim CℓFeven(p, q) = dim CℓFodd(p, q) = 2n−1,
4
Ckn are binomial coefficients. Let us take antisymmetric coefficients ua1...ak =
u[a1...ak] ∈ F, where square brackets denote operation of alternation. Consider
an element
k
U=
∑
a1<···<ak
ua1...ake
a1...ak ∈ CℓFk(p, q).
We have
k
U=
∑
a1<···<ak
ua1...ake
a1...ak =
1
k!
ub1...bke
b1 . . . ebk ,
and
U = ue+ uae
a +
1
2!
ua1a2e
a1ea2 + . . .+
1
n!
ua1...ane
a1 . . . ean .
for U from (3).
The exterior product of Clifford algebra elements. Let us define
ei1 ∧ ei2 ∧ . . . ∧ eik = e[i1ei2 . . . eik]. (4)
In particular,
ei1 ∧ ei2 = 1
2
(ei1ei2 − ei2ei1) = ei1ei2 − ηi1i2e, (5)
ei1 ∧ ei2 ∧ ei3 = 1
6
(ei1ei2ei3 + ei3ei1ei2 + ei2ei3ei1
−ei2ei1ei3 − ei1ei3ei2 − ei3ei2ei1) =
= ei1ei2ei3 − ηi2i3ei1 + ηi1i3ei2 − ηi1i2ei3 ,
ei1 ∧ ei2 ∧ ei3 ∧ ei4 = 1
24
(ei1ei2ei3ei4 + . . .) =
= ei1ei2ei3ei4 − ηi3i4ei1ei2 + ηi2i4ei1ei3 − ηi2i3ei1ei4
−ηi1i4ei2ei3 + ηi1i3ei2ei4 − ηi1i2ei3ei4
+(ηi1i4ηi2i3 − ηi1i3ηi2i4 + ηi1i2ηi3i4)e
From these formulas we get
ei1 ∧ ei2 = −ei2 ∧ ei1 for i1, i2 = 1, . . . , n;
ei1 ∧ . . . ∧ eik = ei1 . . . eik = ei1...ik for i1 < . . . < ik.
So, we arrive at the 2n dimensional vector space E with basis (1) and with
two products of elements (the Clifford product and the exterior product).
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2 Commutators and anti-commutators.
There are well known formulas for the exterior product
k
U ∧
l
V=
k+l
W (6)
and for the Clifford product [9]
k
U
l
V=
|k−l|
W +
|k−l|+2
W + . . .+
k+l
W . (7)
Consider the commutator and the anti-commutator of Clifford algebra
elements
[
k
U,
l
V ] =
k
U
l
V −
l
V
k
U, {
k
U,
l
V } =
k
U
l
V +
l
V
k
U,
k
U
l
V=
1
2
[
k
U,
l
V ] +
1
2
{ kU,
l
V }.
Theorem 1 . If
k
U∈ CℓFk(p, q),
2
V ∈ CℓF2(p, q), then
[
k
U,
2
V ] =
k
W, for 1 ≤ k ≤ n− 1,
where n = p + q.
Proof. We must prove that
[ea1...ak , eb1b2 ] ∈ CℓFk(p, q). (8)
If the multi-index a1 . . . ak do not contain neither of indices b1, b2, or contain
both indices b1, b2, than the commutator (8) is equal to zero. If the a1 . . . ak
contain one of indices b1, b2, then
ea1...akeb1b2 , eb1b2ea1...ak ∈ CℓFk(p, q).

It follows from this theorem that the set CℓR2 (p, q) is closed with respect
to the commutator and, hence, can be considered as a Lie algebra. This
Lie algebra is the real Lie algebra of spinor Lie groups Pin(p, q), Pin+(p, q),
Spin(p, q), Spin+(p, q) [7].
6
Theorem 2 . Let
k
U,
l
V ,
r
W be elements of CℓF(p, q), p+ q = n of ranks k, l, r
respectively. Then for all nonnegative integer k ≥ l the following formulas
are valid (let us remind that
k
W= 0 for k > n and for k < 0):
[
k
U,
l
V ] =


k−l+2
W +
k−l+6
W + . . .+
k+l−2
W , l is even;
k−l
W +
k−l+4
W + . . .+
k+l−2
W , k is even and l is odd;
k−l+2
W +
k−l+6
W + . . .+
k+l
W , k, l are odd.
{ kU,
l
V } =


k−l
W +
k−l+4
W + . . .+
k+l
W , l is even;
k−l+2
W +
k−l+6
W + . . .+
k+l
W , k is even and l is odd;
k−l
W +
k−l+4
W + . . .+
k+l−2
W , k, l are odd.
At the right hand parts of these formulas there are sums of elements with
different ranks and the increment between ranks is equal to 4.
In particular, for k = l we have formulas:
[
k
U,
k
V ] =


2
W +
6
W + . . .+
2k−2
W , k is even;
2
W +
6
W + . . .+
2k
W, k is odd.
{ kU,
k
V } =


0
W +
4
W + . . .+
2k
W, k is even;
0
W +
4
W + . . .+
2k−2
W , k is odd.
Let us write down ranks of commutators and anti-commutators of Clifford
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algebra elements of ranks from 1 to 4.
[
1
U,
1
V ] =
2
W {
1
U,
1
V } =
0
W
[
2
U,
1
V ] =
1
W {
2
U,
1
V } =
3
W
[
2
U,
2
V ] =
2
W {
2
U,
2
V } =
0
W +
4
W
[
3
U,
1
V ] =
4
W {
3
U,
1
V } =
2
W
[
3
U,
2
V ] =
3
W {
3
U,
2
V } =
1
W +
5
W
[
3
U,
3
V ] =
2
W +
6
W {
3
U,
3
V } =
0
W +
4
W
[
4
U,
1
V ] =
3
W {
4
U,
1
V } =
5
W
[
4
U,
2
V ] =
4
W {
4
U,
2
V } =
2
W +
6
W
[
4
U,
3
V ] =
1
W +
5
W {
4
U,
3
V } =
3
W +
7
W
[
4
U,
4
V ] =
2
W +
6
W {
4
U,
4
V } =
0
W +
4
W +
8
W
Proof of Theorem 2. The formulas eaeb+ ebea = ηabe lead to the following
formulas:
[ea1...ak , eb1...bl] = (1− (−1)kl−s)ea1...akeb1...bl ,
{ea1...ak , eb1...bl} = (1 + (−1)kl−s)ea1...akeb1...bl,
ea1...akeb1...bl ∈ CℓFk+l−2s(p, q),
where s is a number of coincide indices in the ordered multi-indices a1 . . . ak
and b1 . . . bl and 0 ≤ s ≤ min(k, l). From these formulas we get
[ea1...ak , eb1...bl] =
{ Cℓk+l−2s, if kl − s is odd,
0, if kl − s is even.
{ea1...ak , eb1...bl} =
{ Cℓk+l−2s, if kl − s is even,
0, if kl − s is odd.
Considering all possible variants of evenness of k, l, s in the last formulas, we
conclude the proof of Theorem 2.

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Let us consider in more details commutators and anti-commutators of
Clifford algebra elements for small dimensions 1 ≤ n ≤ 5.
We take a Clifford algebra element of rank k
k
U=
1
k!
ua1...ake
a1 ∧ . . . ∧ eak ∈ Cℓk(p, q),
where ua1...ak = u[a1...ak ] and n = p+ q. Let ⋆ : Cℓk(p, q)→ Cℓn−k(p, q) be the
Hodge operation
⋆
k
U=
1
k!(n− k)!εa1...anu
a1...akeak+1 ∧ . . . ∧ ean ,
where εa1...an is a completely antisymmetric value, ε1...n = 1 and u
a1...ak =
ηa1b1 . . . ηakbkub1...bk .
Also, we need a bilinear operation Com : CℓF2(p, q)×CℓF2(p, q)→ CℓF2(p, q)
Com(
1
2
ua1a2e
a1 ∧ ea2 , 1
2
vb1b2e
b1 ∧ eb2)
=
1
2
ua1a2vb1b2(−ηa1b1ea2 ∧ eb2
−ηa2b2ea1 ∧ eb1 + ηa1b2ea2 ∧ eb1 + ηa2b1ea1 ∧ eb2),
where ua1a2 = u[a1a2], vb1b2 = v[b1b2]. Evidently, Com(U, V ) = −Com(V, U).
Let ̺ be the sign (±1) of det η.
Theorem 3 . For 1 ≤ n ≤ 5 all commutators [ kU,
l
V ] and all anti-
commutators { kU,
l
V } of Clifford algebra elements
k
U∈ CℓFk(p, q),
k
V ∈ CℓFl (p, q)
can be expressed with the aid of the exterior product, the Hodge ⋆ operation,
and the Com operation:
n = 1
[
1
U,
1
V ] = 0 {
1
U,
1
V } = 2 ⋆ (
1
U ∧⋆
1
V )̺,
n = 2
[
1
U,
1
V ] = 2
1
U ∧
1
V {
1
U,
1
V } = 2 ⋆ (
1
U ∧⋆
1
V )̺
[
1
U,
2
V ] = 2 ⋆ (
1
U ∧⋆
2
V )̺ {
1
U,
2
V } = 0
[
2
U,
1
V ] = −2 ⋆ (⋆
2
U ∧
1
V )̺ {
2
U,
1
V } = 0
[
2
U,
2
V ] = 0 {
2
U,
2
V } = −2 ⋆ (
2
U ∧⋆
2
V )̺,
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n = 3
[
1
U,
1
V ] = 2
1
U ∧
1
V {
1
U,
1
V } = 2 ⋆ (
1
U ∧⋆
1
V )̺
[
1
U,
2
V ] = −2 ⋆ (
1
U ∧⋆
2
V )̺ {
1
U,
2
V } = 2
1
U ∧
2
V
[
1
U,
3
V ] = 0 {
1
U,
3
V } = 2 ⋆ (
1
U ∧⋆
3
V )̺
[
2
U,
1
V ] = −2 ⋆ (⋆
2
U ∧
1
V )̺ {
2
U,
1
V } = 2
2
U ∧
1
V
[
2
U,
2
V ] = −2⋆
1
U ∧⋆
2
V ̺ {
2
U,
2
V } = −2 ⋆ (
2
U ∧⋆
2
V )̺
[
2
U,
3
V ] = 0 {
2
U,
3
V } = −2⋆
2
U ∧⋆
3
V ̺
[
3
U,
1
V ] = 0 {
3
U,
1
V } = 2⋆
3
U ∧⋆
1
V ̺
[
3
U,
2
V ] = 0 {
3
U,
2
V } = −2⋆
3
U ∧⋆
2
V ̺
[
3
U,
3
V ] = 0 {
3
U,
3
V } = −2⋆
3
U ∧⋆
3
V ̺,
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n = 4
[
1
U,
1
V ] = 2
1
U ∧
1
V {
1
U,
1
V } = 2 ⋆ (
1
U ∧⋆
1
V )̺
[
1
U,
2
V ] = 2 ⋆ (
1
U ∧⋆
2
V )̺ {
1
U,
2
V } = 2
1
U ∧
2
V
[
1
U,
3
V ] = 2
1
U ∧
3
V {
1
U,
3
V } = 2 ⋆ (
1
U ∧⋆
3
V )̺
[
1
U,
4
V ] = 2 ⋆ (
1
U ∧⋆
4
V )̺ {
1
U,
4
V } = 0
[
2
U,
1
V ] = −2 ⋆ (⋆
2
U ∧
1
V )̺ {
2
U,
1
V } = 2
2
U ∧
1
V
[
2
U,
2
V ] = Com(
2
U,
2
V ) {
2
U,
2
V } = 2
2
U ∧
2
V −2 ⋆ (
2
U ∧⋆
2
V )̺
[
2
U,
3
V ] = −2⋆
2
U ∧⋆
3
V ̺ {
2
U,
3
V } = 2 ⋆ (
2
U ∧⋆
3
V )̺
[
2
U,
4
V ] = 0 {
2
U,
4
V } = −2⋆
2
U ∧⋆
4
V ̺
[
3
U,
1
V ] = 2
3
U ∧
1
V {
3
U,
1
V } = −2 ⋆ (⋆
3
U ∧
1
V )̺
[
3
U,
2
V ] = 2⋆
3
U ∧⋆
2
V ̺ {
3
U,
2
V } = 2 ⋆ (⋆
2
U ∧
1
V )̺
[
3
U,
3
V ] = −2⋆
3
U ∧⋆
3
V ̺ {
3
U,
3
V } = −2 ⋆ (
3
U ∧⋆
3
V )̺
[
3
U,
4
V ] = −2⋆
3
U ∧⋆
4
V ̺ {
3
U,
4
V } = 0
[
4
U,
1
V ] = −2⋆
4
U ∧⋆
1
V ̺ {
4
U,
1
V } = 0
[
4
U,
2
V ] = 0 {
4
U,
2
V } = −2⋆
4
U ∧⋆
2
V ̺
[
4
U,
3
V ] = 2⋆
4
U ∧⋆
3
V ̺ {
4
U,
3
V } = 0
[
4
U,
4
V ] = 0 {
4
U,
4
V } = 2⋆
4
U ∧⋆
4
V ̺,
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n = 5
[
1
U,
1
V ] = 2
1
U ∧
1
V {
1
U,
1
V } = 2 ⋆ (
1
U ∧⋆
1
V )̺
[
1
U,
2
V ] = −2 ⋆ (
1
U ∧⋆
2
V )̺ {
1
U,
2
V } = 2
1
U ∧
2
V
[
1
U,
3
V ] = 2
1
U ∧
3
V {
1
U,
3
V } = 2 ⋆ (
1
U ∧⋆
3
V )̺
[
1
U,
4
V ] = −2 ⋆ (
1
U ∧⋆
4
V )̺ {
1
U,
4
V } = 2
1
U ∧
4
V
[
1
U,
5
V ] = 0 {
1
U,
5
V } = 2 ⋆ (
1
U ∧⋆
5
V )̺
[
2
U,
1
V ] = −2 ⋆ (⋆
2
U ∧
1
V )̺ {
2
U,
1
V } = 2
2
U ∧
1
V
[
2
U,
2
V ] = Com(
2
U,
2
V ) {
2
U,
2
V } = 2
2
U ∧
2
V −2 ⋆ (
2
U ∧⋆
2
V )̺
[
2
U,
3
V ] = ⋆Com(
2
U, ⋆
3
V ) {
2
U,
3
V } = 2
2
U ∧
3
V −2 ⋆ (
2
U ∧⋆
3
V )̺
[
2
U,
4
V ] = −2⋆
2
U ∧⋆
4
V ̺ {
2
U,
4
V } = −2 ⋆ (
2
U ∧⋆
4
V )̺
[
2
U,
5
V ] = 0 {
2
U,
5
V } = −2 ⋆ (
2
U ∧⋆
5
V )̺
[
3
U,
1
V ] = 2
3
U ∧
1
V {
3
U,
1
V } = 2 ⋆ (⋆
3
U ∧
1
V )̺
[
3
U,
2
V ] = ⋆Com(⋆
3
U,
2
V ) {
3
U,
2
V } = 2
3
U ∧
2
V −2 ⋆ (⋆
3
U ∧
2
V )̺
[
3
U,
3
V ] = Com(
3
U,
3
V ) {
3
U,
3
V } = −2 ⋆ (
3
U ∧⋆
3
V )̺+ 2⋆
3
U ∧⋆
3
V ̺
[
3
U,
4
V ] = 2 ⋆ (
3
U ∧⋆
4
V )̺ {
3
U,
4
V } = −2⋆
3
U ∧⋆
4
V ̺
[
3
U,
5
V ] = 0 {
3
U,
5
V } = −2 ⋆ (
3
U ∧⋆
5
V )̺
[
4
U,
1
V ] = −2 ⋆ (⋆
4
U ∧
1
V )̺ {
4
U,
1
V } = 2
4
U ∧
1
V
[
4
U,
2
V ] = −2⋆
4
U ∧⋆
2
V ̺ {
4
U,
2
V } = −2 ⋆ (⋆
4
U ∧
2
V )̺
[
4
U,
3
V ] = −2 ⋆ (⋆
4
U ∧
3
V )̺ {
4
U,
3
V } = −2⋆
4
U ∧⋆
3
V ̺
[
4
U,
4
V ] = 2⋆
4
U ∧⋆
4
V ̺ {
4
U,
4
V } = 2 ⋆ (
4
U ∧⋆
4
V )̺
[
4
U,
5
V ] = 0 {
4
U,
5
V } = 2 ⋆ (
4
U ∧⋆
5
V )̺
[
5
U,
1
V ] = 0 {
5
U,
1
V } = 2 ⋆ (⋆
5
U ∧
1
V )̺
[
5
U,
2
V ] = 0 {
5
U,
2
V } = −2 ⋆ (⋆
5
U ∧
2
V )̺
[
5
U,
3
V ] = 0 {
5
U,
3
V } = −2 ⋆ (⋆
5
U ∧
3
V )̺
[
5
U,
4
V ] = 0 {
5
U,
4
V } = 2 ⋆ (⋆
5
U ∧
4
V )̺
[
5
U,
5
V ] = 0 {
5
U,
5
V } = 2 ⋆ (
5
U ∧⋆
5
V )̺
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Proof . The proof is by direct calculation.

Note that using Theorem 3 and the formula
k
U
l
V=
1
2
[
k
U,
l
V ] +
1
2
{ kU,
l
V }
we can express a Clifford algebra elements product
k
U
l
V via the exterior prod-
uct, the Hodge ⋆ operation, and the Com operation.
Theorem 4 . If k is an integer 1 ≤ k ≤ n − 1 and [ kU,
2
V ] = 0 for all
k
U∈ CℓFk(p, q), then
2
V= 0.
Proof. Assume that
2
V 6= 0. Let us prove that for every 1 ≤ k ≤ n−1 there
exists
k
U∈ Cℓk(p, q) such that [
k
U,
2
V ] 6= 0. Let indices l < m be such that
vlm 6= 0 and
2
V= vlme
lm, where t = 0 or t =
∑
r<s,(r,s)6=(l,m vrse
rs. Consider an
element elea1...ak−1 ∈ Cℓk(p, q), k > 0, where {m, l} ∩ {a1 . . . ak−1} = ∅. We
have
[elea1...ak−1 , elm] = elea1...ak−1elm − elmelea1...ak−1
= (−1)k−1ηllea1...ak−1em + ηllemea1...ak−1
= (−1)k−1(−1)k−1ηllemea1...ak−1 + ηllemea1...ak−1
= 2ηllemea1...ak−1 6= 0.
This is true for k = 1, . . . , n− 1. Further,
[
k
U,
2
V ] = [e
lea1...ak−1 , vlme
lm + t]
= [elea1...ak−1 , vlme
lm] + [elea1...ak−1 , t] (9)
= vlm[e
lea1...ak−1 , elm] + [elea1...ak−1 , t].
Let us prove that the first and the second summands at the right hand part
of this identity are linear independent and, hence, [
k
U,
2
V ] 6= 0. The second
summand is a sum of commutators of the form vij [e
lea1...ak−1 , eij ]. Suppose
that l 6= i and l 6= j. Then we get that terms [elea1...ak−1 , eij ] are linear in-
dependent with [elea1...ak−1 , elm] = 2ηllemea1...ak−1 as indices l, m, a1, . . . , ak−1
are mutually different.
13
Without lost of generality, suppose that i = l and j = c, where 0 ≤
c ≤ n, c 6= l. Then the terms [elea1...ak−1 , elm] and vij [elea1...ak−1 , eij] are
linear independent if elea1...ak−1elec and emea1...ak−1 are linear independent.
That means c 6= m and the basis element elm is already considered in the
decomposition (9). Therefore we have prove that the commutator (9) is not
equal to zero. This completes the proof of Theorem 4.

3 Generators contraction formulas.
A volume element. For CℓF(p, q), p+ q = n the basis element of rank n is
called the volume element and denoted by
ℓ = e1...n = e1 . . . en = e1∧. . .∧en = 1
n!
εa1...ane
a1 . . . ean =
1
n!
εa1...ane
a1∧. . .∧ean ,
where εa1...an is completely antisymmetric and ε1...n = 1. We have formulas
ℓ2 = (−1)n(n−1)2 det η e,
ℓ∗ = (−1)n(n−1)2 ℓ,
ℓ
k
U = (−1)k(n+1)
k
U ℓ.
If n is odd, then the volume element ℓ commutes with all elements of
CℓF(p, q). If n is even, then ℓ commutes ([ℓ, U ] = 0) with all even elements
from CℓFeven(p, q) and anticommutes ({ℓ, U} = 0) with all odd elements from
CℓFodd(p, q).
For even n the center of algebra CℓF(p, q) coincides with CℓF0(p, q) and for
odd n the center of algebra CℓF(p, q) coincides with CℓF0(p, q)⊕ CℓFn(p, q).
Let ea be generators of Cℓ(p, q), p+ q = n. Denote ea = ηabeb.
Theorem 5 . (Generators contraction formulas). For any
k
U∈ Cℓk(p, q)
ea
k
U e
a = ea
k
U ea = (−1)k(n− 2k)
k
U . (10)
Proof. Let us prove that eae
b1 . . . ebkea = (−1)k(n − 2k)eb1 . . . ebk for
b1 < . . . < bk. We use the method of mathematical induction. For k = 0,
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using the relation ηab = ηba, we get
eae
a = ebηabe
a =
1
2
ηabe
bea +
1
2
ηabe
bea
=
1
2
ηab(e
bea + eaeb) = n.
Hence, the formula (10) is valid for k = 0. Suppose that formula (10) is valid
for some k > 0. Let us prove the validity of formula (10) for k + 1. We have
eae
b1 . . . ebkebk+1ea = eae
b1 . . . ebk(−eaebk+1 + 2ηabk+1)
= −eaeb1 . . . ebkeaebk+1 + 2ηabk+1eaeb1 . . . ebk
= −(−1)k(n− 2k)eb1 . . . ebkebk+1 + 2ebk+1eb1 . . . ebk
= (−1)k(−n + 2k + 2)eb1 . . . ebk+1
= (−1)k+1(n− 2(k + 1))eb1 . . . ebk+1
This completes the proof of Theorem 5.

Let us note some partial cases of formula (10).
• if n is even and k = n/2, then ea
k
U ea = ea
k
U ea = 0;
• eaea = n;
• eaℓea = (−1)n+1nℓ;
• for n = 4 we have
ea(
0
U +
1
U +
2
U +
3
U +
4
U)ea = 4
0
U −2
1
U +2
3
U −4
4
U .
4 Conjugation operators in Clifford algebras
Projection operators to vector subspaces CℓFk(p, q). Suppose U ∈
CℓF(p, q) is written in the form (3). Then denote
〈U〉k =
k
U=
∑
a1<···<ak
ua1...ake
a1...ak ∈ CℓFk(p, q).
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From formulas (6),(7) we have
〈 kU
l
V 〉k+l =
k
U ∧
l
V .
Using the projection operator to the one dimensional vector subspace CℓF0 ,
we define an operation Tr : CℓF → F
Tr(U) = 〈U〉0|e→1.
We say that Tr(U) is the trace of an element U . For example,
Tr(ue+ uae
a + . . .) = u.
The following formulas give the main property of the Tr operation
Tr(UV ) = Tr(V U), Tr([U, V ]) = 0.
These formulas follow from Theorem 2.
Theorem 6 . If an element B ∈ CℓF(p, q) satisfies conditions
[B, ea] = Ca, a = 1, . . . , n (11)
for some given Ca ∈ CℓF(p, q), TrCa = 0, a = 1, . . . , n, then
B =
n∑
k=1
1
n + (−1)k+1(n− 2k)〈C
aea〉k + αe n , (12)
B =
n−1∑
k=1
1
n + (−1)k+1(n− 2k)〈C
aea〉k + αe+ βℓ n ,
where α, β ∈ F and ℓ = e1...n.
In other words, formulas (12) define B up to a term from the center of
CℓF(p, q).
Proof. Let us multiply left and right hand parts of (11) by ea and sum with
respect to a. Then we get
Beaea − eaBea = Caea.
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Now we use formulas (10)
Beaea =
n∑
k=0
n〈B〉k,
eaBea =
n∑
k=0
(−1)k(n− 2k)〈B〉k

Operations of conjugation. Consider the following operations of conju-
gation in CℓF(p, q):
U∧ = U |ea→−ea, U∼ = U |ea1...ar→ear ...ea1 , U¯ = U |ua1...ar→u¯a1...ar .
In u¯a1...ar the bar means the complex conjugation. The operation U → U∧ is
called the grade involution. The superposition of conjugations U → U∼ and
U → U¯ gives the Clifford conjugation U → U∗ = U¯∼. We have
U∧ =
∑n
k=0(−1)k〈U〉k = 〈U〉0 − 〈U〉1 + 〈U〉2 − 〈U〉3 + 〈U〉4 − . . . ,
U∼ =
∑n
k=0(−1)
k(k−1)
2 〈U〉k = 〈U〉0 + 〈U〉1 − 〈U〉2 − 〈U〉3 + 〈U〉4 + . . .
and
U∧∧ = U, U∼∼ = U, U¯ = U, U∗∗ = U,
(UV )∧ = U∧V ∧, (UV ) = U¯ V¯ , (UV )∼ = V ∼U∼, (UV )∗ = V ∗U∗,
(U∧V )∧ = U∧∧V ∧, (U ∧ V ) = U¯∧V¯ , (U∧V )∼ = V ∼∧U∼, (U∧V )∗ = V ∗∧U∗.
We see that presented conjugation operations have the same properties with
respect to the Clifford multiplication and with respect to the exterior multi-
plication.
Note that
Tr(U∗) = Tr(U).
5 Unitary (Euclidean) spaces on Clifford al-
gebras
Denote CℓF(n) = CℓF(n, 0). Consider the following operation CℓF(n) ×
CℓF(n)→ F
(U, V ) = Tr(U∗V ). (13)
17
Lemma. . The operation U, V → (U, V ) is a Hermitian (Euclidean) scalar
product of elements of CℓC(n) (CℓR(n)).
Proof. We must prove that the properties
(U, V ) = (V, U),
(U, λV ) = λ(U, V ),
(U + V,W ) = (U,W ) + (V,W ).
(U, U) > 0 for U 6= 0. (14)
are valid for all U, V,W ∈ CℓF(n), λ ∈ F. The first three properties are
evidently valid. To prove (14) it is sufficient to prove that basis (1) is or-
thonormal with respect to the operation (·, ·)
(ei1...ik , ej1...jl) =
{
0, if (i1 . . . ik) 6= (j1 . . . jl);
1, if (i1 . . . ik) = (j1 . . . jl).
If multi-indices i1 . . . ik and j1 . . . jl have r common indices, then
ei1...ikej1...jl ∈ CℓFk+l−2r(n),
i.e., (ei1...ik , ej1...jl) = 0 for k + l − 2r > 0. We have k + l − 2r = 0 iff
multi-indices i1 . . . ik and j1 . . . jl are identical. In this case
(ei1...ik , ej1...jl) = Tr(eik . . . ei1ei1 . . . eik) = Tr(e) = 1. (15)
Hence, basis (1) is orthonormal and for U ∈ CℓF(n) we have
(U, U) =
n∑
k=0
∑
a1<...<ak
|ua1...ak |2 > 0. (16)
This completes the proof of the Lemma.

For Clifford algebras CℓF(p, q) with q > 0 property (14) is not valid. In
this case we define an operation † : CℓF(p, q) → CℓF(p, q) with the aid of the
formulas
(ei1...ik)† = eik . . . ei1 , λ
† = λ¯, (17)
where λ ∈ C and ea = ηabeb. We say that † is the operation of Hermitian
conjugation of Clifford algebra elements. It is easy to see that
(UV )† = V †U †, U †† = U.
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Now we can define the Hermitian (Euclidean) scalar product of Clifford al-
gebra elements by the formula
(U, V ) = Tr(U †V ).
In this case we have
(ei1...ik , ei1...ik) = Tr(eik . . . ei1e
i1 . . . eik) = Tr(e) = 1.
(no summation w.r.t. i1, . . . ik). Basis (1) of CℓF(p, q) is orthonormal with
respect to this scalar product and property (16) is valid. For generators ea
formula (17) gives
(ea)† = ea for a = 1, . . . , p; (18)
(ea)† = −ea for a = p+ 1, . . . , n.
We present formulas (19),(20), which are equivalent to (17).
Theorem 7 . Let p ≥ 0, q ≥ 0, n = p + q ≥ 1 be integer numbers. Let
us define the operation of Hermitian conjugation † : CℓFr (p, q) → CℓFr (p, q),
k = 0, . . . n, with the aid of the following formulas:
U † =


U∗ for (p, q) = (n, 0);
−enU∗∧en for (p, q) = (n− 1, 1);
enen−1U∗en−1en for (p, q) = (n− 2, 2);
−enen−1en−2U∗∧en−2en−1en for (p, q) = (n− 3, 3);
. . .
(−1)qen . . . e1U∗♯e1 . . . en for (p, q) = (0, n).
(19)
If q is odd, then ♯ is the operation of grade involution ∧. Also, we may use
the following equivalent formulas:
U † =


en . . . e1U∗♯e1 . . . en for (p, q) = (n, 0);
. . .
e3e2e1U∗e1e2e3 for (p, q) = (3, n− 3);
e2e1U∗∧e1e2 for (p, q) = (2, n− 2);
e1U∗e1 for (p, q) = (1, n− 1);
U∗∧ for (p, q) = (0, n).
(20)
where ♯ is the operation ∧ for an even p. In this case
U †† = U, (UV )† = V †U †, (U + V )† = U † + V †,
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(λU)† = λ¯U †, e† = e for U, V ∈ CℓF(p, q), λ ∈ F
and the operation (·, ·) : CℓF(p, q)× CℓF(p, q)→ F
(U, V ) = Tr(U †V ) (21)
gives a Hermitian (Euclidian for F = R) scalar product in Clifford algebra
CℓF(p, q).
Proof. It is sufficient to establish that formula (17) is equivalent to the
formula
(ei1...ik)† = ep . . . e1(ei1...ik)∗♯e1 . . . ep,
where ♯ is ∧ for even p and to the formula
(ei1...ik)† = (−1)qen . . . ep+1(ei1...ik)∗♯ep+1 . . . en,
where ♯ is ∧ for all odd q. Let s be the number of common elements in
sets {i1 . . . ik} and {1 . . . p}. Using the identities η11 = . . . = ηpp = 1,
ηp+1p+1 = . . . = ηnn = −1, we transform the above formulas to the same
form:
ep . . . e1(ei1...ik)∗♯e1 . . . ep = ep . . . e1(eik . . . ei1)♯e1 . . . ep
= (−1)(p+1)kep . . . e1eik . . . ei1e1 . . . ep
= (−1)(p+1)k(−1)kp−seik . . . ei1
= (−1)k−seik . . . ei1 .
(−1)qen . . . ep+1(ei1...ik)∗♯ep+1 . . . en = (−1)qen . . . ep+1(eik . . . ei1)♯ep+1 . . . en
= (−1)q(−1)qken . . . ep+1eik . . . ei1ep+1 . . . en
= (−1)q(−1)qk(−1)kq−(k−s)(−1)qeik . . . ei1
= (−1)k−seik . . . ei1 .
eik . . . ei1 = ηi1i1 . . . ηikike
ik . . . ei
1
= (−1)k−s1seik . . . ei1
= (−1)k−seik . . . ei1
20
(no summation over i1 . . . ik). This completes the proof.

Note that for the Hermitian scalar product (21) we have
(AU, V ) = (U,A†V ) ∀A,U, V ∈ CℓF(p, q).
Consider an element U ∈ CℓF(p, q). If U = U †, then the element U is called
Hermitian. If U = −U †, then the element U is called antiHermitian Any
element CℓF(p, q) can be decomposed into the sum of Hermitian and antiHer-
mitian elements
U =
1
2
(U + U †) +
1
2
(U − U †).
6 Hermitian idempotents and related struc-
tures
In what follows we consider only complex Clifford algebras Cℓ(p, q) =
CℓC(p, q). The element t ∈ Cℓ(p, q) is said to be the Hermitian idempotent if
t2 = t, t† = t.
We say that two Hermitian idempotents t and tˆ are of the same type, if there
exists a unitary element U ∈ Cℓ(p, q), U † = U−1 such that
tˆ = U−1tU.
It can be shown that for Clifford algebra Cℓ(1, 3) there exist four types of
Hermitian idempotents.
The set of clifford algebra elements
I(t) = {U ∈ Cℓ(p, q) : U = Ut}
is called the left ideal of Clifford algebra (generated by the Hermitian idem-
potent t).
Let us define the set of Clifford algebra elements, which depend on a
Hermitian idempotent t
K(t) = {U ∈ Cℓ(p, q) : U = tUt}.
It is evident that K(t) ⊆ I(t). Note that [U, t] = 0 for U ∈ K(t).
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A left ideal that doesn’t contain other left ideals except itself and the
trivial ideal (generated by t = 0), is called a minimal left ideal. A Hermitian
idempotent, which generates a minimal left ideal is called primitive. The
main property of a left ideal I(t): if U ∈ I(t) and V ∈ Cℓ(p, q), then V U ∈
I(t).
The left ideal I(t) is a vector space. The Hermitian scalar product U, V ∈
I(t) → (U, V ) = Tr(U †V ), gives us the structure of unitary space on I(t).
Let us take an orthonormal basis τ1, . . . τd ∈ I(t), where d = dim I(t), τ l = τl
(τk, τ
l) = δlk, k, l = 1, . . . , d. (22)
In the sequel we consider matrix representations of Clifford algebra elements.
Let Mat(d,C) be the algebra of d-dimensional matrices with complex ele-
ments. A matrix Q ∈ Mat(d,C) has elements qlk, k, l = 1, . . . d, enumerated
by two indices. The upper (first) index enumerates rows of the matrix and
the lower (second) index enumerates columns of the matrix. The product
P = QR of two matrices Q = ‖qkl ‖, R = ‖rkl ‖ ∈ Mat(d,C) is defined by the
usual formula
pkm = q
k
l r
l
m,
where at the right hand part we have summation over l (from 1 to d). With
the aid of the basis (22) we may define three linear maps
γ : Cℓ(p, q)→ Mat(d,C),
θ : K(t)→ Mat(d,C),
ρ : I(t)→ Cd.
Here the d-dimensional complex vector space Cd is considered as the set of
complex matrices with one column and d raws. We define the map γ by the
formula
Uτk = γ(U)
l
kτl, (23)
where U ∈ Cℓ(p, q) and γ(U) = ‖γ(U)lk‖ ∈ Mat(d,C). Therefore,
γ(U)kl = (τ
k, Uτl). (24)
We claim that
γ(UV ) = γ(U)γ(V ).
Indeed,
(UV )τk = U(V τk) = Uτlγ(V )
l
k = γ(U)
m
l γ(V )
l
kτm.
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Hence, we get a matrix representation of Clifford algebra elements. The
dimension of this representation is equal to the dimension of left ideal I(t). A
minimal left ideal gives the matrix representation of Clifford algebra elements
of the minimal dimension.
Denote
γa = γ(ea), 1 = γ(e),
where 1 is the identity matrix. Relations for Clifford algebra generators
eaeb + ebea = ηabe give relations for matrices
γaγb + γbγa = ηab1.
Suppose that a representation γ : Cℓ(p, q) → Mat(d,C) is generated by an
orthonormal basis τ1, . . . , τd of a left ideal with the aid of formula (23). Then
γ(U †) = γ(U)†, ∀U ∈ Cℓ(p, q), (25)
where U † is the Hermitian conjugated element of Clifford algebra Cℓ(p, q) (see
Theorem 7) and γ(U)† is the Hermitian conjugated matrix. To prove this
fact we rewrite (24) in the form
γ(U)kl = (τk, Uτl), (26)
numerating elements of the matrix γ(U) by two lower indices. The operation
of Hermitian scalar product
(A,B) = Tr(A†B), A, B ∈ Cℓ(p, q)
has properties
(A,UB) = (U †A,B), (A,B) = (B,A).
Therefore, from (26) we get
γ(U)kl = (U
†τk, τl), γ(U)kl = (τl, U
†τk).
Comparing the last formula with formula (26), we obtain identity (25).
Let us define the map ρ : I(t) → Cd. If we take the decomposition of a
left ideal element by the basis
Ω = ωkτk ∈ I(t),
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then ρ(Ω) is the column
ρ(Ω) = (ω1 . . . ωd)T,
where AT is the transposed matrix. In particular, we have
ρ(τk) = (0 . . . 1 . . . 0)
T
with only 1 on the k-th place of the column.
If U ∈ Cℓ(p, q) and Ω ∈ I(t), then
UΩ = Uωnτn = ω
nγ(U)knτk ∈ I(t).
That means
ρ(UΩ) = γ(U)ρ(Ω).
LetV ∈ K(t). Now we may define the map θ : K(t) → Mat(d,C) by the
following formula:
τnV = θ(V )
k
nτk.
From this formula we get
θ(V )kn = (τ
k, τnV ).
If V ∈ K(t) and Ω ∈ I(t), then
ΩV = ωnτnV = ω
nθ(V )knτk ∈ I(t).
Therefore,
ρ(ΩV ) = θ(V )ρ(Ω).
If U, V ∈ K(t), Ω ∈ I(t), then
ρ(ΩUV ) = θ(V )θ(U)ρ(Ω) = θ(UV )ρ(Ω).
Thus we have
θ(UV ) = θ(V )θ(U),
i.e., at the right hand part we see multiplies in reverse order and so the map
θ in an antirepresentation of elements of K(t).
If U ∈ Cℓ(p, q), V ∈ K(t), Ω ∈ I(t), then UΩ ∈ I(t), ΩV ∈ I(t) and
ρ(UΩV ) = γ(U)ρ(ΩV ) = γ(U)θ(V )ρ(Ω),
ρ(UΩV ) = θ(V )ρ(UΩ) = θ(V )γ(U)ρ(Ω).
It now follows that for all U ∈ Cℓ(p, q), V ∈ K(t)
[γ(U), θ(V )] = 0.
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7 Normal representations of Clifford algebra
elements
Consider the Clifford algebra Cℓ(p, q), p + q = n. It is well known [7], that
Clifford algebra elements can be represented by complex matrices of the
minimal dimension 2[
n+1
2
]. For odd n = 2k + 1 Clifford algebra elements can
be represented by 2k+1 dimensional block-diagonal complex matrices with
two blocks of dimension 2k on the diagonal (other elements are zero).
Let γ : Cℓ(p, q) → Mat(d,C) be a representation of Clifford algebra ele-
ments that satisfy the following conditions:
• d = 2[n+12 ].
• γ(U)† = γ(U †) for all U ∈ Cℓ(p, q), where γ(U)† is the Hermitian conju-
gated matrix and U † is the Hermitian conjugated element of the Clifford
algebra (see Theorem 7).
Then γ is called a normal representation of Clifford algebra elements.
In this section for any Clifford algebra Cℓ(p, q), p + q = n we give some
(standard) Hermitian idempotent t and the corresponding (standard) or-
thonormal basis of the left ideal I(t). This basis defines the normal repre-
sentation for Cℓ(p, q).
Consider generators e1, . . . , ep, ep+1, . . . , en of Cℓ(p, q), p+ q = n such that
eaeb = −ebea for a 6= b and
(ea)2 = e for a = 1, . . . , p; (ea)2 = −e for a = p+ 1, . . . , n.
For n = 1 we take t = e and for n > 1 we take
t =
1
2
(e+ iae1)
[n
2
]−1∏
k=1
1
2
(e + ibke2ke2k+1) ∈ Cℓ(p, q), (27)
where
a =
{
0 for p 6= 0;
1 for p = 0,
bk =
{
0 for 2k = p;
1 for 2k 6= p.
In product (27) all terms are commute. Using formula (18), we get
(
1
2
(e+ iae1))2 =
1
2
(e+ iae1) = (
1
2
(e+ iae1))†,
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(
1
2
(e+ ibke2ke2k+1))2 =
1
2
(e+ ibke2ke2k+1) = (
1
2
(e+ ibke2ke2k+1))†.
Therefore, t is a Hermitian idempotent
t2 = t, t† = t.
It can be shown that for even n the idempotent t is primitive.
Let us discuss some notations. If e1, . . . , em are generators of the Clifford
algebra Cℓ(u, v), u + v = m, then for this Clifford algebra we may use the
notation
Cℓ(e1, . . . , em) = Cℓeven(e1, . . . , em)⊕ Cℓodd(e1, . . . , em). (28)
The following elements:
e, ea, ea1ea2 , . . . , e1 . . . en, a1 < a2 < . . . (29)
are basis elements of Cℓ(e1, . . . , en).
Now we may denote basis elements (29) by ck, k = 1, . . . , 2
m.
Consider the Clifford algebra
Q = Cℓ(e2, e4, . . . , en) for even n,
Q = Cℓ(e2, e4, . . . , en−1, en) for odd n.
The complex dimension of Q is equal to 2
n+1
2 . Let ck, k = 1, . . . , 2
n+1
2 be
basis elements of the Clifford algebra Q.
For even n the Clifford algebra Q is defined by the set of generators ea
with even indices 2 ≤ a ≤ n. For odd n the Clifford algebra Q is defined
by the set of generators ea that consists of all generators with even indices
2 ≤ a ≤ n− 1 and one generator en. The Clifford algebra Q is a subalgebra
of Cℓ(p, q). The dimension of the algebra Q is equal to 2[(n+1)/2]. Let us
denote by ck, k = 1, . . . , 2
[(n+1)/2] the basis elements of Q. Suppose that in
the sequence ck at first we take 2
[n+1
2
]−1 even elements
e, e2e4, . . . (30)
and at second we take 2[
n+1
2
]−1 odd elements
e2, e4, . . . (31)
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Theorem 8 . The following elements of the left ideal I(t):
τk = (
√
2)[n/2]ckt, k = 1, . . . , 2
[n+1
2
]
form an orthonormal basis of I(t).
Proof. We have
(τk, τl) = Tr(τ
†
kτl) = (
√
2)2[n/2]Tr(t†c†kclt) = (
√
2)2[n/2]Tr(c†kclt).
Let us show that {
c†kcl = e for k = l;
Tr(c†kclt) = 0 for k 6= l.
If ck = e
a1 . . . ear , then, according to formula (17), c†k = ear . . . ea1 . Therefore,
c†kck = e, k = 1, . . . , 2
[(n+1)/2] and
(τk, τk) = (
√
2)2[n/2]Tr t = 1, k = 1, . . . , 2[(n+1)/2].
Consider the case k 6= l. We see that
c†kcl = ±ea1 . . . eas for even n, (32)
c†kcl = ±ea1 . . . eas , or c†kcl = ±ea1 . . . easen for odd n,
where a1 < . . . < as and a1, . . . , as are even indices. The right hand part of
formula (32) contains, at least, one multiplier and, hence, Tr(c†kcl) = 0.
Let us write down the idempotent t from (27) in the form
t = 2−[n/2]e +
n∑
r=1
∑
b1<...<br
λb1...bre
b1 . . . ebr ,
where λb1...br ∈ C and every term λb1...breb1 . . . ebr contains, at least, one
generator eb with odd index (for odd n the idempotent t doesn’t contain the
generator en). We get
c†kclt = 2
−[n/2]c†kcl + (
n∑
r=1
∑
b1<...<br
λb1...brc
†
kcle
b1 . . . ebr).
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If we write the expression in brackets as a sum of the basis elements of
Cℓ(e1, . . . , en), then every addend contains as a multiplier, at least, one gen-
erator eb with odd index. That means the trace of every addend is equal to
zero and
Tr(c†kclt) = 0, for k 6= l.
This completes the proof of the Theorem.

Thus with the aid of the Hermitian idempotent t and the orthonormal
basis τk of the left ideal I(t) we give the normal representation U → U of
Clifford algebra elements with matrices form Mat(2[
n+1
2
],C). This represen-
tation gives us possibility to transfer all main notions of the matrix algebra
to the Clifford algebra.
For U ∈ Cℓ(p, q) the complex number
detU := detU ∈ C.
is called the determinant of U . It can be shown that detU ∈ R for U ∈
CℓR(p, q). A complex number λ ∈ C such that
det(U − λe) = 0
is called an eigen-value of U ∈ Cℓ(p, q). The set of all eigen-value of an
element U ∈ Cℓ(p, q) is called the spectrum of U . The spectrum of an element
U ∈ Cℓ(p, q) consists of 2[n+12 ] complex numbers. A Hermitian element U =
U † ∈ Cℓ(p, q) has a real spectrum.
If λ ∈ C is an eigen-value of an element U ∈ Cℓ(p, q) and an element
V ∈ Cℓ(p, q), V 6= 0 satisfies the equality
(U − λe)V = 0,
then V is called a left eigen-element of U . The left eigen-element V belongs
to some left ideal of the Clifford algebra Cℓ(p, q) and this left ideal is not
coincides with Cℓ(p, q).
Consider matrix representations of Clifford algebra generators for small
dimensions n = p+ q.
For n = 2 we take the idempotent t = 1/2(e + e1) for the signatures
(p, q) = (2, 0) and (1, 1). And we take t = 1/2(e + ie1) for the signature
(0, 2). In this case we have the following basis of the left ideal I(t): τ1 =
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√
2et, τ2 =
√
2e2t. This basis gives us the following matrix representations of
Clifford algebra generators.
For (p, q) = (2, 0) we have
e1 =
(
1 0
0 −1
)
, e2 =
(
0 1
1 0
)
.
For (p, q) = (1, 1) we have
e1 =
(
1 0
0 −1
)
, e2 =
(
0 −1
1 0
)
.
For (p, q) = (0, 2) we have
e1 =
( −i 0
0 i
)
, e2 =
(
0 −1
1 0
)
.
For n = 4 we take t = 1/2(e + e1)1/2(e + ie23) for the signatures (4,0),
(1,3), (3,1); t = 1/2(e + e1)1/2(e + e23) for the signature (2,2); t = 1/2(e +
ie1)1/2(e + ie23) for the signature (0,4). We have the following basis of the
left ideal I(t):
τ1 = 2et, τ2 = 2e
24t, τ3 = 2e
2t, τ4 = 2e
4t.
For (p, q) = (4, 0) we have
e1 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , e2 =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 ,
e3 =


0 0 i 0
0 0 0 −i
−i 0 0 0
0 i 0 0

 , e4 =


0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0

 .
For (p, q) = (3, 1) we have
e1 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , e2 =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 ,
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e3 =


0 0 i 0
0 0 0 −i
−i 0 0 0
0 i 0 0

 , e4 =


0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

 .
For (p, q) = (2, 2) we have
e1 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , e2 =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 ,
e3 =


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

 , e4 =


0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

 .
For (p, q) = (1, 3) we have
e1 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , e2 =


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

 ,
e3 =


0 0 i 0
0 0 0 i
i 0 0 0
0 i 0 0

 , e4 =


0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

 .
For (p, q) = (0, 4) we have
e1 =


−i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 i

 , e2 =


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

 ,
e3 =


0 0 i 0
0 0 0 i
i 0 0 0
0 i 0 0

 , e4 =


0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

 .
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If for the case (p, q) = (1, 3) we take the following basis of the left ideal
I(t): τ1 = −2et, τ2 = 2e24t, τ3 = 2e4t, τ4 = 2e2t, then we get the well known
Dirac representation of generators
e1 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , e2 =


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0

 ,
e3 =


0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0

 , e4 =


0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0

 .
Now let us consider matrix representations of Clifford algebra generators
for odd n = p+ q = 1, 3, 5. We get block-diagonal matrices.
For (p, q) = (1, 0) we have
t = e, τ1 = (1/
√
2)(e+ e1)t, τ2 = (1/
√
2)(e− e1)t
and
e1 =
(
1 0
0 −1
)
.
For (p, q) = (0, 1) we have
t = e, τ1 = (1/
√
2)(e− ie1)t, τ2 = (1/
√
2)(e + ie1)t
and
e1 =
(
i 0
0 −i
)
.
For (p, q) = (3, 0) we have
t = 1/2(e+e1), τ1 = (e−ie23)t, τ2 = (e2−ie3)t, τ3 = (e2+ie3)t, τ4 = (e+ie23)t
and
e1 =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

 , e2 =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 , e3 =


0 −i 0 0
i 0 0 0
0 0 0 −i
0 0 i 0

 .
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For (p, q) = (2, 1) we have
t = 1/2(e+ e1), τ1 = (e+ e
23)t, τ2 = (e
2 + e3)t, τ3 = (e
2 − e3)t, τ4 = (e− e23)t
and
e1 =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

 , e2 =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 , e3 =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 .
For (p, q) = (1, 2) we have
t = 1/2(e+e1), τ1 = (e−ie23)t, τ2 = (e2+ie3)t, τ3 = (e2−ie3)t, τ4 = (e+ie23)t
and
e1 =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

 , e2 =


0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

 , e3 =


0 −i 0 0
−i 0 0 0
0 0 0 i
0 0 i 0

 .
For (p, q) = (0, 3) we have
t = 1/2(e+ie1), τ1 = (e−ie23)t, τ2 = (e2+ie3)t, τ3 = (e2−ie3)t, τ4 = (e+ie23)t
and
e1 =


−i 0 0 0
0 i 0 0
0 0 i 0
0 0 0 −i

 , e2 =


0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

 , e3 =


0 −i 0 0
−i 0 0 0
0 0 0 i
0 0 i 0

 .
For (p, q) = (5, 0) we have
t = 1/2(e+e1)1/2(e+ie23, τ1 =
√
2(e−ie45)t, τ2 =
√
2(e24−ie25)t, τ3 =
√
2(e2−ie245)t,
τ4 =
√
2(e4 − ie5)t, τ5 =
√
2(e4 + ie5)t, τ6 =
√
2(e2 + ie245)t,
τ7 =
√
2(e24 + ie25)t, τ8 =
√
2(e+ ie45)t
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and
e1 =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


, e2 =


0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0


,
e3 =


0 0 i 0 0 0 0 0
0 0 0 −i 0 0 0 0
−i 0 0 0 0 0 0 0
0 i 0 0 0 0 0 0
0 0 0 0 0 0 i 0
0 0 0 0 0 0 0 −i
0 0 0 0 −i 0 0 0
0 0 0 0 0 i 0 0


, e4 =


0 0 0 1 0 0 0 0
0 0 −1 0 0 0 0 0
0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 −1 0
0 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0


,
e5 =


0 0 0 −i 0 0 0 0
0 0 −i 0 0 0 0 0
0 i 0 0 0 0 0 0
i 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −i
0 0 0 0 0 0 −i 0
0 0 0 0 0 i 0 0
0 0 0 0 i 0 0 0


.
For (p, q) = (4, 1) we have
t = 1/2(e+e1)1/2(e+ie23, τ1 =
√
2(e−e45)t, τ2 =
√
2(e24−e25)t, τ3 =
√
2(e2−e245)t,
τ4 =
√
2(e4 − e5)t, τ5 =
√
2(e4 + e5)t, τ6 =
√
2(e2 + e245)t,
τ7 =
√
2(e24 + e25)t, τ8 =
√
2(e+ e45)t.
In this case the first four generators have the same representation as in the
previous case of signature (5, 0) and the last generator has the following
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representation
e5 =


0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 −1 0 0 0 0 0 0
−1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
0 0 0 0 0 −1 0 0
0 0 0 0 −1 0 0 0


.
For (p, q) = (3, 2) we have
t = 1/2(e+e1)1/2(e+ie23), τ1 =
√
2(e−ie45)t, τ2 =
√
2(e2−ie245)t, τ3 =
√
2(e4+ie5)t,
τ4 =
√
2(e24 + ie25)t, τ5 =
√
2(e24 − ie25)t, τ6 =
√
2(e4 − ie5)t,
τ7 =
√
2(e2 + ie245)t, τ8 =
√
2(e+ ie45)t
and
e1 =


1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 1


, e2 =


0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0


,
e3 =


0 i 0 0 0 0 0 0
−i 0 0 0 0 0 0 0
0 0 0 i 0 0 0 0
0 0 −i 0 0 0 0 0
0 0 0 0 0 −i 0 0
0 0 0 0 i 0 0 0
0 0 0 0 0 0 0 −i
0 0 0 0 0 0 i 0


, e4 =


0 0 −1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 −1 0 0


,
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e5 =


0 0 −i 0 0 0 0 0
0 0 0 i 0 0 0 0
−i 0 0 0 0 0 0 0
0 i 0 0 0 0 0 0
0 0 0 0 0 0 −i 0
0 0 0 0 0 0 0 i
0 0 0 0 −i 0 0 0
0 0 0 0 0 i 0 0


.
For (p, q) = (2, 3) we take t = 1/2(e + e1)1/2(e + e23) and we have the
same basis as in the case of signature (3, 2). Representations of all generators,
except e3, have the same form as for the signature (3, 2) and
e3 =


0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 −1 0


.
For (p, q) = (1, 4) we take t = 1/2(e+ e1)1/2(e+ ie23). We have the same
basis as for (3, 2) and
e1 =


1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 1


, e2 =


0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 −1 0


,
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e3 =


0 i 0 0 0 0 0 0
i 0 0 0 0 0 0 0
0 0 0 i 0 0 0 0
0 0 i 0 0 0 0 0
0 0 0 0 0 i 0 0
0 0 0 0 i 0 0 0
0 0 0 0 0 0 0 i
0 0 0 0 0 0 i 0


, e4 =


0 0 −1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 −1 0 0


,
e5 =


0 0 −i 0 0 0 0 0
0 0 0 i 0 0 0 0
−i 0 0 0 0 0 0 0
0 i 0 0 0 0 0 0
0 0 0 0 0 0 −i 0
0 0 0 0 0 0 0 i
0 0 0 0 −i 0 0 0
0 0 0 0 0 i 0 0


.
For (p, q) = (0, 5) we take t = 1/2(e + ie1)1/2(e+ ie23) and we have the
same basis as for the signature (3, 2). For the generators e2, e3, e4, e5 we have
the same representations as for the case (1, 4) and for the first generator we
have
e1 =


−i 0 0 0 0 0 0 0
0 i 0 0 0 0 0 0
0 0 i 0 0 0 0 0
0 0 0 −i 0 0 0 0
0 0 0 0 −i 0 0 0
0 0 0 0 0 i 0 0
0 0 0 0 0 0 i 0
0 0 0 0 0 0 0 −i


.
8 Unitary groups of Clifford algebras
Consider the set of Clifford algebra elements
UCℓ(p, q) = {U ∈ Cℓ(p, q) : U †U = e}.
This set is closed with respect to the Clifford product and forms a group (Lie
group), which is called the unitary group of Clifford algebra.
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Let t ∈ Cℓ(p, q) be a Hermitian idempotent, I(t) be the left ideal, and τk be
the orthonormal basis of I(t). This basis gives us the matrix representation
of Clifford algebra elements (see Theorem 8)
γ : Cℓ(p, q)→ Mat(2[n+12 ],C)
such that
(γ(U))† = γ(U †), ∀U ∈ Cℓ(p, q).
In particular, we may take the standard basis and the standard matrix rep-
resentation from the previous section.
Let us take an element U ∈ UCℓ(p, q) and the matrix γ(U) ∈
Mat(2[
n+1
2
],C)
Uτk = γ(U)
l
kτl. (33)
The properties U †U = e and (γ(U))† = γ(U †) leads to the property
γ(U)†γ(U) = 1, where 1 is the identity matrix of dimension 2[
n+1
2
]. That
means γ(U) is a unitary matrix.
For even n = p+ q formula (33) establishes the isomorphism
UCℓ(p, q) ∼ U(2n2 ),
where U(2
n
2 ) is the group of unitary matrices of dimension 2
n
2 .
For odd n = p+ q formula (33) establishes the isomorphism
UCℓ(p, q) ∼ U(2n−12 )⊕ U(2n−12 ),
where U(2
n−1
2 ) ⊕ U(2n−12 ) is the set of block-diagonal matrices diag(W,V )
and W,V ∈ U(2n−12 ).
With the aid of an element U ∈ UCℓ(p, q) we may define a new orthonor-
mal basis of I(t)
τ´k = Uτk = γ(U)
l
kτl,
(τ´k, τ´
l) = Tr((Uτk)
†Uτ l) = Tr(τ †kτ
l) = δlk.
The basis τ´k = τ´
k defines the new matrix representation γ´ : Cℓ(p, q) →
Mat(2
n+1
2 ,C)
V τ´k = γ´(V )
l
kτ´l.
The representations γ(V ) and γ´(V ) are connected with each other by the
formula
γ´(V ) = γ(U)−1γ(V )γ(U).
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If we replace the orthonormal basis τk of left ideal I(t) by the orthonormal
basis τˇk = τkU
−1 of left ideal I(UtU−1), then we get the matrix representation
V → γˇ(V )
V τˇk = V τkU
−1 = γˇ(V )lkτˇl = γˇ(V )
l
kτlU
−1.
Comparing this formula with formula (33), we see that
γˇ(V ) = γ(V ).
Finally, if we replace the orthonormal basis τk of left ideal I(t) by the
orthonormal basis τˆk = UτkU
−1 of left ideal I(UtU−1), then we get the
matrix representation V → γˆ(V )
γˆ(V ) = γ(U−1)γ(V )γ(U).
If the initial matrix representation γ : Cℓ(p, q) → Mat(2[n2 ],C) is normal,
then the matrix representations γ´, γˇ, γˆ are also normal.
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