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Abstract
An apparatus has been designed, constructed and tested for measurements 
o f resistivity and thermopower, having the following novel features:-
I) buffer amplifiers with driven shields to make measurements on 
highly resistive specimens,
II) “ in house” software and hardware developed to automate the 
measurements and,
III) a new method of temperature measurement for thermopower 
studies.
Measurements have been carried out on single crystal ZnxFe3_x04 and 
MnxFe3_x04 with 0<X<1 in the temperature range 4.2K-300K.
The results strongly suggest that substitutional disorder plays an important 
role in the electrical transport properties of ferrites. The electrical conductivity 
for high X near 300K is interpreted in terms o f nearest-neighbour hopping. The 
temperature dependence of G (a7’ )=dLn(<77’ )/d( 1/T) between 300K and 100K and 
the concentration dependence of G (crT) at 100K provides evidence for the formation 
of a Coulomb Gap at low X. At low temperatures, variable-range and many-electron 
hopping for high and low X respectively is observed. An estimate of the effective 
radius of the carrier wavefunction is obtained from the conductivity measurements, 
which at ~0.4Á is comparable to that previously deduced for nickel ferrite.
For all X  a peak in the thermopower at about 50K was observed. The 
peak for high X  has been attributed to the high temperature limit of variable- 
range hopping, while for low X interpreted as the transition from activation across 
a Coulomb Gap to many-electron hopping. In the high temperature range, the 
temperature variation is shown to be consistent with degenerate statistics for low X 
and non-degenerate statistics for high X. In the latter case it is possible to extract 
the dopant concentrations, which compare favourably with the values found by 
Electron Probe Micro-Analysis (EPM A). The high temperature thermopower and 
resistivity behaviour have been used to deduce the variation of the energy width 
of the conduction states, or bandwidth, with X and this is shown to be consistent 
with the expected behaviour. A polaron energy of ~0.04eV is calculated at 300K 
for high values o f X, which compares favourably with previous work.
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Chapter 1
IN T R O D U C T IO N
1.1 S p in el F e r r i te s
Spinel ferrites have been used successfully in the electronics industry for over forty 
years. Their usefulness stems from the ability to introduce a wide range of chem­
ical species into the spinel lattice. By controlling the cation concentration in the 
general spinel formula M xFe3_x04 their electrical and magnetic properties can be 
tailored. Their applications are many and include microwave devices, information 
storage chips, inductors for filters and recording heads. Recently they have been in­
troduced to silicon wafers to make an improved memory chip (Cole, (1989)). These 
applications use the spinel ferrite’s magnetic properties. The current scientific in­
terest in ferrites is mainly concerned with their electrical properties which share 
numerous features with other important electrical materials — for instance high T c 
superconductors.
In 1939 Verwey studied magnetite (Fe30 4) and found that the conductivity 
changed by two orders of magnitude — a “metal-insulator” transition occurred at 
approximately 120K. Since Verwey many theoreticians and experimentalists have
studied not only magnetite but magnetite doped with different eatioiiM. Neverthe­
less, the conduction processes are still not fully understood.
1.2 S p in el F e r r i te  C ry s ta ll in e  S t r u c tu re
The unit cell of spinel ferrite contains 32 oxygen ions (O 2-) in the form of a cubic 
close packed lattice (Verwey and lleilniann, (1947)). Amongst those oxygen ions are 
64 tetrahedral and 32 octahedral interstices. O f these interstices only 8 tetrahedral 
and 16 octahedral are occupied. Shown in figure (1.1) is the arrangement of the atoms 
in a unit cell of a spinel showing the fourfold and sixfold coordination positions.
The general chemical equation is [X]/((Y 2)b0 4 where subscript A denotes a 
tetrahedral interstitial and B an octahedral interstitial. Magnetite has iron ions on 
both sublattices and the ionic formula is:
As first pointed out by Verwey (1939) the conduction process may be thought of 
as the movement of an electron on the 13 sites which can be represented by the 
following chemical reaction:
This conduction process can be influenced by introducing impurities that replace 
some of the iron ions on either A or B sites. Thus, for example, zinc and manganese 
ferrous ferrites which are to be studied in the present work, have the ionic formula 
(see Chapter 3):
where 0<X<1 and M is either a zinc or manganese cation. The important features 
of these materials as far as conduction is concerned are:
\ F t3 *\A [ F t 2* F t 3*\B ( ) * - ( M )
F t 2*  +  F t 3*  -  F t 3*  +  F t 2* ( 12)
(1.3)
2
o Oxygen ion O2-
Tetrahedral site (A-site) 
^  Octahedral site (B-site)
\ -o N
,
i n
M.
1 y r
O ”1
i '
of' !___ .
\ \
\ \ '
,__
__
__
1 r
v
k\\\\
_____i !>
Figure 1.1: The arrangement of the atoms in a unit cell of a spinel ferrite, showing 
the fourfold and sixfold coordination positions (Verwey and Heilmann,
(1947)).
(a) the substitutional disorder of the manganese and zinc ions on 
the A-sites should favour Anderson localization (Anderson, (1956)).
(b) the high electron concentration is conducive to electron corre­
lation effects.
(c) the ionic nature of the materials favours localization by polaron 
formation (Holstein, (1959)).
(d) the ferrimagnetic ordering which will play a role in the conduc­
tion.
In the present work electrical conductivity and thermopower measurements 
down to 4.2K are described, the aim of which is an understanding of mechanisms 
(a), (b) and (c). Recent work by Barlow (1991) deals in some detail with item (d).
1.3 L ay o u t o f T h e s is
Chapter 2 gives an up to date review of some of the relevant theories that have been 
developed since Verwey (1939) discovered the two orders of magnitude change in the 
conductivity of magnetite. Particular attention is paid the electrical conductivity 
and thermopower. Chapter 3 gives a survey of some previous work on ferrites 
including, for historical reasons, the work of Verwey (1939) and of Jonker (1959) 
and provides in its final section a justification for the present work. The present 
author has developed experimental techniques for the measurement of resistivity 
and thermopower, in order to make more accurate measurements on more resistive 
samples, and these are described in some detail in Chapter 4. Chapter 5 describes 
the results of such measurements and compares them with previous experimental 
work and with theories of hopping conduction.
Finally, in Chapter 6 a summary is given of the major achievements and
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Chapter 2
THEORIES OF C O N D U C T IO N
2.1 In tro d u c tio n
Verwey (1939) was the pioneer of investigations into the conduction processes in 
magnetite. He assumed conduction o f d-elcctrons on octahedral (B ) sites as de­
scribed by the following combined chemical and ionic equation:
[ F t » ) A[Fe2+ +  F e 3+ =  Fe*+ +  F ^ \ bO\~ (2.1)
Because magnetite is the parent material o f ferrites an energy level diagram 
and the conduction processes as described by Camphausen, Coey and Chakraverty 
(1972) and Cullen and Callcn (1970, 1971 and 1973) sections 2.2.1 and 2.2.2 
respectively will be given.
Since the publication of Verwey’s results on magnetite many studies have 
been carried out on both experimental and theoretical fronts. A general consen­
sus is that the charge carrier in a ferrite material is to be treated as a localized 
particle. Conduction occurs when a localized particle hops from one site to an­
other (Austin and Mott, (1969)). Some possible hopping processes within these 
samples will be considered in sections 2.2.5 and 2.2.6, with particular reference to
the Miller-Abrahams (1960) paper on single-phonon assisted hopping conduction 
between localized sites (section 2.2.4) and developments thereof.
The Miller-Abrahams theory is for single electron hops from one site to 
another and not influenced by other electrons. When electrons become close to 
each other, owing to a high concentration of localized carriers, an electron will 
be influenced by neighbouring electrons. Therefore, in section 2.3 many electron 
conduction is reviewed which starts with correlation effects giving a Coulomb Cap 
for one-electron hops and then concludes with the types of many electron hopping 
possible.
When an electron is surrounded by positive and negative ions a lattice dis­
tortion is possible (section 2.4). Section 2.4.3 describes in more detail this lattice 
distortion termed a “polaron” and section 2.4.4 briefly comments on polaron con­
duction.
2.2 S in g le -E le c tro n  C o n d u c tio n  M o d e ls
2.2.1 Camphausen, Coey and Chakraverty Model
In 1972 Camphausen, Coey and Chakraverty constructed a one-electron energy 
diagram for FeaO* based on data from soft x-ray, cathodoluminescence and opti- 
calabsorption measurements. The result is shown in figure (2.1). Two parameters 
determine the main features:
I) Crystal -field splitting (A c/ ) deduced from optical data, and
II) Hund's rule - exchange splitting between spin-up and spin-down 
orbitals on the same cation.
The electron arrangement for Fe is (Ar)3d64s2 and the two ions Fe3+ and Fe2+ 
are (Ar)3d5 and (Ar)3d6 respectively. All these d electrons lie in a gap between
Figure 2:1 Single-electron energy diagram for FejO« according to the 
Camphausen, Coey and Ch&kraverty model (1972).
the filled 2p(0) and empty 4s(Fe) states: five spin-down electrons reside on the 
tetrahedral (A ) sites and ten spin-up plus one spin-down electrons on the octahedral 
(B ) sites.
This one-electron energy diagram shows that a solitary electron is possibly 
the reason for metallic like conduction, but more information is required to examine 
the electrical characteristics of FeaO« at low temperatures.
2.2.2 Cullen and Callen
Cullen and Callen in a series of papers (1970, 1971, 1973) consider a band model 
based on an energy level scheme similar to that o f Camphausen et al for magnetite. 
They suggest that a half filled band causes “metallic” behaviour above Tv, due to 
a finite overlap of electronic wavefunctions. While below T v , inter-atomic coulomb 
repulsion splits this band giving a Verwey transition. This approach might work for 
a regular array of constant potential wells like that of FeaOi, but does not explain 
what would happen when disorder is introduced i.e. by the addition of nickel or 
zinc or manganese.
2.2.3 Anderson localization
Anderson (1958) was the first person to consider conduction within a disordered 
system using a quantum-mechanical theory to describe localization. Consider the 
periodic lattices shown in figures [2.2-2.3]. I f  the potential wells are far apart such 
that only the nearest neighbour interactions can occur and then they are gradually 
brought closer together increasing the overlap of the wavefunctions then a conduc­
tion band forms of energy width:-
E b =  2.2./ (2.2)
7
N(E)
Figure 2:2 A periodic lattice without disorder (Mott and Davis (1979)).
Figure 2:3 A  periodic lattice with vertical disorder (Mott and Davis
(1979)).
Figure 2:4 A  Gaussian density of states with a mobility edge show­
ing the localised and extended states (Mott and Davis
(1979)).
where z is the coordination number and I the overlap integral number. This is known 
as the tight-binding approximation.
Anderson then considered what would happen when disorder is introduced. 
He pointed out that when V0/Eb was greater than a certain value depending upon 
z then there would be no diffusion at T=0. This condition has been studied by 
Edwards and Thouless (1972) who have calculated Vo/Eb ^2 for z=6.
Mott (1966, 1967) took this further and pointed out that when the disorder 
is large (as in figure (2.3)) and the Anderson criterion not satisfied then there exists 
a certain energy Ec  such that when E<Ec there is no diffusion. Hence at T=0 ,
Ec  is referred to as the "mobility edge” . If the Fermi level can be swept in some 
way through Ec, from extended to localized states or vice-versa, a metal-insulator 
transition occurs (see figure [2.4]).
2.2.4 Hopping conduction between localized states (M iller- 
Abraliams)
Miller-Abrahams (1960) consider two sites i and j  separated by a large distance in a 
disordered lattice and assume that an electron will have energy and wavefunction 
</>, respectively when occupying site i and ej, <f>, when occupying site j .  By analogy 
with the hydrogen molecular ion it is expected that when the sites are brought closer 
together the resulting possible wavefunctions will be linear combinations of fa and 
fa :-
(2.3)
*  =  C jfa  ±  C,fa (2.4)
The resulting wavefunctions are found to be:-
* . - *  +  (/ / A )* i and (2.5)
where A  =  £j~£i, £j >  £* and
I  = EXP [—r0/a].ea/*r„ (2.6)
for Is states, where “a” is the Bohr radius. The states a and b are illustrated in 
figure [2.5]. The electron-phonon interaction Hep may be thought of as changing 
the relative potential energies of the two wells, leading to the possibility of states a 
and b of total energy:
=  Cl +  (n ,+  l/2).»u;„ ....  I  =  a , b  (2.7)
where the second term is the vibrational energy. Transitions occur according to the 
Fermi’s golden rule for the transition probability:-
u>ab(.n,n') =  7T <  6, n' I Hep \ a,n > 2 .6(Ebn' — Ean ) (2.8)
h
This formula expresses a law of energy conservation according to which a change in 
the electron energy must be balanced by the absorption of one or more phonons. 
Miller-Abrahams (1960) assume:-
huq =  £b -£ a  (2.9)
i.e. the absorption of a single phonon. Evaluating equation (2.8) and summing over 
all combinations n, n’ they obtain a total intrinsic transition probability:-
<*><>= u>0.EXP[—2r,;/a].n, (2.10)
With
n, % EXP[—Äw,/*r] ( 2 . 11)
*4 =  t ,  -  (/ / A )*
Figure 2:5 Two potential wells and their resulting wavefunction states 
* .  and
from equation (2.9) and with e,- ~£fc, £, ~  e0 we get:-
ufij =  u*.EXP[-(«j -  cj)/ifc7,].EXP(-2r,i/a] ( 2 .12)
Equation (2.12), together with figure [2.5] may be thought of describing a process 
in which a phonon gives an electron on site * just sufficient energy for it to tunnel 
to site j ,  u>ij being proportional to the number of phonons (equation (2.10)) and a 
tunnelling factor EXP[-2r#/a]. Finally, taking account of the occupancies of sites t 
and j  the average transition rate isl­
and assuming all energies measured with respect to e j and greater than kT:-
2.2.5 Variable Range Hopping
The two site conductance corresponding to equation (2.14) is (Ambegaokar et al, 
(1971)):-
which has been obtained by assuming that the site energy difference in the presence 
of a field is:-
The solid is now usefully considered as a network o f conductances Gt]. Mott (1968) 
in an early calculation produced a simple estimate of the overall conductivity of this 
network by assuming that the electrons flowed through links of maximum conduc­
tance. Taking the density of electron states equal to a constant, Mott constructed
(2.13)
r0 « r0.EXP[-2a/i„).EXP 'I e j  + I gj I +  I - g j  I
2kT
(2.14)
g „  =  ^ ik T ) . r „ (2.15)
£ > -£ , +  eF .fii (2.16)
a sphere of radius rtJ around site *. In order for an electron to hop to a site of
in
energy ej within this sphere the number of sites in the energy range (t j -C i)  within 
the volume should be:-
4/3 .»«3.(«> -  d ) .N (E )  >  1 (2.17)
Taking £,=0, £> >0 (i.e. two sites of energy greater than £/):-
G tj =  6,0.E X P (-2afl].E X P (-£ ,/*7 ’] (2.18)
and substituting for e, from equation (2.17) and maximizing Mott obtained:
«  -  |9/(8jrQyV(fr)*7’ )),/'* (2.19)
with N (E )=N 0 giving finally:
»  = a0.EXP|-(7b/r)l/*| (2.20)
with
( 2 .21)
More rigorous derivations of equation (2.20) followed, including that of percolation 
theory. Taking advantage of the exponential dependence of G on R a network of 
conductances is built up starting with the highest G (refer to figure (2.6]). The last 
conductance added to form a complete link between contacts A and B is called the 
critical conductance Gc. Since Ge is exponentially smaller than any other conduc­
tance in the chain the overall conductance of the chain is approximately equal to 
Ge. Now, when further conductances are added to form parallel chains, these later 
chains are effectively shorted out by the first. Therefore the overall conductance of 
the network is G ~G C. Proceeding in this way Poliak (1978) and Ambegaokar et al 
(1971) obtain equation (2.19). We may write:
<r = <r0.E X P [-W /kT ] ( 2.22)
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Figure 2:6
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Figure 2:7 Qualitative behaviour of the short range and long range 
ordering about the Verwey temperature T y .
with
It follows from the percolation argument that states of energies |£*|>W are discon­
nected from the critical network i.e. there is an energy layer of width 2W centred 
around E/ which gives rise to conduction.
The pre-exponential factor has been calculated by Kirkpatrick (1974) to be
°o  oi (B / T )- ” .
The above result (equation (2.20)) is derived on the assumption of a con­
stant density o f states. Poliak (1978) using, a density of states proportional to En 
obtained:-
Ln(cr) =  l/T<«+i)/(»+4) (2.24)
Mott’s T -1/4 law is achieved if n=0 i.e. a constant density of states. If n—* oo then 
T -1 results i.e activated hopping conduction. Movaghar and Schirmacher (1981) 
have used a density of states which has an exponential band tail but which is constant 
towards the middle of the band and place the Fermi level in the middle of the band 
tail. For low temperatures they obtain a T - '^4 dependence. Vescan et al (1972) 
obtained the same result when considering a linear tail in the density of states 
instead of an exponential tail.
We note that a T -1 4^ law is associated with a constant density of states in the 
“conduction layer” and therefore it is clear that the law should always be obtained 
at the lowest temperatures, providing that N(E ) is finite at E/.
Analysing many authors data Hill (1976) concluded that the T -1 4^ law pre­
sumed by most o f the original authors had been observed. However, a T -1 4^ law is 
not necessarily the consequence of variable-range hopping: Emin (1974) has noted 
that a similar behaviour is a consequence of multiphonon hopping transitions.
A T _,/2 law for the conductivity has also been observed by Mobius (1983)
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where W (0) is the (nearest neighbour) conductivity activation energy extrapolated 
to T=0. If W (0)=0 equation (2.32) then reduces to the metallic form (Mott and 
Jones, (1936)). For a wide range o f Fermi energies Whall calculated the thermopower 
to be:-
5  =  A/T +  B .T  (2.33)
2.3 M a n y -E le c tro n  E ffects
2.3.1 Introduction
The previous sections have dealt with single-electron hopping mechanisms which 
neglect the electron-electron interactions. A Coulomb term may be necessary when 
there are many electrons in close proximity to each other. Such an interaction is 
believed to cause the “metal-insulator” transition at the Verwey temperature in 
magnetite where long range order is lost. Lorenz and Ihle ((1975), Ihle and Lorenz 
(1973, 1974 and 1980)) have produced what is perhaps the most promising the­
oretical description of the interaction effects leading to the Verwey transition in 
FeaOv Poliak and Knotek (1979) first pointed out that electron-electron interac­
tions should be important in the impurity conduction. Numerous papers have been 
published by Poliak and other authors, most notably Efros and Shklovskii (1984), 
on this problem. Mott (1979) first applied these ideas to Fe30.|_xFx.
Lorenz and Ihle (see section 2.3.2) consider the Coulomb interactions between 
nearest neighbours and next nearest neighbour for pure magnetite —  the Verwey 
transition is associated in their model with a complicated interplay between short 
range order and long range order.
Many-electron correlation effects in impurity state hopping conduction ma­
terials have been shown theoretically to produce a Coulomb Gap in the density of
state». Efros and Shklovskii (1975) have shown that, near E/, the density of states 
to be N(E)oc|E-E/|2, and find a conductivity with a T - , a^ law. While Mott (1975, 
1979) agrees with Poliak and Knotek that N(E) is finite in the Gap giving a conduc­
tivity with a T -1 4^ law at low enough temperatures. Section 2.3.3 gives a description 
of the nature of the Coulomb Gap. In section 2.3.4 the properties in the vicinity 
of the Coulomb Gap are described. Section 2.3.5 gives details on how the Coulomb 
Gap can be alleviated by different types of many-electron hopping.
Firstly, electron electron interactions in magnetite are considered.
2.3.2 The model o f Lorenz and Ilile for Fe.jO^
Cullen and Callen (1970, 1971 and 1973) described magnetite as having a half filled 
band with inter atomic Coulomb repulsion splitting the band to give a Verwey 
transition. Lorenz and Ihle take an alternative approach in which crystal field 
splitting gives U | »I> U 2, where U( is the nearest neighbour Coulomb interaction 
energy, U j is the Coulomb energy due to the next nearest neighbours and I is the 
overlap integral (see equation 2.2). At the highest temperatures there is complete 
disorder and the density of states approximates to a set of delta functions at 0, 
U|, 2U|, 3U|, 4U|, 5U| and 6U|, with E/=3U|. Loren/ and Ihle consider that 
conduction is due to tunnelling between nearest neighbour sites of the same ( 'oulomb 
energy. Whall et al (1977) have pointed out that this state of affairs is similar to 
that suggested by Mott (1974) in which the electron seres an Anderson localization 
potential due to other electrons, but in which hopping between sites of different 
energies occurs. As the temperature is lowered there is a gradual increase; in short 
range order as shown in figure- (2.7], lowering the density of states at 3U| figure 
[2.8]. Next nerarerst neighbour interactions are- responsible for the development of 
long range order, which is complete at Tv- The interplay of long range ordering
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Figure 2:8 The influence of temperature on the nearest neighbour in­
teractions for magnetite (Lorenz and Ihle (1975)).
and short range ordering leads to an abrupt further increase of short range order at 
Ty  (figure [2.7]), completing the short range order process and giving the sharp two 
orders of magnitude decrease in conductivity at Tv- The major accomplishment of 
this model is that it gives suitably low values of T v  - because T v  is determined by 
long range ordering associated with U2<CUi.
Lorenz and Ihle calculate kT=0.09Ui and U i /U2=0.04, yielding the values 
Ui=0.11eV and U2=0.004eV for Tv~120K. They further show that the conductivity 
activation energies near T v  are £^ (T<Tv)=U i=0.11eV  and £/«(T>Tv)=Ui/2=0.055eV, 
in good agreement with Adler (1968). Also, they show that a considerable amount 
of SRO exists above Tv-
2.3.3 The Coulomb Gap
When impurities are introduced into FeaO* the static ionic disorder introduced (of 
Zn2+, Mn2+, Ni2+, F~, etc) might be expected to broaden the levels 2Uj and 4Ui as 
shown in figure [2.9] leaving a Coulomb Gap. Here the disorder might be thought 
of as perturbing the electron-electron interaction effects. This situation has not 
been dealt with by theorists. However, it is expected that the converse situation 
i.e. impurity conduction perturbed by electron-electron interactions will serve as 
an excellent guide. Remembering that in Fe3C>4 the electrons order as a result of 
their mutual coulomb repulsion, we follow Poliak and consider what happens when 
we add electrons to a disordered medium. First consider impurity conduction. The 
first electrons to go into the disordered medium will enter sites which minimize their 
Coulomb energy associated with the presence of a random distribution of static ions. 
This will continue until there is a sufficient density of electrons for inter-electronic 
interactions to be important. There will thus be a group of electrons which are 
randomly distributed and of low potential energy and a second group which have
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a tendency to order, situated around E/. This second group can be modeled by a 
periodic electronic “lattice” . If an electron moves into a “wrong” site on this lattice, 
it costs an energy £«, the Coulomb Cap energy. Various authors have calculated 
£q (Efros (1976), Srinivasan (1971), Poliak and Knotek (1979)). The most useful 
expression for our purpose (Poliak and Knotek) is:
c„ k  E c lE c/ (E c  +  A ) )1' 1 (2.34)
where A  is the disorder energy and Ec  =  e2/«a the Coulomb repulsion between 
carriers separated by an average distance a, where n is the dielectric constant. Poliak 
and Knotek (1979) predicts that the density of states in the vicinity of E/ varies 
as:
N (E )  =  t> +  A (E  — E/)* (2.35)
Efros and Shklovskii (1975) predicted that the density of states will vanish 
at E/ i.e. o=0, see figure (2.10).
2.3.4 Transport Properties in the Vicinity o f the Coulomb 
Gap
Poliak and Knotek (1979) define three temperature regions for the low temperature 
d.c. conductivity (see figure (2.11)). At the highest temperatures, nearest-neighbour 
hopping occurs, but is replaced by variable range hopping at intermediate temper­
atures having a T -1^  behaviour. At even lower temperatures the electrons must be 
activated across the Coulomb flap. The authors give for the dividing temperatures:
k'I\ ss 3.3W/aa and kTj ~  2/?c/aa (2.36)
where 1/a is the radius of the localized state. T, separates variable-range hopping 
from nearest- neighbour hopping and T j  divides the activation across the Cap and 
variable range hopping regimes.
IK
The behaviour at the lowest temperatures is controversial. Using the fact that 
at the Fermi level for single-electron hops the density of states is N (E )= (E -E/ )2 and 
applying Mott’s conductivity maximization procedure, Efros and Shklovskii (1975) 
show that the conductivity in this temperature regime is (c.f. equation (2.24)):-
<t(T )  a  K X P (- (T 0/T ),/’ |, T„ =  P S / kv (2.37)
where e is the electronic charge, k is the dielectric constant and is a numerical 
coefficient.
For conduction in states outside the Coulomb Gap, where the density of 
states is constant, these authors agree with Mott that the conductivity obeys a 
T ~ ,/4 law.
However, Poliak and Knotek (1979) and also Mott (1976) believe that cor­
related multi-electron hopping will dominate over single-electron hopping and this 
will be dealt with in the next section.
2.3.5 M ulti- / Many-Electron Hopping
Mott (1976), Poliak (1980) and Poliak and Knotek (1979) have analysed the lowest 
temperature regime where multi-electron hopping is thought to occur. They obtain 
similar results although taking different approaches. The two techniques are as 
follow:-
Many—Electron Hopping according to Mott
Mott considers electron-electron interactions in the following way. An elec­
tron at a site A will create an electronic polaron in which neighbouring electrons 
are displaced because of Coulomb repulsion, see figure [2.12]. A Coulomb Gap will 
exist if when the electron hops from site A to B the neighbouring electrons at site 
B remain fixed in space. Processes in which the Coulomb Gap is suppressed will 
involve short range hops of electrons at site B i.e. the electron takes its polaron
with it. If short hops occur they occur with a probability proportional to T 5, where 
S=3aro/2Ln2 and ro is the hopping distance. The long hops are of the normal 
variable-range hopping type with,
=  A ' . T S E X P [ - B / T ,/4l (2.38)
and S~10.
Efros (1976) has also considered polaron like hopping for low temperatures 
but obtains different results. Efros obtains:-
«7 oc E X P (- (r0/7T] (2.39)
with n=l/2.
Many-Electron Hopping according to Poliak and Knotek
Poliak and Knotek (1979) consider a collective hopping configuration, see 
figure [2.13]. Four sites are shown where the first and third sites are occupied while 
the other two are empty. The electron on site 1 must overcome a certain amount 
of Coulomb repulsion if it wants to hop to site 2. This Coulomb repulsion can 
be reduced if the electron on site 3 simultaneously hops to site 4. This is called 
correlated multi-electron hopping. To find which process is the most probable at a 
given temperature one needs to compare the Miller-Abrahams impedances for one 
and two electron hops. The essential factors for the one-electron and two-electron 
transitions are respectively:-
EXP[2ft/a].EXP[e/*7'] (2.40)
and
E X P [ 2 R / a \ . E X P [ 2 R '/ a \ . E X P [ c / k T ] . E X P [ - A / k T ]  (2.41)
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Figure 2:12 Polaron-like multi-electron hopping conduction according 
to Mott (1976).
- ♦ -  1
Figure 2:13 Correlated multi-electron hopping, according to Poliak and 
Knotek (1979).
where e is the energy difference between initial and final states for the one-electron 
hop and A  is the energy reduction when the second electron hops from site 3 to 
site 4. The process having the smallest impedance will the one that dominates the 
conduction. The transition from a one-electron to a two-electron process will occur 
when:-
E X P (2 fl7a ].E X P (-A /*ri =  1 (2.42)
If the following approximations are made:- 
A  =  e2/«rc ,
where
K  =  rc  =  (4 */3  ) - * '3.JV-1/3 (2.43)
and N is the density of carriers, then the transition temperature between single- 
and multi-electron hopping is:-
- (2.44)
Although this derivation has used relatively crude approximations it agrees very 
well with a more accurate derivation (Knotek and Poliak, (1971)).
For n-electron transitions at very low temperatures Poliak writes:-
a (T )  «  EXP|-25>0/a ].E X P [-£7 *r] (2.45)
where E is the n-electron transition excitation energy and ErtJ the sum of all hopping 
distances involved in the cascade process. Letting the average hopping distance of n 
electrons be < r> , the first term of equation (2.45) becomes EXP[-2n<r>/a]. Poliak 
then calculates the average excitation energy for an n-electron excitation to be:-
E  ~  n 'cc/d" (2.46)
where d is the average number of directions in which the electron can hop and ec 
is a typical “Coulomb energy” . Using this information and Mott’s maximization
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procedure Poliak calculates the optimum conductivity to be:-
< r ( T )  oc 1 * * I L n d )<  r>/* (2.47)
This is only valid for large n. Equation (2.47) approximates to that obtained by 
Mott (see equation (2.38)) over a certain temperature range i.e. <7(T)ocTs where 
s » l ,  but is based on a different many-electron hopping process. Poliak has given, 
for this conduction process, the label “cascade-like multi-electron hopping” whilst 
Fleishman et al (1978) labeled it “variable number hopping” .
2.4 S m a ll  “D ie le c tr ic ” P o la ro n s
2.4.1 Introduction
An electron moving through a periodic lattice with a low mobility (d c i t ^ V ^ s -1) 
may be influenced by the positive (and negative) centres at the sites. See figure 
[2.14]. If the electron is slow, as compared with the movement o f the positive ions, 
then the positive centres become attracted to the electron (and the negative centres 
repelled) causing a distortion in the lattice and inducing a potential well. If the 
electron is very slow then the electron becomes self-trapped; this polarised cloud 
plus electron is termed a “dielectric polaron” . The electron can only move, when the 
potential well is deep, if it effectively takes the polaron cloud with it. ( “Dielectric 
polarons” are different to “electronic polarons” — see figure [2.12]).
Polarons have been seen in a number of different materials; single crystal 
As4S4 (Street and Gill, (1966)), orthorhombic sulphur crystals (Gibbons and Spear, 
(1966)) and Li doped MnO (Crevecoeur and Wit, (1970)). All these authors obtain 
electron mobilities of order 10_2cm2V - , s-1 at room temperature and above. Perhaps 
the most interesting of the samples mentioned is MnO, because it is the d-electrons
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Figure 2:14 An electron causing lattice deformation: the polarised cloud 
plus the electron is called a “dielectric” polaron.
Figure 2:15 The displacement of a molecule’s energy when an electron 
is added. (Austin and Mott, 1969)
on the manganese ions which are the current carriers as in the manganese and zinc 
ferrites measured in this investigation. More recently polaron hopping has been 
inferred in ferrites (Yeung, (1982) Because the polaron concept is applicable to 
ferrites it is worth discussing some of its main features.
2.4.2 Polaron Size and its Binding Energy
There are two sizes of polaron, the size depending upon the magnitude of lattice 
deformation. When the lattice around an electron is only affected slightly such that 
the electron is loosely bound then this is termed a “ large” polaron i.e. the effective 
radius (rp) of the polaron is greater than the lattice constant. Since this type of 
polaron is less relevant to ferrites then it shall not be considered any further. When 
the lattice is greatly deformed the electron becomes trapped inside a deep potential 
well and hence is tightly bound; this is termed a “small” polaron i.e. rp less than 
the lattice constant.
Austin and Mott (1969) have shown for small polarons rp to be:-
<  o > r » i ,/3
2 UJ (2.48)
where <a>  is the mean intersite separation. These authors also show that the 
polaron binding energy is:-
WP =  eJ/2 KPrP (2.49)
with l//cp =  l//c(oo) —  1/k , where k and /c(oo) are the dielectric constants with 
and without the electron respectively.
2.4.3 Polaron Hopping Motion
Austin and Mott (1969) review the molecular crystal model of Holstein (1959). A 
solid is assumed to consist of diatomic molecules having vibrational energies Aq2
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without an electron, where q is a configurational constant. When an electron is 
added to a molecular site the energy is modified to Aq2-Bq, where Bq is the energy 
of the electron (see figure [2.15]). The polaron binding energy W p (i.e. minimum 
energy) is then:-
WP =  B 2/4A (2.50)
with equilibrium coordinate,
q0 = B / 2 A  (2.51)
The result corresponds to a situation in which the tunnelling probability is small, i.e. 
1—»0 where I is defined by equation (2.2), and is known as non adiabatic hopping. In 
the case where the electron can move backwards and forwards several times during 
each excitation of the lattice the work required to achieve the approximate lattice 
configuration is offset by a reduction in the kinetic energy and
W „ =  Wp/2 -  I  (2.52)
This is known as adiabatic hopping. For an electron to jump from one molecule 
to another, the configurational parameters qi, q2 must be such that the electron’s 
energy is the same in either molecule: thus
Bqx =  Bq2 (2.53)
The energies required to distort molecules 1 and 2 to configurations in which 
q ,=q2= q  are:-
A (q0 q)2 and Aq2, 
which add up to a total energy W// given by:
Wh =  -  2q0q +  2q2). (2.54)
q =  <7o/2 (2.55)
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Substituting (2.55) into (2.54) the activation energy for hopping is thus:
WH =  Wp/2 (2.56)
and the conductivity is proportional to EXP[ W/y/kT].
At high temperatures W// is temperature independent. At low tempera­
tures an intersite hop can involve the absorption and emission of large numbers of 
phonons ( “multi-phonon assisted hopping” ). The numbers emitted and absorbed 
must be roughly equal to conserve energy. Since the average number of phonons of 
a particular wavevector is:
N '  =  E X P ( h u , , / t T )  -  1 (2'57)
processes involving a large number (N ,) of phonons freeze out for kT<Au>, (Emin, 
(1974)). For optical phonons the jump rate tends to EXP( 5u>o/kT) for T<5u>o/'Jk, 
corresponding to the emission o f a phonon and absorption of another phonon of 
energy 5u>o. For acoustic phonons Emin finds that the jump rate is rather similar 
to a T - ,/4 law.
2.4.4 Polaron Hopping in a Disordered Lattice 
—  Conductivity and Tliermopower
Bottger and Bryksin (1977a d) have investigated nearest neighbour hopping in a 
disordered medium for strong electron phonon coupling. They find the two site 
conductance:
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where N is the concentration of sites, a  is the reciprocal Bohr radius of a localised 
state, fj and are the probabilities of site i and j  being occupied and W// is given by 
equation (2.56). Emin has pointed out that in this situation multi-phonon hopping 
will freeze out at low temperatures leaving single phonon hopping. Thus, in equation 
(2.58), as T —>0 W//—*0 giving a form similar to the Miller-Abrahams expression, 
with Lmrocl/T1' 4. The transition temperature to single phonon hopping should 
be given by A~5u>o, where A  is a typical difference in energy between two sites, 
A ~ k T j/<T 3'* (equation (2.23)).
Emin (1975) has considered the thermopower for strong electron-phonon 
coupling and finds:-
S oc r l/! (2.59)
Emin’s treatment is of somewhat limited application for a real system since 
he has only considered the two site hopping probability, has not taken into account of 
site occupation probabilities and not averaged over the whole conductance network. 
Therefore, his results can only serve as a rough guide.
2.5  S u m m ary
The present author has attempted to summarize theories which he believes are most 
useful for an explanation of his results on ferrites. It remains to make a synthesis 
of these ideas in Chapter 5 in order to throw some light on the observed electrical 
behaviour of these complex materials.
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Chapter 3
SURVEY OF PR EV IO US  
IN V E ST IG A T IO N S
3.1 In tro d u c t io n
Since Verwey (1939) showed that there was a two orders of magnitude transition 
in the electrical conductivity at ~120K in “pure” magnetite, many workers have 
investigated this oxide to try to understand the conduction processes involved. By 
doping with impurities a further understanding of the conduction process can be 
achieved. The spinel ferrous ferrites have been found to have the common chemical 
formula MxFe3_x04, where M is a cation that usually has a site preference and an 
ionic valency of 1+, 2+, 3+  or 4+: in some cases, e.g. manganese, a combination of 
valences is possible. It has been over fifty years since Verwey published his results 
and many workers have produced papers since then.
This chapter is devoted to a survey of previous work on only a selected num­
ber of spinel ferrous ferrites; these are Cobalt, Nickel, Zinc, Manganese, Titanium 
and Fluorine doped ferrites. Each section will start with the earliest work on a par-
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ticular type of ferrite and then give the ionic formula to indicate the site preference 
of the cation. Then the papers of selected authors will be reviewed, showing their 
results and their conclusions on the conduction process believed to be taking place. 
Corroborative work will also be cited, and finally an in-depth review will be given 
of the most up to date publication on a particular ferrite system.
Throughout this chapter, when the ionic formula is given the characters A 
and B indicate tetrahedral and octahedral site preferences, respectively.
3.2 E a r ly  M e a su re m e n ts  o n  F e r r ite  S am p le s
3.2.1 Cobalt Ferrite (CoxFea-xC^)
Jonker (1959) became interested in the fact that by increasing the cobalt concen­
tration in magnetite, at room temperature, the resistivity gradually increased until 
X=1 where upon the resistivity increased sharply and then began to fall slowly for 
increasing X. Consequently, he investigated this ferrite system, by making resistivity 
and thermopower measurements on polycrystalline cobalt ferrite with 0.9<X<1.1, 
having ionic formulae:-
0 <  X  <  1 [Fe3* ]A[Co3x* F e 3±x Fe3* )B0 3-  (3.1)
\ < X < 2  [Fe3+}A[Co3+Co:? _ l Feltx\B034-  (3.2)
An advantage of this system is that both cobalt and iron show the Verwey type 
conduction:-
Fe3*  =  Fe3+ +  t~ C o3*  =  Co3* +  h*  (3.3)
where e~ and h* represent an electron and hole respectively. Hence, both n- and p- 
type semiconductivity can be studied by simply changing the cobalt concentration.
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An oilbath was used to obtain the elevated temperatures for the resistiv­
ity and thermopower measurements and a two-probe method for the resistivity. 
The results obtained by Jonker are shown in figures [3.1-3.3] —  Jonker has used 
Co3_xFexO< with 1.9<X<2.1 to represent colbalt ferrite.
Jonker suggested a hopping type conduction, and rejected the band theory 
on the grounds that a low mobility with an exponential temperature dependence 
was observed. Jonker used equation (2.58) to calculate the mobility i.e. he assumed 
adiabatic polaron hopping in a medium in which disorder was small.
Assuming that every Fe2+ contributed an electron and every Co3+ con­
tributed a hole to the conductivity, Jonker calculated the mobilities for electrons 
to be ~10-4cm2V - ,s-1 and ~10-8cm2V_1s-1 for holes, with activation energies 
0.2eV and 0.5eV respectively. Using these p and W // values in equation (2.58) 
Jonker calculated the phonon frequencies to be in the interval 1012 10l4Hz. This he 
claimed was satisfactorily close to the expected 1013Hz, considering u>o was sensitive 
to the activation energy. Using approximately the same measuring techniques Gillot 
and Jemmali (1983) obtained comparable values to that of Jonker for p, W// and 
frequency.
Gillot (1982) in a subsequent paper analysed cobalt ferrite with 0<X<1 by 
measuring the thermopower, with a 20—>25K temperature gradient across the sam­
ple. Taking a small polaron approach to the conduction, the theoretical expression 
he obtained was identical to the Heikes formula,
Heikes ------ 0  = —-  p n  p ----- j  +  o j (3.4)
if the kinetic term (a ) was assumed to be approximately zero and c= (l-X )/ (2 -X ), 
where c is the fractional number of divalent B-site iron ions:-


Gillot achieved a good agreement with the results obtained and concluded that 
small polaron hopping occurred only between octahedral lattice sites.
3.2.2 Nickel Ferrite (N ixFe3_xC>4)
The ionic formula is:-
0 <  X  <  1 [Fe3+]A[N i2x+Fe2t x Fe3+]B0 2-  (3.6)
Nickel ferrite has been investigated for nearly thirty years. Because there 
have been vast numbers of papers published on nickel ferrites, only a few of the 
most important papers will be discussed.
Miyata (1961) made conductivity measurements on N ii-yFej+yO* in the 
temperature range 100K-300K. Fitting the data to equation (2.58) and calculating 
the activation energies, Miyata found them to be in the range (5~8 )x lO -2eV, which 
were comparable with Lavine’s (1959) results. Miyata found, as can be seen from 
figure [3.4], that the activation energy decreased with increasing Y  (alternatively, 
increases with X in equation (3.6)). This agreed with the later results of Kohane 
and Silverman (1962) to within ±5%.
A more thorough investigation into nickel doped ferrites was made by Grif­
fiths et al (1970). For all Y  (0 < Y < 1 ) they made thermopower and four-probe 
resistivity measurements between 20K and 1100K. At low temperatures when the 
resistivity became too high a two-probe technique was implemented. The results 
are shown in figures [3.5—3.6]: figure [3.5] shows the thermopower versus reciprocal 
temperature. The most striking feature is the development o f a peak for sample 
Y=0.046 (i.e. high nickel concentration) as the temperature is lowered. They at­
tributed this behaviour to imperfections within the sample and consequently did 
not consider this feature any further.
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Griffiths et al (1970) used equation (2.58) to discuss their resistivity results 
and obtained good agreement with the experimental data as can be seen in figure 
(3.6). For the thermopower analysis they used equation (3.4). They found that their 
thermopower data did not agree accurately with this equation and did not give a 
reason why. Over a substantial temperature range the thermopower varied as 1/T, 
but the authors could not suggest a conduction mechanism that would account for 
this behaviour.
Whall et al (1986) have made electrical conductivity and thermopower mea­
surements on single crystals of nickel ferrous ferrite in the temperature range 10K- 
300K. The results are shown in figures [3.7-3.12]. They discussed the features 
in-depth and in terms of variable-range and nearest-neighbour hopping between 
Anderson localized states commencing with the conductivity as follows:
The G (<tT )  peaks shown in figure (3.7) (G(<77’ )=dLn(<7T’)/d (l/T ) — see sec­
tion 5.5), which indicate a Verwey transition, become suppressed for X>0.2. This 
transition was taken as evidence for the disappearance of long range order as pre­
dicted by Lorenz and Ihle (1975). For higher values of X a broader peak is still 
observed. The authors believed that this broad peak, in G(<7T) (see section 2.3), 
was caused by the formation of a Coulomb Gap in the density of states followed by 
a transition to many-electron hopping, which required a smaller activation energy, 
at the lower temperatures.
For very high concentrations of X, they assumed that the Coulomb Gap was 
suppressed by disorder and they expected to observe a T -1 4^ law for low tempera­
tures. As can be seen in figure [3.8] this is indeed observed for X=0.8 and X=0.9, 
but not so convincingly for X=0.6.
Ignoring a polaron contribution, the transition temperature between variable- 
range and nearest-neighbour hopping was calculated using Tc~W /kaa (Poliak and 
Knotek, (1979)), where a -1 is the radius of localization and “a” the lattice spac-
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ing, and compared with the values taken from the experimental results (see figure 
[3.9]). As can be seen the fit is good, thus suggesting that the conduction is by a 
single-electron hopping mechanism. For low concentrations of X a slope of ~1 is 
observed in figure [3.10] where LnG(<r) is plotted versus Ln(T), which was noted to 
be consistent with the predictions of Poliak and Knotek (1979) for many-electron 
hopping. None of the samples measured at low temperatures showed the Ln<7 oc 
T -1 2^ tendency predicted by Efros and Shklovskii (1975), thus suggesting that the 
density of states was non-zero in the Coulomb Gap (see sections 2.3.3 and 2.3.4).
The thermopower results of Whall et al (1986) (figures [3.11-3.12]) show a 
maximum at low temperatures for each value o f X. This was interpreted as being due 
to a transition from nearest-neighbour to variable-range hopping for high values of 
X, and due to a transition from excitations across a Coulomb Gap to many-electron 
hopping at low X. The thermopower maxima for various X occur at approximately 
the same temperatures. Below this peak the thermopower falls off more rapidly than 
the expected T 1/2 law predicted by Zvyagin (1973), Kosarev (1975) and Overhof 
(1975). The authors dedicated the remaining part of their paper to this feature. 
They examined the thermopower using equation (2.25) with a density of states 
rectangular in shape and obtained:-
S = n/T = (kTi,\ T a/‘ -  E,)/2eT (3.7)
where To was a constant. In this interpretation S initially rises as the temperature 
decreases, passing through a maximum at:-
7 , ~  (4£,/fc7-0' ' 4)4' 3 (3.8)
and subsequently falling more rapidly than T 1^ 2. Good agreement was claimed 
between the experimental and theoretical results considering the crudeness of the 
analysis.
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3.2.3 Zinc Ferrite ( Z n x F e 3_ x 0 4)
There is very little literature on this ferrite system, especially for liquid helium 
temperatures. Possibly the reason for this is the high resistivity at such extreme 
temperatures, see Chapter 5.
According to Verwey and Heilmann (1947) and Gillot et al (1981) the zinc 
ion has an A-site preference, thus the ionic formula for zinc ferrite is:-
\ Z «\ * F ^ -x U F ‘ \ \ F ^ x \b O\- (3.9)
Miyata (1961) obtained activation energies by plotting Lnp versus 1000/T 
in the temperature range 77K-300K and his results are shown in figure [3.4] . It 
can be clearly seen that the activation energy gradually increases for increasing y, 
which corresponds to decreasing X in formula (3.9). The temperature at which 
these activation energies were calculated has not been given, which is an important 
omission, because the activation energy is a function of temperature. The author 
says that this result at present has no theoretical explanation and so cannot take 
the analysis further. This activation energy trend has been confirmed by Gillot et 
al (1981).
A more in-depth investigation into the conductivity processes in zinc ferrite 
was carried out by Srinivasan and Srivastava (1981). Thermopower measurements, 
in the temperature range 77K-700K, were made upon polycrystalline samples. Ther­
mopower data at 300K are compared with -k/e.Ln(c), where c= ( l-X )/2, which show 
good agreement between the theoretical and experimental results (see Table 3.1). 
Gillot (1982) obtained similar values. For the analysis of the conductivity results 
the authors assumed that the electrons which participate in the Fe2+ ?=* Fe3+ -F e- 
exchange process tunnelled from one to another due to a phonon-induced transfer 
mechanism which was essentially the same as Miller-Abrahams. They applied equa­
tion (2.58) and found a good fit but the temperature range was limited to 77K and
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above.
For completeness, the results by Gillot et al (1981) will be tabulated (Table 
3.2) because they will be relevant to the Results and Discussion chapter.
No literature presented here has given results for thermopower and/or elec­
trical conductivity below liquid nitrogen temperature. Consequently no comprehen­
sive discussion of the conduction processes involved for this system of spinel ferrous 
ferrite, at such temperatures, has been tested or developed.
3.2.4 Manganese Ferrite (M n *F e 3_xC>4 )
Because of its many possible valences, manganese can replace all the iron ions in 
magnetite i.e. a complete range of solid solutions is possible, FeaO* —» M113O4 
(Hausmanite). Lotgering (1964) and Yamzin et al (1962) were some of the first 
workers to study the manganese ion distribution in ferrites. MnxFe3_xO.| can be 
represented by the formula:
\Mn\*_v F t 3, t x ^ U \ M nV F r ] ' . x F ^ * x .y )B0 \ - (3.10)
for 0<X <1 . The cation distribution was investigated by Hastings and Corliss (1956) 
who found, by using neutron diffraction studies, that at least 80% were residing on 
the tetrahedral sites, suggesting that manganese has an A-site preference. Lotgering 
analysed the stability o f the following chemical reaction:-
M n 2*  + Fe3+ —♦ M n3* + Fe2*  (3.11)
on the octahedral sites, and found it to be endothermic. Lotgering further assumed 
that the Mn2+ ions on the B-sites acted as donor centres but did not contribute 
directly to conduction. Therefore, conduction was attributed to valence transfer 
between Fe2+ and Fe3+ on the B-sites, which was confirmed by Brabers (1969). 
The percentage of octahedral sites occupied by Mn2+ ions has been estimated by
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Yamzin et al (1962) to be less than 10%. However, Brabers (private communication) 
recently measured the occupancy site of the manganese ions and discovered that with 
controlled heat treatment nearly 100% reside on the B-sites — much greater than 
previously measured. Therefore, “effectively” the manganese ionic formula is the 
same as that of zinc ferrite i.e. Y~0 — see equation (3.9).
Funatogawa et al (1959) in a short note showed, using a four-probe technique 
for measuring the resistivity on MnxFe3_ x 0 4 where 0<X<1.14 in the temperature 
range 100K-280K, that the activation energy fell with increasing X. He gave no 
explanation of this feature.
Simsa et al (1972a, 1972b and 1988) analysed manganese ferrites in more 
detail. In the first publication Simsa et al (1972a) measured this ferrite system with 
X=0 and 0.5<X<1 below liquid nitrogen temperature and observed the samples 
obeying a rY~1/4 law for a short temperature interval but took the analysis no further. 
In a subsequent paper of Simsa et al (1972b) the conduction process was explained 
in terms of non-adiabatic small polaron hopping, because equation (2.58) gave a 
straight line in the temperature interval 150K-500K, but again no further analysis 
was made. A slightly more in-depth analysis was made in the last paper by Simsa et 
al (1988) on manganese ferrites. The thermopower and conductivity were measured 
on single crystals of X=0 and 0.5<X<0.95 in the temperature range 10K-300K. 
A two-probe technique was used to measure the conductivity when the resistance 
became >106il. The results obtained are shown in figures [3.13-3.14]. The authors 
observed a peak in the thermopower between 50K and 150K (figure [3.13]). From 
calculations the activation energy was seen to fall for increasing X, which confirmed 
Funatogawa et al’s (1959) results. Simsa et al stated that the thermopower “seemed” 
to follow the relationship given by Zvyagin (1973) (equation (2.27)) 0  oc T 1/2, but 
no graph was shown as proof, or further information given. They also have fitted 
their results to a T -1 4^ law for variable-range hopping in the temperature range
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T<50K, as shown in figure (3.14]. However, it must be pointed out following Hill 
(1976) that other fractional powers of T  will also give a straight line. More rigorous 
methods of determining the power of T  are discussed in Chapter 5.
There is one point Simsa et al failed to comment on and it is shown in 
figure [3.13]. As can be clearly seen the thermopower results for Mno.9Fe2.1CX, cross 
the data for other samples and the question is why? Is it due to the variation in 
activation energy with temperature? or the measuring technique? or some other 
reason? Salerno (1986) measured the thermopower and electrical conductivity on 
single crystal manganese ferrites and this feature of “cross over” did not occur: 
shown in figure [3.15] is the thermopower versus temperature and in figure [3.16] a 
G-function of the conductivity versus temperature, where the G function is:
G (o T * '2) =| d L n (oT *l* )ld (I/T ) | (3.12)
The T 3^ 2 term comes from the assumption of non adiabatic small polaron hopping in 
a disordered system (see equation (2.58)). The small cusp, associated with magnetic 
ordering is superimposed upon a gently increasing G(<tT 3^ 2) which is believed to be 
partly due to increasing disorder from the redistribution of the manganese cations.
Further in depth investigation needs to be done to begin to understand the 
complex conduction processes in this ferrite system, especially at low temperatures.
3.2.5 Titanium Ferrite (Ti,vFe3_x04)
Naturally occurring magnetite and its “alloys” have been analysed by geophysicists 
because they are rock forming minerals which are largely responsible for the earth’s 
magnetism. In these magnetites the most frequently found impurity is titanium 
(Nicholls, (1955)).
According to Kuipers (1978) the ionic formulae for titanium ferrite are:-
X  <  0.5 [Fe*+)A[Fe2tXx F e * itXT i4x+ )B O i- (3.13)
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0 5 < X  < 1 [Fe& _,Fe|is* ]„ (fe liJ[r , J > 0 ; - (3.14)
Kuipers (1978) measured single crystals o f titanium ferrite with 0<X<1 in 
the temperature range 77K-1000K. The results of the thermopower, electrical con­
ductivity and Neel temperatures are shown in figures (3.17-3.19). As can be seen 
the conductivity has a straight line on the Arrhenius plot but deviates from linearity 
in the lower temperature region. The activation energies were calculated from this 
plot and the variation with concentration is shown in figure [3.20]. However, no 
allowance was made for the pre-exponential factor (equation (2.58)). Kuipers took 
this to be independent of temperature which could influence further interpretation 
of the results (see section 5.5).
To aid interpretation of the lower temperature region the logarithm of the 
conductivity data was plotted versus T -1 4^ (figure (3.21)). This law appeared to be 
obeyed, but calculation of the G-factor (see section 5.5) would have been preferable 
to find the power of T , instead of merely assuming Mott’s law. The temperature 
(T c )  at which the conductivity “switches” from a T -1 4^ law to a T -1 law was 
plotted versus concentration (see figure (3.22)). The graph is linear passing through 
the origin, but several workers have found that magnetite itself obeys a T -1 4^ law 
at low temperatures. (Graener, Rosenberg, Whall and Jones (1979) for instance). 
This could be due to a small but finite concentration of residual impurities.
The thermopower is negative for all the temperature range when X<0.5, 
becoming positive for increasing X, indicating a breakdown of Heikes law.
Kuipers believed that the conduction was by hopping between localized sites 
because the laws T _l and T -1 4^ were obeyed and aa~20, calculated from the data, 
which suggested a high degree of localization (see section 5.5.2). At no point did 
the electrical conductivity or the thermopower directly indicate magnetic ordering 
effects at the Neel temperature. Because of this Kuipers concluded that magnetic
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ordering had little effect on the hopping process. Also, there was no mention of 
why the thermopower became more negative for increasing in X before becoming 
progressively positive.
3.2.6 Fluorine Ferrite (F esO ^ yF *)
Fluorine has almost the same ionic radius as oxygen and can therefore substitute 
relatively easily (Schieber, (1964)). The ionic formula is:-
f -x (3.15)
Therefore, the ratio of Fe2+ to Fe3+ can be altered without introducing impurity 
ions into the cation sublattices where the conduction takes place.
Whall, Rigo, Jones and Pointon (1977) were one of the first workers to anal­
yse fluorine doped magnetite and try to understand its conduction mechanisms. 
They made electrical conductivity and thermopower measurements down to liquid 
nitrogen temperature on samples having 0<X<0.25. Their results are shown in 
figures (3.23-3.24].
The Heikes formula based on small polaron hopping (equation (3.4)) was 
applied to the thermopower data at T=300K, where c= (l+X )/2 . As can be seen in 
figure [3.25] for increasing X the thermopower becomes more negative while Heikes 
formula predicts the exact opposite. Whall et al concluded from this that the 
influence of disorder was crucial.
Graener, Rosenberg, , Whall and Jones (1979) have investigated fluorine 
ferrite further and paid more attention to lower temperatures. Below 100K all the 
samples have a T -1 4^ behaviour, even those with a Verwey transition. The authors 
believed this feature to be due to the electron “seeing” a random field caused by 
substitutional disorder. They attributed the maximum in the thermopower to a
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F ig u re  3:25 Measurements of the thermopower of F e jO t -x F *  
(at T= 3 0 0 K )  compared against the predic­
tions of the Heike’s  formula. (Jones, 1985)
transition from nearest-neighbour to variable-range hopping and using equation 
(2.30) found aa~7.
3.3 S u m m ary
Early workers (Gillot (1982), etc) assumed small polaron hopping, ignored disor­
the breakdown of the Heikes formula in Fe304~Ni, Fe304~F and Fe3C>4-Ti cast 
doubt on this approach. The observation of a T -1 4^ law in the conductivity for 
Fe30 4-F, Fe3C>4-Ti and Fe304-Ni suggested that disorder effects were crucial to
observed near 100K in NixFe3_x0 4  indicated that the Coulomb Gap in Fe3C>4 was 
not completely suppressed by disorder and that its presence was also influencing 
conduction.
Further work is needed to disentangle the effects of polarons, disorder and 
electron-electron interaction effects. Much of the early work was on polycrystalline 
material and covered a limited temperature range. The production of single crystals 
of MnxFe3_x04 and ZnxFe3_ x 0 4 by Brabers (1971) has made these materials 
suitable for study. They are attractive because their cation distributions:-
give systems having vertical disorder but no horizontal disorder: but of particular
der potential on the B-sites is small and narrow, which should yield much more 
prominent features associated with the Coulomb Gap. The present work has been 
concerned with these materials and its results are discussed in Chapter 5.
der and used the Heikes formula to  discuss their thermopower data. Subsequently
an understanding of the conduction mechanisms. The peak in dLnicT^J/dG/T)
(3.16)
(3.17)
significance is the fact that because Mn and Zn have A-site preferences the disor­
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Table 3.1: Properties of ZnxFe3_*04 at 300K — Srinivasan and Srivastava, (1981)
Value
X
e  (exp.) 
(pV/K)
0  (theor.)
(pV/K)
0.0 - 48 - 52
0.2 75 - 79
0.4 120 104
0.6 140 139
Table 3.2: Properties of Zn.xFe3_.YO4 - Gillot et al, (1981)
Value 0 w *
X (pV/K) (eV)
0.00 55 0.000
0.15 71 0.041
0.27 77 0.055
0.57 153 0.059
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C h a p t e r  4
E X PE R IM EN TA L W O R K
4.1 In tro d u c tio n
The cryostat used in this investigation has been inherited from Yeung (1982). A f­
ter a close examination of the sample holder and inspection of the results obtained 
by Yeung, it was felt that several improvements could be made. Firstly, the lower 
temperature limit for thermopower and resistivity could be pushed closer to 4.2K 
— for thermopower the lowest temperature reached previously in this cryostat was 
~28K, and ~10K for resistivity. Secondly, measurements of resistivity could be ex­
tended to higher values of source resistivity — previous measurements being limited 
to <5x l09il.cm. This improvement could be achieved by utilizing driven shield 
techniques to lower RC time constants and reduce leakage currents. A special pin- 
seal for these shields was designed (see section 4.9). Close examination suggested 
that the thermal anchoring of the electrical leads could be improved and this was 
carried out (see section 4.6). Yeung in common with most other workers used ther­
mocouples for thermopower measurements — however, they have low sensitivities 
and therefore suffer from a poor signal to noise ratio. To overcome this problem
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silicon diodes were considered and implemented for the first time as they appeared 
to be far superior to thermocouples (see section 4.4). These changes to the cryostat 
required the achievement of a sample isolation of >1014il.
Before these points are discussed in more detail, the samples measured are 
described.
4.2 S am ples M e a s u re d
The samples used for measuring thermopower and resistivity were as follows:- 
MnxFe3_x 0 4 X =  0.1, 0.2, 0.5, 0.8, 0.9 
Znx Fe3- x 0 4 X =  0.1 (Poly), 0.1,0.4, 0.6, 0.8, 1.0 (Poly).
All the samples discussed are single crystals except for two which are indicated as 
“Poly” .
The single crystals were grown by Brabers using a zone-melting method 
(Brabers, (1971)). An arc-image furnace consisting of two elliptical mirrors and 
a xenon lamp produced the hot zone. The technique uses polycrystalline bars of 
desired chemical composition with a seed crystal having a crystalline orientation of 
<110> attached to one end. The bar shaped sample, enclosed inside a silica tube, 
allowing for inert atmospheres, is passed vertically through the hot zone (see figure 
(4.1]). A 5mm diameter bar several centimetres in length can be grown, which is 
always oriented in the <110> direction (Kuipers, (1978)). Because of the technique 
employed, large thermal stresses are present within the sample. To overcome such 
stresses, Brabers anneals the samples for ~70hrs at 1200°C.
The polycrystalline samples X=0.1 and X=1.0 were manufactured at Ports­
mouth Polytechnic. They were produced by ballmilling the desired compositions 
for several hours, sieving and then compressing them into 10mm diameter x 12mm 
length pellets. Lastly, they were fired at 1200°C in an inert atmosphere for ~12hrs
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(Griffiths et al, (1970)).
4.2.1 Preparation o f Samples
The technique used by Brabers to grow Zn*Fe3_x04 samples (see section 4.1) tends 
to evaporate a small amount of zinc oxide from the sample surface. Evaporation 
did not occur for MnxFe3_x04 ferrites during growth (V.A.M . Brabers, private 
communication). To obtain a standard size for both sets of samples and to  increase 
the homogeneity across the diameter, they were turned using a diamond encrusted 
grinding wheel to give 4mm diameter rods. The polycrystalline zinc ferrites were 
sectioned and then turned to size as for the single crystals.
All the samples were cut to ~10mm lengths and their end faces made parallel 
for mounting in the sample holder (see section 4.3). For chemical composition 
analysis, using the EPMA technique (see section 4.2.2), a small piece of each ferrite 
was put into separate cylinders of bakelite and polished using 1-micron diamond 
paste.
4.2.2 Characterization o f Samples
Electron Probe Micro-Analysis (E PM A ) is a technique for measuring sample com­
positions non-destructively. A beam of high energy electrons focussed on a material 
produces X-rays, a consequence of an electron falling to a lower energy level sta­
bilizing the atom. The energy of the X-ray is determined by the sharply defined 
energy levels in the atom. Because different atomic number atoms have different 
energy levels, the X-ray produced is characteristic of a particular atom.
The apparatus is calibrated against a standard element (Cobalt) that is ex­
tremely chemically stable. These calibration data are then used as a reference point 
for the other elements. The nominal and measured X values are shown in the Results
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and Discussion chapter, Tables 5.1-5.2.
As a check that the measurements taken were accurate, a piece of the poly­
crystalline ZnFej04 ferrite was sent to Birmingham University for “Flame Atomic 
Absorption Spectrometry” , which has a typical accuracy of ±3%. The technique 
involves dissolving a pre-weighed quantity of the powdered sample into hydrochloric 
acid (HC1) giving an overall acidity of ~0.1M. A duplicate dilution was prepared 
as a check, and also a blank using the same technique. The sample under test 
was compared with zinc and iron standards, produced from high purity Fe2C>3 and 
ZnS04.7H20 compounds, giving Zno.95Fe2.05O4 as the chemical composition. Com­
paring this zinc ferrite result with that shown in Table 5.1, they agree favourably.
The homogeneity of the samples was measured. EPM A measurements across 
the diameter and along the length of the ferrites showed that the concentrations was 
constant to within the measurement accuracy (±3% ) of the EPM A apparatus.
4 .3  S am p le  H o lder
The design of the sample holder was based on the desirability of carrying out mea­
surements of thermopower and resistivity on the same sample during one cryogenic 
temperature cycle. By this means, fewer wires were necessary to the sample holder, 
thereby reducing the total heat flow down inside the cryostat. This arrangement 
also reduced liquid helium consumption.
Thermopower measurements require samples large enough so that a temper­
ature interval A T  can be produced across them. Because the samples were uniform 
rods of 4mm diameter and length ~10mm, a conventional four probe rather than a 
van de Pauw (1958) technique could be used to measure resistivity.
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There are two methods of measuring the Seebeck coefficient o f a material, these be­
ing the Differential and Integral methods. Both principles are discussed in certain 
thermoelectricty text books (e.g. Heikes and lire, (1961)) and are shown schemati­
cally in figures (4.2-4.3). For the integral method one end of the sample is kept at 
a constant but known temperature To whilst the other is raised or lowered through 
a temperature range. The thermally induced voltage is measured as a function of 
temperature. Since,
4.3.1 Choice of Thermopower Technique
then the Seebeck coefficient can be calculated by differentiating V (T ) with respect 
to temperature. For this measurement to work over an appreciable temperature 
range the sample needs to be long and thin, like a piece of wire, to achieve the large 
temperature gradients necessary.
The differential method requires a smaller temperature gradient across it, 
between 3K-5K, and so the samples under investigation can be considerably smaller. 
The Seebeck coefficient can be calculated easily once the thermal voltage has been 
measured since,
A V (T )
« W - J B . - S r  <4-2>
Because A T  is small, this technique is sensitive to spurious voltage offsets. To 
overcome these, several measurements of A V (T ) versus A T  must be taken whilst 
keeping the mean temperature as constant as possible. The gradient of a A V (T ) 
versus A T  plot then gives the Seebeck coefficient. A typical graph obtained by the 
author is shown in figure (4.4) for magnetite (Fe304) at room temperature. Because 
the samples to be measured in this case were small, the differential method was 
chosen; although a slow process it does have the advantage of immediately indicating 
any discontinuities in the thermopower e.g. occurring at the Verwey transition.
(4.1)
Figure 4:2 Th e  integral method for measuring the thermopower. T / S  
— temperature sensor.
v ?
V ?
Figure 4:3 The  differential method for measuring the thermopower.
Sample X  has a temperature gradient d T  along it s  length. 
T / S  -  temperature sensor.
An Example Of A  AV  v s  AT Graph (F e ,0 J
nthtn
Figure 4:4 A typical plot of the A V  versus A T  at room temperar 
ture for magnetite. Th e  relative seebeck coefficient can be 
found from the slope.
Gold T ra ck s
Figure 4:5 A schematic diagram of a silicon diode used for measuring 
the temperature. (Igra et al, 1986)
For both integral and differential methods the Seebeck coefficient calculated 
is the sum of both sample (Sx) and reference wire (Sw)- To find Sx, the absolute 
Seebeck coefficient for the wire is required throughout the whole temperature range. 
Hence,
S x  =  S w -
A  V (T ) 
A T
(4.3)
Most semiconductors tend to have relatively high absolute Seebeck coefficients com­
pared with copper; Cu having ~3/xV/K at room temperature unlike that of cromel 
and other materials used for thermocouples (~21//V/K). Even if the Seebeck coef­
ficient of copper has a low accuracy (in fact <10%) it will have little effect on the 
final result because ferrites tend to have Seebeck coefficients >|50/iV/K|. For this 
very reason copper was used as the reference material, hence Sw =  Scu (Landolt- 
Bôrnstein, (1959)).
4.3.2 Thermopower and Resistivity Configurations
The arrangement for making four-probe measurements of resistivity, which of course 
been influenced by the need to make differential measurements of thermopower on 
the same sample and in the same experimental run, is shown in figure (4.3). A 
copper platelet at each end of the sample gave electrical contacts for the current 
when making resistivity measurements. The copper wires attached to the side of 
the sample allowed for the thermoelectric and resistivity voltages to be measured.
The setup is intended to avoid the the two obvious pitfalls in the resistivity 
and thermopower measurements i.e. the existence of charge and heat flow across 
potential and thermometer contacts which give rise to errors.
4fi
4.4 Choice o f  T em p era tu re  Sensor
For accurate thermopower measurements the thermoelectric voltage wires need to 
be in good electrical contact with the sample and extremely close to the temperature 
sensor. In some aspects, thermocouples are well suited to this purpose because one 
“leg” of each thermocouple can be used to measure the thermoelectric voltage (see 
Yeung, (1982)). Thermocouples are widely used for measuring A T  because they are 
easily fabricated, reasonably stable and reproducible. The most common types used 
are copper versus constantan for the range 77K to 300K and gold(0.07at%/iron) 
versus cromel (Ni90%/Crl0%) for the 4K to 300K temperature range. For a ther­
mocouple to work well a reference junction is essential such as ice or a cryogenic 
fluid. If an ice junction is used its temperature needs to be continuously monitored 
and replenished with fresh ice, sometimes stirred, to achieve good temperature sta­
bility and even then problems can occur (Caldwell, (1965)). Liquid nitrogen is 
widely used in cryogenics but will drift in temperature if allowed to absorb air. An 
alternative is liquid helium but its use as a reference junction, without breaking the 
wires to the sample, is difficult to implement — virtually impossible if the preferred 
gold(0.07at%/iron) versus cromel thermocouple is used. For a thermocouple to work 
accurately it needs to be calibrated in situ’ because its calibration may change during 
removal or installation. Calibration tables for gold alloy thermocouples are difficult 
to achieve accurately because of inhomogeneities (Powell et al, (1962)). Thermo­
electric offsets ~ lp V  can cause serious problems (Hall, (1966)) as thermocouples 
tend to have low sensitivities i.e. ~16/zV/K for gold(0.07at%/iron) versus cromel 
throughout the 4K to 300K temperature range (White, (1979)). Because of these 
disadvantages an alternative temperature sensor was sought.
Semiconductor diodes have been used as temperature sensors for more than 
twenty years and have been commercially available since 1974 (Lake Shore Cryogen-
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ics Bulletin, CT-742). In the present work silicon diode thermometers have been 
used for the first time to make thermoelectric power measurements as reported in 
“The Journal of Scientific Instruments” , (Phillips et al, (1989)).
4.4.1 Silicon Diodes
Owing to their greater sensitivity below 100K (Swartz and Swartz, (1974)) silicon 
diodes are preferred to the gallium arsenide diodes. The diodes used are small 
as compared with ordinary resistance thermometers, are better in sensitivity than 
thermocouples and also hold their calibration if not damaged. They have been 
purchased from Southampton University (ref. Southampton University) and called 
“Southampton Miniature Diode Temperature sensors” , (SM D T). A schematic dia­
gram of an SMDT diode is shown in figure [4.5). It consists (Igra et al, (1986)) of a 
p-n junction deposited upon a 2mm x 2mm x 1mm sapphire platelet which gives 
it an excellent thermal response (~5/zS at 4.2K, ref. Southampton University — 
data sheet) and electrical isolation. A parylene coating to help prevent damage and 
contamination covers the p-n junction, two electrical tracks and the 25 j^M gold wire 
that connects the two tracks. Two 36swg phosphor bronze wires are soldered to the 
tracks for ease of electrical connection. Typical silicon diode voltages are 0.5V at 
300K and 1.7V at 4.2K; their sensitivity is nearly constant between 300K and 27K 
changing from -2.2mV/K to -1.8mV/K, and then to -64mV/K at ~8K. A voltage 
versus temperature graph of an SMDT diode is shown in figure [4.6).
To overcome contact resistance problems a four-probe technique was used, 
but reversal of the current to overcome thermoelectric ofTset voltages was not pos­
sible. However, errors from this source were found to be small, because of the large 
thermal coefficients o f the diode (~-2m V/K ).
For the purpose of temperature measurement the diode is operated in the
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forward bias mode with the current being supplied from a constant current source 
(10/iA to 100/iA). Considerations of dynamic resistance, power dissipation (Rao et 
al, (1983)) and reproducibility usually dictate a current o f 10/zA. For simplicity a 
constant current source (Horowitz and Hill, (1989)) based on a 2N3819 FET and a 
ten-turn pot for biasing was used. The circuit has very good temporal stability and 
a temperature coefficient of 0.15%/K. The constant current source will last approx­
imately one year if supplied by two PP3 batteries. Because two silicon diodes were 
used a Keithley 705 Scanner with a Low Voltage Scanner card switched the diode 
voltages individually to a Keithley 181 Nanovoltmeter for measurement. The Keith­
ley 181 Nanovoltmeter was chosen for this measurement because of its extremely 
good accuracy, temperature coefficient, high input impedance (>1GQ) and resolu­
tion of better than 10/iV on the 2V range. A high input impedance instrument is 
necessary to achieve a 0.01% accuracy, because the static resistance of the diode at
4.2K is ~170Kfi.
4.4.2 Calibration o f Diodes
A small error in the temperature can give a substantially large error in the ther­
mopower. So the diodes were sent to Oxford University (ref. Oxford University) for 
a 70 point calibration over the temperature range 1.56K to 300.04K, having a re­
producibility of better than 30mK (ref. Southampton University). The calibration 
data paid particular attention to the “knee” of the curve to reduce errors (see figure 
(4.6)). A polynomial given by,
T (x )  =  £  An .x"  (4.4)
N =0
was fitted to the voltage versus temperature measurements, where x is a normalized 
value given by,
(Vh - V l ) - { V u - V h ) 
( Vv -  Vl )
(4.5)
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Figure 4:6
Figure 4:7
A typical plot of the voltage (for 10/iA) versus tempera­
ture for a diode, shown in figure [4.5]. (ref. Southampton 
U n ive rs ity  —  data sheet)
S -  SAMPLE
Schematic diagrams of one of the P T F E  clamps used for 
anchoring a diode to the sample (S).
VL and \u  are the voltage extremities of a pre-determined temperature interval 
and V m  is the voltage measured. To obtain the highest possible accuracy of poly­
nomial fit the whole temperature range was broken into five sections, paying special 
attention to the “knee” of the curve. The intervals were as shown in Table 4.1.
Table 4.1: Polynomial Coefficients
Temperaiure lange Number of Coefficients
300 100 K 11
100 40 K 8
40 20 K 8
20 10 K 10
10 1 K 9
These coefficients for all the silicon diodes used were incorporated in the 
software for computer automation.
4.5 P T F E  C lam p s
As the differential method of measuring the thermopower was chosen, two silicon 
diodes were required to be in thermal contact with the sample. For ideal temperature 
measurements the temperature sensor should be a point contact at the sample. 
Owing to the physical dimensions of the diode that was not possible, so two clamps 
were designed as shown in figure [4.7]. The clamps were connected to a sample as 
indicated in figure [4.8]. Copper potential probes (P I and P2) make point electrical 
and thermal contact to the sample at two places along its length. Because the diodes 
were calibrated using GE7031 varnish the thermometers were therefore glued to the
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probes using this brand of varnish. The varnish provides good adhesion without 
cracking and satisfactory thermal contact if thinned by means of a 1:1 mixture 
of methanol and toluene to water consistency before application. For fast thermal 
response the clamps were made of PTFE. A small groove was produced in the sample 
where the point of a probe was to go, so the clamp would not move when thermally 
cycled. Once the sample had been cleaned in an ultrasonic bath containing a beaker 
of Trichloroethane (CH3C.CI3) solvent, indium amalgam was put into this groove 
to achieve good electrical contact between the copper and the sample. Under test, 
it was found that the thermometer mounting provided a sufficiently fast thermal 
response for thermopower measurements. When loading the sample into the holder, 
indium amalgam was put onto the parallel faces of the sample to form a good 
electrical and thermal contact to the copper platelets.
4.6 T h e rm a l A n ch o rin g
Some of the samples under investigation were expected to be highly insulating at 
low temperatures, e.g. >1013fi.cm at 4.2K, so the system was designed to have an 
electrical isolation greater than 10,4Q between all the leads in contact with sample 
to the cryostat. (This resistance limit was set by the electronics used). The isola­
tion was checked using a Keithley 616 Electrometer which could measure > ‘200Tn. 
Very few materials have this high resistivity specification; such materials are PTFE, 
alumina and sapphire.
Electrical leads travelling down the inside of the cryostat to the sample holder 
from the outside world carry heat. This heat can give erroneous results if not 
dealt with (Kopp and Slack, (1971)). In most cryogenic set-ups the electrical wires 
are thermally anchored to a cryogenic bath using GE7031 varnish as the adhesive 
(White, (1979)), in order to shunt the heat flow away from the sample. Alterna-
Top Heater
Figure 4:8 A  schematic diagram showing the main details o f the sam­
ple holder. P i  and P2 are the copper probes within the 
PTFE  clamps.
tively, if a very high degree of electrical isolation from the vacuum jackets of the 
cryostat is required an alumina substrate is used (or similar material) as the ther­
mally conducting medium. Ideally, the thermal anchor temperature should be as 
close to the sample temperature as possible to reduce the quantity of heat flow be­
tween the anchor and sample. Using liquid nitrogen, or any other cryogenic fluid, 
causes a large temperature gradient when the sample temperature is at 300K. For 
this reason, a special thermal tempering anchor (Hust, (1970)) was designed and is 
shown in figure [4.9]. The idea behind the design was to effectively “mix” the heat 
flow down the wires to the sample with the heat of the small heaters of the sample 
holder. Extremely good thermal contact between the wires and pieces of sapphire 
next to the copper platelets was essential and achieved using GE7031 varnish. A 
preliminary test on this design using a calibrated 30 point Rhodium/Iron resistor 
showed that at 4.2K the resistor and diode agreed to within their errors o f calibra­
tion. For each side of the sample, three temperature tempering copper rods of 10mm 
diameter by 10mm in length were grouped together: first rod for the diode wires, the 
second for the voltage sensing wire and a third spare rod for future possible use. All 
three rods therefore were in thermal equilibrium and electrically isolated from each 
other (see figure [4.9]). This design was only possible because of the characteristics 
of sapphire which has good thermal conductivity at low temperatures, repels water 
from its surface and is an extremely good electrical isolator —  10I6ii.cm at 300K.
Two small 40fi constantan non-inductively wound resistance heaters were 
mounted on PTFE  “bobbins” . One o f these at each end of the sample, produced 
the temperature gradient across the sample for the differential method of measuring 
the Seebeck coefficient. Using PTFE, electrically isolated the heaters from all the 
leads and sample (see figure [4.9]).
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Figure 4:9 A schematic diagram o f the thermal anchor used, indicat­
ing the thermal tempering rods and position o f a small 
heater.
4 .7  C ry o gen ic  S ystem
The cryostat consists of two German Silver tubes one inside the other and both 
capped at the bottom (see figure [4.10]). The inner tube housing the sample holder 
while the other forms a vacuum/exchange jacket separating the cryogenic fluid from 
the centre space. Two glass dewars one inside the other surround the above men­
tioned metal cans. The outer glass dewar holds liquid nitrogen acting as a radiation 
shield while the other dewar holds liquid helium.
For sample ambient temperature control a non-inductively wound resistance 
heater was mounted, using GE7031 varnish, onto an Oxygen Free High Conductivity 
(O FH C ) copper cap which is at the end of the inner German Silver tube. A 3 
point calibrated silicon diode for temperature sensing was mounted also on the 
copper cap to give a fast and positive response. An Oxford Instruments ITC4 
temperature controller used the resistive winding and diode to control the sample 
ambient temperature to within 0.1K. Advantageously, the controller outputs d.c. 
power so introducing very little radiated noise to the sample.
The sample holder is held in a 'hree bar cage supported by a German Silver 
tube. Another German Silver tube is inside this, which is connected to the top 
half o f the sample holder. At the other end of this tube is a tensioned spring 
which compresses the copper platelets to the sample for good electrical and thermal 
contact. Three metal boxes surround the pin seals: one box for high impedance 
connections, another for low impedance connections and housing a constant current 
source for the diodes, and lastly a spare for future possible work. These metal boxes 
terminated the wires from the sample holder at electrical sockets. By doing this 
the external electronics could be disconnected from the cryostat when the sample 
holder needed to be removed.
A one inch pumping system using a diffusion pump, a liquid nitrogen trap
Figure 4:10 A schematic diagram of the cryostat showing the electronic 
junction boxes, sample contraction compensator and sam­
ple holder.
and a rotary pump produces a vacuum of ~10-6 Torr in the metal chambers when 
required. Such a vacuum helps to reduce boil-off o f liquid helium at elevated sample 
temperatures, but more importantly extracts moisture from the system before pre­
cooling.
A  rubber bladder, used for taking gas samples, filled with high grade helium 
gas connected to the vacuum system via a needle valve allowed for exchange gas to 
be transferred to the cryostat.
4 .8  E lec tro n ic s
Keem (1975) used Varactor Bridge Operational Amplifiers (Analog Device 31 IK ) 
that have a high input impedance of 10Mfi in the non-inverting mode for measure­
ments of thermopower and resistivity (see figure [4.11] and figure [4.12] for the ex­
perimental configurations). Other specifications include low bias current of ±10fA, 
low drift with time (±100/iV/month) and low voltage noise (10/iV peak-to-peak) 
in the bandwidth 0.01 Hz-1 Hz. The electronics used for this research project is 
based round the AD311K op amp, because at the time of construction a better or 
alternative op amp was not found on the commercial market that could be used to 
measure such high resistances and be relatively cheap. The electronics described in 
sections 4.8.1 and 4.8.2 is simpler than Keem’s circuit (1975) because the computer 
software and Keithley products now available replace the computational electronics 
employed by him.
For this AD311K op amp the bandwidth was reduced in order to minimize 
noise. To obtain the required bandwidth it was necessary to have a low pass filter 
on the output of the op amp constructed with a time constant of 1 second.
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4.8.1 Thermopower Circuits
For thermopower measurements two separate configurations were developed for dif­
ferent source resistances, taking full advantage of the cryostats design to be able 
to interchange circuits (see section 4.7). When the source resistance at low tem­
peratures became > lOOMil the AD311K op amp was used. For lower impedances 
an RS7650 op amp was used that had almost ideal specifications which included a 
voltage noise of 2/iV peak-to-peak, an input impedance of 10,2n  and a bias current 
of 0.5pA. The RS7650 op amp was compared with a Keithley 181 Nanovoltmeter 
for a thermopower measurement and were found to agree within the experimental 
error.
Because a single op amp was used for this measurement one end of the 
sample was connected to battery common as shown in figure [4.13], instead of at 
the bottom-most part of the sample. A Keithley 181 Nanovoltmeter measured the 
signal voltages from the output of the op amps.
4.8.2 Resistivity Circuit
Two AD311K op amps were used for the resistance measurement which did not need 
such stringent conditions as that for thermopower, because the voltages involved 
were large compared with the noise voltages. For reasons of grounding, a differential 
op amp circuit was connected to the output of the two AD311K op amps (see figure 
[4.14]). A  Keithley 195A DMM measured the differential output and when the 
signal started to become excessively noisy the Keithley 195A was configured to 
average several voltage measurements, therefore reducing the error.


4.9  D riv e n  S h ie ld s
To reduce leakage currents and RC time constants, rigid driven shields (Horowitz and 
Hill, (1989)) were implemented in the cryostat. Two shields were provided for the 
voltage sensing wires and one for the current when doing resistivity measurements. 
So that the driven shields terminated as close to the sample as possible a special 
pin seal was made. Each pin was made from alumina with a metal seal as shown 
in figure [4.15]. Because the central wires pass through the pins a soft adhesive, 
applied using a soldering iron, was used to form a vacuum seal.
4.10 S o ftw a re
For total automation a Hewlett Packard 86B computer controlled, using “ in house” 
developed software, all the electronic peripherals via the IEEE interface except for 
the Oxford Instrument’s ITC4 Temperature Controller which used the RS232 inter­
face. A  block diagram o f the instruments used is given in figure [4.16]. The Keithleys 
220 and 175 are a Constant Current source and Picoammeter respectively, which 
were used for resistivity measurements.
All the data taken were “dumped” to on-line disc drives and a printer for a 
hard copy.
4.10.1 Thermopower Software
The most critical element of the software, was for producing the required series of 
temperature gradients across the sample. This was achieved by using a software PID 
(Proportional-Integral-DifFerential) routine to control each small heater (see section 
4.10.3). Once the P ID  values were experimentally found a stability o f ±15mK was 
not uncommon as indicated by the temperature sensor. The voltages of the two
PIN-SEAL
Figure 4:15 A  schematic diagram o f the pin-seal used. Designed by 
the present author so that driven shields could be used 
within the cryostat.
Mon
itor
diodes were measured sequentially, their respective temperatures calculated using 
polynomials (see section 4.4.2) and these values put into the PID equations. The 
results of the expressions gave values to send to a dual programmable power supply 
to alter the heaters. Switching between the diodes of once every second was found 
to be adequate.
A flow chart of the “ in house” software for thermopower measurements is 
shown in figure [4.17].
For the differential thermopower measurement (A V / A T ) any number of 
points from 3 to 7 points can be used for calculating the Seebeck coefficient, the 
number depends on the time available and accuracy required. Five points were felt 
to be adequate for this system with their mean temperatures being the same to 
within 10% of the largest temperature gradient. Once a certain temperature gradi­
ent across the sample had been produced the thermoelectric voltage was measured 
by the buffered Keithley 181 Nanovoltmeter and stored in the computer memory. 
Then the temperature gradient across the sample was altered for the next point. 
After all the five points had been measured the Seebeck coefficient, correlation co­
efficient, error percentage etc. were calculated and all the data sent to a printer 
and disc drive. By calculating these coefficients through the temperature run any 
anomalies —  the Verwey transition for example — would immediately show and 
appropriate action could be taken.
4.10.2 Resistivity Software
For the resistance measurement a zero temperature gradient was needed across the 
sample. Once achieved, using PID control for both small heaters, the temperature 
was measured before and after the resistance measurement to check for drift. A 
current was passed through the sample using a Keithley 220 Constant Current
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(END)
Figure 4:17 A  flow chart showing the main features of the software for
automation.
source. To reduce errors the current was auto-ranged using computer software until 
the pre-set volt limit on the Keithley 220 Constant Current source was reached. 
When the largest current was found it was split so that five in total different currents 
in the forward and reverse direction could then be sent through the sample. Their 
respective voltages were read from the AD311K op amps by the Keithley 195A 
DMM and the data analysed by the computer and stored for later use. A t all times 
the power dissipation was < lm W . A flow chart of the program is shown in figure 
[4.18],
When the final measurement for resistivity or thermopower had been taken, 
the next ambient temperature set-point value was sent to the Oxford Instruments 
ITC4 Temperature Controller. The sample temperature was read by one of the 
silicon diodes. When stable, the next set of measurements would then be taken.
This method of control was continued until all the measurements had been
taken.
4.10.3 P ID  Control
This section only intends to give a synopsis of three term temperature control be­
cause many books have been published on this subject.
Temperature controllers use complex mathematical algorithms to achieve 
good temperature stability and fast response to the set temperature. The technique 
used here for the three term PID control is very basic but the principle still holds. 
Each term of the PID control is dealt with individually and the result of each 
calculation accumulated to produce a single number interpreted as the power output.
For proportiona l contro l, power is delivered to the heater that is propor­
tional to the set temperature minus the measured temperature. Hence,
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Resistivity Flow Chart
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Figure 4:18 A  flow chart showing the main features o f the software for
automation.
P Pro =  K P(T s - T „ )  
where T5 is the set temperature,
Tftf is the measured temperature
and Kp is the proportionality constant. I f  Kp is large then the expression 
reduces to an on-off control. If Kp is not too large then the temperature will 
remain, after steady state, A T  below the set temperature because of heat losses. 
This A T  can be reduced by increasing Kp but this can lead to an on-off situation. 
Consequently, another term is required.
In te g ra l c on tro l increases the output power by a proportional amount given 
by the set temperature minus the measured temperature, similar to the above pro­
portional control. But unlike proportional control this result is added to all the 
previous calculated values:
P/ni(/V) =  P/ni(Ai-I) +  K/(Ts ~ T M) 
where P/„t(/v-i) is the latest incremental power output,
P int{N) is the “up-to-date” power output,
and K/ is a proportionality constant. When the constant (K/) of propor­
tionality has been experimentally found the measured temperature should be stable 
about the set temperature once time has been given for the system to settle.
D iffe re n tia l contro l calculates the gradient o f the temperature versus time 
curve and gives an output proportional to this. It only takes effect when the tem­
perature sensor see’s a sudden temperature change —  like opening of a furnace door 
—  and delivers power quickly to overcome the losses. Because this situation is rare 
in cryogenic systems, differential control tends not to be used. For this very reason 
the differential term was put to zero.
The basic mathematical expression for three term PID control is therefore as 
follows :-
P O U T  =  P Pro +  P/nt +  P D iJ J -
4*11 T est R esu lts  a n d  C onclu sion
The test results obtained using the above apparatus of magnetite and “pure” nickel 
are shown in figures [5.3-5.4J and reported in “The Journal of Scientific Instru­
ments , (Phillips et al, (1989)). The vast majority of thermopower measurements 
have in the past used thermocouples for temperature measurements and for the first 
time silicon diodes have been used here giving good results.
Chapter 5
RESULTS A N D  D ISCUSSION
5.1 In tro d u c tio n
Because the apparatus was designed, built and tested “in house” a few standard 
samples were analysed before commencing measurements on single crystal zinc and 
manganese ferrites. The results show that the investigations using this apparatus 
plus electronics (explained in section 5.2), can reproduce accurately data previously 
obtained by past authors. Electrical conductivity and thermopower measurements 
on zinc ferrite (Zn;rFe3_ x 0 4) and manganese ferrite (MnxFe3_ x 0 4) with 0<X<1 
over the temperature range 4.2K-300K are then presented. The gross features of 
the results are outlined and then detailed analysis of the data from the zinc and 
manganese systems is made in terms of current theories.
5.2 R easons  for P re s e n t W ork
By increasing the accuracy and reducing noise on the data at the lowest tempera­
tures, behaviours such as 0  oc T 1^ 2 and a cx T s (see sections 2.2.5 and 2.3.5) should 
be more easily observed. However, these two ferrite systems do have their compli-
cations:
I) Zinc ferrite when being produced evaporates zinc oxide from the 
sample surface unlike that of manganese ferrite where loss of man­
ganese is not encountered (see section 4.2.1). Sample preparation and 
surface analysis was essential.
II) At low temperatures for high values of zinc concentration (X>0.8), 
magnetic disorder (at the Neel temperature, T/v) could have an effect 
on the results (Tinsley, (1975). See Table 5.3.).
III) Although manganese has an A-site preference (see Chapter 3) 
a small proportion of the cations are effectively “frozen” in on the 
octahedral sites and this could influence the conduction process.
By comparing these two ferrite systems with each other and those discussed 
in Chapter 3, a better understanding of the conduction processes in spinel ferrites 
is hoped to be obtained.
5.3 C a l ib ra t io n  o f A p p a ra tu s
Yeung (1982) measured the electrical conductivity and thermopower o f nickel ferrites 
with 0<X<1 over the temperature range 10K-1200K. The ionic formula for nickel 
substitutions is:
Nickel Fe\tx  F e ^ ]B0\- (5.1)
and for zinc and manganese ferrite:
Zinc \Zn^F^.xUFe\txFC\Xx]B0\- 
M anganese \Mn\* f 'e ? î i J a |f 'e î î l F e î î I ] s O l_
(5.2)
(5.3)
fi2
with 0<X<1.
To show that the new experimental apparatus designed was sensitive to the 
potentially subtle features associated with electrical changes within the samples 
measured —  if any — electrical conductivity measurements were made upon similar 
nickel ferrites with 0<X<0.2; for high impedance measurements, X=0.8 was chosen 
to compare with Yeung’s X=0.9 nickel ferrite. The G-Factor (see equations (5.5) 
and (5.11)), which is believed to be sensitive to the effects of electron-electron inter­
actions, is calculated for these measured ferrites. As can be seen in figure [5.1] the 
graphs for 0<X<0.2 compare favourably with Yeung’s X=0.1 data. The pronounced 
peaks are associated with the Verwey transition (Verwey, (1939)). Figure [5.2] shows 
plots of the G-Factor data for nickel ferrite with X=0.8 and X=0.9 against tem­
perature, there is good agreement considering the difference in the value of X. It is 
worth noting here that in the previous and present work the Verwey transition, as 
indicated by the peak, is completely suppressed for X=0.2.
Because the apparatus with electronics is a new design and thermopower 
measurements are more difficult to make compared to electrical conductivity mea­
surements, owing to the very small thermal voltages involved and the need to mon­
itor temperature gradients, more samples have been tested. Magnetite (Fe30.j) was 
chosen as a standard for testing the apparatus because it is the building block of 
all spinel ferrites and pure nickel metal because of the reliability of the data on it. 
Graphs of the data obtained are shown in figures [5.3-5.4]. The plots indicate good 
agreement with previous author’s measurements (Grieg and Harrison (1965), Blatt 
et al (1967), Whall et al (1986)). To extend this thermopower calibration further, 
nickel ferrites with X=0.2 and X=0.8 were measured. The data are shown in figure 
[5.5]. These plots compare X=0.8 with data of concentration X=0.9 obtained by 
Griffiths et al (1970) and X=0.2 with Yeung’s X=0.2 nickel concentration. The rate 
of change with temperature of the curve for Griffith’s X=0.9 is very similar to that
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Figure 5:1 A plot o f G (a T ) versus temperature for NixFe3_ x 0 4 with 
X<0.2. The Verwey transitions, T v , are clearly shown; 
o: present author; ■: Yeung, (1982).
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Figure 5:2 The G-factor o f NixFe3_xC>4 versus temperature; X=0.8
—  present author, X=0.9 —  Yeung (1982).
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Figure 5:5 NixFe3_ x 0 4 thermopower data plotted against
temperature; •: present author; x: Whall et al, (1986); 
□  : Griffiths et al, (1970).
of the present author’s X=0.8, while the data plots for nickel concentration X=0.2 
are nearly identical.
5.4 O u tlin e  o f T h e rm o p o w e r a n d  E le c tr ic a l 
C o n d u c tiv ity  R e s u lts
The logarithm of the conductivity (Logio<7), for various manganese and zinc ferrites, 
is plotted versus reciprocal temperature (100/T) for the temperature range 7.7K- 
300K in figures [5.6-5.9]. As can be easily observed, the behaviour is non-linear i.e. 
the slopes of the curves vary with temperature.
For both zinc and manganese ferrites the resistivity at room temperature in­
creases with increasing X (see equations (5.1) and (5.2) for ionic formulae). At lower 
temperatures (T<50K ) the opposite occurs for manganese ferrite —  the resistivity, 
at constant temperature, gradually falls for increasing X. Zinc ferrite is similar to 
manganese at low temperatures until X>0.6 where the resistivity begins to increase 
again.
For low values of X there is no indication of a Verwey transition for both 
manganese and zinc ferrite except when X=0. This shows that the metal-insulator 
transition is small or completely suppressed for X>0.1, which supports Miyahara’s 
(1972) work. However, the data can be treated so that it is more sensitive to such 
features — see section 5.5.
The thermopower results for zinc and manganese are plotted versus temper­
ature and are shown in figures [5.10-5.12]. The absolute Seebeck coefficients of both 
ferrite systems increase with increasing X at all temperatures. A peak is observed 
at approximately 70K (T s ) where the plots then fall towards zero with decreasing 
temperature and gently fall with increasing temperature.
Figure 5:6 Plot o f Logi0<r versus 100/Temp for ZnxFe3_ x 0 4
Figure 5:7 Plot o f Log10a  versus 100/Temp for ZnxFe3_ * 04.
100/ Temp [K"*!
Figure 5:8 Plot of Logi0<r versus 100/Temp for MnxFe3_ x 04.
Figure 5:9 Plot o f Logio<? versus 100/Temp for MnxFe3-xO<-
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Figure 5:10 The thermopower o f ZnxFe3_xC>4 with X<0.1 plotted against
temperature.
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Figure 5:11 The thermopower of ZnxFe3_ x 04 with X>0.1 plotted against
temperature.
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Figure 5:12 The thermopower of MnxFe3_ x 04 with 0<X<1 plotted
against temperature.
It is worth noting here that the thermopower data for different manganese 
ferrite compositions do not overlap in contrast to earlier results of Simsa and Brabers 
(1988) (see figure (3.13)): Salerno (1986) did not observe this feature either (see figure 
[3.15]). The present author can only surmise that Simsa and Brabers measured a 
bad sample batch.
5.5 A n alysis  o f  th e  E le c tr ic a l C o n d u c tiv ity  
R esu lts
Whall et al (1986) have argued that ferrite systems (see Chapter 3), in particu­
lar nickel ferrites, have a conduction process which can be described by Miller- 
Abrahams (1960) theory. The model they have adopted for Fe30 4 is a band of An­
derson localized states having a “natural” random potential distribution for T > T v  
due to electron-electron interactions.
When zinc or manganese is added to the spinel sample the ions go onto the 
A-sites (Verwey and Heilmann (1947), Lotgering (1964)). Unlike that of nickel fer­
rite where the disorder occurs on the B-sites (Whall et al, (1986)), the disorder is on 
the A-sites for zinc and manganese ferrite. Hence, substitution on the tetrahedral 
site causes increasing disorder (as measured by the standard deviation of the num­
ber of nearest neighbour impurity ions) for increasing X  until at X=0.5 where the 
random potential peaks and then falls to zero for increasing X i.e. becoming more 
ordered. For nickel ferrite, the random potential disorder increases for increasing X 
and becomes a maximum for X =  1.
Because the adiabatic small polaron model (Austin and Mott, (1969)), Miller- 
Abrahams (1960) and Ihle-Lorenz (1975) theories all predict a T “ 1 pre-exponential
dependence then the conductivity is assumed to be of the form:
<7 oc T ~ 'E \? ( -W lk T )  (5.4)
where W  is the activation energy. Figures [5.6-5.9] do not show any dramatic 
changes in the conductivity except for magnetite. A more sensitive approach used 
by Whail et al (1986) is to calculate
G (trT ) =  -
dLn{*T)
d ( l / T )
W T dW  
h + k dT (5.5)
When the activation energy is approximately constant, then the first term of equa­
tion (5.5) is the most important. When in the vicinity of the Verwey transition or 
the Neel point, where the activation energy changes quickly with respect to temper­
ature, then the second term o f equation (5.5) is the most dominant. The graphs of 
G(crT) are shown in figures [5.13-5.14] for both manganese and zinc ferrite.
For completeness the G-Factor has been calculated for zinc and manganese 
ferrite with a T -3 2^ pre-exponential. Such a result is expected for polaron hopping in 
the absence of a Coulomb Gap (Emin, (1973)). As can be seen in figures [5.15-5.16] 
the salient features are approximately the same as those in figures [5.13-5.14].
As a simplification, small polaron effects are assumed not to play a major 
role in the conduction processes considered here for the following reasons:-
I) Austin and Mott (1969) discuss the nearest-neighbour separa­
tion and predict a reduction in the polaron binding energy due to 
overlapping polarization clouds.
II) Mott (1974) has argued that for high concentrations of carriers 
the polaron binding energy will be small if there are more than 0.1 
carriers per site: for manganese and zinc ferrite this occurs when 
X>0.8.
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Figure 5:14 G(<rT) (dLn(<rT)/d(l/T)] of Mnx Fe3- x 0 4 with 0<X<1 
plotted against temperature. Each plot has a shifted 
origin, which is indicated on the right-hand side.
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Figure 5:15 G faT3' 2) (dLn(«rT*/*)/d(l/T)] o f Znx Fe3- X0 4 with 0<X<1 
plotted against temperature. Each plot has a shifted 
origin, which is indicated on the right-hand side. The 
sharp rise on the Zno.sFe2.2O4 plot is interpreted as being 
due to the onset of magnetic disorder at the Neel point, 
T at-
Figure 5:16 G(<rT*/*) [dLn(<rT 3/a)/d(l/T )] o f Mnx Fe3- x 0 4 with 0<X<1 
plotted against temperature. Each plot has a shifted 
origin, which is indicated on the right-hand side.
II I ) Magnetite at room temperature has a relatively high mobility 
(0.1—♦ lcm 2V - ,s-1). Following Emin (1975) it is expected that the 
small polaron activation energy will be small for such a high mobility 
because of the lattice memory effects which give rise to correlated 
hopping of carriers.
IV ) From specific heat measurements Gronvold and Sveen (1974) 
find the Debye temperature T p  for this series of compounds to be 
~600K. Ihle (1984) finds the largest electron phonon coupling con­
stant for Fe30^ to be at temperature 5u;0/k=816K. Therefore, at 
temperatures below 300K T<ZiT p<hu>o/k: Emin (1974, 1975) finds for 
such conditions that the polaron hopping rates for both optical- and 
acoustic-phonon assisted hopping are similar to the single phonon 
hopping rates (Miller and Abrahams, (I960)).
The first point to notice in figures [5.13-5.14] is that there is no Verwey 
transition, as defined by a sharp  peak in the G-Factor, observed in any of the 
samples unlike the case of nickel ferrite (see figure [5.1]). Therefore T v  must be 
suppressed for X<0.1. This is not surprising because Miyahara (1972) observed a 
rapid drop in the change in conductivity at the Verwey transition when the zinc 
content was X<0.04. (The author has made some measurements on germanium 
ferrites (Barlow and Phillips, (1987)) and this system also shows that the Verwey 
transition is suppressed for X<0.1).
Both manganese and zinc ferrite G(<rT) data show a peak for low values of 
X whilst for higher values of X the peak is not so well defined — if it exists at 
all. But all plots show for lowering in temperatures a fall in G (aT ). For ease of 
interpretation o f the data, the temperature T c  at which this fall in G (aT ) occurs is 
used as a division between low and high temperatures. It is proposed that the gross
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features of the data may be explained as follows:-
Fo r values o f X < 0 .4  —  It is expected that coulomb interactions will occur 
due to the large number of electrons on the B-sites. Thus, as the temperature is 
lowered the electrons become more ordered, hence increasing the activation energy 
necessary for hopping conduction. This is indicated in figures [5.13-5.14] by the 
increase in G(«7T) over the temperature range 300K -  T<j. (The effect of electron 
ordering on the density of states as the temperature is varied is shown in figure 
[2.8]). Then, at even lower temperatures the activation energy begins to fall, which 
is possibly due to many-electron hopping occurring (<7 oc T s , see section 5.5.2).
F o r values o f X > 0 .4  —  The absence of the peak in the G-factor over the 
temperature range T c  300K indicates that electron-electron interaction effects 
have been suppressed by the substitutional disorder. Therefore, nearest-neighbour 
hopping is believed to be occurring. A t lower temperatures, the energy for phonon 
assisted hopping will reduce and the energy width of the conducting layer will be 
small enough so that conduction will take place by variable-range hopping in a band 
having a constant density of states (Mott and Davis, (1979)). Consequently, at low 
temperatures the conductivity is expected to obey a T -1^  law.
All the details mentioned here will be dealt in more depth in the following 
sections.
At this point it is worth comparing the G-factor features of both single crys­
tal and polycrystalline zinc X=0.1, which are shown in figure [5.13]. A t low tem­
peratures (<100K) the activation energies are approximately the same. A t ~100K 
the single crystal activation energy produces a plateau and then falls off with in­
creasing temperature. The poly crystal line sample also has a plateau but at ~200K, 
and then its activation energy falls also. Consequently, there is a large difference 
in the activation energies at T>100K due only to sample type — possibly due to 
grain boundaries. Therefore, to analyse a ferrite system in detail the samples m ust
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Figure 5:19 The measured inductance of Zno.sFe2.2O4 versus
temperature. The temperature at which dl/dT is the 
largest is taken as the Néel temperature.
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preferably be single crystal. However, figure [5.10] shows no significant difference 
between the thermopowers for X=0.1.
5.5.1 High Temperatures —  T > T (;
The G(<rT).k values for manganese and zinc ferrite at temperatures 290K, 150K 
and To  are plotted versus X in figures [5.17-5.18]. For easier interpretation the 
manganese ferrite data will be discussed followed by the zinc ferrite data. For man­
ganese ferrite at T=290K, G(<7T).k passes through a peak at X~0.4. At 150K and 
T o  the G(trT).k data for X>0.4 coincides with data at T=290K. But, for X<0.4 
G(<rT).k increases and is believed to be due to activation across the Coulomb Gap. 
Therefore, at T=290K the Coulomb Gap must be suppressed. So the G(«rT).k data 
plot at T=290K for all X indicates nearest neighbour hopping and the peak possibly 
caused by disorder on the A sites (see section 5.6.2). The G(<rT).k data for zinc 
ferrite for X<0.5 is similar to manganese ferrite data. For X>0.5 G (oT).k increases 
with X. The increase in G (aT ).k  for ZnFejOi is expected (see earlier). At 290K the 
G(<rT).k for Zno.gFe2.2O4 maybe due to influence o f magnetic ordering/disordering 
when near the Neel temperature see figure [5.13]. It is possible that at 150K 
the magnetic disorder may also influence the G(<rT).k for Zno.sFe2.2O4. Whall et al 
(1987) have interpreted the Neel point anomaly as a rapid change in the activation 
energy with temperature i.e. dW/dT3»0 in equation (5.5). The Neel temperature 
was confirmed by making inductance measurements on the sample over the temper­
ature range 100K-350K, shown in figure [5.19]. The Neel temperature was taken at 
the point where the rate o f change in the gradient was a maximum.
Figure [5.17] also shows the activation energies of zinc ferrite obtained by 
Gillot et al (1981), which show good agreement.
In the nearest neighbour hopping regime the conductivity activation energy
is given by (Jones and Schaich (1972), Zvyagin (1973)),
f  N (E )\ E  -  E/\.dE 
f  N (E ).d E (5.6)
The Fermi level can be calculated using (Roberts and Schmidlin (1983), Whall et 
al (1984)),
SE’ N (E ).d E  
C f  N (E ).d E
and by assuming that the density of states has the Gaussian form,
(5.7)
n f )  _ N o E X P j - E * l7» )
by/lx (5.8)
where b is the standard deviation and N0 the concentration of sites. Using equations 
(5.7) and (5.8) the ratio E/joj/b can be calculated. It should then be possible to 
calculate the width of the band B=2b by ignoring a possible polaron contribution to 
W  and writing W=k.G(<7T). Unfortunately, the second approximation is only correct 
if Ef  is slowly varying with temperature which is not true at high temperatures 
and/or high X, when the electron gas has non-degenerate behaviour. The analysis 
of the thermopower, section 5.6, will be used to throw more light on this problem.
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5.5.2 Low Temperatures —  T < T g
Variab le-Range Hopping —  X > 0 .4
Many authors (Simsaet al (1988) for instance) working in the field of hopping, 
plot their data to a known power law and see how close the fit is. The present author 
thinks that this is unwise as it assumes that a particular power law is obeyed. So as 
not to force fit the data to a pre-determined power law a more, but not completely, 
general equation is assumed. Following (Hill, (1976)):-
where To is given by equation (2.21). By differentiating with respect to (1/T) the 
power N can be extracted, thus:
Making the assumption that T 0 is large (Zvyagin (1973) and Mott (1979) give 
T o»1 0 4K ) and dealing with low temperatures, then:
Therefore, if a power law exists (i.e. N is constant) within the temperature range 
of interest, a straight line will be obtained that has a gradient of (1 — N ). Plots 
of Ln|G(a)| versus Ln(T ) are shown in figures [5.20-5.21] for manganese and zinc 
ferrite where a straight line is indeed observed at low temperatures. For high values 
of X (i.e. X>0.4) the measured slope is 3/4, corresponding to a T 1/4 law, whereas
<r =  y47’- M.E X P [- (r0/7,)/tf] (5.9)
N -1
| G [a ) | =  I V j ; .  y (5.11)
Thus,
Ln I G (a ) | =  Ln((VT0" )  +  (1 -  N ).L n (T ) (5.12)
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Figure 5:20 A  plot o f Ln|G(<r)| for ZnxFea-xO* with 0<X <1  versus 
temperature. The T -l/4 law is indicated by the solid line.
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Figure 5:21 A plot of Ln|G(<7)| for MnxFe3_x04 with 0<X<1 versus 
temperature. The T -1/4 law is indicated by the solid line.
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Figure 5:22 G (a ) versus temperature for ZnxFe3_x04 with X<0.1. 
The solid lines have a slope~15.
Sh
ifte
d 
zer
o f
or 
sin
gle
 cr
yst
al
IS- s (DO
Figure 5:23 G(<r) versus temperature for MnxFe3_x04 with X<0.2. 
The solid lines have a slope~15.
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for low values o f X a T -1 4^ law is not found, but a straight line does exist. This 
latter behaviour will be dealt with later in this section and is interpreted as “many- 
electron” or “variable number” hopping conduction (Poliak, (1980)). The T -1 4^ law 
regime is taken as variable-range hopping conduction in a region of constant density 
of states i.e. N (E)=No-
Not one of the graphs show the conductivity to have a T -1 2^ law (Efros and 
Shklovskii, (1975)). Graener et al (1979) fitted their results on Fe30 4_xFx  to a T'^4 
law, as did Kuipers (1978) who investigated TixFe3_xC>4 and Simsa et al (1988) 
who looked at MnxFe3_x04. Whall et al (1986) also described their measurements 
in terms of a T ,/4 law, and demonstrated further that a T ,/2 law was inappropriate.
By plotting G(<r) versus T 3^ 4, T 0 can be found more accurately by calculating 
the gradient. The values of To for zinc and manganese ferrite are given in Tables 
5.3-5.4 respectively. Whall et al (1986) finds for nickel ferrite To~108K. Using a 
square band approximation in equations (5.6) and (5.7) the density of states can be 
shown to be No=(0.5-c+c2)/(Wa3), where c= (l-X )/2  and W~k.G(<rT), assuming 
no polaron contribution — this is justified in section 5.6.3. Substituting this density 
of states approximation and To~107K (Tables 5.3-5.4) into To=/?a3/kNo (equation 
2.21), where a -1 is the radius of localization and 0=2\.2±\.2 (Efros and Shklovskii, 
(1984)) the value of aa~8 is calculated.
Mott (1968) gives for the temperature at which the conduction changes from 
variable-range to nearest-neighbour hopping:-
W
kT\------  (5.13)
aa
Poliak and Knotek (1979) obtain a similar expression (equation (2.37)). The inter­
section of the two lines representing the T -1 4^ and T _l shown in figures [5.20-5.21] 
is taken as the transition temperature T j. The values of aa obtained from (5.13) are 
shown in Tables 5.3-5.4, and are of the order of 8-9 for both manganese and zinc
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ferrite, compared to o o ~ 5 for nickel ferrite (Whall et al (1986)). For the nearest 
neighbour hopping distance:-
V s
(5.14)
where ao ~8.4A (the lattice parameter for Fe30 4 and all X for zinc ferrite (Gillot 
et al, (1981) ). Using equation (5.14) the radius of localization (i.e. a -1) can be 
calculated and found to be a -1~0.37±0.07A (see Tables 5.3-5.4). Nickel ferrite 
(Whall et al, (1986)) has a radius of localization of 0.44±0.04A. This indicates that 
all three ferrite systems, nickel, zinc and manganese, have very similar localization 
radii.
M a n y-E le c tro n  Hopping —  X < 0 .4
The compositions of manganese and zinc ferrite (X<0.4) that did not show 
a T I/4 law are now considered. Because o f the high concentration of electrons on 
the B-sites it is possible that we have been observing “many-electron” or “vari­
able number” hopping conductivity at low temperatures (Mott (1976), Poliak and 
Knotek, (1979)). For this type of conduction Poliak and Knotek’s (1979) analysis 
gives (equation (2.47)):-
*  =  A .T S (5.15)
where A and S are constants and S^>1. Differentiating with respect to (1/T) then,
G (o )
dLn(«r)
d(V/T)
=  -S .T (5.16)
Figures [5.22-5.23] show plots of G(<r) versus temperature for zinc and manganese 
ferrites. The gradients of the straight lines are ~15. Poliak and Ortuno (1985) give 
a typical value of S~20. Whall et al (1986) calculated gradient values of ~10 for 
nickel ferrite. Therefore, many-electron hopping has possibly been observed in these 
two ferrite systems. From section 2.3.5 S=3oa/2Ln2 which gives aa~7 for zinc and 
manganese ferrite (see Tables 5.3-5.4). These values compare favourably with those
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obtained from the variable-range to nearest-neighbour hopping transition using 
equation (5.13).
Referring to figures [5.13-5.14] the increasing slope of G (o T )  versus temper­
ature for decreasing temperature is interpreted as the development of a Coulomb 
Gap (see section 5.5.1). The conductivity and activation energy across the Gap are 
given by:-
<r<x T - 'E X P ( - E G/2kT) and k .G (oT ) =  - E G/2 (5.17)
where Eg is the width of the Coulomb Gap. For both manganese and zinc ferrite 
Ec/2~0.07eV. Whall et al (1986) calculate the same value for nickel ferrite.
Poliak and Knotek (1979) give for the transition temperature to many- 
electron hopping:-
IcT, =  ^2- (5.18)
4oa
As a crude approximation, T2 will be taken as the temperature at which equation 
(5.16) breaks down. Using T2~42K for both zinc and manganese ferrite and a a ~ 7 
(see Tables 5.3-5.6) Ec/2~0.05eV. This value is in good agreement with the value 
calculated using equation (5.17) considering the approach taken.
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5 .6  A n aly sis  o f th e  T h erm o p o w e r R e su lts
As can be seen in figures [5.10-5.12] the thermopower has a peak at approximately 
70K (T s ) for all X. The thermopower data will be sectioned at these peaks dupli­
cating the approach taken for G(trT) data. To the right of the peak the data regime 
will be labeled “High Temperatures” and to the left iabeled “Low Temperatures” .
Analysis of the data will make extensive use of the relationship for the Peltier 
heat (Zvyagin, (1973)),
5.6.1 High Temperatures —  T > T s
It is convenient to separate the data into two categories once more, corresponding 
to high and low X.
Case A where X>0.6
Here we replace our presumably more accurate Gaussian density of states 
(equation (5.8)) by a rectangular band,
J 1V(E).(E -  E , ) . d E
(5.19)
=  0 otherwise
for 0<E<B
(5.20)
with E/<0, and write for the concentration of carriers:-
(5.21)
where c= (l-X )/2, giving the Fermi energy:
r  eBc/kT _  ,  ■
E ,  =  t T I . n \ — K- - _ W i T (5.22)
The logarithm can only be expanded if- l< B c/ k T < l and - l< B (c - l )/ k T < l, which 
dictates that B <kT . Assuming these limits are fulfilled the Fermi level is:-
From II =  ST and e fl =  B/2 - E/ (i.e. efl =  E  -  E/) then,
Plotting n .T  versus T 2 then the gradient will be k/e.Ln [(l-X )/ (l+X )] and the 
intercept B2X/(24ke). Equation (5.24) indicates that the thermopower appears to 
“ look like” Heikes law (equation 3.5), but it has the opposite sign. Also, the intercept 
for all the experimental plots has a negative value whereas equation (5.24) gives a 
positive value. I f  only the magnitude of the gradient and intercept are considered, 
then the values o f X  calculated from the gradient give an average accuracy greater 
than 10%, and the bandwidth greater than kT from the intercept — but B >kT  
violates the limits for expansion. Therefore, another approach needs to be considered 
with the bandwidth possibly greater than kT.
Whall et al (1984) have considered a constant density of states with B >kT  
and the Fermi level in the gap and they calculate the Fermi level to be:-
(5.24)
E ,  =  kT.Ln(c) +  kT. i n  [ J L (5.25)
Therefore,
(5.26)
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To test the validity of equation (5.26) the thermopower activation energy is calcu­
lated by differentiating with respect to 1/T. The activation energy is:—
_  dS B  kT
° s ¿(1 / T ) I t  +  c
N.B. Whall et al (1984) calculate
G (a T ).k  kT
e 2e +  e
(5.27)
(5.28)
which is identical.
By plotting the thermopower versus the reciprocal of the temperature the 
activation energy (G s) can be calculated from the slope. The plots of thermopower 
versus 1000/T for Zno.8Fe2.2O4 and Mno.sFe2.2O4 are shown in figure [5.24] and [5.25] 
respectively. The bandwidths for zinc and manganese ferrite are calculated using 
equation (5.27) and are shown in Tables 5.3-5.4: all the bandwidths are greater than 
kT. Using these bandwidths in equation (5.26) the value of X is found at T=290K 
and compared with those experimentally found using EPMA — see Tables 5.1-5.2 
and section 4.2.2. It is easily seen that the two values of X agree to within 7%. 
Srinivasan and Srivastava (1981) have also compared thermopower data for various 
values of zinc ferrite with Ln(c) —  derived from the electrical neutrality equation — 
and show good agreement with the present work (see Table 3.1). For lower values 
o f X the EPMA and thermopower results give different values of X, presumably 
because the condition E/<0 no longer applies.
When the Fermi level is in the gap the conductivity and thermopower activa­
tion energy should agree (see equations (5.27-5.28)), if not then the “extra” energy 
may be due to a polaron contribution. (For X>0.8 it is possible that a small polaron 
hopping may have been observed —  see section 5.5 subsection II). Therefore,
G (oT ).k / e  -  Gs =  WP (5.29)
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igure 5:24 Thermopower versus 1000/Temperature for Zn0.8Fe2.2O<
Figure 5:25 Thermopower versus 1000/Temperature for Miio.8Fe2.20<
where W p is the polaron activation energy. Only X>0.65 for manganese ferrite can 
be considered and not zinc, because of the reasons mentioned above (see section 
5.5.1). Equation (5.29) gives Wp>0 and if an adiabatic polaron has been observed 
then W p is 0.026eV and 0.029eV for Mno.sFe2.2O« and Mno.9Fe2.1O« respectively. 
However, if the the polaron is of the non-adiabatic type then G(«rT'3^ 2).k/e should 
be used and not G(oT).V./e. The relationship between G (a T 3*2) and G (a T ),  using 
equation (5.4), can be shown to be:-
G (a T ) =  G{<tT 3' ‘ ) +  |  (5.30)
Whall et al (1987) have analysed MnFe20« for T>300K using the non-adiabatic 
polaron hopping model, and assuming that the conductivity activation energy (W ) 
is equal to G(erjH3/2).k they obtain W/>=0.04eV for MnFe20« at T=300K. Using 
G(<r!T3/2).k at T=290K for both Mno.sFe2.2O4 and Mno.9Fe2.1O« the polaron term 
was calculated to be 0.038eV and 0.04leV  respectively, thus indicating good agree­
ment.
Case B —  X<0.6
Here we assume a rectangular band once more but with E/>0. For this case, 
Whall (1981) finds from an Effective Medium Theory, making the assumption that 
the density of states is approximately constant but slowly varying with energy, the 
thermopower to be:-
S =  A / T + B .T  (5.31)
and from the Kelvin-Onsager relation S = n / T  the Peltier heat is:—
n = A +  B T 2 (5.32)
Because e I l= E -E f  then “A” =-E / (0 ); a direct indication of where the Fermi level is 
at T=0K. Graphs showing plots of en versus T 2 are shown in figures [5.26-5.27]. For 
low X the fit is quite pronounced, but the length of fit reduces as X increases. In our
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(X)
Figure 5:26 A  plot of ell versus the square of the temperature for 
Zn^Fea-xO« with 0<X<1. The number o f data points 
fitting the solid line fails for increasing X.
Figure 5:27 A plot o f e ll versus the square of the temperature for 
MnxFe3_ x 0 4 with 0<X<1. The number of data points 
fitting the solid line falls for increasing X.
picture, low values of X have electron-electron interaction effects and high values 
of X a small polaron contribution (see section 5.5.1 and 5.6.1 Case A respectively), 
therefore this picture is only applicable to 0.4<X<0.65. As can be seen in figures 
(5.26-5.27) Zno.6Fe2.4O4 and Mno.5Fe2.5O4 show good agreement.
For X<0.65 where W p is expected to be small and E/ is slowly varying with 
temperature we can assume that W~G(<77’ ).k. From equation (5.32) e Il= -E / (T ) 
and equation (5.6):-
G (oT ).k  _  2exp(—t2/2) f b 1 2 ex p (-EnT)/2b)
£/(T) n/5* l^/(T)J \/2jr
Using normal distribution tables the bandwidth (B=2b) at room temperature can 
be calculated, which are shown in Tables 5.3-5.4.
5.6.2 Bandwidth
As explained in above, for X>0.65 B is taken from the thermopower data and 
X<0.65 B is taken from the conductivity data and thermopower data. It is clear 
that a peak occurs and this feature can possibly be explained by analysing the ionic 
disorder of the ferrite system, because as discussed in the Theory chapter (section 
2.2.3) the disorder influences the bandwidth. The ionic formulae of manganese and 
zinc ferrite are given in equations (5.2-5.3). Assuming the concentration on the A- 
sites has a binomial distribution, the standard deviation of the cation distribution is 
proportional to yfX.(\ — X )  (i.e. (7a=npq). This function is plotted on the same 
figure [5.28] as the bandwidths for the two ferrite systems. All three plots show a 
peak with both sides falling to 0. Clearly, the disorder on the A-sites plays a major 
role in determining the width of the conduction band.
XFigure 5:28 The calculated half-bandwidths plotted versus X; x: ZnxFe3_ x 0 4;
o: MnxFe3_ x 0 4. •: A .^ X (1  — X )  —  the the expected
half-bandwidth curve due to disorder on the A-sites.
Non-linear screening in lightly doped and highly compensated semiconduc­
tors has been considered by Shklovskii and Efros (1971). They argued that the 
standard deviation of the fluctuations in impurity concentration is given by:-
nV2 (5.34)
where N t is the total impurity concentration and n the electron concentration. Using 
a binomial approximation in equation (5.34), the bandwidth can be shown to be:-
6 oc X l/3 (5.35)
where X is the cation concentration. Obviously, from figure [5.28], equation (5.35) 
does not correlate with the bandwidth. Therefore, screening o f the impurity atoms 
by the electrons does not seem to play a major role in determining the width of the 
band.
5.6.3 Comparison o f G (a T )  and ell
Here we make use o f the rectangular band approximation once more.
Figure [5.29] shows G(<7T).k-eil versus X at T=290K. For X<0.65, G(<7T).k 
~ W  (see above) and W —»ell as X —+0.6 in agreement with equations (5.6) and (5.19). 
For X>0.6 where e Il= W , G («rT).k^W  as can easily be seen from equations (5.6), 
(5.25) and (5.27), which suggest |en|>|k.G(a7’ )|. The results for manganese ferrite 
are clearly in agreement with this interpretation whereas, this is not so for zinc 
ferrite. The discrepancy is possibly explained as being due to an increase of G(<tT )  
due to magnetic disorder for X=0.8 and due to grain boundaries for the polycrys- 
talline sample X=1.0. Similar behaviour is seen when the data at T=200K, figure 
[5.30], are examined. At T=150K, figure [5.31], the behaviour may be explained by 
assuming E/(150K)>0 for all X in which case k.G(<r7’ )~ W  and W —»ell at high X. 
This behaviour is consistent with equation (5.6) and (5.19) and with a negligible
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Figure 5:29 A  plot of G(<7T)-eII versus X at room temperature; 
o: MnxFe3_ x 0 4; x: ZnxFe3_ x 0 4.
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value of Wp at T=150K. The absence of a maximum in figure [5.31] as compared to 
figure [5.29], is attributed to the formation of a Coulomb Gap at low temperatures 
which could enhance W  without increasing ell.
5.6.4 Low Temperatures —  T < T s
Case A  X>0.4
The peak in the thermopower of Ni.xFe3_.YO4 with 0.4<X<0.8 has been 
interpreted by Whall et al (1986) as being associated with variable-range hopping 
having energies comparable with the energy bandwidth of conduction states and 
show:-
s =  n / r  =  {Em2~tE,) (5 36)
for a rectangular density of states function. Em =UTq**T3/4 is the energy width of 
states above E j contributing to the conduction and E / (> 0) is the energy width of 
states below the Fermi energy contributing to the conduction. The thermopower 
maximum then occurs at a temperature:-
The values of Ts calculated from equation (5.37) are in fair agreement with the 
measured ferrite data.
In the case of nickel ferrite the T -1 4^ law in the conductivity extends to 
temperatures above Ts- Unfortunately, this is not true for zinc and manganese ferrite 
(see figures [5.20-5.21]) and so equation (5.36) will overestimate the thermopower for 
T > T j  (see section 5.5.2). Therefore, a modified procedure has been adopted. Noting 
that the maximum value of E m  is B-E/ and that the conductivity activation energy 
increases with temperature until the nearest-neighbour hopping regime commences
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(5.38)
at Tyyjv, whereupon G(<rT) saturates, we write:-
r  T ’ - .3 /4
E *  = l ^ J  0))
To calculate the Fermi energy we put:-
fi/( 0) =  (5.39)
and to obtain a reasonable agreement with the data we take B=2\/2b, somewhat 
larger than the value assumed in section 5.6.2. The values of 2b are given in Tables 
5.3-5.4. For Zno.sFe2.2O4 and Mno.sFe2.2O4 T/vw~140K. Calculated and experi­
mental values for Zno.sFe2.2O4 and Mno.sFe2.2O4 are shown in figures [5.32-5.33). 
Considering the crudeness of the calculations the result must be considered as en­
couraging. An improved fit would require more detailed knowledge of the density of 
states function and o f E m (T). The magnitudes, shapes and peaks of the theoretical 
curves are in approximate agreement with the experimental results.
At temperatures T i< T s  corresponding to W«^2\/2b we expect, following 
Zvyagin (1973), Overhof (1975) and Kosarev (1975), that SocT1^ 2 and LrnrocT-1/4. 
It has been possible to measure electrical conductivity at temperatures down to 
7K and to see the expected T -1 4^ behaviour. SocT1^ 2 has not been confirmed for 
thermopower as shown in figures [5.32-5.33]. However, this may be due to the fact 
that it has only been possible to measure the thermopower down to ~20K.
Case B  X <0.4
In the present picture we interpret the peak in the thermopower for X<0.4 
as being due to the transition from excitations across a Coulomb Gap to many- 
electron hopping. We might expect T/v/v>T$~T2 where T2 is the temperature of 
onset of the law for a  given by equation (5.16). Tables 5.5-5.6 show this is indeed 
the case. Whall et al (1986) conjecture that in the region T<T2 the thermopower 
varies roughly as T . Unfortunately, our thermopower data do not extend to low 
enough temperatures to test this suggestion.
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Figure 5:32 Thermopower o f  Zno.sFe2.2O4 versus temperature;
o: measured; x : calculated using equation (5.38).
-300
Figure 5:33 Thermopower of Mno.gFe2.2O4 versus temperature;
o: measured; x: calculated using equation (5.38).
Table 5.1: EPMA results and calculated values of X using Ln[(l-X )/2] —  see section 
5.6.1 —  for ZnxFe3_xO<
Nominal X value Measured X value Calculated X value
0.0 0.00 —
0.1 0.08 (Poly) —
0.1 0.08 —
0.4 0.29 —
0.6 0.48 0.43
0.8 0.76 0.81
1.0 0.96 (Poly) 0.97
Table 5.2: EPMA results and calculated values of X using Ln[(l-X)/2] — see section 
5.6.1 — for MnxFe3_x04
Nominal X value Measured X value Calculated X value
0.0 0.00 —
0.1 0.09 —
0.2 0.17 —
0.5 0.47 0.36
0.8 0.73 0.71
0.9 0.84 0.85
Table 5.3: Zinc Ferrite.
Value T„ B aa o ' 1 T/v
X (K )x lO 7 («V ) A (K )
0.0 830
0.1 — 0.088 6.9 0.43 780
0.4 3.0 0.118 9.0 0.33 710
0.6 2.4 0.123 9.8 0.30 580
0.8 2.3 0.061 8.0 0.37 290
1.0 — 0.081 — — <30
Table 5.4: Manganese Ferrite.
Value To B aa Q_l T/v
X (K )x lO 7 (eV) A <K)
0.0 830
0.1 — 0.085 6.9 0.43 810
0.2 — 0.115 6.9 0.43 780
0.5 0.9 0.104 8.3 0.36 725
0.8 1.8 0.079 7.8 0.38 650
0.9 0.7 0.071 8.2 0.36 550
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Table 5.5: Zinc Ferrite.
Value T  5 T c T, T , T ’ G s
X (K ) (K ) (K ) (K ) (K ) («V )
0.1 63±14 125 — 43 — —
0.4 46±10 165 60 — 50 —
0.6 53±10 215 50 — 47 —
0.8 61±10 — 55 — 47 -0.0056
1.0 80±10 -0.0157
Table 5.6: Manganese Ferrite.
Value Ts Tc T, T , T ’ G s
X (K ) (K ) <K) (K ) (K ) (eV)
0.1 51±10 140 — 42 — —
0.2 51 ±10 160 — 38 - - —
0.5 75±14 205 53 — 41 —
0.8 94±15 217 45 — 34 -0.0146
0.9 78±22 235 45 — 34 -0.0109
Chapter 6
S U M M A R Y  and C O N C LU SIO N
The most detailed investigation of the electrical properties of zinc and manganese 
ferrous ferrites reported to date has been carried out. It has been demonstrated 
that the results may be interpreted in terms of hopping in a disordered medium, 
modified to some extent by electron-electron interaction and polaron effects. Specific 
achievements are as follows:
I) Silicon diodes have been shown to offer advantages for resistivity 
and thermopower measurements.
II) Data of improved accuracy as compared to previous works has 
been presented.
III) Percolation theory predictions (equations (5.6) and (5.19)) for the 
conductivity activation energy and the Peltier heat have been shown 
to give a satisfactory description of the results.
IV ) Estimates have been made of the energy widths ( “Bandwidths” ) 
of conduction states and their variation with X has been described in 
terms of the theory.
V ) The theory has been used to account for the variation of ther-
mopower S as Ln(c) at high X.
V I) The characteristic shape of the thermopower temperature curve 
near the peak in S has been accounted for.
V II) The formation of a Coulomb Gap at low X has been inferred 
from the data.
V III) Evidence has been presented for many-electron hopping at low 
temperatures and low X.
IX ) An analysis of the variable-range hopping and many-electron 
hopping, etc, has led to a value for the effective radius of the electronic 
state (~0.4A).
X ) A polaron contribution (~0.04eV) to the conductivity activation 
energy at 300K of Mno.8Fe2.2O4 and Mno.9Fe2.2O4 has been deduced.
X I) No evidence was found for the much quoted Ln<rocT-I/J variation 
predicted for variable-range hopping in a Coulomb Gap.
Further work should include efforts to extend the measurements down below 
20K, in order to test the prediction that SocT1/2 for the low temperature limit of 
variable-range hopping. Measurements of Hall mobility and magnetorestistance 
over a wide range of temperatures should also be made for detailed comparisons 
with theory.
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