Animals produce vocalizations that range in complexity from a single repeated call to hundreds 1 of unique vocal elements patterned in sequences unfolding over hours. Characterizing complex 2 vocalizations can require considerable effort and a deep intuition about each species' vocal behavior. 3 Even with a great deal of experience, human characterizations of animal communication can be 4 affected by human perceptual biases. We present here a set of computational methods that center 5 around projecting animal vocalizations into low dimensional latent representational spaces that 6 are directly learned from data. We apply these methods to diverse datasets from over 20 species, 7 including humans, bats, songbirds, mice, cetaceans, and nonhuman primates, enabling high-powered 8 comparative analyses of unbiased acoustic features in the communicative repertoires across species. 9 Latent projections uncover complex features of data in visually intuitive and quantifiable ways. We 10 introduce methods for analyzing vocalizations as both discrete sequences and as continuous latent 11 variables. Each method can be used to disentangle complex spectro-temporal structure and observe 12 long-timescale organization in communication. Finally, we show how systematic sampling from 13 latent representational spaces of vocalizations enables comprehensive investigations of perceptual 14 and neural representations of complex and ecologically relevant acoustic feature spaces.
echolocation clicks into UMAP latent space. Species-identity again falls out nicely, with clicks assorting into distinct 193 clusters that correspond to each species ( Fig 3B) . 194 Population geography Some vocal learning species produce different vocal repertoires (dialects) across populations.
195 Differences in regional dialects across populations are borne out in the categorical perception of notes [53] [54] [55] , much 196 the same as cross-linguistic differences in the categorical perception of phonemes in human speech [56] . To compared 197 vocalizations across geographical populations in the swamp sparrow, which produces regional dialects in its trill-like 198 songs [18], we projected individual notes into a UMAP latent space. Although the macro-structure of clusters suggest 199 common note-types for the entire species, most of the larger clusters show multiple clear sub-regions that are tied to 200 vocal differences between geographical populations ( Fig 3C) . Sequential organization is tied to transcription method As we previously noted, hand labels and latent cluster 243 labels of birdsong syllables generally overlap (e.g. Fig 5) , but may disagree for a sizable minority of syllables (Table   244 1). In mice, different algorithmic methods for abstracting and transcribing mouse vocal units (USVs) can result 245 in significant differences between syntactic descriptions of sequential organization [39] . We were interested in the 246 differences between the abstracted sequential organization of birdsong when syllables were labeled by hand versus 247 clustered in latent space. Because we have Bengalese finch datasets that are hand transcribed from two different research 248 groups [8, 57], these datasets are ideal for comparing the sequential structure of algorithmic versus hand-transcribed 249 song.
250
To contrast the two labeling methods, we first took the two Bengalese finch song datasets, projected syllables into 251 latent space, and visualized them using the hand transcriptions provided by the datasets (Fig 7A,H) . We then took 252 the syllable projections and clustered them using HDBSCAN. In both datasets, we find that many individual hand-253 transcribed syllable categories are comprised of multiple HDBSCAN-labelled clusters in latent space ( Fig 7A,B ,H,I).
254
To compare the different sequential abstractions of the algorithmically transcribed labels and the hand transcribed 255 labels, we visualized the transitions between syllables in latent space (Fig 7C,J) . These visualizations reveal that 
Temporally continuous latent trajectories 273
Not all vocal repertoires are made up of elements that fall into highly discrete clusters in latent space (Fig 1) . For several 274 of our datasets, categorically discrete elements are not readily apparent, making analyses such as those performed in 275 Figure 6 more difficult. In addition, many vocalizations are difficult to segment temporally, and determining what 276 features to use for segmentation requires careful consideration [1] . In many bird songs, for example, clear pauses 277 exist between song elements that enable one to distinguish syllables. In other vocalizations, however, experimenters 278 must rely on less well-defined physical features for segmentation [1, 12] , which may in turn invoke a range of biases 279 and unwarranted assumptions. At the same time, much of the research on animal vocal production, perception, and 280 sequential organization relies on identifying "units" of a vocal repertoire [1] . To better understand the effects of temporal 281 discretization and categorical segmentation in our analyses, we considered vocalizations as continuous trajectories in 282 latent space and compared the resulting representations to those that treat vocal segments as single points (as in the 283 previous finch example in Fig. 6 ). We explored four datasets, ranging from highly discrete clusters of vocal elements Fig. 11 ). In each dataset, we find that continuous latent trajectories capture short and long 286 timescale structure in vocal sequences without requiring vocal elements to be segmented or labeled. European starling song provides an interesting case study for exploring the sequential organization of song using 302 continuous latent projections because starling song is more sequentially complex than Bengalese finch song, but is 303 still highly stereotyped and has well-characterized temporal structure. European starling song is comprised of a large (Fig 1) , however syllables tend to vary somewhat continuously ( Fig 9D) .
311
To analyze starling song independent of assumptions about segment (motif) boundaries and element categories, we 312 projected bouts of song from a single male European starling into UMAP trajectories using the same methods as in 313 Figure 8 . 314 We find that the broad structure of song bouts are highly repetitive across renditions, but contain elements within each 315 bout that are variable across bout renditions. For example, in Figure 9A Fig 9B, we show 320 the same 56 bouts projected into colorspace in the same manner as Fig 8M,N, where each row is one bout rendition. We 321 observe that, while each rendition contains most of the same patterns at relatively similar times, some patterns occur 322 more variably. In Fig 9C and D we show example spectrograms corresponding to latent projections in Fig 9A, showing 323 how the latent projections map onto spectrograms.
324
Quantifying and visualizing the sequential structure of song using continuous trajectories rather than discrete element 325 labels is robust to errors and biases in segmenting and categorizing syllables of song. Our results show the potential utility of continuous latent trajectories as a viable alternative to discrete methods for analyzing song structure even with 327 highly complex, many-element, song. for temporal structure, mouse vocalizations are typically segmented into temporally-discrete USVs and then categorized 332 into discrete clusters [1, 39, [65] [66] [67] in a manner similar to syllables of birdsong. As Figure 1 shows, however, USVs do 333 not cluster into discrete distributions in the same manner as birdsong. Choosing different arbitrary clustering heuristics 334 will therefore have profound impacts on downstream analyses of sequential organization [39] . 335 We sought to better understand the continuous variation present in mouse USVs, and explore the sequential organization 336 of mouse vocalizations without having to categories USVs. To do this, we represented mouse USVs as continuous trajectories ( Fig 10E) in UMAP latent space using similar methods as with starlings ( Fig. 8) and finches (Fig. 9 ). In 338 Figure 10 , we use a single recording of one individual producing 1,590 ( Fig. 10G ) USVs over 205 seconds as a case 339 study to examine the categorical and sequential organization of USVs. We projected every USV produced in that 340 sequence as a trajectory in UMAP latent space ( Fig. 10A,C,D) . Similar to our observations in Figure 1I using discrete 341 segments, we do not observe clear element categories within continuous trajectories, as observed for Bengalese finch 342 song (e.g. Fig 8I) . repertoires in complex natural feature spaces. To do this, latent models must be bidirectional: in addition to projecting 395 vocalizations into latent space, they must also sample from latent space to generate novel vocalizations. That is, where 396 dimensionality reduction only needs to project from vocalization space (X) to latent space (Z), X → Z, generativity 397 requires bidirectionality: X ↔ Z. In the following section we discuss and explore the relative merits of a series of 398 neural network architectures that are designed to both reduce dimensionality and generate novel data. Autoencoders Perhaps the simplest example of a neural network that can both reduce dimensionality (X → Z) 408 and generate novel data (Z → X) is the autoencoder (AE; [34]). AEs comprise two subnetworks, an encoder which 409 translates from X → Z and a decoder which translates from Z → X (Fig. 12A) . The network is trained on a single error 410 function: to reconstruct in X as well as possible. Because this reconstruction passes through a reduced-dimensional 411 latent layer (Z), the encoder learns an encoding in Z that compressively represents the data, and the decoder learns to 412 generate data back into X from compressed projections in Z. Both sub-networks contain stacked layers of non-linear 413 artificial neurons that learn either more compressive or more generalizable representations of their inputs (X or Z, 414 respectively) as depth in the sub-network increases [69, 70].
415
Generative Adversarial Networks A second, more recent network architecture is the Generative Adversarial Net-416 work (GAN; [37] ). GANs are so-named In the because they are composed of two networks, the generator, and the (Fig. 15B ,E) that we used as playback stimuli in our behavioral experiment.
494
Using an established operant conditioning paradigm ([82]; Fig. 15A ), we trained six European starlings to associate each 495 morph with a peck to either the left or right response port to receive food. The midpoint in each motif continuum was 496 set as the categorical boundary. Birds learned to peck the center response port to begin a trial and initiate presentation of 497 second) period during which the house light was extinguished and food was inaccessible. Each bird learned the task to a 500 level of proficiency well above chance (∼ 80% -95%; chance=50%), and a psychometric function of pecking behavior 501 ( Fig. 15B ) could be extracted, showing that starlings respond to the smooth variation of complex natural stimuli 502 generated from latent interpolations. This mirrors behavioral results on simpler and more traditional parametrically 503 controlled stimuli (e.g. [83, 84] ), and provides a proof of concept that ecologically relevant stimuli generated with 504 neural networks can be a viable alternative to simpler stimuli spaces in psychoacoustic research. Because some neurons 505 are selectively responsive to complex or behaviorally relevant stimuli [79, 80] , this approach has the potential to open up 506 new avenues for investigating neural representations of auditory objects in ways that more traditional methods cannot.
507
Neural recordings Songbird auditory forebrain regions such as the caudal medial nidopallium (NCM) and the caudal 508 mesopallium (CM) contain many neurons that respond selectively with a change in spiking activity to conspecific 509 vocalizations, including song [85] . We asked whether VAE-generated artificial stimuli could elicit responses in a 510 song-selective auditory region (CM), and if so whether such responses vary smoothly along morph continua. To do this, 511 we presented the VAE-generated syllable morphs (from the behavioral experiment) to trained, lightly anesthetized birds, 512 while recording from extracellularly on a 32-channel silicon electrode inserted into CM using established methods [86] . 513 An example playback experiment using the same morph stimuli as in the operant conditioning behavior is shown in 514 Figure 15 . We then extracted spikes (i.e. putative action potentials) and clustered them into units (i.e. putative neurons) 515 using the MountainSort spike sorting algorithm [87] . For each unit, and in response to each stimulus in each morph, we 516 computed the PSTH of that unit's response to the stimulus over repeated presentations, then convolved the PSTH with a 517 5ms Gaussian kernel to get an instantaneous spike rate vector over time for each of the stimuli (Fig. 15C ). Figure 15D   518 shows an example of the spike rate vector (as in 15C) for each of the stimuli in a single morph continuum for each of 35 519 putative simultaneously recorded neurons extracted from one recording site. Figure 15F shows the similarity between 520 neural population responses (as in 15D) for all nine morph continua. We observe that neural responses at both the single including songbirds, primates, rodents, bats, and cetaceans ( Fig. 1) . In general, songbirds tend to produce signals that 530 cluster discretely in latent space, whereas mammalian vocalizations are more uniformly distributed. This observation 531 deserves much closer attention with even more species. We also showed that complex features of datasets, such as 532 individual identity (Fig. 2) , species identity (Fig. 3A,B our methods show that a priori feature-based compression is not a prerequisite to progress in understanding behaviorally 536 relevant acoustic diversity. We used these latent projections to visualize sequential organization and abstract sequential 537 models of song ( Fig. 6 ) and demonstrated that in some cases latent approaches confer advantages over hand labeling or 538 supervised learning (Fig. 7) . We also projected vocalizations as continuous trajectories in latent space (Figs. 8, 9 , 10, 539 and 11). This provides a powerful method for studying sequential organization without discretizing vocal sequences [1] .
540
In addition, we surveyed several deep neural network architectures (Fig. 12 ) that learn latent representations of vocal 541 repertoires and systematically generate novel syllables from the features in latent space (Figs. 13, 14 ). Finally, we gave 542 an example of how these methods can be combined in a behavioral experiment to study perception with psychometric 543 precision, and in an acute electrophysiological experiment to understand representational encoding of parametrically 544 varying natural vocal signals (Fig. 15 ).
545
Latent and generative models in the biological sciences Latent and generative models have shown increasing utility 546 in the biological sciences over the past several years. As pattern recognition and representation algorithms improve, 547 so will their utility in characterizing the complex patterns present in biological systems like animal communication.
548
In neuroscience, latent models already play an important role in characterizing complex neural population dynamics 
Where u i is the distance of y i ∈ Y from its nearest neighbor in X and w i is the distance of x i ∈ X from its nearest 668 neighbor in X. Thus if the real dataset is more clustered than the sampled dataset, the Hopkin's statistic will approach 669 0, and if the dataset is less clustered than the randomly sampled dataset, the Hopkin's statistic will sit near 0.5. Note that the Hopkin's statistic is also commonly computed with m i=1 u d i in the numerator rather than
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