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A six-dimensional interaction potential for the water dimer has been fitted to ab initio interaction
energies computed at 2510 dimer configurations. These energies were obtained by combining the
supermolecular second-order energies extrapolated to the complete basis set limit from up to
quadruple-zeta quality basis sets with the contribution from the coupled-cluster method including
single, double, and noniterative triple excitations computed in a triple-zeta quality basis set. All
basis sets were augmented by diffuse functions and supplemented by midbond functions. The
energies have been fitted using an analytic form with the induction component represented by a
polarizable term, making the potential directly transferable to clusters and the bulk phase.
Geometries and energies of stationary points on the potential surface agree well with the results of
high-level ab initio geometry optimizations. © 2008 American Institute of Physics.
DOI: 10.1063/1.2832746
I. INTRODUCTION
Due to its abundance and overwhelming importance for
living organisms, water has been the subject of intense stud-
ies by generations of scientists, both on the experimental and
theoretical sides. It might be therefore somewhat surprising
that water clusters and condensed phases are still far from
being fully understood. The reason is that van der Waals
interactions between water molecules are capable of assem-
bling these molecules into objects with very peculiar proper-
ties, exemplified by the unusual temperature profile of
the liquid density with a maximum at 4° C, the anomalous
isothermal compressibility, and the multiple phases of ice.
Invaluable tools for investigations of water on the molecular
level are the Monte Carlo MC and molecular dynamics
MD simulation techniques,1 which allow one to derive the
macroscopic properties from intermolecular interaction po-
tentials. The nature of the interactions between water mol-
ecules turns out to be rather complicated. First, the existence
of the deep minimum in the hydrogen-bonded configuration
of the dimer combined with the geometry of the water mono-
mer leads to strong orientational preferences in forming clus-
ters and the liquid phase, resulting in dynamical “hydrogen-
bonded networks.” A further complication is brought by
nonadditive effects which make it impossible to sufficiently
accurately represent the energy of water as a sum of pair
contributions. Moreover, the usually neglected dependence
of the interaction potential on monomer internal coordinates
the so-called monomer-flexibility effects may play an im-
portant role in the determination of seemingly static proper-
ties, such as the liquid structure. An additional difficulty ap-
pearing in simulations of water is the quantum nature of the
motion of water molecules. Due to the small moments of
inertia, quantum effects show up not only in the “stiff” intra-
monomer degrees of freedom but also in the “soft” ones,
describing the relative motions of the molecules. All these
issues are often implicitly taken care of by applying so-called
empirical potentials—usually pairwise-additive functions fit-
ted to reproduce bulk-phase experimental data in a classical
simulation. Popular empirical models of this kind include
extended simple point charge SPC/E,2 four-point transfer-
able intermolecular potential TIP4P,3 five-point transfer-
able intermolecular potential TIP5P,4 and Reimers–Watts–
Klein RWK Ref. 5 potentials. Since the early 1990s,
“polarizable” empirical potentials have also become
popular.6–10 Such potentials contain the classical induction
terms which explicitly account for many-body induction ef-
fects. Both types of empirical potentials describe the proper-
ties of bulk water remarkably well, particularly taking into
account their very simple functional form, but always have a
limited range of applicability, determined by the range of
thermodynamic parameters used in the fit. Moreover, simu-
lations with empirical potentials do little to answer questions
about the physical origins of the phenomena being investi-
gated. This is because the effective nature of such potentials
obscures different components of the interaction and often
distorts one component to compensate for another. For ex-
ample, empirical nonpolarizable potentials fitted to thermo-
physical data are not able to reasonably reproduce pure
dimer properties, such as the second virial coefficient, since
these potentials implicitly account for nonadditive interac-
tions not present in a dimer. Instead of classical MC/MD
simulations, one can perform path integral MC PIMC,11–13
path integral MD PIMD,14–16 or the so-called centroid MD
simulations17–25 which account for quantum effects. Most of
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quantum MC/MD simulations to date used empirical poten-
tials which already implicitly include quantum effects. How-
ever, recently some simulations with nonempirical potentials
have been performed.16,26,27
An alternative to empirical potentials is to calculate the
interaction energies ab initio. The conceptually simplest ap-
proach is the “on the fly” molecular dynamics where calcu-
lations are performed at the whole multimolecule system for
each point on the trajectory visited by a classical MD simu-
lation. The most popular implementation of such a method
was developed by Car and Parrinello28 CPMD, but many
other implementations are used.29,30 Quantum extensions of
the original CPMD method have been proposed,31 based on
path integral ideas. An on the fly method straightforwardly
accounts for both the nonadditive and monomer-flexibility
effects, requires calculation for a relatively small number of
points compared to the dimensionality of a typical simulated
system, and does not require any fitting of potential surfaces.
On the other hand, each calculation has to be performed on
about N=32 or more molecules, so that only the simplest and
not very accurate ab initio methodology based on density
functional theory DFT can be used in practice. Even then,
the computational cost of the simulations only allows for
small system sizes and short time scales, typically on the
order of a few picoseconds. Moreover, it is well known that
DFT methods, at least in their present form, are unable to
reproduce the long-range dispersion component of the inter-
action energy, important for weakly bound van der Waals
systems.
Another ab initio approach is the one based on the
many-body expansion, where the interaction energy is given
as a sum of the two-body term itself a sum of pair interac-
tions and the three-, four-, and higher-body pairwise-
nonadditive terms. The potentials representing the first few
terms, much simpler than the complete N-body potential, can
be calculated using accurate ab initio methods, fitted to ana-
lytic functions, and used in a simulation. The dimensionality
of the potentials grows quickly with the number of bodies
and in practice it is not possible to move beyond three-body
potentials with rigid monomers. Thus, the applicability of
this approach depends critically on the rate of convergence
of the many-body expansion. See Ref. 32 for a more exten-
sive discussion of these issues.
A prerequisite of a successful ab initio simulation using
the many-body expansion is the availability of the two-body
or pair potential, describing the interactions between just two
water molecules. Such a potential itself is of considerable
interest for the interpretation of the microwave and far-
infrared spectra of the dimer,33–38 measured in supersonic
molecular beams. Another interesting purely two-body prop-
erty is the second virial coefficient of steam, important for
the accurate thermodynamic description of various systems
and in the construction of humidity standards.39
Interactions between two water molecules have been a
subject of ab initio studies since the early days of quantum
chemistry. Most often calculations were carried out using the
supermolecular method for characteristic points on the po-
tential surface or local optimizations were performed to lo-
cate such points. An important study of this type is the one
by Smith et al.,40 who used second-order many-body pertur-
bation theory MBPT2 to locate ten stationary points, in-
cluding the global minimum and transition structures on the
interconversion paths between different equivalent minima.
For selected configurations found in this way, more accurate
calculations were performed at the fourth-order MBPT4
level. More recently, the analysis of Ref. 40 was extended by
Tschumper et al.,41 who refined the ten stationary points us-
ing the coupled-cluster method with single, double, and non-
iterative triple excitations CCSDT in a triple-zeta quality
TZ2Pf ,d+dif basis set. For all the optimized stationary
points, very accurate interaction energies were obtained in-
cluding the MBPT2 component extrapolated to the complete
basis set CBS limit, the CCSDT / TZ2Pf ,d+dif con-
tribution, as well as higher correlation contributions obtained
from the Brueckner doubles BD method42 with perturbative
treatment of triple and quadruple excitations BDTQ.43
Core-valence, core-core, and relativistic contributions were
also considered. The energies reported in Ref. 41 are be-
lieved to be accurate to about 0.05 kcal /mol. Most attention
in the literature, however, has been devoted to the global
minimum of the dimer. Very accurate optimizations and in-
teraction energy calculations for this structure have been re-
ported in Refs. 44–46.
The local explorations of the potential energy landscape
described above provide important information about the
characteristic structures and interconversion paths. However,
to perform a simulation of liquid water or ice, a representa-
tion of the complete potential energy surface PES is neces-
sary. The first ab initio pair potential for rigid monomers,
created in 1976 by Matsuoka, Clementi, and Yoshimine
MCY,47 was a simple site-site form including Coulomb and
double exponential terms, fitted to 66 dimer energies com-
puted using a variant of the configuration interaction method.
The relatively good performance of this potential in predict-
ing bulk observables should be considered fortuitous taking
into account the small number of grid points and the rather
inaccurate values of the ab initio energies used in the fit.
Later attempts to improve the accuracy of the potential led,
in fact, to less satisfactory predictions.48,49 Continuation of
this work in the early 1990s by Niessar, Corongiu, Clementi
et al. NCC resulted in a yet another pair potential fitted to
350 energies computed at the MBPT4 level.50–52 The NCC
potential contained a polarization term, fitted to three-body
nonadditive energies computed at the self-consistent field
SCF level for 250 trimers.
Stone and co-workers53,54 developed a set of rigid-
monomer anisotropic site potentials ASP, based on elabo-
rate asymptotic models of electrostatic, induction, and dis-
persion interactions, and a fit to exchange energies calculated
using the Hayes-Stone intermolecular perturbation theory
IMPT,55,56 a variant of symmetry-adapted perturbation
theory SAPT.57–59 The dispersion asymptotic coefficients
used in these potentials were obtained by Rijks and
Wormer60,61 ASP-W and by Szczesniak et al.62 ASP-S.
Modifications of the ASP-W potential by Millot et al.54 led to
the ASP-W2 and ASP-W4 potential energy surfaces. Al-
though the ASP potentials are formally two-body potentials,
the representation of the induction energy in terms of perma-
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nent multipoles and polarizabilities also allows the recovery
of asymptotic nonadditive induction effects in clusters or
condensed phases. More recently, Burnham and
Xantheas63,64 developed several potentials for water. In par-
ticular, they obtained a fairly good agreement with experi-
ment for structural parameters of liquid water and ice using
the so-called TTM2-R Thole-type model rigid polarizable
model,63 fitted to scaled MBPT2/aug-cc-pVTZ dimer inter-
action energies computed along the minimum energy path of
Cs symmetry. Recently, the TTM2 model was revised,65 and
the new version is denoted as TTM2.1. Whereas this poten-
tial continues to work very well for clusters and bulk water,
its two-body part does not properly reproduce66 the dimer
vibration-rotation-tunneling VRT spectrum. This may indi-
cate that the small numbers of grid points and parameters
used to generate TTM2.1 do not allow an accurate represen-
tation of the complicated dimer potential energy surface.
As it was first shown in Refs. 67 and 68, the VRT spec-
trum of the water dimer is very sensitive to the details of the
potential surface near the minimum and to the characteristics
of the tunneling barriers. Most of the popular ab initio and
empirical potentials produce the VRT transition frequencies
several hundred percent different from the experimental
ones.
66–68 Consequently, Fellers et al.69 developed the
VRTASP-W potential—obtained by explicitly refitting a
number of parameters of the ASP-W surface53 to the VRT
spectroscopic data—which reproduced the spectra very well.
Recently, two new fits of this kind have been obtained by
Goldman et al.,70 dubbed VRTASP-WII and VRTASP-
WIII, and used in diffusion Monte Carlo simulations of wa-
ter clusters up to the hexamer71 and in simulations of liquid
water.72 Since the starting point for all these fits were
ab initio potentials, such types of potentials should perhaps
be called semiempirical ones.
In Refs. 73 and 74, SAPT Refs. 57–59 was used to
calculate interaction energies for a large number of water
dimer geometries, 1008 and 2510, respectively. The potential
developed in Ref. 73, called SAPT-pp, separately fitted each
main component of the interaction energy such as electro-
static, induction, dispersion, and exchange using an expan-
sion in terms of functions of the Euler angles and center of
mass separation. Although the fit was accurate, it was too
complex to be used in MC/MD studies. Therefore, in Ref. 74
the extended set of energies was fitted to a flexible site-site
formula involving five symmetry-distinct sites on each mol-
ecule. The resulting six-dimensional potential surface, called
SAPT-5s, was then employed in calculations of VRT spectra
of the H2O and D2O dimers, producing results in almost
quantitative agreement with experiment.75–77 SAPT-5s was
the first purely ab initio potential for water to give such good
predictions of the VRT spectrum. The discrepancies from
experiment were further reduced by “tuning,” i.e., refitting
the ab initio data while subjecting the fit parameters to a
single constraint enforcing the desired splitting between two
of the dimer energy levels. The “tuned” potential was dubbed
SAPT-5st.76
An approach similar to that used to develop SAPT-pp
was recently applied by Torheyden and Jansen78 who ana-
lyzed the physical components of the water dimer interaction
energy. These authors computed SAPT interaction energies
at nearly 500 grid points with rigid monomers using the aug-
cc-pVTZ basis and bond functions. They also computed
CCSDT interaction energies in aug-cc-pVTZ and aug-cc-
pVQZ bases without bond functions and extrapolated them
to CBS limits. Torheyden and Jansen developed two different
sophisticated component-by-component fits to the potential
energy surface which accurately reproduced the ab initio val-
ues. However, the forms of these fitting functions are prob-
ably too complicated for use in MC/MD simulations. The
virial coefficients computed in Ref. 78 deviated from experi-
ment somewhat more than SAPT-5s virials did.
In recent years, 12-dimensional ab initio potentials for
the water dimer with flexible monomers have also appeared.
A SAPT potential,79 consistent with SAPT-5s for the rigid
monomer geometry, was based on nearly 250 000 grid
points. This potential was used to predict for the first time the
anharmonic effects in the shifts of monomer vibrational fre-
quencies upon dimerization. Huang et al.80 obtained a poten-
tial energy for the water dimer with flexible monomers using
the CCSDT approach, the aug-cc-pVTZ basis set, and
nearly 20 000 grid points.
In another development, a three-body nonadditive poten-
tial was created81 by fitting a physically motivated 12-
dimensional site-site formula to nonadditive energies of
more than 7500 water trimers, calculated using the three-
body version of SAPT Ref. 82 at the SCF level of theory.
This level of nonadditive theory was shown to be sufficiently
accurate for water81 and predicted water trimer spectra very
well.75 This is in contrast to systems such as rare gas trimers
which are dominated by post-SCF terms.82–86 With the two-
and three-body potentials of spectroscopic accuracy at hand,
it became possible to probe the fundamental question of the
convergence of the many-body expansion of the interaction
energy by performing liquid phase simulations with the
SAPT-5s+3BSAPT potential.87 The higher-than-three-
body induction effects were also accounted for by means of
an asymptotic polarizable model. Although the overall agree-
ment with experiment was good, the oxygen-oxygen radial
distribution function did not possess some features character-
istic for the tetrahedral arrangement of water molecules vis-
ible in experimental curves.88,89 Several explanations were
suggested to account for the discrepancy between the simu-
lated and experimental structures, including the quantum and
monomer-flexibility effects, both neglected in the simula-
tions of Ref. 87. Insufficient representation of the nonaddi-
tive effects, especially the higher-body ones, was also sus-
pected. Residual deficiencies of the SAPT-5s pair potential
were considered less likely due to the very good performance
of this potential in the VRT spectrum calculations. However,
the basis set and theory level truncation error of SAPT-5s,
estimated in Ref. 74 to be about 0.3 kcal /mol in the mini-
mum region, certainly left room for improvements of the
two-body component. It also left open a possibility that the
accuracy of SAPT-5s was uneven in different regions of con-
figurational space. Thus, accuracy could be high in the re-
gion probed by VRT spectra, but lower in some regions rel-
evant for predictions of liquid structure.
The suspicion that inaccuracies of the SAPT-5s pair po-
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tential are responsible for the discrepancies with experiment
for liquid water was confirmed by the development of a re-
cent pair potential for water.90 This potential was created to
test the ability of generating the complete potential surfaces
by the new version of SAPT based on the DFT description of
monomers and denoted by SAPTDFT—see Refs. 91–93
and references therein. Somewhat surprisingly, the resulting
potential, named SDFT-5s, was found to be overall predict-
ing the experimental properties better than SAPT-5s, al-
though some VRT transitions were recovered significantly
worse. In particular, the new potential recovered the structure
of liquid water substantially better than SAPT-5s. This indi-
cated that inaccuracies of the two-body part are actually the
major reason for the discrepancies with experiments seen in
Ref. 87. To check this possibility, we decided to develop one
more ab initio pair potential for water. To reach as high ac-
curacy as possible, we applied the CCSDT approach, a
higher-level method than the currently programed SAPT. Al-
though, for most dimers, SAPT and CCSDT energies are
very close, the small differences may be relevant for simula-
tions of water. In order to make our potential nearly basis set
independent, we obtained it as a sum of the MBPT2 interac-
tion energy extrapolated to the CBS limit and the contribu-
tion beyond MBPT2 from CCSDT calculations in an aug-
mented triple-zeta quality basis set. The analytic, six-
dimensional representation is similar to that used for SAPT-
5s, except that it contains an induction term in the form of
the classical polarization model, which makes it possible to
automatically include asymptotic many-body induction ef-
fects when considering clusters or condensed phases. In this
respect, the potential described here, which we shall refer to
as CC-pol, may be placed in the category of “polarizable
potentials.” The CC-pol potential has been briefly described
in Ref. 66. In the current paper, we will present the ab initio
calculations and estimate their accuracy as well as develop
the asymptotic part of the potential surface. The main part of
the present work will be a test of the CC-pol potential in
predictions of characteristic points on the surface. The CC-
pol potential has been applied in calculations of VRT spectra
of the water dimer, calculations of virial coefficients, and in
simulations of liquid water.66 A more detailed account of
these applications is given in the paper accompanying the
present one.94
The outline of the paper is as follows. In Sec. II we
present the details of our ab initio calculations, followed in
Sec. III by the description of the fitting function and strategy.
Section IV discusses the stationary points found on the CC-
pol surface and compares them to those from the high-level
ab initio optimizations of Tschumper et al.,41 as well as to
those given by the SAPT-5s Ref. 74 and VRTASP-W
Ref. 69 potentials. Comparison of the CC-pol potential
with SAPT-5s is continued in Sec. V. Finally, Sec. VI con-
tains a summary and conclusions.
II. METHOD
A. Interaction energies
The potential reported in this work describes the interac-
tion between two rigid water molecules. As argued in
Ref. 95, if the nuclear dynamics of the dimer is to be ap-
proximated by rigid molecule dynamics, the preferred rigid-
monomer structure is the one corresponding to the geometry
averaged over the vibrational ground state of the monomer.
Thus, following Ref. 96, we make the O–H distance equal to
0.971 625 7 Å and the HOH angle equal to 104.66°. The set
of 2510 dimer geometries used in our calculations is the
same as in Ref. 74. It contains a broad spectrum of configu-
rations, covering the vicinities of the minima and saddle
points, regions giving large contributions to the second virial
coefficient, as well as configurations that are characteristic
for liquid water and ice.
For each dimer geometry, the interaction energy is cal-
culated in the supermolecular approach using the counter-
poise CP correction scheme of Boys and Bernardi,97–100
i.e., as the difference between the energy of the dimer and
the sum of the energies of the monomers, all obtained in the
full basis set of the dimer. We used the correlation-consistent
augmented aug-cc-pVXZ basis sets of Dunning and
co-workers,101,102 with X=T,Q. For a number of geometries,
the X=5 basis was also used to assess the convergence of the
results. In each case, a 14-term set of 3s2p1d bond
functions73 was added at the point midway between the cen-
ters of mass of the monomers. In all our calculations, all
electrons were correlated.
Let Eint
SCFX, Eint
MBPT2X, and Eint
CCSDTX denote the su-
permolecular interaction energies at the SCF, MBPT2, and
CCSDT levels, respectively, calculated at a given dimer
geometry in the aug-cc-pVXZ basis set with the bond func-
tions specified above. With the MBPT2 and CCSDT cor-
relation contributions given by
Eint
MBPT2X = Eint
MBPT2X − Eint
SCFX , 1
Eint
CCSDTX = Eint
CCSDTX − Eint
MBPT2X , 2
we define the interaction energy at a given dimer geometry
as
Eintextr = Eint
SCFQ + EintMBPT2TQ + EintCCSDTT ,
3
where the MBPT2 correlation contribution has been extrapo-
lated to the infinite basis set limit from the X=T and X=Q
results using the X−3-type scheme X=2,3 ,4 is traditionally
denoted by D, T, Q, respectively,
Eint
MBPT2TQ = EintMBPT2Q
+ 2737Eint
MBPT2Q − EintMBPT2T . 4
All the quantities on the right-hand side rhs of Eqs. 1–4
were computed using the MOLPRO package.103
To assess the accuracy of the SCF component Eint
SCFQ
and of the extrapolation Eq. 4, we performed additional
calculations at the MBPT2 level for a few points in the re-
gion of the potential well using the aug-cc-pV5Z basis set.
Based on the differences between the X=Q and X=5 results,
the SCF component may be considered accurate to better
than 0.01 kcal /mol. For the MBPT2 component, we have
used X=Q and X=5 energies in an extrapolation formula
analogous to Eq. 4 to obtain Eint
MBPT2Q5. The differences
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between the Eint
MBPT2TQ and EintMBPT2Q5 values aver-
aged around 0.03 kcal /mol, which may be considered a rea-
sonable estimate of the error of the MBPT2 correlation com-
ponent of our potential. This estimate is consistent with the
one proposed in Ref. 41, based on similar extrapolations.
One may add that the Q5 extrapolations performed with and
without bond functions gave CBS limits to within
0.005 kcal /mol of each other. This is an additional indication
that these limits are likely converged to about 0.01 kcal /mol,
confirming our estimates of accuracy.
The basis set saturation of the contribution Eint
CCSDT
was assessed by calculating this contribution in the aug-cc-
pVQZ basis plus bond functions for 189 dimer geometries
randomly selected from the set of 2510 and extrapolating as
in Eq. 4 to obtain the quantity Eint
CCSDTTQ. The latter
quantity and Eint
CCSDTT are shown in Fig. 1 for the 189
points as functions of the total interaction energy Eintextr of
Eq. 3. The immediate observation is that, for most test
configurations, the correlation effects beyond MBPT2 are at-
tractive and non-negligible, often exceeding −0.2 kcal /mol.
Closer inspection shows that near the global minimum and
other low-energy stationary points vide infra, these effects
are smaller, on the order of −0.05 kcal /mol or less, consis-
tent with literature findings.41,46 However, the larger magni-
tude of high-level correlation contributions for other dimer
configurations indicates that the use of the CCSDT method
for obtaining the complete potential surface is needed at the
desired level of accuracy. Similar conclusions can be reached
based on the work of Torheyden and Jansen.78 The discrep-
ancies between Eint
CCSDTT and Eint
CCSDTTQ are gener-
ally much smaller than either of the latter quantities. It is safe
to conclude that, for important configurations, the high-order
beyond MBPT2 CCSDT correlation contributions to
Eintextr computed in the aug-cc-pVTZ basis differ by less
than about 0.02 kcal /mol from the true values. It is also
interesting to note that, except for several attractive configu-
rations, the extrapolated quantity Eint
CCSDTTQ is smaller
in absolute value than its counterpart obtained in the aug-cc-
pVTZ basis.
Taking into account the saturation of all quantities on the
rhs of Eq. 3 with basis set size, one can estimate the total
interaction energy Eintextr in the well region to be within
0.05 kcal /mol of the exact CCSDT value. Whereas this
error estimate has been obtained by adding the
0.03 kcal /mol error in Eint
MBPT2TQ to the 0.02 kcal /mol
error in Eint
CCSDTT, the two errors are in most cases of
opposite sign, so that the 0.05 kcal /mol estimate may be too
conservative. The difference between the CCSDT interac-
tion energy and the full configuration interaction FCI result
is not known for the water dimer, not even in a small basis
set. The only information about the effects beyond CCSDT
is from the BDTQ method. The difference between the
BDTQ and CCSDT interaction energies, which mainly
accounts for the effects of “true” quadruple excitations, is
only about 0.02 kcal /mol.41 Thus, the potential given by Eq.
3 should be quite close to the exact Born-Oppenheimer
surface, to within 0.07 kcal /mol or better. For comparison,
the accuracy of the SAPT-5s potential was about
0.3 kcal /mol. The accuracy estimate of our CCSDT calcu-
lations is essentially the same as that proposed by Tschumper
et al.41 These authors computed Eint
MBPT2 in larger basis sets,
up to X=6 although without midbond functions, but the
extrapolations based on the TQ results appear to be almost as
accurate as those based on the 56 ones. The Eint
CCSDTT
contribution was obtained in both cases from X=T calcula-
tions. Note that the present work achieves this accuracy for
the complete surface, whereas Ref. 41 gets it only for a few
points on the surface.
Results of all ab initio calculations described above are
available as a part of the Supporting Information.104
B. Asymptotic region of the potential
In the region of large intermolecular separations R, the
multipole expansion of the interaction operator can be used
to obtain the interaction energy as an asymptotic series in
inverse powers of R with coefficients the so-called van der
Waals constants dependent only on the properties of the
monomers: multipole moments and polarizabilities static
and dynamic. The asymptotic information can be built into
the analytic representation of the potential energy surface. To
this end, one needs to compute multipoles and van der Waals
constants at the level consistent with the short-range calcu-
lations.
The tesseral105,106 multipole moments Qlm through l=7
were calculated in a manner analogous to Eq. 3 as
Qlm = QlmSCFQ + QlmMBPT2TQ + QlmCCSDTT , 5
where the correlation contributions in basis set X are defined
as
QlmMBPT2X = QlmMBPT2X − QlmSCFX , 6
QlmCCSDTX = QlmCCSDTX − QlmMBPT2X , 7
and QlmMBPT2TQ denotes the MBPT2 contribution extrapo-
lated as in Eq. 4. All multipole moments in the expressions
above are calculated with the inclusion of orbital relaxation,
i.e., as derivatives of the total electronic energy of the mol-
ecule computed using a given method with respect to the
FIG. 1. Color online Basis set convergence of Eint
CCSDT for a set of 189
dimer geometries randomly selected from among 2510. Squares:
Eint
CCSDTTQ, triangles: EintCCSDTT.
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proper multipolar field. In the case of the SCF and MBPT2
methods, such a differentiation can be performed analytically
in the former case, it is equivalent to calculating the multi-
pole moments as average values with the SCF determinant
and we used the program MOMDRE from the POLCOR suite
of codes by Wormer and Hettema107,108 for this purpose. To
obtain the QlmCCSDT contributions, the finite-field technique
was used to get QlmCCSDT, and then QlmMBPT2 computed by
MOMDRE via analytic differentiation was subtracted. The
value of the field parameter in the finite-field CCSDT cal-
culations ranged from 10−5 to 10−6 a.u., which ensured the
stability of the numerical derivative to within a few percent.
The dipole moment of the water molecule resulting from this
procedure is equal to −0.7321 a.u., virtually identical to the
experimental value of −0.73 a.u.109 Our CCSDT values of
the quadrupole moment components Q20 and Q22 were equal
to −0.1174 and 2.1969 a.u., respectively, which can be com-
pared to the experimental estimates110 of −0.20 and 2.20 a.u.,
respectively.
The expressions for the van der Waals constants describ-
ing the dispersion and induction interactions in the
asymptotic region are not available at the level consistent
with the CCSDT calculations. We therefore used the POL-
COR suite107,108 to compute these coefficients at the level
consistent with the currently implemented SAPT approach
see Ref. 73 for details, asymptotically equivalent to the
supermolecular MBPT4 level. Here again, the SCF more
strictly, coupled or uncoupled Hartree–Fock for induction
and dispersion components, respectively part of each coef-
ficient was computed in the aug-cc-pVQZ basis set, whereas
the correlation part was extrapolated from the aug-cc-pVTZ
and aug-cc-pVQZ results using the X−3 scheme. All the mul-
tipole moments and the asymptotic coefficients computed in
this work are available in the Supporting Information.104
III. FIT
A. Functional form
The interaction energies Eintextr of Eq. 3 were fitted
to a function consisting of a site-site component and a term
representing the induction interaction,
V = 
aA,bB
uabrab + V2
indA,B . 8
The individual site-site “potentials” uab, depending on the
distances rab between two sites located on different mono-
mers, have the same form as in Ref. 74,
uabrab = 1 + 
m=1
3
am
ab
rab
m eab−abrab + f11ab,rabqaqb
rab
+ 
n=6,8,10
fnnab,rab
Cn
ab
rab
n
. 9
The functions uab can be viewed as extensions of the
Buckingham-type potential, containing the exponential term,
the electrostatic term with site charges qa and qb, and the rab
−n
terms with coefficients Cn
ab responsible for the asymptotic
part of the dispersion interaction as well as the remainder of
asymptotic induction energy not recovered by V2
ind
. To pre-
vent the asymptotic terms from diverging at short intermo-
lecular distances, these terms except for V2
ind are multiplied
by the Tang-Toennies damping functions,111
fn,r = 1 − e−r
m=0
n
rm
m!
, 10
which are close to 1 for large r, but continuously decay to
zero when r decreases.
The sites involved in the summation in Eq. 8 have been
described in detail and listed in Table I of Ref. 74. These are
the O and H atoms, four additional off-atomic sites located in
the plane perpendicular to the molecule two D1 and two D2
sites, and one site near the center of mass D3. The total
number of sites on each monomer is thus 8, and these sites
can be classified in five symmetry-unique types. Not all
types of sites carry all types of interactions implied by for-
mula 9. Specifically, the charges of the D2 and D3 sites are
set equal to zero, which implies that the damping parameters
1
ab with either a or b corresponding to any of these site types
need not be considered. Likewise, only the O and H atomic
sites participate in the modeling of the long-range dispersion
interactions, so that the only nonvanishing Cn
ab parameters
correspond to ab=OO, HH, or OH, and similarly for n
ab
,n
=6,8 ,10. The D1 site type is excluded from the exponential-
type interactions. Overall, the site-site part of V is deter-
mined by 77 adjustable parameters 3 charges qa, 10 each of
ab and ab parameters, 9 asymptotic coefficients Cn
ab
, 15
damping parameters n
ab
, and 30 polynomial coefficients am
ab.
The term V2
indA ,B where A ,B stands for the positions
and orientations of the two molecules describes the induc-
tion component of the interaction energy by means of a one-
center polarization model. In this model, an induced dipole is
generated on a single polarizable site located on each mol-
ecule as a result of interaction with the electric field of the
other molecules. In our model, the position of the polariz-
able center is the same as in the three-body potential of Ref.
81, i.e., near the center of mass of the molecule,
0.194 690 6 Å away from the oxygen atom towards the hy-
drogens this value was optimized in the process of fitting
the three-body potential. Rather than to define V2
ind
, we shall
consider the general case of N water molecules. In such a
system, the N-body induction energy in the polarization
model is given by
VN
ind
= −
1
2i=1
N
Ei · i
ind
, 11
where it is understood that VN
ind depends on the positions and
orientations of all molecules. Note that there is no damping
involved in formula 11. The electrostatic field Ei on the
polarizable center of molecule i is generated by the static
charges qx in Eq. 9 of all the other molecules, and the
induced dipole moments i
ind satisfy the set of coupled
equations
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i
ind
= Ei + 
ji
N
Tij j
ind . 12
In the equation above, Tij is the dipole-dipole interaction
matrix,
Tij = −
1
rij
3 1 − 3rij  rij
rij
2  , 13
where rij is the vector connecting the polarizable centers of
molecules i and j, the symbol  denotes a tensor product,
and =9.922 bohr3 is the experimental average dipole-
dipole polarizability of the molecule given by Murphy.112
The value of this quantity computed at the theory level con-
sistent with the currently implemented SAPT approach,73
i.e., the coupled Hartree–Fock polarizability plus the true
MBPT2 contribution,107,108 after applying the TQ CBS ex-
trapolation is equal to 9.5615 bohr3. The most accurate the-
oretical value was computed at the CCSDT level by
Maroulis113 using the equilibrium monomer geometry and
amounts to 9.620.03 bohr3. To precisely compare theory
with experiment, one has to add a correction for zero-point
energy ZPE vibrations to theoretical results and to extrapo-
late the experimental dynamic polarizability112 measured at
514.5 nm to zero frequency. The ZPE correction was com-
puted by Maroulis113 and by Avila114 who obtained values of
0.29 and 0.31 bohr3, respectively. An often quoted extrapo-
lation to zero frequency, resulting in a static polarizability of
9.830.02 bohr3, was performed by Russell and
Spackman115 from refractivities measured by Cuthbertson
and Cuthbertson.116 However, if newer measurements by
Newbound117 are used, the extrapolated value is
9.7030.013 bohr3. Note that Newbound’s extrapolation of
the Cuthbertson and Cuthbertson data resulted in a static
polarizability of 9.742 bohr3. The dynamic polarizability at
514.5 nm given by Newbound’s fit Eq. 6 in Ref. 117 with
the second coefficient divided by 10 is 9.907 bohr3,
0.015 bohr3 different from Murphy’s value. If the static po-
larizability of Ref. 117 is shifted by this difference, one ob-
tains 9.718 bohr3 as an alternative experimental estimate of
this quantity.
The set of coupled equations Eq. 12 may be solved
using a matrix inversion technique, or, as it was done here, in
an iterative manner until the induced dipoles converge. As
the convergence criterion, we used a threshold of
10−20 a.u.2 on the sum of squared differences between the
induced dipoles in two consecutive iterations.
The employed fitting strategy described further on im-
plies that the physical interpretation of the individual terms
in Eq. 9 is possible only in the large-R asymptotic region.
For shorter intermolecular distances, such as those near the
minimum, all terms in Eq. 9 together with the V2
ind term are
used to model the potential and only the sum of all these
terms is meaningful.
The functional form of the fit, Eq. 8, differs from the
one used in the SAPT-5s potential of Ref. 74 in that the bulk
of the induction component of the interaction energy has
been separated out as the “polarizable” V2
ind term instead of
being bundled with the dispersion component in a site-site
expansion in powers of rab
−1
. Such an approach has two ad-
vantages. First, V2
ind exactly reproduces the leading isotropic
R−6 term in the asymptotic expansion of the induction en-
ergy since our CCSDT dipole moments agree to all digits
with experiment and we use the experimental polarizability
and the leading anisotropic terms are correct within a few
percent only a small error results here from using the iso-
tropic polarizability instead of the complete polarizability
tensor, as this tensor is nearly isotropic. In fact, we have
checked that the use of V2
ind improves a separate fit to the
SAPT induction energy also for finite separations. Thus, al-
though the rab
−n expansion still has to compensate for the ap-
proximations involved in V2
ind
, the main task of this expan-
sion is to describe only the dispersion asymptotics, which
improves the accuracy of the fit. The second advantage of
using an explicit “polarizable” representation of the induc-
tion component is the ease of generalization to systems
larger than the dimer. The total N-body polarization energy
VN
int of Eq. 11 automatically accounts for the majority of
nonadditive induction effects, of crucial importance in water.
B. Fitting procedure
Adjustments of the parameters in Eq. 9 proceed in
three stages. First, the charges qx are obtained for x=O, H,
and D1 by fitting to the set of multipole moments of the
water molecule, calculated as described in Sec. II A. All mul-
tipoles through l=7 were used in the fit, with extra weight
put on the total charge i.e., the multipole l=0 to keep the
molecule electrically neutral.
The asymptotic parameters Cn
ab were obtained in the sec-
ond stage of the fit. The sum of the asymptotic dispersion
and induction energies was first computed ab initio on a set
of dimer geometries obtained from the original set of 2510
points by adding 3 Å to the R coordinate of each geometry.
To perform this computation, we used the one-center
asymptotic expansion118 with van der Waals constants
through R−12 obtained as described in Sec. II B and Ref. 73.
From the asymptotic energies computed in this way on the
grid of geometries, the term V2
ind was subtracted, and the
result was least-squares fitted to the undamped rab
−n expan-
sion with Cn
ab as free parameters. In this way, the part of
induction energy already reproduced by V2
ind is not accounted
for by Cn
ab
. The main task of the latter parameters is to model
the dispersion energy in the asymptotic region. During the
fitting of the site-site asymptotic coefficients, it was ensured
that the leading isotropic R−6 term of the ab initio disper-
sion plus induction asymptotics is reproduced exactly. This
was accomplished by imposing a constraint C6
OO+4C6
OH
+C6
HH=47.0829 a.u., where the number on the rhs is the
sum of the ab initio values of the isotropic dispersion and
induction C6 van der Waals constants 47.053 232 and
10.665 173 a.u., respectively minus 22=10.6355 a.u.
The latter quantity with the experimental isotropic polariz-
ability =9.922 bohr3, Ref. 112, and the dipole moment 
=0.732 090 2 a.u. given by our static charges is the coeffi-
cient of the isotropic R−6 component of V2
ind
.
All the remaining parameters in Eq. 9 were adjusted in
the third and final stage, by least-squares fitting to the
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Eintextr results computed at 2510 geometries according to
Eq. 3. During this nonlinear fit, the site charges qa and the
coefficients Cn
ab
, obtained independently in the previous
stages, were kept constant, which ensures that the asymptotic
behavior of the potential is not altered by the final fitting. A
variant of the Powell minimization routine was used to ex-
plore the space of nonlinear parameters ab ,ab, and n
ab
,
n=1,6 ,8 ,10. For each set of these parameters, the coeffi-
cients am
ab
, with m=1,2 ,3, were obtained by a linear least-
square fit. Each data point was weighted74 with a factor w
=1 / Eint+5.5 kcal /mol2, favoring the low-energy configu-
rations. The unweighted root-mean-square deviation rmsd
of the resulting fit calculated for points with Eintextr0
was 0.09 kcal /mol, much smaller than the overall rmsd of
0.42 kcal /mol. Thus, the errors introduced by the fitting pro-
cedure in the negative energy region are of the same order of
magnitude as the uncertainty of the ab initio calculations.
The rmsd of our fit is similar to that of the overlap-model fit
of Torheyden and Jansen78 amounting to 0.29 kcal /mol for
the 500 points considered there. On the other hand, Huang
et al.80 fitted their data more accurately as the rmsd for 9257
flexible-monomer grid points with energies up to
10 000 cm−1 above the minimum of the 12-dimensional po-
tential was only 10.5 cm−1 0.03 kcal /mol. This is due to
the fact that the functional form of the fit used by Huang
et al., after the internal degrees of freedom are frozen, con-
tains 108 free parameters compared to our 45 parameters
not counting the precomputed asymptotic parameters and is
thus more flexible. We could have made our fitting form
more flexible, but it would make MC/MD calculations too
time consuming.
To emphasize the “polarizable” character of the fit ob-
tained as described above and the fact that the ab initio data
came from a coupled-cluster calculation, we shall refer to
this potential surface as CC-pol. All the fit parameters as well
as a FORTRAN routine computing the CC-pol PES are avail-
able in the Supporting Information.104
IV. STATIONARY POINTS
The CC-pol potential energy surface was explored using
an implementation of the eigenvector following procedure119
with derivatives calculated numerically. The list of stationary
points found coincides with the set of structures numbers 1
through 10 considered in Refs. 40 and 41. We refer the
reader to Fig. 1 of Ref. 41 for a graphical representation of
these structures and the atom labeling used in the tables be-
low.
In accordance with multiple previous studies, the global
minimum is the nonplanar open structure number 1 with Cs
symmetry and one hydrogen bond. The parameters of this
structure as obtained from the CC-pol potential are shown in
Table I and compared to their counterparts resulting from
other theoretical models as well as to the experimental esti-
mates. The results of Tschumper et al.41 are of special inter-
est here as these have been obtained using basis sets and a
theory level very similar to ours. A direct comparison is,
however, rather difficult, since the study of Ref. 41 involved
full optimizations, including the intramonomer degrees of
TABLE I. Parameters of the global minimum of water dimer. Distances in Å, angles in degrees, energies in
kcal/mol. See Ref. 41 for definitions and atom labeling. Square brackets around rH2O1 indicate that this param-
eter was fixed during the optimization.
rO1O2 rH2O1 O2O1H2 O1O2Bisec Energy
CC-pol 2.9107 0.9716 6.48 122.66 −5.103a
CCSDTb 2.909 0.9653 4.47 124.92 −5.040.08
CCSDT+BDTQc −5.020.08
CCSDTd 2.9120.005 0.9639 5.5 124.4 −5.020.05
CCSDT-PESe 2.937 0.9675 5.9 −4.762
SAPT-5sf 2.9549 0.9716 6.36 127.16 −4.861
SAPT-5stg 2.9244 0.9716 6.95 121.5 −5.029
VRTASP-Wh 2.924 0.9572 −2.06 131.5 −4.91
VRTASP-WIIi 2.952 0.9572 −2.40 131.5 −4.85
Experiment 2.910.005j −110k 12310k −5.000.7j
aEnergy calculated ab initio using Eq. 3. The fit at the minimum predicts −5.097 kcal /mol.
bTschumper et al., Ref. 41, CP-uncorrected optimization using CCSDT method in TZ2Pf ,d+dif basis set.
Energy computed at the CCSDT level with CBS-extrapolated MBPT2 component and with a correction for
core effects.
cAs in footnote b plus EBDTQ correction.
dKlopper et al., Ref. 46, two-dimensional optimization using CBS-extrapolated CCSDT.
eHuang et al., Ref. 80, fit to CCSDT results in aug-cc-pVTZ basis. Values of rO1O2 and O2O1H2 computed by
us from data in Table II of Ref. 80.
fMas et al., Ref. 74, SAPT-5s fit to 2510 energies computed using SAPT method.
gReference 76, SAPT-5s fit with a subset of parameters tuned to reproduce one transition in the experimental
VRT spectrum of the dimer.
hReference 69, ASP-W potential with a subset of parameters tuned to reproduce the experimental VRT spectrum
of the dimer.
iReference 70, refit of VRTASP-W potential.
jMixed experimental-theoretical estimate from Ref. 74.
kThe values extracted by Odutola and Dyke Ref. 120 from rotational constants, i.e., averaged over the ground
rovibrational state.
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freedom. This results, in particular, in monomer geometries
generally close to the equilibrium isolated monomer geom-
etries, whereas we use vibrationally averaged geometries.
Nevertheless, the agreement between the obtained intermo-
lecular geometric parameters of Ref. 41 and those from CC-
pol is remarkably good. In the unrestricted optimizations, the
only intramonomer parameter which departs substantially
from the isolated-monomer equilibrium value is the length of
the OH bond involved in the hydrogen bond rH2O1. As shown
in Table I, this distance from the calculations of Refs. 41 and
46 becomes quite close to the vibrationally averaged value
used in our calculations. Both sets of results, the ones from
the CC-pol potential and the ones from Ref. 41, agree very
well with the geometry of Klopper et al.,46 obtained using
the CP-corrected CBS-extrapolated CCSDT method, as
well as with the experimental estimates within the error bars.
In Refs. 96, 73, and 74, the experimental value of the angle
O2O1H2, describing the nonlinearity of hydrogen bond and
referred to as , was incorrectly quoted as 510°. Also
shown in Table I are geometries obtained from the SAPT-5s
potential of Ref. 74 and its semiempirical counterpart
SAPT-5st,76 obtained by “tuning” SAPT-5s to the VRT spec-
trum. While the angular parameters from SAPT-5s agree well
with those from CC-pol, the O–O distance rO1O2 is by
0.05 Å too large. In Ref. 74, it was suggested that this in-
crease might be caused by using the vibrationally averaged,
“r0,” monomer geometry in the ab initio calculations leading
to the SAPT-5s surface. However, since the same monomer
geometry is employed in CC-pol, it is now clear that the too
large O–O separation in the SAPT-5s minimum configuration
must be due to deficiencies in basis sets and theory levels
employed in Ref. 74. It is interesting that the O–O distance
obtained from the recent VRTASP-WII empirical dimer
potential,70 fitted to spectral data, is very similar to the one
predicted by the SAPT-5s potential, and therefore somewhat
too large. On the other hand, the rO1O2 prediction of the older
version of the fit, VRTASP-W,69 virtually identical to that
from the SAPT-5st potential, agrees much better with the
best ab initio estimates. Both VRTASP-W and VRTASP-
WII potentials agree with experiment in predicting the two
H atoms of the donor molecule being on the opposite sides of
the O–O axis negative O2O1H2, while all ab initio methods
considered and SAPT-5st predict the converse trend. On the
other hand, the ab initio derived O1O2Bisec angles tilt of the
acceptor molecule with respect to the O–O line are closer to
experiment than the ones from VRTASP-W potentials.
However, one should point out that the theoretical angles are
for the equilibrium of the potential, whereas the experimental
ones were obtained by fitting the measured dimer rotational
constants.120 Odutola and Dyke120 estimated the uncertainties
of the angles with respect to equilibrium values due to the
effects of the ground-state vibrational motion to be less
than 5°.
Comparison of the CC-pol interaction energy at the
minimum to the literature values from ab initio optimizations
is not straightforward, as the latter are computed as differ-
ences between the dimer energy obtained from all-coordinate
optimization and the monomer energies in monomer’s equi-
librium geometry. However, the authors of Ref. 46 also per-
formed optimizations with monomers fixed at their equilib-
rium geometries and using the same theory level and basis
sets as for the result quoted in Table I. The result of this
optimization Table V of Ref. 46 is −4.98 kcal /mol. If the
equilibrium monomer geometry is replaced by the r0 one in
both the dimer and the monomers, the vertical interaction
energy becomes more negative by about 0.12 kcal /mol, as
shown in Ref. 96, which leads to −5.10 kcal /mol, in almost
perfect agreement with the CC-pol result. This agreement is,
in fact, not surprising considering that both CC-pol and the
calculations of Ref. 41 used very similar theory and basis set
levels. As already pointed out in Ref. 74, the SAPT-5s mini-
mum is too shallow by about 0.3 kcal /mol. Similarly as with
the O–O distance, the depth of the SAPT-5s minimum is in
agreement with that obtained from the VRTASP-WII po-
tential. The more accurate VRTASP-WIII fit,70 as well as
the original VRTASP-W,69 both predict the well depth in
better agreement with the best ab initio results note that
neither the dimer geometry nor the tunneling barriers were
published for VRTASP-WIII Ref. 70. Also the “tuning”
of SAPT-5s leads to deepening of the well.
In addition to locating the minimum structure of the
dimer, we performed a more thorough exploration of the po-
tential surface to find the nine other stationary points. Param-
eters characterizing the intermolecular geometry of these
structures, as defined in Ref. 41, are collected in Table II and
compared to their counterparts obtained from the full
CCSDT optimizations in the TZ2Pf ,d+dif basis set.41
The energies of the stationary points relative to the global
minimum transition barriers are presented in Table III.
Despite the difference in treatment of the intramonomer
coordinates in both optimizations, the agreement between the
intermolecular geometries obtained is generally very good.
The rO2H2 distances differ by no more than a few hundredths
of angstroms and the angular parameters by a few degrees.
Consistent with the conclusions of Ref. 41, the lowest-energy
saddle point on the CC-pol surface is the structure number 2
of C1 symmetry, while the flat Cs structure number 3 turns
out to be a stationary point of index 2. There is quite a
substantial difference in the 	H4O2O1H2 dihedral angle be-
tween the number 2 structures from the two methods, which
is a manifestation of the flatness of the potential in this re-
gion. Another noticeable difference can be observed in the
case of the triply H-bonded structure number 7, for which the
CC-pol potential gives an rH2O2 distance longer by 0.2 Å
than the CCSDT ab initio optimization. Despite the simi-
larity between the parameters of structure number 5 from this
optimization and from CC-pol, the latter predicts this struc-
ture to be of index 1 rather than 2. For all the other struc-
tures, the numbers of negative Hessian eigenvalues are in
agreement between the two methods.
Table II also contains the geometric parameters obtained
from the SAPT-5s surface. We extended the explorations of
this surface described in Ref. 74 to account for stationary
points of index higher than 1. We were able to locate all such
structures considered in Ref. 41 except for number 5. Also,
as concluded before, SAPT-5s misses the C1 saddle point
number 2 and predicts the flat structure number 3 as a saddle
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point of index 1. Geometries of the remaining SAPT-5s sta-
tionary points are quite consistent with the two other sets.
The stationary-point structures, especially the ones of
index 1, are important from the point of view of the dimer
dynamics, since these structures lie on the paths of tunneling
between different equivalent minima. The tunneling gives
rise to splittings and shifts of energy levels with magnitudes
related to the barrier heights, i.e., the differences between the
interaction energies of the saddle points and that of the mini-
mum configuration. The barrier heights for all stationary-
point structures resulting from the CC-pol potential are pre-
sented in Table III and compared to the predictions of the
ab initio optimizations of Ref. 41 as well as of the SAPT-5s
and SAPT-5st potentials,74,75 the recent potentials of Refs. 78
and 80, and two empirical VRT potentials fitted to the dimer
spectrum. In addition to the barriers resulting directly from
the CC-pol fit, the corresponding ab initio values are also
shown in column 3, obtained by applying Eq. 3 at the ge-
ometries found on the fitted surface. Discrepancies between
these two sets of CC-pol barriers are typically below the
rmsd of the CC-pol fit 0.09 kcal /mol or 31 cm−1 for the
subset of data with Eint0 and usually amount to less than
10% of the barrier itself, except for the Ci structure number
4, for which the ab initio barrier is 18% higher than the fit
prediction. The lowest saddle point number 2, which accord-
ing to the fit is practically isoenergetic with the Cs structure
number 3, turns out to be 15 cm−1 lower than number 3 if
ab initio energies are used. This energy gap between struc-
ture numbers 2 and 3 is almost the same as predicted by
ab initio CCSDT optimizations of Ref. 41. In general, the
agreement between the barriers from the optimizations of
Ref. 41 and those from CC-pol is quite good, considering
that the energies have been obtained for slightly different
dimer geometries and more substantially different monomer
geometries. However, it is also likely that the agreement with
Ref. 41 would be improved if the accuracy of our fit in
reproducing the ab initio points were higher. Limitations of
the accuracy for the same fitting form as used for CC-pol
TABLE II. Intermolecular parameters of the stationary-point structures of water dimer. Distances in Å, angles in degrees. See Ref. 41 for definitions and atom
labeling. For each structure, the first line corresponds to the CC-pol potential of this work, the second line to the SAPT-5s potential of Ref. 74, and the third
line to the CCSDT optimizations of Ref. 41.
Structure Index rH2O2 O1H2O2 H3O2O1 H4O2O1 	O2H2O1H1 	H3O2O1H2 	H4O2O1H2
No. 1 nonplanar open Cs 0 1.9484 170.30 109.25 109.25 180.00 123.01 −123.01
0 1.9921 170.54 111.66 111.66 180.00 121.59 −121.59
0 1.9485 172.92 110.50 110.50 180.00 122.37 −122.37
No. 2 open C1 1 1.9619 168.84 112.48 140.48 155.33 166.32 7.45
¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯
1 1.9724 168.97 107.33 135.00 144.61 159.63 25.88
No. 3 planar open Cs 2 1.9633 167.82 112.26 143.06 180.00 180.00 0.00
1 2.0086 167.40 111.95 143.36 180.00 180.00 0.00
2 1.9813 167.59 109.96 145.00 180.00 180.00 0.00
No. 4 cyclic Ci 1 2.2631 114.30 127.71 47.30 −128.20 106.09 180.00
1 2.3135 113.40 131.50 48.32 −133.14 109.54 180.00
1 2.2796 114.84 132.32 47.15 −134.78 111.86 180.00
No. 5 cyclic C2 1 2.2665 111.89 143.16 49.18 −150.09 −116.64 −170.20
¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯
2 2.2810 112.52 145.10 48.95 −153.28 −118.27 −167.68
No. 6 cyclic C2h 3 2.2691 109.84 155.48 50.79 180.00 180.00 180.00
3 2.3122 109.66 155.91 51.22 180.00 180.00 180.00
3 2.2756 110.27 155.80 50.66 180.00 180.00 180.00
No. 7 triply H-bonded Cs 2 3.1998 69.21 54.40 54.40 180.00 −103.17 103.17
2 3.1551 73.23 55.13 55.13 180.00 −105.22 105.22
2 2.9997 77.32 55.16 55.16 180.00 −108.75 108.75
No. 8 doubly bifurcated C2h 3 3.1673 91.56 71.52 71.52 −64.34 180.00 66.83
3 3.1981 91.46 71.77 71.77 −64.73 180.00 67.08
3 3.1140 92.24 70.84 70.84 −64.02 180.00 67.93
No. 9 nonplanar bifurcated C2v 1 2.5610 110.18 127.65 127.65 0.00 −90.00 90.00
1 2.5890 110.37 127.66 127.66 0.00 −90.00 90.00
1 2.5154 112.03 127.79 127.79 0.00 −90.00 90.00
No. 10 planar bifurcated C2v 2 2.7149 111.19 127.65 127.65 0.00 0.00 180.00
2 2.7209 111.24 127.66 127.66 0.00 0.00 180.00
2 2.6830 112.92 127.95 127.95 0.00 0.00 180.00
094313-10 Bukowski et al. J. Chem. Phys. 128, 094313 2008
Downloaded 25 May 2012 to 131.174.17.23. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
have been discussed in Ref. 79. Although the well depth of
the fit of Huang et al.80 is by 91 cm−1 too low, cf. Table I, the
barriers given by this fit are in significantly better agreement
with Ref. 41 than our results discrepancies ranging from
below 1% to 9% whereas those of CC-pol range from 1% to
18%. One reason is certainly that the stationary point search
by Huang et al. is performed with flexible monomers, just as
in Ref. 41, but the other reason could be the better reproduc-
tion of the ab initio points by their fit. In the case of the
SAPT-5s results, the lowest three barriers for structure num-
bers 3, 4, and 6 are significantly lower than their counter-
parts predicted by the other two methods. The small height
of the number 3 barrier, primarily responsible for the accep-
tor tunneling,75,76 may be the reason for the corresponding
tunneling splitting calculated with the SAPT-5s surface being
too large compared to experiment. It is worth noting in this
context that “tuning” of the SAPT-5s potential to reproduce
this splitting76 resulted in both numbers 3 and 4 barriers very
close to the current CC-pol values, as seen from the SAPT-
5st column of Table III. On the other hand, the VRTASP-W
Ref. 69 and VRTASP-WII Ref. 70 empirical potentials
produce barrier number 2 similar to barrier number 3 of
SAPT-5s. These two barriers can be compared to one another
since the geometries of the corresponding saddle points are
very similar. Barrier number 4 of the former potentials is in
turn larger than that of SAPT-5s and fairly close to that of
CC-pol. On the other hand, the bifurcation barrier number 9
is predicted by the empirical potentials to be about 200 cm−1
lower than those obtained from ab initio potentials, but it
should be noted that the bifurcation shifts in the spectra that
are sensitive to this barrier are very badly reproduced by the
VRTASP-WIII potential.121 Although the barriers given by
the four discussed potentials are fairly different, the spectra
are of comparable accuracy.66 Clearly, the heights of the bar-
riers are not the only factors responsible for the magnitudes
of the splittings; the barrier widths and coupling between
different coordinates also play major roles. It is also interest-
ing to note that the barriers for structure numbers 7 and 10
computed from the SAPT-5s surface are in very good agree-
ment with those of Ref. 41, while the corresponding CC-pol
results are somewhat higher. The overlap-model fit of
Torheyden and Jansen78 gives somewhat larger discrepancies
with the barriers of Ref. 41 than the other potentials, ranging
from 11% to 86%. On the other hand, although the SAPT-5s
potential produces smaller discrepancies from below 1% to
24%, it misses two saddle points whereas the fit of Ref. 78
recovers all of them. To our knowledge, the barriers of the
TTM2 potentials63–65 have not been published. For their pre-
decessor, the TTM potential,122 the barriers were found123 for
structure numbers 4, 5, and 9 and are in 27%, 13%, and 44%
error compared to the results of Ref. 41.
V. OVERALL COMPARISON TO SAPT-5s
One of the advantages of developing interaction poten-
tials from ab initio calculations is that the increase of the
level of theory, improvements of the quality of the basis set,
and use of more flexible fitting functions should, in principle,
lead to more accurate predictions. In order to analyze future
directions for such developments, it is important to identify
the most essential changes in the current step, i.e., to com-
pare the CC-pol potential with the SAPT-5s potential of Ref.
74. Section IV already highlighted some important differ-
ences between CC-pol and SAPT-5s pertaining to the pre-
dicted characteristic points and energy barriers. Here we take
a more global approach and compare the presently computed
interaction energies Eintextr with their counterparts
EintSAPT obtained in Refs. 73 and 74 using the SAPT
method. Such a comparison is presented in Fig. 2, where the
difference between the two energies is plotted against the
total interaction energy for a large subset of the 2510 geom-
etries used in the fits. Analysis of the leftmost part of the plot
corresponding to the most attractive geometries confirms
the conjecture of Ref. 74 that the truncation of basis set and
theory level resulted in the SAPT interaction energies being a
few tenths of kcal/mol too shallow in the minimum region. It
TABLE III. Interaction energies in cm−1 at the stationary-point structures of the water dimer relative to the minimum. See Fig. 1 in Ref. 41 for a graphical
representation of all structures.
Structure CC-pola Eintextrb CCSDTc SAPT-5sd SAPT-5ste TJf HBBg VRTh VRTi
No. 2 open C1 188 199 1815 161 164 157 154
No. 3 planar open Cs 189 214 1986 156 222 263 197
No. 4 cyclic Ci 211 257 24515 185 248 456 245 207 229
No. 5 cyclic C2 331 344 33315 603 329
No. 6 cyclic C2h 352 365 34818 280 594 347
No. 7 triply H-bonded Cs 747 702 63418 659 839 601
No. 8 doubly bifurcated C2h 1334 1297 124921 1244 1422 1186
No. 9 nonplanar bifurcated C2v 731 703 62516 636 685 829 589 394 430
No. 10 planar bifurcated C2v 1006 1023 94823 897 1123 897
aPredictions of the CC-pol fit.
bAb initio calculations according to Eq. 3 at the geometry predicted by the CC-pol fit.
cReference 41.
dReference 74.
eReference 76.
fTorheyden and Jansen, overlap-model fit. Reference 78.
gCCSDT-PES, flexible monomers. Reference 80.
hVRTASP-W. Reference 69.
iVRTASP-WII. Reference 70.
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is clear from Fig. 2 that the Eintextr energies are more at-
tractive positive values in Fig. 2 than the SAPT ones for a
vast majority 80% of all 2115 data points shown. In the
negative-energy region, the differences are in a few cases as
large as 1 kcal /mol, although most points in this region are
within 0.3 kcal /mol. In the positive-energy predominantly
short-range region, the discrepancies become overall more
positive. The largest differences, up to about 1.5 kcal /mol,
occur on the repulsive wall of the potential, where the radial
derivative is large and negative. The onset of the repulsive
wall on the Eintextr surface occurs for slightly shorter in-
termolecular distances than in the case of the SAPT poten-
tial. This phenomenon is illustrated more explicitly in Fig. 3,
where radial cross sections through the CC-pol and SAPT-5s
fitted surfaces are plotted for three representative angular
configurations of the dimer, corresponding to three of the
stationary points found on the CC-pol surface see Sec. IV.
For all three configurations, the CC-pol potential is less re-
pulsive than SAPT-5s, allowing the monomers to approach
closer. In addition, for structure numbers 1 and 4, the radial
minimum on the CC-pol potential is shifted to shorter dis-
tances. In the case of configuration number 9, SAPT-5s is
slightly more attractive in the region to the right of the mini-
mum. Regions like this are the source of the small subset of
points lying below the horizontal zero axis in Fig. 2. Overall,
the difference between the CC-pol and SAPT-5s potentials is
smaller for configuration number 9 than for numbers 1 and 4.
Treating CC-pol as a benchmark, one concludes that the ac-
curacy of SAPT-5s is uneven in different regions of the con-
figurational space. In particular, the hydrogen-bonded con-
figurations, similar to the global minimum, do not experience
sufficient attraction compared to other configurations. Since
the former type of configurations are important for the tetra-
hedral structure of liquid water, it is possible that this defi-
ciency of SAPT-5s results in the problems this potential en-
counters in reproducing the liquid structure.87
Since the main difference between the CC-pol and
SAPT-5s potentials is due to the level of theory and the basis
set employed the modification of the fitting function is only
of secondary importance, one may ask which of the two
factors was more relevant. Calculations of Torheyden and
Jansen78 indicate that the basis set incompleteness is the
main source of errors of the SAPT-5s potential. These au-
thors compared SAPT interaction energies computed using
the aug-cc-pVTZ basis plus bond functions a more complete
basis set than that used in the development of SAPT-5s with
CBS TQ-extrapolated CCSDT interaction energies at 494
grid points and found the two sets of results to be very close
to each other. They pointed out that this is due to a fortuitous
but systematic cancellation of theory and basis set errors and
SAPT interaction energies computed in the same basis set as
CCSDT tend to be more negative. However, for the attrac-
tive part of the potential, the differences between the two
methods at the CBS limit remain very small, of the order of
0.1 kcal /mol. Thus, in the medium- and long-range regions
the CBS picture is in fact similar to that shown in Fig. 3,
except that the very good agreement extends to smaller sepa-
rations. On the other hand, on the repulsive wall, already in
the negative interaction energy region, the SAPT results at
the CBS level get below the CCSDT results, just opposite
to the situation shown in Fig. 3, and the discrepancies can be
a few tenths of kcal/mol. This trend is mainly due to the use
of the S2 approximation in the second-order exchange cor-
rections of SAPT and to the fact that the exchange quenching
of the dispersion energy is incomplete.124
VI. SUMMARY AND CONCLUSIONS
A six-dimensional CC-pol interaction potential energy
surface for the water dimer has been developed based on
ab initio calculations utilizing the supermolecular approach
at the CCSDT level of theory with the MBPT2 component
extrapolated from the aug-cc-pVTZ and aug-cc-pVQZ basis
sets and terms beyond MBPT2 computed in the aug-cc-
pVTZ basis. All basis sets have been supplemented by bond
functions. The overall accuracy of the interaction energies
obtained in this way is estimated to be better than about
0.07 kcal /mol in the region of the attractive well, a smaller
uncertainty than that of any previous water dimer potential.
The contribution from the CCSDT method beyond the
MBPT2 level Eint
CCSDT
was found to be more important
FIG. 2. Comparison of Eintextr calculated in this work and EintSAPT of
Ref. 74. Only those of the 2510 dimer geometries are included for which the
interaction energy does not exceed 10 kcal /mol.
FIG. 3. Radial cross sections through the CC-pol solid lines and SAPT-5s
circles potentials for angular configurations corresponding to three station-
ary points, as found on the CC-pol surface. R is the distance between the
centers of mass of the monomers.
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than previously thought. Whereas Eint
CCSDT is almost negli-
gible at the minimum and at other characteristic points, in
large regions of configuration space this contribution exceeds
0.2 kcal /mol. The ab initio energies at 2510 geometries have
been fitted using a site-site form with a one-center dipole
polarization term added to represent the bulk of the induction
energy. The latter term is readily generalized to approxi-
mately reproduce the nonadditive induction effects in larger
clusters and condensed phases. The chosen form of the fitting
function represents a compromise between the requirement
of fitting the ab initio points as closely as possible and of
reasonably fast calculations of the potential, critical for
MC/MD simulations.
The CC-pol minimum angular configuration agrees with
the experimental determination of Ref. 120, whereas the
minimum separation and the depth of the potential agree
very well with the best mixed experimental/theoretical esti-
mates. The agreement between the current predictions for the
minimum and the results of the most accurate literature
ab initio calculations41,46 is excellent. To some extent this is
due to the use of nearly identical levels of theory and basis
sets, but an analysis of the convergence patterns indicates
that all these calculations are very close to limit values. In
fact, purely theoretical parameters of the minimum configu-
ration are now more accurate than the experimental or mixed
parameters. Thus, the present work extends such an accurate
treatment of the water dimer from a few characteristic points
to the complete potential surface. The VRTASP-W empiri-
cal potentials give parameters of the minimum somewhat
farther from the benchmark values than the CC-pol ones.
The fitted CC-pol potential surface features the station-
ary points in very good agreement with the results of the
ab initio investigations by Tschumper et al.41 using the
CCSDT method. The rO2H2 distances differ by no more
than a few hundredths of angstroms and the angular param-
eters by a few degrees. The ab initio barriers computed at
CC-pol characteristic points differ by less than 12% from
those of Ref. 41. This is a very reasonable agreement taking
into account that the latter optimizations also vary the intra-
monomer coordinates. Compared to SAPT-5s, the discrepan-
cies with respect to the barriers of Tschumper et al. were
reduced by a factor of 2–5 for small barriers those below
350 cm−1, most relevant for the VRT spectrum. For larger
barriers, SAPT-5s actually agrees better. The VRTASP-W
potentials show discrepancies in barrier heights exceeding
12% except for one case.
The CC-pol potential can be compared to a recent poten-
tial obtained by Huang et al.80 using the CCSDT method
and the aug-cc-pVTZ basis set. Since this basis set was
smaller than that used by us at the MBPT2 level, contained
no bond functions, and no CBS extrapolations were per-
formed, our ab initio interaction energies should be more
accurate than those of Ref. 80. The potential of Huang et al.
was fitted to almost 20 000 interaction energies calculated at
geometries including the variation of the monomer coordi-
nates. The authors of Ref. 80 have not specified how many of
these points would correspond to rigid monomers, but if the
Euler angles determining the mutual orientation of the mono-
mer and the intramonomer coordinates were sampled evenly,
this would correspond to a few hundred points for a rigid-
monomer potential, less than the number used by us. The
functional form of the fit used by Huang et al. contained
relatively more adjustable parameters in the intermonomer
coordinates than our form. Consequently, the rmsd of the fit
of Ref. 80 was a few times smaller than ours. However, due
to the larger number of terms and lack of proper asymptotic
properties, the potential of Ref. 80 may be difficult to apply
in simulations of liquid water. The barriers predicted by this
potential are in most cases in a better agreement with the
results of Tschumper et al.41 than the CC-pol barriers. This is
probably due both to the account for the monomer-flexibility
effects and the better reproduction of the ab initio points by
the fit of Ref. 80.
Comparison of the CC-pol surface with the SAPT-5s po-
tential of Ref. 74 reveals that the accuracy of the latter is
somewhat uneven for different angular configurations of the
dimer. In hydrogen-bonded configurations characteristic for
the tetrahedral structure, the well predicted by SAPT-5s is by
about 0.3 kcal /mol too shallow and the onset of the repul-
sive wall occurs at intermolecular distances which are by
0.05 Å too large. On the other hand, at some other configu-
rations, such as the stationary point number 9, the agreement
between CC-pol and SAPT-5s is much better. The deficien-
cies of the SAPT-5s potential result mainly from the incom-
pleteness of the basis set used to compute it.
Applications of the CC-pol potential to predictions of
water dimer spectra, second virial coefficients, and properties
of liquid water were recently presented66 and more details of
this work will be given in a subsequent paper. Comparison of
these results to literature data shows that CC-pol for liquid
water, CC-pol was used together with the three-body poten-
tial from Ref. 81 simultaneously recovers the whole range
of investigated properties with high accuracy. Although some
properties are predicted slightly better by one or another
ab initio potential, each of those potentials produces very
large discrepancies with experiment on some other proper-
ties. Furthermore, all these properties are predicted by CC-
pol with an accuracy comparable to that achieved by the
empirical potentials fitted to a particular set of data. For ex-
ample, the CC-pol predictions of liquid water properties are
similar to those given by the empirical potentials fitted in
MD simulations, whereas the predictions for the water dimer
are similar to those given by the potentials fitted to the water
dimer spectra. By contrast, the empirical liquid-optimized
potentials perform very poorly in recovering the properties
of the water dimer dimer minimum geometry, spectra, and
virial coefficients. The semiempirical potentials fitted to
dimer spectra, SAPT-5st Ref. 75 and VRTASP-WIII,70
perform much better in such “across the board” comparisons,
but still not as good as CC-pol. For example, CC-pol predicts
dimer spectra somewhat better than the latter one and
slightly worse than the former potential. On the other hand,
CC-pol predicts the properties of liquid water better than
either of the semiempirical potentials. Thus, it appears that
CC-pol is the best current across the board representation of
the water force field. The ability of ab initio methods to
compute interaction potentials allowing predictions of ob-
servables with accuracies competitive to experiments should
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lead to better understanding of properties of matter. Such
potentials can be developed for molecules much larger than
water.125–127
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