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abstract
In this paper, a new and automatic moving-edge detection algorithm is proposed, based on using the heat
ﬂow analogy. This algorithm starts with anisotropic heat diffusion in the spatial domain, to remove noise
and sharpen region boundaries for the purpose of obtaining high quality edge data. Then, isotropic and
linear heat diffusion is applied in the temporal domain to calculate the total amount of heat ﬂow. The
moving-edges are represented as the total amount of heat ﬂow out from the reference frame. The overall
process is completed by non-maxima suppression and hysteresis thresholding to obtain binary moving-
edges. Evaluation, on a variety of data, indicates that this approach can handle noise in the temporal
domain because of the averaging inherent of isotropic heat ﬂow. Results also show that this technique
can detect moving-edges in image sequences, without background image subtraction.
 2010 Elsevier B.V. All rights reserved.
1. Introduction
Segmenting moving objects is a challenging and important
task in computer vision. It has many applications such as surveil-
lance, video communication, trafﬁc monitoring, people tracking,
content-based image coding and image compression. There are
many moving object segmentation techniques (Kim and Hwang,
2002; Ahn et al., 2004; Myerscough and Nixon, 2004; Kim, 2005;
Zhang and Zhao, 2006; Dewan et al., 2007; Hwang and Clark,
1990a,b), which are based on moving-edge detection. We ﬁrst
review some of these techniques, and then describe the use of
the heat ﬂow analogy in image analysis which also includes the
proposed model and its advantages as a feature extraction.
1.1. Related works
Moving-edge detection has attracted attention for moving ob-
ject segmentation. Kim and Hwang (2002) segment moving objects
based on extracted moving-edges. Moving-edge points are gener-
ated based on processing the frames difference edge map, current
frame edge map, and background edge map. These spatial domain
edge maps are obtained using the Canny edge detector, which in-
volves Gaussian convolution to suppress noise. Ahn et al. (2004)
introduced a moving-edge detection algorithm to implement a
home security system. Their algorithm extracts edge segments
from the current image and eliminates the background edge seg-
ments by matching them with a reference edge list, where the ref-
erence edge list is generated from the set of training background
images. Myerscough and Nixon (2004) developed a moving-edge
detector by extracting feature points and feature velocities from
a sequence of images based on using phase congruency. The bene-
ﬁts of using phase congruency are its illumination invariance and
good localization. In addition, since phase congruency is illumina-
tion invariant, there is no need for threshold selection in edge
detection. Kim (2005) proposed a moving-edge detection algo-
rithm by using entropy and cross-entropy approaches. They calcu-
late entropy in the current frame to determine spatial edges. Then,
they apply cross-entropy between current and previous images to
measure the dissimilarity. Finally, entropy and cross-entropy val-
ues are compared and thresholded to detect moving-edges. Zhang
and Zhao (2006) proposed a moving-edge detection algorithm
using wavelets to overcome noise. First, they ﬁnd change detection
mask in the wavelet domain. Then they apply Canny edge detec-
tion on the change detection mask to obtain the difference edge
map. Finally, the difference edge map is compared with current
frame edge map, background edge map and previous frame’s
moving-edges to obtain the current frame’s moving-edges.
Recently, Dewan et al. (2007) introduced an algorithm, which
utilizes the three most recent consecutive frames to isolate
moving-edges for moving object detection. They ﬁrst calculate
two difference images using those three consecutive frames. Then,
the Canny edge detection algorithm is applied to generate differ-
ence edge maps. In the difference edge maps, edge pixels are
grouped together to represent edge segments. Finally, since the
moving-edges of the middle frame are common in both difference
edge maps, they apply matching algorithm by using the size, shape
and position features of the edge segments.
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The heat ﬂow analogy has been deployed in various ways in im-
age processing and computer vision. It has been used for: image
smoothing and enhancement; region-based image segmentation;
thinning; active contours; and motion analysis. Anisotropic diffu-
sion, which was introduced to computer vision by Perona and
Malik (1990), is a state-of-art image enhancement technique. In
(Manay and Yezzi, 2003), the anti-geometric heat ﬂow model
was introduced for the segmentation of regions, where the ﬂow
was represented as diffusion through the normal direction of
edges. A smooth shape extraction algorithm was also presented
in (Direkog ˘lu and Nixon, 2007) by solving the particular heat con-
duction problems in the image domain. In (Ji and Feng, 2004), a
new thinning algorithm was introduced based on time-reversed
isotropic heat ﬂow. A geometric active contour (Caselles et al.,
1993; Malladi et al., 1995) was based on a curve moving in normal
direction with its curvature dependent on speed, which is also
called level set method (Osher and Sethian, 1988). The curve move-
ment in the level set approach has also been achieved with geo-
metric heat ﬂow (Kimia and Siddiqi, 1994). In motion analysis,
Makrogiannis and Bourbakis (2004) proposed a spatio-temporal
anisotropic heat diffusion for motion activity measurement.
In our research, a moving-edge detection algorithm is proposed
based on the heat ﬂow analogy. This algorithm starts with aniso-
tropic heat diffusion in the spatial domain to remove noise and
sharpen region boundaries for the purpose of obtaining high qual-
ity edge maps. Once the enhanced edge maps are observed in three
or more consecutive frames, isotropic and linear heat diffusion is
applied in the temporal domain to calculate the total amount of
heat ﬂow. The moving-edge map is represented as the total
amount of heat ﬂow out from the reference frames. The overall
process is completed by non-maxima suppression for thinning
and then hysteresis thresholding to obtain binary moving-edges.
Evaluation results indicate that this approach has advantages in
handling noise in the temporal domain because of the averaging
inherent in isotropic heat ﬂow. Results also show that this tech-
nique can detect moving-edges in image sequences without using
the background image. Note that the preliminary version and the
summary of this work were presented in (Direkog ˘lu and Nixon,
2006; Nixon et al., 2009), respectively. In this paper, we extend
the basis and evaluation of the new technique. Fig. 1 shows the
proposed algorithm to obtain the moving-edges at the reference
frame.
The rest of this paper is organized as follows. Section 2 intro-
duces the basic concepts of heat ﬂow. Section 3 discusses aniso-
tropic heat ﬂow for edge map enhancement. Section 4 introduces
our novel moving-edge detection method. Section 5 concerns eval-
uation and experimental results, prior to conclusions.
2. Basic concepts of heat ﬂow
In Physics, heat is the form of energy transferred due to the
temperature difference within or between bodies. Conduction,
convection and radiation are three different modes of heat ﬂow
(Holman, 2002). Here, we chose to investigate use of a conduction
model, since it is possible and easier to investigate numerical heat
conduction problem in the image and in the video domains. The
image and video domains are formed by a set of points and these
domains are convenient for the ﬁnite difference technique.
Conduction is the ﬂow of heat energy from high- to low-
temperature regions due to the presence of a thermal gradient in
a body (Holman, 2002). According to Fourier’s law of heat conduc-
tion, the heat ﬂow rate per unit area is,
f ¼  kð@T=@xÞð 1Þ
where f represents the heat-ﬂow rate, k is positive constant that is
called the thermal conductivity of a material, T is the temperature, x
is the position, oT/ox is the temperature gradient and the minus sign
indicates that heat ﬂows in the opposite direction to the tempera-
ture gradient, satisfying the second principle of thermodynamics.
If we consider a one-dimensional heat conduction system for an
element of thickness dx and area A as shown in Fig. 2, by the con-
servation of energy, the energy conducted in at the left face plus
the energy generated within element should be equal to the
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Fig. 1. Moving-edge detection.
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right face. These energy quantities are represented mathematically
as follows:
Energy in at the left face ¼ fx ¼  kAð@T=@xÞð 2Þ
Energy generated within element ¼ qAdx ð3Þ
Change in internal energy ¼ qcAð@T=@tÞdx ð4Þ
Energy out at the right face f xþdx ¼  kAð@T=@xÞ xþdx ð5Þ
where q is a heat source, which generates energy within element, c
is the speciﬁc heat of the material and q is its density. Combining
these relations gives
 kA
@T
@x
þ qAdx ¼ qcA
@T
@t
dx   Ak
@T
@x
þ
@
@x
k
@T
@x
  
dx
  
ð6Þ
The last term in Eq. (6), which is the energy out at the right face of
the element, is obtained by the ﬁrst order Taylor series expansion of
Eq. (5). After simpliﬁcation, we obtain the general heat conduction
or diffusion equation,
@T=@t ¼ að@
2T=@x
2ÞþQ ð7Þ
wherea = k/qc is called thermal diffusivity of the material and a lar-
ger values of a indicate faster heat diffusion through the material.
Q = q/qc is the source term that applies internal heating as a func-
tion of heat source. It can be uniformly or non-uniformly distrib-
uted over material body.
In our application, we consider an image to be a material with
property qc = 1 and without internal heat generation (no heat
source). These assumptions simplify Eq. (7) into the following
form,
@T=@t ¼ kð@
2T=@x
2Þð 8Þ
In this case, oT/ot describes change in internal energy or heat ﬂow
per unit area and per unit distance. The two-dimensional heat con-
duction equation can also be derived by the process explained
above and obtained as
@T=@t ¼ kð@
2T=@x
2 þ @
2T=@y
2Þ¼kDT ð9Þ
where D represents the spatial Laplace operator. Assuming that the
brightness at a point of a grey level image represents temperature
value, the change in brightness with time is related to the rate of
heat ﬂow. Here, we note that Eqs. (8) and (9) are obtained by
assuming the material has constant conductivity, k, which is called
uniform conductivity and in this case the heat equation is linear.I f
the conductivity of a material varies from point to point as a func-
tion of position or temperature, the material has non-uniform con-
ductivity and the heat equation is non-linear (Ozisik, 1977).
Furthermore, if a material has conductivity which is same in all
directions the material medium is called isotropic. Alternatively, a
material medium is called anisotropic, which means there exists
directional variation of conductivity. Eqs. (8) and (9) are obtained
by assuming that material has uniform conductivity and is an iso-
tropic medium. The solution of Eq. (9) provides the temperature
distribution over the material body and it depends on time, dis-
tance, properties of material, as well as on speciﬁed initial and
boundary conditions.
Initial conditions specify the temperature distribution in a body,
as a function of space, at the origin of the time coordinate (t = 0).
Initial conditions are represented as follows:
Tðx;t ¼ 0Þ¼FðxÞ; ð10Þ
where x =( x, y) is the space vector for the two-dimensional case and
F(x) is the function that speciﬁes the initial temperature inside the
body.
Boundary conditions specify the temperature or the heat ﬂow at
the boundaries of the body. There are three general types of bound-
ary conditions: Dirichlet, Neuman and Robin. Here, we consider the
Dirichlet and Neuman conditions, which are used in our algorithm.
In the Dirichlet condition, temperature is speciﬁed along the
boundary layer. It can be a function of space and time, or constant.
The Dirichlet condition is represented as follows:
Tðx;tÞ¼Uðx;tÞð 11Þ
where U(x, t) is the function that speciﬁes the temperature at the
boundary layer.
In the Neuman condition, the normal derivative of temperature,
heat ﬂow, is deﬁned at the boundary surface, and it can be a func-
tion of space and time, or constant. The Neuman condition is given
in the form
@Tðx;tÞ
@n
¼ Uðx;tÞð 12Þ
where U(x, t) is the function that speciﬁes the normal derivative of
temperature, oT(x, t)/on, at the boundary layer.
The numerical heat conduction problem can be investigated in
the image and video domains, since these domains are formed by
a set of points, as well as since they are convenient for the ﬁnite
difference technique. In our algorithm, we use the ﬁnite difference
technique for the solution of the heat conduction problems. We do
not consider the ﬁnite element methods, since our aim is to use the
heat analogy for feature extraction. As such, the ﬁnite element
methods would become rather complex for this aim.
3. Anisotropic heat diffusion and edge enhancement
Perona and Malik (1990) proposed anisotropic diffusion for
selective image smoothing that avoids blurring and localization
problems of the edges. The anisotropic heat diffusion problem is gi-
ven below:
@I
@t
¼ divðkðx;tÞrIðx;tÞÞ
Iðx;t ¼ 0Þ¼FðxÞ; initial condition
@Iðx;tÞ=@n ¼ 0; boundary condition
ð13Þ
where div represents divergence operator, r is a spatial gradient
operator, I(x, t) is the grey level image that is a function of position
x =( x, y) and time t, k(x, t)e [0, 1] is the conductivity coefﬁcient and
can be chosen to be a function kðx;tÞ¼gðjrIðx;tÞjÞ, which depends
on directional derivative of I(x, t) at each position and time. The ori-
ginal image, F(x), indicates the initial condition. The boundary of the
image is insulated, which is represented with a homogeneous
Neuman condition. In this boundary condition, there is no heat ﬂow
in or out of the image from the boundary. The anisotropic diffusion
equation is derived when the conductivity of a material (image) has
A 
δx    x 
x f x f δ +
q 
Fig. 2. One-dimensional heat conduction.
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conductivity is constant in all direction at each position and time,
Eq. (13) can be simpliﬁed to Eq. (9) in 2-D.
Different functions are used for gðjrIjÞ depending on the chosen
aim (image segmentation, edge detection, etc) as described in
Perona and Malik (1990). In our application, an exponential type
is used, (see Eq. (14)), which prefers high-contrast edges to low-
contrast ones.
gðrIÞ¼e
 ðjrIj=RÞ2
ð14Þ
R determines the rate of decay of the exponential function, and thus
the rate of smoothing. Note that, if gðjrIjÞ is constant (at all image
locations), this leads to isotropic heat diffusion. In Fig. 3, we illus-
trate the difference between isotropic and anisotropic diffusion
operations. Fig. 3(a) is a grey-scale image and Fig. 3(b) is its Sobel
edge map without any diffusion. Fig. 3(c) is the Sobel edge map
after isotropic diffusion, which causes loss of edge information.
On the other hand, Fig. 3(d) is the Sobel edge map of the anisotropic
diffused image with the conductivity function given by Eq. (14) and
it can easily be observed that high contrast edges are enhanced
while removing-edges due to noise, and thus important detail is
preserved. Note that we choose to use the Sobel operator as a ﬁnite
difference edge ﬁnder. Because, it is one of the best ﬁnite difference
edge detection operator (Nixon and Aguado, 2007) and it performs
better than other contemporaneous edge detection operators, such
as Prewitt operator.
4. Isotropic heat ﬂow in temporal domain
Here, we introduce a novel moving-edge detection technique.
Assume that we have three or more consecutive frames. Once
the enhanced Sobel edge maps are obtained in space, the isotropic
and linear heat equation with the proposed initial and boundary
conditions is applied in the temporal domain to calculate the total
amount of heat ﬂow. Assuming we have L consecutive frames, the
discrete formulation of the proposed heat conduction problem is
given below:
E
t
n ¼ E
t 1
n þ kDE
t 1
n ¼ E
t 1
n þ kðE
t 1
nþ1 þ E
t 1
n 1   2E
t 1
n Þ
E
t¼0
n ¼ Fn initial condition
E
t
n¼0 ¼ E
t¼0
0 ; E
t
n¼L 1 ¼ E
t¼0
L 1 boundary conditions
ð15Þ
where E
t 1
n , E
t 1
n 1 and E
t 1
nþ1 are Sobel edge mapped images respec-
tively for the reference frame (n), the previous frame (n   1) and
the next frame (n + 1) at iteration t, D is Laplacian operator, k is
thermal conductivity and 0 6 k 6 0.5 for the numerical scheme to
be stable in the one-dimensional case (Holman, 2002). The original
image sequences, Fn, indicates the initial condition and the pro-
posed boundary condition is Dirichlet with constant temperature.
In this boundary condition, the boundary frames always remain at
the initial values and there will be heat ﬂow in and out of the image
sequences. Since we assume there are moving objects in the consec-
utive images, moving-edge positions in any interior frame are ex-
pected to have higher brightness than the same positions at the
boundary frames. As a result of this, moving-edges diffuse out from
the reference frame to the neighbour frames and then out of image
sequences from the boundary frames.
Diffusion (the iteration) ceases, when we reach the steady-state
solution in the system, when there is no more heat ﬂow. The total
amount of heat ﬂow, for each frame, is calculated as follows. As-
sume that the initial scale is 0 (zero) and ﬁnal scale is t, then Eq.
(15) can be described as:
E
t
n ¼ E
0
n þ k
X t 1
i¼0
DE
i
n ð16Þ
Then, the total amount of heat ﬂow from the initial state to the stea-
dy-state is
jE
t
n   E
0
nj¼k
X t 1
i¼0
jDE
i
njð 17Þ
However, this gives us total heat in (+) and heat out (–) together dur-
ing diffusion. We are interested in total heat ﬂow out (HFO) from the
reference frame, En, which gives us the moving-edge map. This is
obtained as,
Fig. 3. Difference between isotropic and anisotropic diffusion.
C. Direkog ˘lu, M.S. Nixon/Pattern Recognition Letters 32 (2011) 270–279 273HFO ¼ k
X t 1
i¼0
jDE
i
nj; 8DE
i
n < 0 ð18Þ
Fig. 4 illustrates the process for three consecutive frames, where
Fig. 4a–c show successive images of a walking human subject. First,
anisotropic diffusion is applied in space with parameters values
k ¼ 0:2, R = 4 and for 50 iterations. Fig. 4d–f show enhanced Sobel
edge maps of these frames after anisotropic diffusion. Then, isotro-
pic diffusion is applied in temporal domain to calculate total
amount of heat ﬂow. This diffusion continues until we observe stea-
dy-state with a = 0.45, which needs 10 iterations in this experi-
ment. Fig. 4(g) shows total amount of heat ﬂow in the reference
Fig. 4. Moving-edge map extraction.
Fig. 5. Binary moving-edge observation.
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the moving-edge map. Only the moving-edges of the human subject
and some slight shadows remain, whilst largely removing the edges
introduced by the static background.
The overall process is completed by non-maxima suppression
(thinning) and hysteresis thresholding to observe the binary mov-
ing-edges. The non-maxima suppressed and hysteresis threshol-
ded images are shown respectively in Fig. 5(a) and (b).
5. Evaluation and experimental results
Performance evaluation is employed by comparing moving-
edge detection with 2-D Canny edge detection and 2-D Sobel edge
detection. Evaluation is performed using a white circle moving on a
black background with different levels of normally distributed
noise Nd(l, r
2). Binary edge images are computed at the reference
frame by moving edges, 2-D Canny and 2-D Sobel algorithms, sep-
arately. The Hough Transform (HT) is applied to the binary edge
images to extract the circle’s centre parameters. A root mean
square error (RMSE) is then employed to quantify the performance
of each algorithm.
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ððex   cxÞ
2 þð ey   cyÞ
2Þ=2
q
ð19Þ
where (ex, ey) are the extracted circle centre parameters and (cx, cy)
are the actual circle centre parameters. The quantity of noise is con-
sidered in terms of standard deviation r, with zero mean.
Note that (moving) edge detection is a low-level feature extrac-
tion (Nixon and Aguado, 2007), which do not give shape informa-
tion of the objects. Naturally, edges can be used within high-level
feature extraction to ﬁnd shapes. Hough Transform (HT) is a high-
level feature extraction that uses detected edges of the object to
estimate the shape. In our evaluation, the HT extracts circle centre
position from the edges and the RMSE computes dislocation of the
circle centre position (that means dislocation of the edges). Dislo-
cation in the circle centre position occurs since the detected edges
are affected by the noise in the image. The proposed evaluation can
give an idea about how much the proposed method, 2-D Canny and
2-D Sobel operators can resist to the noise and can give accurate
edges with respect to increasing noise.
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detection technique at present. The ﬁrst requirement, for the Can-
ny edge detection, is to reduce the response to noise with Gaussian
ﬁltering. Then, a ﬁnite difference edge ﬁnder is applied to compute
the gradient magnitude. The optimal ﬁnite difference edge ﬁnder
for the Canny edge detection algorithm is given in (Fleck, 1992),
which we use in our evaluation. Then non-maxima suppression
(peak detection) is applied to the gradient magnitude image that
retains only those points at the top of the ridge, whilst suppressing
others. Finally, hysteresis thresholding is used, which involves two
thresholds, to obtain binary edges. In our evaluation, we omit the
Gaussian ﬁltering stage (pre-processing), since we aim to observe
performance of the algorithm with respect to increasing noise.
The thresholds for the 2-D Canny, to obtain the binary image, are
determined by a root mean square (RMS) estimate of the noise.
In this process, the non-maxima suppressed image is thresholded
by scaled mean value of the gradient magnitude image that is pro-
portional to signal to noise ratio (SNR). The upper and the lower
thresholds are determined as given below:
TH ¼ cT  
1
MN
X M
x¼1
X N
y¼1
Cx;y; TL ¼ TH=4 ð20Þ
where C is the gradient magnitude reference frame of size M   N. cT
is a scale factor for threshold selection, which is a positive constant.
Higher values of cT cause higher values for the thresholds that can
ﬁlter out noise better. However, the threshold values must be smal-
ler than the maximum intensity values of the image, which we are
thresholding. In this evaluation, the optimum value for cT is 3 that is
determined experimentally. The ratio between high, TH, and low, TL,
thresholds is 4.
The 2-D Sobel operator was the most popular edge detection
operator until the development of edge detection techniques with
a theoretical basis, such as Canny edge detection (Nixon and Agu-
ado, 2007). It proved popular because it gave, overall, a better per-
formance than other contemporaneous edge detection operators,
such as Prewitt operator. In our evaluation, there is no pre-process-
ing or smoothing stage before the Sobel operation since we aim to
observe performance of the operator with respect to increasing
noise. After computing the gradient magnitude with the Sobel
operator, non-maxima suppression and Hysteresis thresholding is
used to obtain thin and binary edges. Note that this algorithm is
similar to the 2-D Canny algorithm. However, the ﬁnite difference
edge ﬁnding is achieved with the 2-D Sobel operator. The thresh-
olds for the 2-D Sobel, to obtain the binary image, are also
Fig. 8. Moving-edge detection in the eight consecutive frames.
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non-maxima suppressed image is thresholded by scaled mean va-
lue of the gradient magnitude image that is proportional to signal
to noise ratio (SNR). The upper and the lower thresholds are deter-
mined as given below:
TH ¼ sT  
1
MN
X M
x¼1
X N
y¼1
Sx;y; TL ¼ TH=4 ð21Þ
where S is the gradient magnitude reference frame of size M   N
and sT is a scale factor for threshold selection, which is a positive
constant with value 3 in our evaluation. The value of sT is deter-
mined experimentally same as we did in 2-D Canny algorithm.
The value of sT is optimal, which provides thresholds not higher
than maximum intensity values of the image and which provides
better thesholds to ﬁlter out noise. The ratio between high, TH,
and low, TL, thresholds is 4.
In the moving-edge detection algorithm, the anisotropic heat
diffusion in the spatial domain (the pre-processing stage) is also
omitted to observe the response of the proposed operator to the
noise. Hysteresis thresholding is applied to the non-maxima sup-
pressed HFO image at the reference frame. The thresholds of the
moving-edge detection algorithm are based on mean value of the
HFO image,
TH ¼ hT  
1
MN
X M
x¼1
X N
y¼1
HFOx;y; TL ¼ TH=4 ð22Þ
where hT is a scale factor for threshold selection with value 11 and
the ratio between the high, TH, and the low, TL, thresholds is again 4.
Here, the scale factor, hT, is also determined experimentally and it is
optimal to prevent the threshold values become higher than maxi-
mum intensity values of the HFO image and to achieve better thres-
holding to ﬁlter noise out. Fig. 6 shows performance of moving-edge
detection, 2-D Canny and 2-D Sobel algorithms. The graphs include
error bars representing the mean and standard deviation obtained
over ﬁve applications of the algorithms. In each application, the ob-
tained graphs are smoothed by applying local averaging to the data
points in six nearest neighbourhoods. It is observed that 2-D Canny
and 2-D Sobel have similar performances. RMSE of the 2-D Canny
and RMSE of the 2-D Sobel increase until r ﬃ 10. Then, they are sta-
ble betweenr ﬃ 10 andr ﬃ 90. Afterr ﬃ 90, we observe increase in
RMSE of 2-D Canny and RMSE of 2-D Sobel. Moving-edges has bet-
ter performance than 2-D Canny and 2-D Sobel until r ﬃ 40, since
Fig. 8 (continued)
C. Direkog ˘lu, M.S. Nixon/Pattern Recognition Letters 32 (2011) 270–279 277the RMSE of the moving-edges increases slower than other algo-
rithms until r ﬃ 40. Moving-edges has similar performance with
2-D Canny and 2-D Sobel between r ﬃ 40 and r ﬃ 90, where the
RMSE of the moving-edges is stable in that interval. After r ﬃ 90
at higher noise levels, it is observed that moving edge detection
technique has better performance than 2-D Canny and 2-D Sobel,
which appears due to the averaging inherent in the new operator.
Fig. 7 shows some of the results for moving-edges (second row),
2-D Sobel (third row) and 2-D Canny (fourth row). To visual inspec-
tion, the input images in Fig. 7(c) and (d), are very noisy indeed.
Simulation results also show that our algorithm can detect
moving-edges in image sequences, as shown in Fig. 8. Fig. 8(a)
has eight consecutive frames and shows a human subject, playing
table tennis. Fig. 8(b) shows Sobel edge maps, E, after the aniso-
tropic diffusion in space. The selected parameters for anisotropic
diffusion: k ¼ 0:2, R = 4 and the number of iterations is 20. It is ob-
served that region boundaries are sharpened after anisotropic dif-
fusion. Although almost all noise has been removed on the table,
the wall behind the player still appears noisy. The reason for this
is the textured structure of the wall and there are strong edges
as well. The textured structure of the wall can bee seen in
Fig. 9(a), since this image is enlarged and also belongs to the same
table tennis sequence. Fig. 8(c) is the total amount of heat ﬂow out
(HFO) from each frame, after isotropic diffusion in the temporal
domain. This diffusion needs 215 iterations with a = 0.45 to
achieve steady-state. Here, the ﬁrst and eighth frames are omitted
since they are the boundary frames and their edge map values are
constant, during the diffusion, to achieve the given Dirichlet
boundary conditions. It is observed that almost all edges intro-
duced by the static background and the noise arising from the tex-
tured wall is removed, while retaining the moving-edges of the
human subject and the tennis ball. There are also slight edges of
the human’s shadow in the HFO images. Fig. 8(d) shows the binary
moving-edges at each reference frame after applying non-maxima
suppression and hysteresis thresholding. It is seen that moving-
edges were indeed detected. This experiment also shows that the
proposed algorithm is also able to detect moving-edges, which be-
long to the different moving objects in the scene (the tennis player
and the tennis ball).
Fig. 9 also shows some simulation results. Fig. 9(a) shows the
reference frame from table tennis (indoor) sequence and moving-
edges of the arm and of the ball were detected. We should note
that the upper part of the arm and the table are static and this is
why they were not detected. Fig. 9(b) is a reference frame from
the ﬂower garden (outdoor) sequence, where the camera is in mo-
tion. It is seen again that most of the moving-edges were detected.
Some edges, such as part of the house roofs, were not detected,
since the camera was moving along those edges.
6. Conclusions
We have presented a novel low level moving-feature extrac-
tion technique based on using the heat ﬂow analogy. Firstly, high
quality Sobel edge maps are obtained based on anisotropic heat
diffusion, in space. The conductivity function is the key point in
this stage; we have chosen an exponential function which en-
hances high contrast edges and removes edges due to noise. In
the next stage, isotropic and linear heat diffusion is applied in
the temporal domain to determine the moving-edge map in the
reference frame. To do this, the total amount of heat ﬂow is calcu-
lated and then separated into the heat in and heat out parts,
where the heat out is the moving-edge map. Finally, non-maxima
suppression and hysteresis thresholding is applied to obtain bin-
ary moving-edges. Evaluation indicates that this technique is bet-
ter than edge detection techniques, which is based on 2-D Canny
and 2-D Sobel operators, without anisotropic heat diffusion in
space. This result appears to be due to the averaging inherent in
the new operator. Results also show that this technique can detect
moving-edges in image sequences, without using the background
detection.
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