A new lossless compression scheme of compressing the initially-acquired continuous-intensity images with a lossy compression algorithm to obtain higher compression efficiency is proposed. Even if a lossy algorithm is employed, for decoded original images, there is no loss of data in the same sense as the conventional lossless scheme. To realize the new idea, the compression efficiency of the existing lossy subband compression algorithm is improved at high bitrates. For the entropy coding part, a run-length based, symbol-grouping entropy coding method is introduced. For the quantization part, the entropy-constrained scalar quantization is implemented using a novel and simple thresholding method. Coding results show that bit savings of the proposed lossless scheme, which employs a lossy algorithm, over the conventional lossless scheme achieve a maximum of 27.2% and an average of 11.4% in our test.
I. INTRODUCTION
Lossless compression, as the highest quality compression, is widely used in applications where image quality is most important. In military and medical applications, lossless compression is very often used. For example, a fracture in an x-ray image can be a very faint texture, and thus highquality compression is critical there. For natural images in daily life, lossless compression is also everywhere. Thus, the research on improving the lossless compression efficiency is a topic interested to multidiscipline applications. Indeed, lossless image compression related research topics are still hot research topics currently: there are researches related to lossless compression on medical images [1] - [3] , researches related to lossless video compression [4] , [5] , research related to the hardware implementation of lossless compression algorithms [6] , and researches related to remote sensing images [7] , [8] , etc.
As is known, the efficiency of lossless compression is normally much lower than that of lossy compression.
The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoqing Pan .
The state-of-the-art lossless compression algorithms are the JPEG2000 lossless mode [9] and JPEG-LS [10] . In the tests shown in [11] , the compression efficiency of JPEG-LS is slightly higher than that of the JPEG2000 lossless mode; yet in the tests shown in [12] , the JPEG2000 lossless mode has higher compression efficiency than JPEG-LS. Overall, in terms of compression efficiency, the two algorithms are probably about the same. Further direct improvement on the lossless compression efficiency over these state-of-the-art algorithms has been difficult, and thus the improvements are normally insignificant.
To significantly improve the lossless compression efficiency, we reexamine the fundamentals of the lossless compression technique from the very first step. In acquiring a new digital image, whether the image is from a sensor of a camera of either optical or other frequency bands, or from an ordinary scanner, or from an x-ray machine, or even from the computations of certain acquired data, such as the medical CT and MRI images, etc., the intensity of the original images is continuous and is quantized to produce the digital output. When the original image is quantized, errors are produced, and thus ''lossless'' of the lossless scheme applies only to VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the quantized version, not to the original signal even if the quantization errors can be made smaller than the noise in the original signal. Therefore, we can transform the continuous original signal, quantize it in the transformed domain, and then losslessly code the quantized coefficients, i.e., use the procedure of the lossy compression algorithm. This proposed lossless scheme and the traditional lossless scheme are equivalent. Firstly, they are all lossy. For the traditional lossless scheme, quantization is carried out in the signal domain, while for the proposed scheme, quantization is performed in the transformed domain. If the transform is orthogonal and the introduced quantization noise levels are the same for both conditions, then, the PSNRs of the reconstructed images associated with the two schemes are the same. Secondly, both schemes are all ''lossless'' in the same sense, i.e., the original quantized version of the signal can be exactly reconstructed for both schemes. In the traditional lossless scheme, the exact reconstruction is on the quantized signal samples; while for the proposed lossless scheme, the exact reconstruction is on the quantized transformed coefficient samples. There is only a change on the signal representation domain for the exactly reconstructed version, and this exactly reconstructed version is referred to as the ''original'' image after the initial acquisition. However, the transformed representation is the sparser or more energy-compacted representation, and thus it is more advantageous for compression. Note, the reversible integer transforms used in the traditional lossless compression algorithms deviate significantly from orthogonality; hence, less compression efficiency is expected [13] .
In the actual implementation of the proposed lossless scheme for initially acquired digital images (including the unconventional computed images), the original continuousintensity images can be pre-quantized with bits higher than necessary for the input of a lossy compression algorithm. For example, suppose it is decided that the precision of the acquired digital images will be 8 bits. Then, the continuous-intensity original images can be firstly quantized to 12-bit images for the lossy compression. The 12-bit images can be imagined/used as the continuousintensity images for the 8-bit quantization. Similarly, if the precision of the digital images needs to be 10 bits or even higher, then, the corresponding14-bit or higher-bit prequantization can be performed, and the output images with extra bits can be used as the continuous-intensity images for the proposed lossless scheme.
The above idea of using the lossy algorithm to improve the compression efficiency for the initial acquisition of digital images should work in theory. However, as shown later in the tests, if we use the state-of-the-art lossy compression algorithms, such as JPEG2000 [9] and HEVC intra [14] to implement the idea, the improvements are not significant. For some images, there is even a loss. This suggests that at high bitrates, these state-of-the-art lossy compression algorithms are not efficient and can be improved because, theoretically, the proposed lossless scheme, which employs a lossy algorithm, should always perform better as its quantization and coding are on the sparser representation.
Lossy compression at very high bitrates is different from that at medium to low bitrates. At low bitrates, the quantization step size is large, and thus small-magnitude coefficients, as well as the noise, are quantized to zero. Since noise is eliminated, predictions on the 2D spatial positions of the nonzero noise-free quantized coefficients are accurate, leading to the effective context-based adaptive arithmetic coding scenario. However, at high bitrates, the predictions may not work equally well because of the presence of the noise, resulting in inefficiency for the adaptive arithmetic coding. Therefore, we need an entropy coding that can code a random noise, for example, an Independent and Identically Distributed (IID) symbol source, more efficiently.
Another inefficiency at high bitrates is from the oftenused double dead-zone quantization, which is the uniform scalar quantization with the step size at the step ''0'' enlarged by a factor of 2. For a subband image coding algorithm, the double dead-zone quantization improves the compression efficiency at low bitrates, which can be easily verified with some simple test code. However, it is known that the uniform quantizer asymptotically approaches the entropy-constrained scalar quantizer as the rate increases [15] . In other words, when the bitrate is very high, the double dead-zone quantization deviates significantly from the entropy-constrained scalar quantization, leading to substantial efficiency loss. Therefore, a quantization scheme that accommodates the advantages of the double dead-zone quantization at medium to low bitrates and the same time gradually evolves to the uniform quantization is needed to improve the compression efficiency at high bitrates.
With the above observations, we developed a new runlength based entropy coding and a novel quantization to improve the compression efficiency at high bitrates for the lossy subband image coding method. With the improved lossy subband compression algorithm, the notion of using the proposed lossless scheme to replace the conventional lossless scheme for the initially acquired digital images is implemented and tested.
II. THE RUN-LENGTH BASED ENTROPY CODING FOR IID BINARY SOURCES
The introduced efficient and practical run-length based entropy coding method is evolved from the Golomb runlength coding [16] , [17] . In this section, we first consider the situation of coding the IID binary sources.
A. THE GOLOMB RUN-LENGTH CODING
Given an IID binary symbol source, with probability p (p > 0.5 without loss of generality) for one symbol, say symbol ''0'', and probability 1 − p for the other, say symbol ''1'', the probability distribution for a run of n ''0''s is given by
which is a geometric distribution. The Golomb run-length coding codes the runs, which is an infinite symbol source with the geometric distribution (1). To construct the optimal codebook [17] , parameter m, which is an integer, is determined first:
Although there are infinitely many codebooks corresponding to m = 1, 2, 3, . . . for different p values, and each codebook is infinitely long, codebooks are essentially not needed for encoding and decoding since simple rules can be used, making encoding and decoding straightforward [16] , [17] . Details are skipped here. The expected value of the codeword lengths of the Golomb codes is given by
where
The corresponding entropy of the geometric distribution (1) is
Thus, the redundancy of the Golomb codes as a function of p can be easily found by L m −H (p). As already being observed in [17] , this absolute redundancy does not approach 0 when p approaches 1, see Fig. 1 (a). However, for entropy coding of a source, the inefficiency, rather than the absolute redundancy, is of more concern. Thus, in this paper, we quantitatively define the inefficiency as inefficiency = coding redundancy source entropy × 100%.
Then, it can be easily shown that when p approaches 1, the inefficiency of the Golomb coding does approach 0, which is plotted in Fig. 1(b) . This suggests that the Golomb runlength coding is very efficient for coding the low entropy IID binary sources. In fact, approximately for p > 0.956, the inefficiency is less than 0.5%, which is negligible for almost all practical applications. However, there are two issues with the Golomb run-length coding to be resolved before it can be practically used. The first one is that the compression efficiency is not consistent over the entire p range. As p varies from 0.5 to 1, the inefficiency, as shown in Fig.1(b) , varies significantly, with the maximum inefficiency higher than 4% at p being around 0.62.
The second issue, which is a critical issue, is that there are too many m values when p approaches 1. In Fig. 1 , the sharp peaks indicate the transitions of the codebooks, i.e., the transitions of the m values. For example, the first peak at p ≈ 0.62 means that for p < 0.62, m = 1 is the optimal codebook, whereas for p > 0.62, m = 2 is the optimal codebook. As p approaches 1, these transitions are so frequent that it is difficult to identify the peaks in the figure. Since the m value, as the tag of the codebook, needs to be sent to the decoding side, the large number of the m values prevents a practical direct implementation of the Golomb coding when p is close to 1, because sending m leads to a large overhead.
B. THE PROPOSED CODING FOR IID BINARY SYMBOL SOURCES
The two issues associated with the Golomb run-length coding discussed above are resolved with the following proposed solutions.
When p is around 0.62, it is inefficient to code the runs individually even with the optimal codes, as indicated in Fig. 1(b) . Furthermore, the codebook length (i.e., the number of runs/alphabets in the codebook) is infinite, making it difficult to combine multiple runs for a more efficient coding. However, when p is around 0.62, we could consider coding the original binary symbols directly, and multiple binary symbols can be easily combined to achieve higher coding efficiency. Thus, in the proposed coding, the inefficiency issue of the Golomb run-length coding is avoided by incorporating block coding directly on the original binary symbols. For p around 0.62 binary sources, the block size does not need to be large to achieve a reasonable compression efficiency. We consider two block sizes: 3 and 5, which are already much longer than the majority of the runs when p is around 0.62, and thus the block coding is expected to be more efficient than the Golomb run-length coding in this p region. The two codebooks for the block coding, shown in Table 1 , are designed using Huffman codes.
The compression efficiency of the block coding is shown in Fig. 2(a) , where the inefficient peak of the Golomb run-length coding near p = 0.62 is replaced by two dips corresponding to the size 3 block coding and the size 5 block coding respectively.
To resolve the second issue, Golomb-Rice coding [18] has been widely used. Golomb-Rice coding uses only the m = 2 k (k = 0, 1, 2, . . .) codebooks. This causes m to increase exponentially unlike the linear increase in the original Golomb coding, thereby significantly reducing the number of m. Another advantage is that the suffix length is fixed at k bits, which can simplify the encoding or decoding procedures. However, the efficiency of the Golomb-Rice codes, as shown in Fig. 2(b) , is significantly lower than that of the original Golomb codes. In fact, given the inefficiency of the Golomb-Rice codes, the improvement achieved by incorporating the block coding at p around 0.62 shown in Fig. 2 (a) becomes unnecessary.
Therefore, we modify the Golomb-Rice coding to achieve higher efficiency. The idea of exponentially increasing m is good, yet using only m = 2 k is too simplistic. We can insert another exponential sequence m = 3 × 2 k−1 , and use the two sequences the m = 2 k and the m = 3 × 2 k−1 together. This leads to m = 1, 2, 3, 4, 6, 8, 12, 16, 24, . . . The coding procedure for the m = 3 × 2 k−1 series can be designed as the m = 3 Golomb codes plus a suffix fixed at (k − 1) bits. Thus, the modification retains the merits of the Golomb-Rice codes. At the same time, the efficiency of this modified Golomb-Rice codes, shown in Fig. 2(c) , is significantly improved over the efficiency of the original Golomb-Rice codes shown in Fig. 2(b) .
Finally, by combining the block coding with the modified Golomb-Rice coding, the proposed new coding for IID binary sources is obtained. The inefficiency of the new coding is shown in Fig. 2(d) . Compared with the original Golomb runlength coding, the new coding achieves much higher efficiency at p around 0.62, due to the use of the block coding. At p > 0.85, the new coding is less efficient than the original Golomb coding. However, the maximum added inefficiency is only about 0.5%, which is practically negligible. Most importantly, the maximum inefficiency of the new coding does not appear at p > 0.85, which makes the inefficiency of the new coding more consistent over the entire range of p compared with the original Golomb run-length coding.
We simulated IID binary symbol sources and compared the proposed coding algorithm with state-of-the-art binary arithmetic coding algorithms. The results are shown in Fig. 3 . Note, some data are quoted directly from [19] . As we can see: (1) for the proposed coding, the inefficiencies of the coding results by simulations are consistent with those obtained by theoretical calculations; (2) the proposed coding performs better compared to all the binary arithmetic coding algorithms. Different binary arithmetic coding algorithm seems to have different inefficient regions. For example, the algorithm of [19] appears to perform very well except for an inefficiency peak of about 10% at around p = 0.95. Conversely, the binary arithmetic coding algorithm of [20] seems to prefer the region of p around 0.9. The proposed coding, however, is consistently efficient over the entire p range -from 0.5 all the way to 1.
Knowing p of an IID binary source is enough for coding the source because p determines m for Golomb codes or the block size of the block coding if p is around 0.62. We could index the cases and send the index to the decoding side. For example, let the index i = 0, 1, 2, 3, 4, . . ., respectively correspond to the situations ''m = 1'', ''size 3 block coding'', ''size 5 block coding'', ''m = 2'', ''m = 3'', . . . Then, the decoding side only needs to know the index i. Since m exponentially increases with the index i, passing i is very efficient. For example, using 4-bits for i, i.e. with the i's range being 0 to 15, we could cover a p range of 0.5 to 0.9969; and using 5-bits for i, we could cover a p range of 0.5 to 0.999988, which is probably more than enough in most situations.
The block coding uses Huffman coding and therefore has lower complexity than the binary arithmetic coding. The modified Golomb-Rice codes are of similar complexity as the Golomb-Rice codes, which has lower complexity than Huffman coding and thus the arithmetic coding. Furthermore, the difference in complexity is not fixed: the Golomb-Rice codes become much less complex at low entropies than the arithmetic coding. Overall, compared with arithmetic coding, the complexity of the proposed coding is lower, but varies as it has even lower complexity at lower entropy.
III. THE RUN-LENGTH BASED ENTROPY CODING FOR NON-IID SOURCES A. THE INEFFICIENCY OF THE GOLOMB RUN-LENGTH CODING ON NON-IID SOURCES
When a binary source is not IID, the probability distribution of the runs is not geometric. Fig. 4 (a) is a plot of the runs of the scanned positions of the non-zero coefficients in a quantized subband. Fig. 4(b) shows the number of occurrences of the runs. As observed in [21] , the deviation from the geometric probability distribution has the feature that P n decays slower as n increases. In fact, Fig. 4(b) is a typical example, where P 1 P 0 is very small -much smaller than 0.5, but P n+1 P n increases rapidly as n increases. Therefore, in [21] , the exponential Golomb coding [22] was employed to match that feature of the quantized wavelet coefficients. In [23] , parameter m is adaptive to the non-IID source for each coded run. These developments improved coding efficiency over the original Golomb codes for the image compression application. However, the final compression efficiencies still could not match the state-of-the-art.
Besides the distribution deviation from geometric, runs are correlated. Fig. 4(a) indicates that the neighbors of a long-run have a higher chance of being long-runs and the neighbors of a short-run have a higher chance of being short-runs.
In Fig. 4(c) , the occurrence order of the same runs shown in Fig. 4(a) is randomized. Thus, the probability distribution for the run sequence shown in Fig. 4(c) is the same as that for the run sequence shown in Fig. 4 (a), which is described by the run occurrence histogram in Fig. 4(b) . Using a codebook to code the run probability distribution in Fig. 4(b) is coding the binary source represented by Fig. 4 (c) not Fig. 4(a) , because the run correlations are not considered. Thus, some inefficiency is expected. Fig. 4 (b) indicates that if the first a few short-runs are excluded, the truncated distribution becomes closer to geometric. Thus, we introduce a symbol/run grouping method as follows.
B. THE SYMBOL GROUPING METHOD
To intuitively introduce the method, we use the following simple example. Suppose a random 4-symbol sequence ''021010132001'' needs to be coded. A tree structure can be used to form prefix codes. For example, we could use the tree of Fig. 5(a) , and obtain the prefix codes 0, 10, 110, and 111 for symbols 0, 1, 2, and 3 respectively. One can easily check that a total of 22 bits are required to code the above 12-symbol long sequence using the prefix codes.
In the tree structure, there are 7 nodes: 3 slitting nodes S 0 , S 1 , S 2 , and 4 end nodes corresponding to the 4 symbols. At a splitting node, a binary ''0'' or ''1'' is determined for a symbol to be coded. Thus, for the splitting node S 0 , the 12-symbol long sequence 021010132001 determines a binary sequence s 0 (n) = 011010111001, which also has the length 12. As illustrated in Table 1 , s 0 (n) classifies the [19] are quoted directly from [19] .
four-symbol sequence 021010132001 into two separate groups: group A consisting of only symbol 0, which is 00000 corresponding to the five 0's in s 0 (n); and group B consisting of symbols 1, 2, and 3, which is 2111321 corresponding to the seven 1's in s 0 (n). It is not difficult to reverse the process using Table 1 , that is, the 3 items s 0 (n), group A, and group B can recover the original 4-symbol sequence. Therefore, once s 0 (n) is provided, the two groups, 00000 and 2111321, can be coded separately.
In group A, 00000, there is only one symbol 0, and thus no bit is required to code group A. For group B, as can be seen in Fig. 5(a) , prefix codes 0, 10, and 11 respectively for symbols 1, 2, and 3 can be obtained from the subtree consisting of the 2 slitting nodes S 1 and S 2 . Thus, it can be easily checked that 10 bits are required to code group B: 2111321. As a result, the total number of bits needed to code the original 4-symbol sequence is still 22: 12 bits for the binary s 0 (n) and 10 bits for the coding of group B.
Corresponding to the tree structure of Fig. 5(b) , we can create another, a different, grouping scheme: group A The occurrence histogram of the runs in the run sequence shown in (a). (c) A run sequence that has the same runs as the run sequence in (a) but the occurrence order of these same runs is randomized. consisting of symbols 0 and 1; and group B consisting of symbols 2 and 3. For this grouping scheme, s 0 (n) is now 010000011000, and the bits required to code group A and group B are 9 bits and 3 bits respectively. Thus, a total of 24 bits are required to code the three items s 0 (n), group A and group B. It is trivial to check that using the prefix code table generated by the Fig. 5(b) tree to code the original sequence requires the same number of bits, i.e. 24 bits.
One can make further check on the Fig. 5 (c) case, where s 0 (n) = 000000010000 separates the group A symbols 0, 1 and 2 from the group B symbol 3, and a total of 32 bits is required to code the 4-symbol sequence, the same for both with and without the grouping operation.
It is very important to observe that s 0 (n), which is a binary record of the classifying process of the two groups, is not an overhead! s 0 (n) functions exactly the same as the splitting node S 0 in the code tree. In fact, one can continue the grouping processes corresponding to splitting nodes S 1 and S 2 all the way to the end such that each group contains only one symbol. For example, for the Fig. 5 (a) tree, s 1 (n) = 1000110, and s 2 (n) = 010 as illustrated in Table 1 . In this case, the original 4-symbol sequence is coded by 3 binary sequences s 0 (n), s 1 (n) and s 2 (n). The total number of bits is still 22, the same as that from using the prefix codes.
Note, case Fig. 5 (b) in this example is close to the commonly used bit-plane coding. However, there are some critical differences between the symbol grouping method and the commonly used bit-plane coding. In bit-plane coding, binaries on the same bit plane may represent updates at different magnitudes. For example, suppose the maximum magnitude is A. Then, the 3 rd binary x in ''10x. . .'' specifies whether the magnitude of the coefficient is greater or smaller than 0.625A, but the 3 rd binary y of ''11y. . .'' specifies whether the magnitude is greater or smaller than 0.875A. Thus, binary x and binary y of the two cases may have different probability distributions. However, in bit-plane coding they are in the same bit-plane, producing inefficiency.
Since the original 4-symbol sequence is random, s 0 (n), s 1 (n) and s 2 (n) are IID. Although the lengths of s 0 (n), s 1 (n) and s 2 (n) for the 3 different situations Fig. 5(a) , 5(b) and 5(c) are different, one can easily check that the sum of the minimum bits required to code s 0 (n), s 1 (n) and s 2 (n), i.e. the entropy bound, is the same for the 3 situations. Now for a general run/symbol grouping operation, a run threshold N T is specified. Note, in Fig. 5(a) , 5(b) and 5(c), N T = 0, 1, and 2 respectively. If the run is greater than N T , it is classified into the long-run group; otherwise, it is classified into the short-run group. A binary sequence s(n) is associated with the classification. As a result, we need to code three items: the short-run group, which consists of runs 0 to N T ; the long-run group, which consists of runs greater than N T ; and the binary classifying record s(n), n = 1, 2, ..., N , where N is the total number of runs in the original run sequence.
After grouping, each group is closer to the geometric distribution, and thus some coding efficiency gain is expected. For example, suppose we perform a grouping and set N T = 0 for Fig. 4(b) . Then, the short-run group has only one symbol -run 0, and thus need not to be coded. The long-run group consists of runs not shorter than 1. Examine Fig. 4(b) , it is not difficult to observe that the occurrence histogram for the long-run group should become much closer to a geometric distribution, simply because P 1 P 0 is much smaller than P n+1 P n , n ≥ 1.
Suppose the occurrences of the original runs are random, i.e. like the situation in Fig. 4(c) , then, s(n) is IID. Then, the runs formed by s(n), denoted r s (l) here, is geometrically distributed, where l = 0, 1, ..., L − 1 is the index of runs r s (l). With the real situation of Fig. 4(a) , the original runs are correlated, and thus s(n) is not IID or equivalently r s (l) is not geometrically distributed. We can perform grouping further on the runs r s (l) to improve the efficiency on coding s(n). This efficiency improvement exploits/removes the correlations among the original runs in Fig. 4(a) , because s(n) indicates such correlations.
Therefore, the symbol grouping method can be used to improve both kinds of inefficiency discussed previously: (1) the non-geometric distribution in Fig. 4(b) ; and (2) the correlations among the runs in Fig. 4(a) .
C. THE STOPPING CRITERION
The items resulting from a grouping operation, the shortrun group, the long-run group, and the classifying record r s (l) are closer to the geometric distribution, and thus higher coding efficiency is expected. However, they are still not geometrically distributed. A further sub-grouping could further improve the coding efficiency, and the subgrouping can be iterated. A natural question is: when to stop the iteration?
To illustrate the stopping criterion, we use an example. Suppose the initial runs have the probability distribution of {P 0 = 0.8, P 1 = 0.16, P 2 = 0.012, P 3 . . . , P ∞ , with P n+1 P n = 0.7 for n ≥ 2}. Given the probability distribution, the optimal code tree is shown in Fig. 6 . It can be easily checked that coding directly with the optimal prefix codes is inefficient. The inefficiency associated with the optimal codes can be improved using the grouping operations.
We consider the situation where the initial runs are uncorrelated first, i.e. the classifying records s i (n)'s are IID. Corresponding to the tree in Fig. 6 , the threshold for the initial grouping is N T = 0, which corresponds to the splitting node S 0 . The grouping should lead to three items: a short-run group which consists of only run 0, a longrun group which consists runs not shorter than 1, and the classifying record s 0 (n). The binary sequence s 0 (n) has the probability distribution of p = 0.8 for binary ''0'', because P 0 = 0.8. Thus, the entropy of s 0 (n) is H 0 = −plog 2 p − (1 − p)log 2 (1 − p) ≈ 0.72. This leads to a total redundancy of (1 − H 0 )N ≈ 0.28N bits, where N is the length of s 0 (n), which is the total number of the initial runs. In other words, the root node S 0 in the optimal code tree of Fig. 6 leads to a total redundancy of 0.28N bits. Next, we continue with a sub-grouping on the long-run group, which consists of runs not shorter than 1 with the probability distribution {P 1 = 0.16, P 2 = 0.012, P 3 . . . , P ∞ }. This is equivalent to a grouping on the sub-tree rooted from node S 1 . Binary sequence s 1 (n) also has p = 0.8 for binary ''0'', because ( ∞ n=2 P n )/P 1 = 0.2. Thus, the entropy for s 1 (n) is the same as s 0 (n), i.e., H 1 ≈ 0.72. However, the length of s 1 (n) is 0.2N , because ∞ n=1 P n = 0.2. As a result, a total redundancy of only (1−H 1 )×(0.2N ) = 0.056N bits is associated with s 1 (n) from this sub-grouping on the long-run group. As can be seen here, the total redundancy associated with s 0 (n) of the initial grouping is much greater than that associated with s 1 (n) of the sub-grouping This suggests that the efficiency gain from the initial grouping would be much greater than the gains from the followed sub-groupings.
Next, we consider the situation where the initial runs are correlated, or equivalently, s i (n)'s are non-IID. Then, r s_i (l) -the runs formed by the binary sequences s i (n), are not geometrically distributed. Thus, we could perform further a sub-grouping on r s_i (l) to achieve higher efficiency. Very similar to the above analysis for the sub-grouping on the longrun group, it can be shown that the efficiency gains from the sub-groupings on r s_i (l)'s are also much less than that from the initial grouping on the original runs.
The above illustrations can be easily generalized to the real situations where the probability distribution P n monotonically decays rapidly with n Overall, the resulting three items from a grouping operation the short-run group, the long-run group, and r s (l) are not geometrically distributed. However, normally the degree of deviation from geometric is reduced. Nevertheless, even with the situation where the deviations from geometric are not much improved for the resulting three items, the associated redundancies are much less compared with the redundancy already removed by the grouping already performed as illustrated above. Thus, while it is true that further sub-groupings on the resulting items could lead to further efficiency improvements, the improvements quickly become smaller and smaller for further iterations; and we do not have to wait for the resulting items to be close enough to geometric distributions in order to stop. Empirically, for image compression, two or three more sub-groupings are generally good enough.
Lastly, the coefficient magnitudes of a scanned quantized subband can be imagined as the runs of a non-IID binary symbol source with the lengths of the runs being the magnitudes of the coefficients. Thus, the symbol grouping method is easily employed to code the magnitudes of the quantized subband coefficients, a non-IID multiple symbol source.
IV. LOW-COMPLEXITY IMPLEMENTATION OF THE ENTROPY-CONSTRAINED SCALAR QUANTIZATION
When the double dead-zone quantization is combined with the significance propagation technique for the embedded coding of the transformed subband coefficients, compression efficiency is significantly improved [24] .
In the embedded coding, the quantization step size , starting from the maximum, is updated by a factor of 1/2 each time after all the significant coefficients are coded [9] , [24] . There are three sequential stages in every halving update: (1) First, the insignificant coefficients neighboring a significant coefficient are updated, which is often referred to as ''significance propagation.'' (2) Next, the significant coefficients are updated. (3) Finally, the insignificant coefficients not adjacent to any significant coefficient are updated. Suppose the embedded coding stops at stage (1) or (2), then, the threshold for the insignificant coefficients neighboring a significant coefficient is half of the threshold for the insignificant coefficients not neighboring any significant coefficient, i.e., more bits are allocated to the insignificant coefficients neighboring a significant coefficient. Such bit allocation improves the rate-distortion curve and thus improves the compression efficiency [9] .
The improved bit allocation associated with the significance propagation, i.e., applying different thresholds to the insignificant coefficients for case (A) neighboring and case (B) not neighboring a significant coefficient, comes from the fact that in case (A) it takes fewer bits to code the conversion of insignificance to significance than in case (B). Thus, more bits are allocated to the easier case (A), which corresponds to a higher threshold in case (B). However, the abrupt change of the threshold by a factor of 2 from case (A) to case (B) could be refined to achieve higher compression efficiency. Therefore, we introduce a threshold that is adaptive to the distance between the location of the conversion event and the location of the nearest significant coefficient in a ratedistortion sense.
To implement this idea, the 2-dimensional (2D) subband coefficient array is scanned into 1D array data first using the Hilbert curve shown in Fig. 7 [25] . In the Hilbert curve, points within the sub-squares of size 2 k × 2 k (k = 1, 2, . . .), which tile the space, are connected (see Fig.7 ). In this way, the 2D correlations among the subband coefficients are substantially preserved in the 1D scanned data. This was inspired by the SPIHT [24] algorithm, where coefficients within a sub-square are coded together.
We use the Laplacian distribution to model the subband coefficients because the Laplacian distribution can approximate the local distribution of the subband coefficient magnitude well, and more importantly, it is easy to achieve analytical results with the Laplacian distribution, making it easier for this implementation.
The entropy-constrained scalar quantizer for the Laplacian distribution is the uniform quantizer with a dead-zone at ''0'' [26] . As indicated in Fig. 8 , the threshold of the deadzone is determined by T = −c, where is the quantization step size, and c locates the center of weight of the uniform quantizer portion. Thus, for a given , the threshold T is a function of α, where α is the parameter in the Laplacian distribution p (x) ∝ e −α|x| . It can be easily observed from Fig. 8 that, for a given , when α increases, c decreases, and thus T increases.
The varying threshold T is realized via a trimming process as introduced next. The 1D array coefficients are uniformly quantized with step size 0 first. The uniform quantization is equivalent to setting the dead-zone threshold T 0 = 0.5 0 . The quantized non-zero coefficients in the 1D array whose both neighbors are ''0''s are named the isolated non-zero coefficients here. These isolated non-zero coefficients are trimmed by a varying threshold T in a rate-distortion sense. We use the sparsity to perform the trimming as follows.
Suppose an isolated non-zero coefficient A q is quantized from its original coefficient A. Let n A be the minimum of n + and n − , where n + and n − are lengths of the two ''0''-runs in the 1D array respectively on the two sides of A q . Apparently, if n + = 0 or n − = 0, A q is not an isolated nonzero coefficient. Thus, both n + and n − are positive integers.
Parameter n A indicates the local sparsity of the quantized coefficients at the location of A q . Thus, to evaluate α for the Laplacian distribution, the probability P for coefficient A having a magnitude greater than T 0 is modeled to be 1 (n A + 1). For the Laplacian distribution, P is given by
Thus, α at the location of the isolated non-zero coefficient A q is determined by e −αT 0 = P = 1 (n A + 1), which leads to
Once α is determined, we can find the threshold T associated with α. To find T , needs to be determined first, because, in terms of bit allocation, different α leads to different quantization step size . Here, we introduce a simple method to find .
The uniform distribution on [0, N 0 ] is used as the benchmark. The uniform distribution is uniformly quantized with step size 0 , and thus there are exactly N = (N 0 ) 0 steps. Increase the number of steps to N + 1, i.e., change the step size to 0 N /(N + 1). Then, there is a corresponding increment of the entropy δH 0 and a corresponding decrement of the distortion δD 0 . The benchmark ratio R 0 = δD 0 δH 0 . Next, consider the exponential distribution p (x) ∝ e −αx distributed on the interval [0, h], (note, not the Laplacian distribution p (x) ∝ e −α|x| on interval [−∞, ∞]). For the operation of changing from the N -step to the (N +1)-step uniform quantization, find the h such that the ratio R = δD δH for the exponential distribution is equal to the R 0 above. Then, is determined: = h N , assuming N is large. However, using a small N value, the method still provides a good approximation. Once is found, the threshold T = − c can be easily calculated.
The comparison of A with T is used to decide whether A q is trimmed or not. Since A is used to determine whether the coefficient is trimmed or not, we need to keep both the quantized coefficients A q 's and the original coefficients A's after the uniform quantization. Also, since n A is a positive integer, the trimming threshold T as a function of n A can be calculated and stored in a table. Thus, finding the trimming threshold can be implemented as a table looking process. This method is easily extended to the situation where two or more small non-zero adjacent coefficients are isolated far from the remaining non-zero coefficients, and the discussions on the extension are skipped here.
The proposed quantization improves compression efficiency at medium to low bitrates as well as high bitrates. At medium to low bitrates, the isolated non-zero coefficients are trimmed to achieve better bit allocation. At high bitrates, locally, the small-magnitude coefficients are very close to random IID sources, and the trimming is almost turned off by itself. In fact, we can use some simple method to automatically check the quantized coefficients and completely turn off the trimming at high bitrates. When the trimming is turned off, the quantization is reduced to the uniform quantization, which is the entropy-constrained scalar quantization at high bitrates [15] and is thus expected to achieve significantly higher efficiency than the double dead-zone quantization at high bitrates. 
V. CODING TESTS
Using the proposed entropy coding and the proposed quantization, we realized a lossy subband image coder that has high compression efficiency at high bitrates to test the idea of replacing the lossless algorithm with a lossy algorithm for the compression of initially acquired images.
For the transform part, the lossy coder uses our previously proposed spectral condensed wavelet packets (SCWP) [27] . The SCWP is an orthogonal overlapped block transform. It achieves high compression performance because in the frequency domain it is a condensed wavelet packet transform (CWP) [27] , [28] , which uses the frequency domain decomposition algorithms to achieve high sparsity or energy compaction. It can be shown with simple tests that the high sparsity of the SCWP transform cannot be fully exploited if the existing state-of-the-art subband image coding algorithms, such as JPEG2000 and SPIHT, are used. Thus, we hope that the newly developed entropy coding and quantization could more thoroughly exploit the high compression performance of the SCWP transform.
The proposed subband image coder is simple: The SCWP uniformly decompose an image into 8 × 8 = 64 equal size subbands. The DC subband is further decomposed for three extra dyadic levels using the PTV filter bank [29] . Then, the decomposed coefficients are quantized and entropy coded using the entropy-constrained scalar quantization proposed in Section IV and the run-length based entropy coding proposed in Section III respectively.
We have selected high-quality images for the test. It is important to mention that images with edge enhancement are excluded from this test. Edge enhancement is just a highpass filtering processing, and thus it does not introduce any extra information. Furthermore, to convert an edge-enhanced image back to its original would involve the deconvolution process, which is often difficult mathematically. It can be easily seen that the inverse filter of a simple FIR can be IIR. In fact, the deconvolution process could amplify the noise in the original, or in certain situations even lose some information in the original. Thus, for high-fidelity compressions, edge enhancement should be avoided. Even for low-bitrate compressions, the process performed in digital cameras should be reversed. That is, instead of compressing the edge-enhanced images, the decompressed unenhanced images can be edge-enhanced according to the viewer's preference at the displaying/printing stage. Unfortunately, edge enhancement of digital images or videos before compression, normally called ''sharpening'' in digital cameras, is very common nowadays. In fact, even some original test images and test videos are aggressively ''sharpened''. Thus, the test images for this test were carefully chosen as follows.
Twenty-seven high-quality images are used in the test. Of these images, eleven are directly downloaded from websites; they are three 16-bit UHD images, and eight 12-bit x-ray images. The other sixteen images are obtained from the raw format image files taken with DSLR cameras. Adobe Raw is used for converting the raw files to images. Sharpening is turned off for the conversions, and the output images are 16 bits per component. Among the sixteen DSLR images, eight are taken by our Nikon D5300 DSLR; four are taken by a Nikon D850 -a state-of-the-art professional full-frame DSLR; and the last four taken by a Fujifilm GFX50S -a state-of-the-art professional media-format DSLR. The four Nikon D850 and four Fujifilm GFX50S raw files are downloaded from [30] . The test code of our proposed lossy subband image compression algorithm and the 27 images are available at [31] for readers to check our results. Readers are also welcome to use other images to perform their own tests. When performing the new tests, make sure that the test images are high-quality images.
Since the 27 images are all 12-bit and above, it is assumed here that the required precision for the initially ''acquired'' images to be 8 bits, so that the 27 images could be used/imagined as the continuous-intensity images from the initial acquisitions. The following two schemes are compared. (1) The conventional lossless scheme: the continuousintensity images are quantized to 8 bits, and then compressed losslessly using the JPEG2000 lossless mode (2) The proposed lossless scheme: the PSNR of the 8-bit quantization, which should be around 58.92 dB theoretically, is precisely found. Then, the continuous-intensity image is compressed to achieve that 8-bit quantization PSNR using the lossy compression algorithms. Precise comparisons are made using the JPEG2000 lossy mode and our proposed lossy subband compression algorithm. Since the JPEG2000 lossy mode uses embedded coding, it is very easy to precisely achieve the 8-bit quantization PSNR. For our proposed algorithm, the quantization step size is adjusted to finally achieved the exact 8-bit quantization PSNR.
Nowadays, SSIM is commonly used to check the subjective image quality. In this test, errors are very small and very close to random noise since PSNRs are very high at around 58.92 dB, and thus we expect that the SSIM values would be very close to the highest value ''1'' in this test and may not be of much interest. Nevertheless, to be rigorous for the test, the SSIM values for the 8-bit quantization and the proposed lossy algorithm are also computed and compared. Table 3 shows the test results. First, when the 8-bit quantization PSNR is matched, the proposed lossy algorithm consistently achieves a significant compression gain for all the images tested. The maximum saving is 27%, and the average saving is 11.4%. Second, when the PSNR is matched, SSIM is also matched. Finally, when we use the JPEG2000 lossy mode to implement the idea, there is also an average compression gain of about 3.9%. However, for quite a few images, the proposed idea but implemented with the lossy JPEG2000 is less efficient than the conventional lossless scheme. This suggests that there are issues with the JPEG2000 lossy compression at high bitrates because, theoretically, the proposed lossless scheme should always perform better as its quantization and coding are on the sparser representation.
The HEVC intra coding is the state-of-the-art lossy compression algorithm. It has the highest compression efficiency to date. Therefore, the HEVC intra algorithm also needs to be tested. However, unlike JPEG2000, HEVC intra uses QP. Furthermore, the encoding speed of HEVC intra is extremely slow. Thus, making a direct precise check like what was done above for the lossy JPEG2000 or the proposed lossy coder is difficult. So, an easier indirect but precise check is performed as follows.
Select QP = 3 for the HEVC intra, which makes the PSNR from the HEVC intra compression around 59 dB. Then, use JPEG2000 and the proposed algorithm to achieve the same bitrate as HEVC intra, and compare the PSNRs to find out which algorithm has the highest compression performance. Table 4 shows the results. As can be seen, HEVC intra performs a bit better than JPEG2000, with an average PSNR 0.38 dB higher than JPEG2000. However, HEVC intra is 1.04 dB lower than the proposed coding. In other words, if the HEVC intra lossy coding algorithm is used to implement the idea, the compression gain will still be much lower than that from using the proposed algorithm. Besides, the complexity of HEVC intra is too high.
VI. SUMMARY AND CONCLUSIONS
The transformed subband coefficients are a sparser representation than the image itself. Based upon this observation, the notion of replacing the lossless compression algorithm with a lossy subband compression algorithm to obtain higher compression efficiency for the initially acquired images is proposed. The compression efficiency of the existing lossy subband compression algorithm is improved at high bitrates to implement the idea.
To improve the compression efficiency at high bitrates, a run-length-based, symbol-grouping entropy coding method is introduced. The advantage of this entropy coding is that when the input source is close to IID, which is the case at high bitrates, a high efficiency that is within 1.5% of the entropy bound is obtained. For the quantization part, the entropyconstrained scalar quantization is implemented using a simple varying-threshold trimming method. Thus, the entropyconstrained quantization at high bitrates, which is the uniform quantization, is guaranteed.
Test results show that bit savings are significant over the conventional lossless compression method.
Image compression is a mature field, and thus improving the compression efficiency becomes more and more challenging. The achieved compression efficiency improvement is noteworthy, and thus the proposed method and algorithm could be widely used in applications where lossless compression is employed for initially acquired images.
