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DYNAMIC OUTPUT FEEDBACK CONTROL OF DISCRETE-TIME
MARKOV JUMP LINEAR SYSTEMS THROUGH LINEAR
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Abstract. This paper addresses the H2 and H∞ dynamic output feedback control design
problems of discrete-time Markov jump linear systems. Under the mode-dependent assumption,
which means that the Markov parameters are available for feedback, the main contribution is the
complete characterization of all full order proper Markov jump linear controllers such that the H2
or H∞ norm of the closed loop system remains bounded by a given prespecified level, yielding the
global solution to the corresponding mode-dependent optimal control design problem, expressed in
terms of pure linear matrix inequalities. Some academic examples are solved for illustration and
comparison. As a more consequent practical application, the networked control of a vehicle platoon
using measurement signals transmitted in a Markov channel, as initially proposed in [P. Seiler and
R. Sengupta, IEEE Trans. Automat. Control, 50 (2005), pp. 356–364], is considered.
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1. Introduction. In recent years, parameter-dependent dynamic systems have
received a great amount of attention due to their flexibility to represent with preci-
sion real world situations with practical appeal. In this framework, linear parameter-
varying and gain scheduling design problems appeared in the deterministic and sto-
chastic contexts. The latter class is composed of control systems where the open
loop model presents sudden changes on their structures or parameters, which being
modeled as Markovian processes become decisive for the increasing interest in the
so-called Markov jump linear systems (MJLS) in both continuous- and discrete-time
domains. An important assumption to consider for MJLS design is if the Markov
chain state, often called mode, is available or not to the controller at every instant
of time. Based on that information the design is said to be either mode-dependent
or mode-independent, respectively. In this paper only the first case is considered
for the following main reasons: First, in many practical situations, the system pa-
rameters are measurable; see [9], [22], [23], and [24]. Second, as a limitation of the
proposed design method based on linear matrix inequalities (LMIs), only full order
mode-dependent linear controllers may be handled without introducing any kind of
conservatism. The mode-independent version of the output feedback control problem
needs further research effort towards its complete solution.
One of the first works in the literature dealing with this class of models was
presented in [1]. After that, a large number of theory and design procedures have been
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developed in order to extend the concepts of the deterministic systems to this special
class, namely stability concepts and testable conditions [6], [19], [17]; optimal state
feedback control [18]; state feedback H2 optimization via convex programming [5];
state feedback H2 optimization via LMIs [13]; state feedback H∞ optimization and
robustness via LMIs [8], [14], [12]; state feedback H∞ via Riccati equations [2]; and
H2 filtering [7].
A problem of theoretical and practical importance in this area is the dynamic
output feedback design. For the continuous-time case, many results are available in
the literature related to the complete solution of the associated H2 and H∞ problems;
see [10] and, more recently, [20]. However, the same is not true for discrete-time
systems for which only a few results are available; see [9], [22], and [24]. Indeed, in [9]
an important result is reported, extending to MJLS the validity of the separation
principle in the case of H2 norm and strictly proper linear controllers. The output
feedback control problem with H∞ criterion has been treated in [22] but restricting
the attention to strictly proper linear controllers and, in addition, treating exclusively
a very particular Markov chain characterized by the transition probability matrix with
identical rows. Finally, [24] proposes handling the problem by a relaxation technique
applied to bilinear matrix inequalities (BMIs).
In this paper, both H2 and H∞ are considered, and, contrary to what has been
done in [22], we do not make any assumption about the probability transitions of the
Markov chain. We believe that the present paper innovates in the following directions:
• The set of all full order, proper, and mode-dependent Markov jump linear
controllers imposing a prespecified H2 or H∞ norm level to the controlled
output of the closed loop system is provided. As a consequence, from the
solution of convex problems expressed in terms of pure LMIs, the global
optimal H2 or H∞ controllers of this class are determined in only one shot,
avoiding an iterative process and convergence difficulties to get the global
solution [3].
• The controllers are parameterized by LMIs whose dimensions depend upon
the dimension of the open loop system state variable and not on the number
of modes of the Markov chain. This contributes decisively to decrease the
computational burden involved.
The paper is organized as follows. In the next section, classical results such as
stability and H2 and H∞ norm calculations using LMIs are presented. In the same
section a one-to-one change of variables used throughout for the linearization of the
previously mentioned norms nonlinear dependence with respect to the matrices of the
controller state space realization is also introduced. In section 3 the H2 norm control
design problem is solved. In section 4 the same is done for the H∞ norm. Notice that
in the last two sections all results are necessary and sufficient for the class of controllers
(full order, proper, linear, and mode-dependent) considered. Section 5 is devoted to
presenting a practical application of the theoretical results obtained so far. It consists
of networked control of a vehicle platoon using measurement signals transmitted in
a Markov channel modelled in [22] but, in our opinion, with a more realistic, from
the practical viewpoint, transition probability matrix. Section 6 presents the main
conclusions of the paper and brief considerations on further works. Finally, Appendix I
in section 7 is used to introduce some mathematical properties on matrix inequalities,
and in Appendix II in section 8 the detailed proofs of the two main results are provided.
The notation used throughout is standard. Capital letters denote matrices and
small letters denote vectors. For scalars, small Greek letters are used. For real






































































Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
DYNAMIC OUTPUT FEEDBACK OF DISCRETE-TIME MJLS 575
trace function of X being equal to the sum of its eigenvalues and, for the sake of easing
the notation of partitioned symmetric matrices, the symbol (•) denotes generically
each of its symmetric blocks. The set of natural numbers is denoted by N, while
K = {1, . . . , N}. The unitary simplex in RN composed of all nonnegative vectors
μ ∈ RN such that μ1 + · · · + μN = 1 is denoted by Λ. Given N2 nonnegative real
numbers pij satisfying pi1+ · · ·+piN = 1 for all i ∈ K and N positive definite matrices
Xj ∈ Rn×n for all j ∈ K, the convex combination of these matrices with weights pij is
denoted by Xpi =
∑N
j=1 pijXj for all i ∈ K. Similarly, for positive definite matrices,












Clearly, Xpi depends linearly on matrices X1, . . . , XN , while the dependence of Xqi
with respect to the same matrices is highly nonlinear. The same mathematical
manipulations are adopted for positive definite matrices depending on two indices
i, j ∈ K × K. The symbol E{·} denotes mathematical expectation of {·}. For
any stochastic signal ξ(k), defined in the discrete-time domain k ∈ N, the quan-
tity ‖ξ‖22 =
∑∞
k=0 E{ξ(k)′ξ(k)} is its squared norm. The class of all signals ξ(k) ∈ Rr,
k ∈ N such that ‖ξ‖22 is finite is denoted Lr2.
2. Problem formulation and basic results. A discrete-time MJLS is de-




x(k + 1) = A(θk)x(k) + B(θk)u(k) + J(θk)w(k),
z(k) = Cz(θk)x(k) + Dz(θk)u(k) + Ez(θk)w(k),
y(k) = Cy(θk)x(k) + Ey(θk)w(k),
where x(k) ∈ Rn is the state, u(k) ∈ Rm is the control, w(k) ∈ Rp is the exter-
nal perturbation, z(k) ∈ Rr is the controlled output, and y(k) ∈ Rq is the mea-
sured output. The state space matrices (2) depend upon a Markov chain taking
values in the finite set K with the associated transition probability matrix given by
pij = Prob(θk+1 = j | θk = i), which clearly satisfies the normalized constraints
pij ≥ 0 and
∑N
j=1 pij = 1 for each i ∈ K. To ease the presentation, the notations
A(θk) := Ai, B(θk) := Bi, J(θk) := Ji, Cz(θk) := Czi, Dz(θk) := Dzi, Ez(θk) := Ezi,
Cy(θk) := Cyi, and Ey(θk) := Eyi whenever θk = i ∈ K are adopted. The first im-
portant concept related to the model (2) is stability. In the context of MJLS, there
are several equivalent forms to define stability as summarized in the next definition;
see [19].
Definition 2.1. Consider the model (2) with null control u(k) ≡ 0, null external
input w(k) ≡ 0 for all k ∈ N, and initial conditions x(0) = x0 ∈ Rn, θ0 ∈ K. The
system G is
(a) mean square stable if for every initial state (x0, θ0)
(3) lim
k→∞
E{x(k)′x(k)|x0, θ0} = 0,
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(c) exponentially mean square stable if for every initial state (x0, θ0) there exist
constants 0 < α < 1 and β > 0 such that for all k ∈ N
(5) E{x(k)′x(k)|x0, θ0} < βαkx′0x0.
It has been shown in [19] that the above definitions of stability are actually equiv-
alent for an MJLS being referred to as second-moment stability (SMS). The next
proposition [6], [18] presents a method to check stability from the existence of a pos-
itive definite solution of a set of coupled Lyapunov-like inequalities.
Lemma 2.2. The following statements are equivalent:
(i) System G is stable.
(ii) There exist Pi = P ′i > 0 such that
(6) A′iPpiAi − Pi < 0
for all i ∈ K.
Although the inequalities (6) are already in the form of LMIs, as will be clear in
what follows, they present some difficulties to be circumvented. Basically, the main
technical difficulty is the way the summations that take the jump probabilities into
account appear in the inequalities, involving the system dynamics and preventing one
from using the standard transformations available in the literature to linearize the
controller formulas. For the sake of comparison, recall that in continuous-time MJLS
these summations appear as additive terms to the standard inequalities and never
involve products with the dynamic matrices [10].
The following lemma provides an alternative characterization of stability for
discrete-time MJLS. As will be shown later, these inequalities are more appropri-
ate for dynamic output feedback control design.
Lemma 2.3. The following statements are equivalent:
(i) System G is stable.











for all i ∈ K.
The nonlinear inequalities in Lemma 2.3 have several formal advantages over the
linear ones appearing in Lemma 2.2. The notation used in Lemma 2.3 puts into
evidence that the inequalities required for testing stability involve only matrices of
the same index i ∈ K and the coupling between the indices can be dealt with by
the linear equality constraint Ppi =
∑N
j=1 pijPj , which does not involve the dynamic
system matrices Ai, for all i ∈ K. Such a feature will be of extreme importance
in deriving simple and effective formulas for an adequate parameterization of the
controller state space matrices. The next definition is the generalization of the H2
norm from linear time invariant (LTI) systems to the stochastic Markovian jump case
under consideration.
Definition 2.4. The H2 norm of a stable system G from the input w to the
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where μi = Prob(θ0 = i) and zs,i represents the controlled output z(0), z(1), . . . ob-
tained from the input w(k) = esδ(k), where es ∈ Rp is the sth column of the p × p
identity matrix, δ(k) is the discrete impulse function, x(0) = 0, and θ0 = i ∈ K.
It is interesting to observe that in the deterministic case characterized by N = 1
the previous definition reduces to the usual H2 norm of the LTI discrete-time system



















which shows that for an adequate choice of the initial probabilities μi, i ∈ K, the
H2 norm of G equals the worst case norm (9) corresponding to the fact that no
information about the initial state θ0 ∈ K is available. Of course, to determine the
worst case norm the initial probability should be included in the optimization process
as an additional variable to be determined. This point will be addressed in what
follows with more details. For the moment, the next proposition shows how the H2
norm can be calculated [5].





μi Tr (J ′iPpiJi + E
′
ziEzi) ,




ziCzi for all i ∈ K.
From this result, there is no difficulty in calculating ‖G‖22 using a standard LMI
solver. The key observation is that if the matrix equality is replaced by inequalities,
then the right-hand side of (10) is still an upper bound whose minimization provides
‖G‖22. Hence, we have




μi Tr (Wi) ,
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are satisfied for all i ∈ K. From the numerical point of view the determination of ‖G‖22
using LMIs appears to be adequate and efficient. Indeed, we have to handle 2N LMIs
with 2N matrix variables and the coupling terms Ppi =
∑N
j=1 pijPj for all i ∈ K.
In addition, the global optimal solution of the convex programming problem (11) is
calculated in only one shot.
Problem (11) can be slightly modified for the determination of the worst case
norm defined in (9). Actually, keeping in mind that the maximum of N numbers





















{σ : Tr(Wi) < σ ∀i ∈ K} ,(14)
which shows that the worst case norm can be determined with a little additional effort
corresponding to increasing the number of variables by only one and the number of
LMIs by N . It is important to stress that the second equality in (14) is due to
the fact that all constraints are convex and the objective function is convex (linear)
with respect to the minimization variables and concave (linear) with respect to the
maximization variables. Finally, the last equality follows from duality relations.
We now move our attention to the H∞ norm of the MJLS G with state space
realization given in (2). The formal definition of this important concept is as follows.
Definition 2.6. The H∞ norm of a stable system G from the input w to the
output z is given by





Once again, it is interesting to observe that in the deterministic case characterized
by N = 1 the previous definition reduces to the usual H∞ norm of the LTI discrete-
time system G. The next lemma shows how the H∞ norm of the MJLS (2) can be
calculated [4], [21].
Lemma 2.7. The system G is stable and satisfies the norm constraint ‖G‖2∞ < γ


















holds for all i ∈ K.
Lemma 2.7 is a bounded real lemma for the MJLS (2). It can be obtained from
the conditions derived in [4]; see also [22], [21] and the references therein. Notice that,
as we have already mentioned, (16) reduces to the deterministic H∞ norm condition
for N = 1 and to be feasible it requires the existence of positive definite matrices Pi
such that A′iPpiAi − Pi + C′ziCzi < 0 for all i ∈ K. This is possible if and only if G is
stable; see [19].
From this result, there is no difficulty in calculating the norm ‖G‖2∞ from the op-
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the Schur complement to (16) it is seen that
(17) ‖G‖2∞ = inf
(γ,Pi)∈Ψ
γ,




Pi 0 A′iPpi C
′
zi
• γI J ′iPpi E′zi
• • Ppi 0
• • • I
⎤
⎥⎥⎦ > 0
is satisfied for all i ∈ K. As before, from the numerical point of view the same
conclusions can be drawn. The determination of ‖G‖2∞ using LMIs appears to be
adequate and efficient. Indeed, we have to handle N LMIs with N matrix variables
and the coupling terms Ppi =
∑N
j=1 pijPj for all i ∈ K. In addition, the calculation of
the global optimal solution of the convex programming problem (17) does not need
iterations, and, consequently, no convergence condition has to be verified.
We are now in position to state the dynamic output feedback control design
problems to be dealt with in the rest of this paper. Associated with (2) consider the
full order proper mode-dependent Markov jump linear controller
(19) C :
{
xc(k + 1) = Ac(θk)xc(k) + Bc(θk)y(k),
u(k) = Cc(θk)xc(k) + Dc(θk)y(k),
where xc(k) ∈ Rn, xc(0) = 0, and the matrices Aci, Bci, Cci, and Dci for all i ∈ K
are of compatible dimensions. The goal is to determine these matrices in such a way
that the H2 or the H∞ norm of the closed loop system is minimized. Connecting the
controller (19) to the system (2) the controlled output is given by
(20) F :
{
x̃(k + 1) = Ã(θk)x̃(k) + J̃(θk)w(k),
z(k) = C̃(θk)x̃(k) + Ẽ(θk)w(k),
where the indicated matrices are
Ãi :=
[











Czi + DziDciCyi DziCci
]
, Ẽi := Ezi + DziDciEyi;(22)




where h = 2 or h = ∞. It is important to make clear that the above formulation of
the dynamic output feedback control design problem is highly nonconvex and difficult
to solve; that is, in this form, it is not possible to calculate its global optimal solution.
The reason is that the calculation of the objective function ‖F‖2h depends upon a
set of auxiliary variables (see problems (11) and (17)) which multiply the controller
variables producing, consequently, a nonconvex problem. The way to circumvent this
difficulty is to introduce a one-to-one change of variables able to linearize the nonlinear
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From the previous determination of H2 and H∞ norms, it can be seen that the
full order controller C imposes a closed loop system F twice the order of the plant
G. Hence the H2 and H∞ norm calculations need auxiliary symmetric matrices


















where all blocks are n × n real matrices. It is immediately verified that





for all i ∈ K. It is a well known fact (see Appendix I in section 7 for a more detailed
discussion) that if the matrix in (25) is constrained to be definite positive, then it
is always possible to determine the matrix blocks in (24) in order to get P̃i > 0.
Moreover, this can be accomplished even if matrix Ui or Vi for each i ∈ K is arbitrarily
(nonsingular) fixed. Now, we proceed by considering P̃i > 0 and adopting a similar
































It is important to stress that the four block matrices which define the inverse P̃−1pi














From the above discussion, we mention again that the particular choice Ui = −X̂i
can be made without loss of generality and constrains matrix Ui to be symmetric and
negative definite. Furthermore, (24) provides Ui = −X̂i = Y −1i − Xi, which enables









Moreover, in the general case, that is, without the particular choice Ui = −X̂i, the
equality R1i = Yqi does not hold any longer, but matrices R1i given by
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for all i ∈ K. The relations (30) and (32) are the key results to be used afterwards
for dynamic output feedback control synthesis.
Additionally, the results to be presented in what follows are based on the lin-
earization of the matrix inequalities involved in the norm calculations. Hence, let us


















which from matrices (Mi, Fi, Li, Ki) uniquely determine the dynamic output feedback
controller matrices (Aci, Bci, Cci, Dci) and vice versa for each i ∈ K. Indeed, notice
that in (33) the inverses exist whenever matrices Ui and Vi are nonsingular for all
i ∈ K. The importance of this change of variables is that it allows one to convert
the H2 and H∞ output feedback control design problems stated before into convex
programming problems expressed in terms of LMIs.
3. H2 mode-dependent control design. Based on the previous results our
main purpose in this section is to calculate the global optimal solution of the H2





μi Tr (Wi) ,
where the infimum is taken with respect to the matrix variables P̃i, Wi, Aci, Bci, Cci,
























where the closed loop system state space matrices are given in (21), (22) and P̃i is
partitioned as indicated in (24) for each i ∈ K. It is important to stress that these
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which is essential to get a linearized version from the change of variables introduced
before.
Lemma 3.1. There exist a mode-dependent output feedback linear controller of
the form (19) and symmetric matrices Wi, P̃i > 0 satisfying the inequalities (35) for
all i ∈ K if and only if there exist symmetric matrices Wi, Xi, Yi, Zij and matrices



























• Hi + H ′i − Zpi I 0
• • Xpi 0












for all i, j ∈ K×K. Furthermore, whenever (37)–(38) are satisfied, a suitable solution
for (35) is provided by (33) with Ui = Y −1i − Xi and Vi = Yi for all i ∈ K.
Proof. See Appendix II in section 8.
As we can see in Appendix II in section 8, the proof of Lemma 3.1 strongly
depends upon the inequality Yqi ≥ R1i and on the existence of a particular choice of
matrices Ui for all i ∈ K such that the equality holds. In addition, it is to be noticed
that the linear matrix function Hi + H ′i −Zpi appearing in the second element of the
main diagonal of the LMI (37) is used to successfully linearize the nonlinear matrix
function Yqi (as already commented, recall the notation Zpi :=
∑N
j=1 pijZij). This
aspect is also present in the next lemma, where the remaining constraint needed to
calculate the H2 norm of the closed loop system is treated.
Lemma 3.2. There exist a mode-dependent output feedback linear controller of the
form (19) and symmetric matrices P̃i > 0 satisfying the inequalities (36) for all i ∈ K
if and only if there exist symmetric matrices Xi, Yi, Zij and matrices Mi, Li, Fi, Ki, Hi



















• Xi A′i + C′yiK ′iB′i A′iXpi + C′yiF ′i C′zi + C′yiK ′iD′zi
• • Hi + H ′i − Zpi I 0
• • • Xpi 0












for all i, j ∈ K×K. Furthermore, whenever (39)–(40) are satisfied, a suitable solution
for (36) is provided by (33) with Ui = Y −1i − Xi and Vi = Yi for all i ∈ K.
Proof. See Appendix II in section 8.
We want to stress that this lemma has a very interesting aspect as far as the
nonlinear nature of inequality (36) is concerned. From the adequate definition of
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P̃i and P̃−1pi , has been successfully linearized. Furthermore, since both lemmas make
use of the same change of variables the following result is immediate.
Theorem 3.3. There exists a mode-dependent output feedback linear controller
of the form (19) such that ‖F‖22 < γ if and only if there exists a feasible solution of




μi Tr(Wi) < γ.
In the affirmative case, a suitable mode-dependent Markov jump linear output feedback
controller is defined by the state space matrices Aci, Bci, Cci, and Dci, provided in (33)
with Ui = Y −1i − Xi and Vi = Yi for all i ∈ K.
Proof. This theorem follows from the results of Lemmas 3.1 and 3.2 together
with the fact that ‖F‖22 <
∑N
i=1 μi Tr(Wi) for all feasible solutions of LMIs (37), (38),
and (39).
The most important consequence of Theorem 3.3 is that the optimal global solu-





μi Tr (Wi) ,
where X = (Wi, Xi, Yi, Zij , Mi, Fi, Li, Ki, Hi) for all i, j ∈ K × K are the matrix
variables and Ω is the set of all feasible solutions of LMIs (37), (38), and (39). In other
words, the mode-dependent output feedback design problem under consideration has
been converted into a convex programming problem expressed in terms of LMIs, which
enables the use of efficient numerical methods for its solution. Moreover, Theorem 3.3
admits another interpretation. It provides the set of all mode-dependent proper full
order Markov jump linear controllers such that the closed loop system satisfies the
constraint ‖F‖22 < γ for some prespecified H2 norm level γ > 0. To the best of our
knowledge, a similar result was not available in the literature to date.
Finally, it is interesting to see that the worst case norm (14) can be treated with
no additional difficulty. Actually, from duality, the convexity of the primal design







μi Tr (Wi) = inf
σ,X∈Ω
{σ : Tr (Wi) < σ},
making clear that the right-hand side of (43) provides the optimal mode-dependent
Markov jump linear output feedback controller associated with the worst case norm.
3.1. Example. The following example was borrowed from [15]. It consists of
two masses coupled with a spring and a damper. The first mass is attached to a
fixed end point through another spring. The problem is to control the position and
velocity of the second mass by applying a horizontal force on it. It is assumed that
the position and velocity of the first mass are measured and that this information
is delivered to the controller through a Markovian channel, which can insert error
into the transmitted information package. Furthermore, it is also assumed that the
controller can detect but not correct each of these defected packages by means of an
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Fig. 1. H2 norm versus pR,R for different values of κ.
mass; i.e., it is not directly affected by the errors that may occur in the transmission
channel.
The probability that a good package is received right after a good one is given
by pR,R, whereas the probability that a bad package is received after a bad one is
given by pL,L. Hence, the ratio between the mean length of good and bad package
sequences is simply given by
(44) κ =
1 − pL,L
1 − pR,R .
Moreover, since pL,L and pR,R are probabilities for each fixed value of κ we must have
1 − κ−1 ≤ pR,R ≤ 1 and pL,L = (1 − κ) + κpR,R. In practice, both probabilities pR,R
and pL,L are expected to be high and pR,R > pL,L, which naturally yields κ > 1.
On the other hand, the state space realization of this continuous-time stochastic












0 0 1 0 0 0 0
0 0 0 1 0 1 0
−30.0 10.0 −0.36 0.36 0 0 0
5.0 −5.0 0.18 −0.18 1 0 0
0 50.0 0 0 0 0 0
0 0 0 1.8 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 0 0 0 0 0 0.1
0 0 1 0 0 0 0.125
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
for i ∈ K = {1, 2}. Notice that only the output matrices Cyi and Eyi for i ∈ K depend
upon the Markov state in order to cope with the transmission error introduced by the
Markov channel. The final discrete-time system of the form (2) is determined from
discretization with sample time Ts = 0.5s and a zero order hold placed on each input.
Considering μ1 = 0 and μ2 = 1, that is, the initial mode is the one corresponding
to transmission without failure, the H2 mode-dependent proper controllers for a grid
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loop system H2 performance provided by the optimal solution of problem (42) for
κ ∈ {1, 2, 4, 8, 16} is shown. Notice that for all values of pR,R as κ increases the
minimum H2 norm decreases. Moreover, for the same κ, increasing pR,R the minimum
H2 norm may also increase due to the fact that to keep κ constant the probability
pL,L has to increase as well.
4. H∞ mode-dependent control design. The main purpose of this section is
to present similar results for the H∞ norm. Connecting the full order linear controller
C defined in (19) to the open loop system G, the problem to be dealt with can be
expressed as
(46) inf γ,
where the infimum is taken with respect to the scalar γ and the matrix variables P̃i,




P̃i 0 Ã′i C̃
′
i
• γI J̃ ′i Ẽ′i
• • P̃−1pi 0
• • • I
⎤
⎥⎥⎥⎦ > 0,
where the closed loop system state space matrices are given in (21), (22) and P̃i is
partitioned as indicated in (24) for each i ∈ K. Comparing to the H2 mode-dependent
control design analyzed in the previous section, the reader can verify that the same
linearization strategy also works in the present context as summarized in the next
theorem.
Theorem 4.1. There exist a mode-dependent output feedback linear controller
of the form (19), a scalar γ > 0, and symmetric matrices P̃i > 0 satisfying the
inequalities (47) for all i ∈ K if and only if there exist a scalar γ > 0, symmetric ma-


















• Xi 0 A′i + C′yiK ′iB′i A′iXpi + C′yiF ′i C′zi + C′yiK ′iD′zi
• • γI J ′i + E′yiK ′iB′i J ′iXpi + E′yiF ′i E′zi + E′yiK ′iD′zi
• • • Hi + H ′i − Zpi I 0
• • • • Xpi 0













for all i, j ∈ K×K. Furthermore, whenever (48)–(49) are satisfied, a suitable solution
for (47) is provided by (33) with Ui = Y −1i − Xi and Vi = Yi for all i ∈ K.
Proof. The proof follows from similar arguments and mathematical relations
already adopted in the proofs of Lemmas 3.1 and 3.2 as well; therefore it is being
omitted.
Defining the set of matrix variables Y = (Xi, Yi, Zij , Mi, Fi, Li, Ki, Hi) for all
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Fig. 2. Performance ratio of optimal controllers for different values of κ.




Hence, as in the H2 norm case, the mode-dependent output feedback design problem
under consideration has been converted into a convex programming problem expressed
in terms of LMIs.
The result reported in Theorem 4.1 outperforms the previous results available
in the literature dealing with this class of control design problems; see [22] and [24].
First, to the contrary of [22], where the very restrictive constraint on the transition
probability matrix is imposed, namely, pij = pj for all i, j ∈ K × K and only strictly
proper linear controllers are considered, we do not make any assumption about the
structure of the transition probability matrix, and general proper controllers are de-
signed. Moreover, comparing to [24], where an iterative method to solve BMIs is
needed, here the problem is solved in one shot by any LMI solver.
4.1. Example. The data used in the example in section 3.1 is again considered
to compare optimal performances of proper and strictly proper linear controllers. The
H∞ output feedback control problem (50) has also been solved in order to demonstrate
how performance can be improved by allowing the controller to be proper instead of
strictly proper. Figure 2 shows the performance ratio produced by strictly proper
and proper optimal controllers for H∞ norm optimization. As can be seen, the im-
provement is more expressive for bigger values of the transition probability pR,R and
moderate values of pL,L. This effect becomes more expressive whenever κ increases.
Clearly, for pR,R and pL,L close to one the optimal controller becomes strictly proper.
5. Practical application. Consider the vehicle following problem described
in [22]. Let x0 denote the position of the leading car and xi denote the position
of the ith follower. The reference trajectory for the lead vehicle is denoted r0 and the
tracking error for the lead vehicle is e0 = r0 − x0. The other vehicle spacing errors
are ei = xi−1 − xi − δi, where δi is the desired vehicle spacing. The control objective
is to enforce all tracking errors ei to zero.
Following [22], although the dynamic behavior for an individual vehicle is non-
linear, the use of a two-layered control scheme [16] allows us to consider a reasonable
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where xi(t), vi(t), and ai(t) are the position, velocity, and acceleration of the ith
vehicle, and τ = 100ms is the time constant of the first order lag. The system
is discretized with a Ts = 20ms sample rate, considering a zero order hold on the
control input.
It is assumed that the measurement used to control the system is transmitted
using a wireless network protocol such that errors can be detected but not corrected.
At every sample time, a vehicle communicates its measurements to the network. If
the received package is corrupted, then the controller discards it and waits for the
next package. We assume that all communicated measurements from the vehicles
are either received or corrupted and the Markov chain can be modelled with two
modes {L, R} for lost and received packages, respectively. It is further assumed that
the statistics of the network are known so that we have both the probability of the
next broadcasted package being correct after a good one is received pR,R and the
probability of a package being lost by error after a bad one is received pL,L. The data
communicated through the network is modelled as follows:
(52) ŷc(k) =
{
yc(k) if θ(k) = R,
∅ if θ(k) = L,
where ∅ denotes a corrupted package of information and yc is the vector of commu-
nicated measurements available for feedback. All cars in the platoon have on board
sensors to capture the measurements from their particular motions. Those measure-
ments are denoted as yo, which leads to the following output available to the controller







As in [22], for the controller design a model with two cars is considered. However,
the important difference from the approach proposed in [22] is that we are able to cal-
culate with the results reported in this paper the optimal linear controller associated
with any value of the transition probability matrix and not only for those satisfying
pR,R = 1− pL,L. Figure 3 shows the grid with the H∞ norm of the controlled system
for all possible values of the package loss rates.
It is interesting to notice, although it is not intuitive, that the H∞ norm does not
change very much with respect to pR,R whenever pL,L is kept constant. However, if
one takes two points on Figure 3 with different pR,R and the same pL,L, even though
the H∞ norm might be the same, the designed controllers are in general different.
That cannot be accomplished by the control designed from [22] because it can be
calculated only for systems such that pL,L = 1− pR,R. Figure 3 shows spikes in some
points due to lack of numerical precision.
Finally, we compare the Markov jump linear controller proposed by this design
with the deterministic H∞ optimal output feedback controller. For both systems a
Monte Carlo simulation was run with 5 × 103 iterations. The probability matrix for
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Fig. 3. H∞ norm versus package loss rate.



















Fig. 4. Mean square error for deterministic and Markovian controllers.
has been considered, corresponding to the ratio κ = 4. The input has been calculated
in order to impose that the lead vehicle should start with a constant acceleration of
3m/s2 for 5 seconds, should remain with constant speed for the next 7.5 seconds,
and should brake with an acceleration of −6m/s2 for the remaining 2.5 seconds; after
that, acceleration should be zero. The parameters used for the controlled output z, the
spacing error e1, and the weighted control effort were the same as those used in [22].
The mean square error can be seen in Figure 4 against t = kTs for k ∈ [0, 1.5 × 103],
where the better performance of the Markovian controller (solid line) when compared
to the deterministic one (dashed line) is clear.
6. Conclusion. In this paper a new approach to the dynamic output feedback
control design of discrete-time MJLS is proposed. The set of all full order proper
mode-dependent Markov jump linear output feedback controllers imposing on the
closed loop system a prespecified H2 or H∞ norm level is parameterized by convex
constraints expressed by means of pure LMIs, likewise of what has been done in the
continuous-time case [10]. The linear controllers are obtained without any additional
constraints (as, for instance, to be strictly proper), a fact that is particularly im-
portant since Figure 2 makes clear the impact of this control structure as far as the
H∞ norm minimization is concerned. Furthermore, in that case, the performance
is enhanced by the possibility of dealing with optimal control problems where the
transition probability matrix is not restricted to having the same rows as considered
in [22]. The controller is always obtained from the solution of a convex programming
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tion is of practical appeal if one considers the application for networked control, where
transmission protocols can easily include package error detection. The inclusion of
the system statistics and the correspondent models to obtain the closed loop linear
controller has a computational cost. Considering again the networked control with
two possible modes as an example, the design of an optimal H2 controller will imply
solving eight coupled LMIs against one for the deterministic case. Nonetheless, we
believe it is a worthy cost to pay, given the better performance illustrated in Figure 4.
As a further research subject, we believe that the results reported in this paper
can be applied to networked control problems where the Markov channel is described
by more accurate models yielding higher order MJLS systems. Moreover, in our
opinion, additional research efforts towards the generalization of the present results
to the mode-independent versions of the H2 and H∞ optimal control problems are of
great theoretical and practical interest.
7. Appendix I. This appendix provides a series of basic results largely used in
this paper. The following simple property involving square matrices has been applied
with success to the solution of several problems in the literature to date (see [11] and
the references therein).
Lemma 7.1. Consider P = P ′ > 0. The inequality
(55) G′P−1G ≥ G + G′ − P
holds for any square matrix G of compatible dimensions.
Proof. It follows trivially from the fact that (G − P )′P−1(G − P ) ≥ 0.





pij = 1, i ∈ K,
and a set of positive definite matrices Xj ∈ Rn×n for all j ∈ K be given. The convex




pijXj , i ∈ K.












, i ∈ K.
The next lemma gives a relationship between these two convex combinations that is
exhaustively used in the present paper.
Lemma 7.2. Let X1, . . . , XN ∈ Rn×n be positive definite matrices. The inequality
Xpi ≥ Xqi holds for all i ∈ K.
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holds from the Schur complement and due to the fact that all matrices X1, . . . , XN
are positive definite. Hence, multiplying (59) by pij and summing up for all j ∈ K,






≥ 0, i ∈ K,
yielding, by the Schur complement, the desired result.
Clearly, Xpi depends linearly upon matrices X1, . . . , XN , while the dependence
of Xqi with respect to the same matrices is highly nonlinear. The importance of
Lemma 7.2 is that it provides a linear upper bound to the nonlinear matrix function
Xqi for all i ∈ K.
We now move our attention to positive definite matrices with square partitions.







be given. It is always possible to determine symmetric matrices X̂ ∈ Rn×n, Ŷ ∈ Rn×n












Proof. Take U ∈ Rn×n nonsingular. The equality in (62) holds if and only if
the following four matrix constraints simultaneously hold. First, XY + UV ′ = I,
which gives V = (I − Y X)U ′−1. Second, XV + UŶ = 0, yielding to the symmetric
matrix Ŷ = U−1X(Y − X−1)XU ′−1. Third, U ′Y + X̂V ′ = 0, which provides X̂ =
U ′(X − Y −1)−1U . Finally, with these solutions we verify that
U ′V + X̂Ŷ = U ′(I − Y X)U ′−1 + U ′(X − Y −1)−1X(Y − X−1)XU ′−1
= U ′((I − Y X) − (X − Y −1)−1X(I − Y X))U ′−1
= U ′(I − (X − Y −1)−1X)(I − Y X)U ′−1
= U ′(X − Y −1)−1(−Y −1)(I − Y X)U ′−1
= I,(63)
which proves the equality in (62). On the other hand, since any feasible solution
of (61) provides I − Y X nonsingular, the same is true for matrix V given above and,
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An interesting point arising from the proof of Lemma 7.3 is that (62) can be
solved even though U ∈ Rn×n is arbitrarily fixed as any nonsingular matrix. In other
words, given symmetric matrices X and Y satisfying the positivity constraint (61),
then, to solve (62), the nonsingular matrix U can be arbitrarily fixed without loss of
generality. Simple verification puts into evidence that similar results hold for matrix
V ∈ Rn×n.
8. Appendix II. In this appendix we provide the proofs for Lemmas 3.1 and 3.2,
which are central for the H2 output feedback control design problem.
8.1. Proof of Lemma 3.1. For the necessity, assume that (35) holds. Parti-
tioning P̃−1pi as in (24) and multiplying (35) to the right by diag[I, Q̃i, I] and to the



























• R1i I 0
• • Xpi 0
• • • I
⎤
⎥⎥⎦ > 0,
where Fi = UpiBci + XpiBiDci and Ki = Dci. Taking into account that (32) implies
Yqi ≥ R1i, for Hi = Yqi and Zij = YqiY −1j Yqi + εI with ε > 0 we see that (38) is
verified and we obtain
Hi + H ′i − Zpi = Yqi − εI
≥ R1i − εI;(67)
hence, taking ε > 0 sufficiently small, inequality (66) implies that (37) holds and the
claim follows.
For the sufficiency, assume that (37) and (38) hold. From (38) we have Zij >
H ′iY
−1
j Hi, and, consequently, multiplying these inequalities by pij and summing up
for all j ∈ K we obtain




≤ Hi + H ′i − H ′iY −1qi Hi
≤ Yqi − (Hi − Yqi)′Y −1qi (Hi − Yqi)
≤ Yqi,(68)
which implies that (37) remains valid if the diagonal term in the second column
and row is replaced by Yqi and consequently Xpi > Y −1qi > 0. Hence, imposing
Ui = Y −1i − Xi we get Vi = Yi and it is verified that the matrix Upi = Y −1qi − Xpi is
nonsingular, which enable us to determine the matrices Bci and Dci from the change






• Xpi − Y −1qi
]
> 0
it is immediately verified that (30) holds and that R−11i = Y
−1
qi . The conclusion is that
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which multiplied to the right by diag[I, Q̃−1i , I] and to the left by its transpose provides
the inequality (35), and the proof is concluded.
8.2. Proof of Lemma 3.2. Along general lines, it follows the same pattern of
the proof of Lemma 3.1.
For the necessity, assume that the inequality (36) holds. Partitioning P̃i and
P̃−1pi as indicated in (24) and (26), respectively, multiplying (36) to the right by
diag[T̃i, Q̃i, I] and to left by its transpose, and adopting the inverse change of vari-
ables (33), we get the LMI (39) with R1i at the place of Hi + H ′i − Zpi in the third
row and third column block. As before, the necessity follows from (67), making ε > 0
sufficiently small.
The sufficiency follows from the particular choice of matrix Ui = Y −1i −Xi imply-
ing from (24) that Vi = Yi. Moreover, taking into account that this choice provides
P̃pi > 0 as in (30) and that R1i = Yqi ≥ Hi + H ′i − Zpi, the change of variables


















which provides (36) after multiplication to the right by diag[T̃−1i , Q̃
−1
i , I] and to the
left by its transpose. This concludes the proof of the proposed lemma.
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