We prove that there exists a constant a(A) 2 (0; 1) such that lim inf t!1 (log log t=t) sup 0 s t j R s 0 < AW u ; dW u >j = a(A) with probability one, where A, is a skew-symmetric d d matrix, A 6 = 0, and fW t g t 0 is a d-dimensional Wiener process.
Introduction
LetfB t g t 0 be a 1-dimensional Wiener process. In Chung (1948) , the author proved that with probability one, lim inf t!1 (log log t=t) 1=2 sup 0 s t jB s j = = p 8:
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we prove that the analog of (1) also holds for these processes. More precisely we will prove the Theorem 1.1 Suppose that fW t g t 0 is a d-dimensional Wiener process and suppose that A is a skew-symmetric d d matrix (i.e.A = ?A, where "*" stands for the transpose) and A 6 = 0. Let (2) where a(A) 2 (0; 1);
(log log t=t) sup
The rest of the paper is organized as follows: in Section 2 we prove (2) and we prove (3) in Section 3.
Existence of a(A)
Suppose that ( ; F; P) is a complete probablity space and let fW t ; F t g t 0 be a d-dimensional Wiener process on ( ; F; P), where F t is its standard ltration and P(W 0 = 0) = 1. From now on, A is a xed d d matrix such that A 6 = 0 and A = ?A.
Let L t be a continuous version of the stochastic integral R t 0 < AW u ; dW u >, where < :; : > stands for the Euclidean scalar product. Since for every c > 0, fW ct = p cg t 0 is also a Wiener process, we see that fL ct =cg t 0 has the same law as fL t g t 0 . Moreover if we de ne P (x;y) as the probability measure induced by the process (W x t ; L y t ) = (x + W t ; < A x ; W t > +y + L t ); (x; y) 2 IR d IR, then P (x;y) is the solution of the martingale problem starting at (x; y) with generator L = 1=2 P d i=1 X 2 i , where the vector elds X i are given by X i = @x i + (Ax) i @y; 1 i d. Since X i ; X j ] = ?2A ij @y and a 6 = 0, the di usion is hypoelliptic and the process has a C 1 density P(t; (x; y); (w; l)) We will now prove (4). Let C 1 0 (D) be the set of all in nitely di erentiable functions with compact support contained in D. 
Since jfj 2 ? 1; E f (d ) is a probability measure. Therefore, using Jensen's inequality and the spectral theorem, we get
Hence(e tL D f; f) e ?tl(f) and we can conclude that P (0;0) (T G > t) c e ?(t?t 0 )l(f) =jfj 2 1 :
Therefore lim inf 
(L D t ; ) = ? inf Using (6) and (7) we have lim t!1 1 t log P (0;0) (T G > t) = ?a(A):
We will now nd a representation for a(A). 3 Chung's LIL Set (t) = log log t=t; t 3. The proof of (3) is based on the following lemmas.
Lemma 3.1
Proof. Let r be such that 0 < r < a(A). Then we can nd c > 1 such that rc < a(A). Using (7), we see that for any r 1 satisfying rc < r 1 < a(A), Hence (t n ) sup 0 s t n?1 jL(s)j c t 2 n?1 (t n?1 ) (t n ) " eventually for any " > 0.
Thus (9) ?("r=c 1 (t n ))(2=t n?1 (t n ? t n?1 )) 1=2 o = k e ?a n ; say:
Now t 2 n =t n?1 (t n ? t n?1 ) ne (here b n c n means lim n!1 (b n =c n ) = 1). Therefore a n " r e 1=2 n 1=2 c 1 (log log n n ) and X n 2 e ?a n < 1.
By Borel-Cantelli lemma, we can conclude that (10) holds true for any " > 0.
We have already proved that P lim inf t!1 (t) sup Proof. To prove the lemma, it is su cient to show that for any r > a(A), and it is easy to see that fL n (x)g s 0 is independent of F t n?1 and has the same law as fL (s) Since A n 2 F t n and A n is independent of F t n?1 then P(A n i:o:) = 1, if P n P(A n ) = +1. Now from (6) we know that if r 2 is choosen so that r 1 > r 2 > a(A), then P(T G > t) e ?tr 2 if t is large enough.
Hence P(A n ) = P (t n ) sup 0 s t n ?t n?1 jL(s)j < r 1 ! = P T g > (t n ) r 1 ! e ?(t n =t n ?t n?1 )(loglog t n )(r 2 =r 1 )
(n log n) ?p if n is large, where p > 0 is choosen so that r 2 r 1 < p < 1. Now the series (n log n) ?p diverges proving that X n 2 P(A n ) = +1. Therefore P(A n i:o:) = 1, which completes the proof of the theorem.
