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Abstract—This paper assesses the experimental
implementation of three voltage events classification
algorithms. They are known in the literature as symmetrical
component algorithm, six-phase algorithm and space vector
algorithm. They use the fundamental voltages and sequence’s
components estimated by a sequence detector proposed by
the authors previously. This detector is synchronized with the
network achieving phase and frequency adaptation and high
rejection to the network disturbances. From implementation
of classification algorithm and detector on a DSP (Digital
Signal Processor), the performance of each algorithm in the
classification of real events and their possible application in a
PQM (Power Quality Monitor) was evaluated.
Resumen— Este trabajo evalu´a la implementacio´n
experimental de tres algoritmos de clasificacio´n de eventos
de tensio´n. Los mismos son conocidos en la literatura como
algoritmo de componentes sime´tricas, algoritmo de seis tensiones
y algoritmo de vector espacial. Estos algoritmos utilizan las
tensiones fundamentales y las componentes de secuencia
estimadas por un detector de secuencias propuesto por los
autores en trabajos previos. Este detector se sincroniza con
la red ele´ctrica, logrando adaptacio´n en fase y frecuencia y
provee de un gran rechazo a las perturbaciones de la red. A
partir de la implementacio´n de los algoritmos de clasificacio´n
y del detector en un DSP (Digital Signal Processor), se evaluo´
el desempen˜o de cada algoritmo en la clasificacio´n de eventos
reales y su posible aplicacio´n en un instrumento medidor de
calidad de la energı´a.
I. INTRODUCCIO´N
En la tema´tica de calidad de la energı´a ele´ctrica, se
denomina perturbaciones de tensio´n a las desviaciones de
la tensio´n real respecto de su contraparte ideal, entendiendo
a la tensio´n ideal como una forma de onda sinusoidal con
amplitud y frecuencia constantes e iguales a sus valores
nominales [1]. Uno de los tipos de perturbaciones ma´s
perjudiciales son los eventos, que se caracterizan por tener
un inicio y fin bien demarcados, como los huecos de tensio´n
(dips), sobretensiones (swells) e interrupciones. Si bien un
hueco de tensio´n no es tan nocivo como una interrupcio´n
o una sobretensio´n, sucede con mayor frecuencia, por lo
que el dan˜o total originado por caı´das de tensio´n, debidas
principalmente a cortocircuitos, arranque de grandes mo-
tores y energizacio´n de transformadores, es mayor [2]. En
consecuencia, la deteccio´n y clasificacio´n de los mismos
es de vital intere´s en la operacio´n de sistemas ele´ctricos
de potencia, puesto que el completo conocimiento de estos
eventos permite determinar los tipos de fallas, la fuente
de perturbacio´n y su ubicacio´n, entre otros; y actuar en
consecuencia despejando la perturbacio´n, mitigando sus
efectos [3] o bien previniendo su nueva aparicio´n.
En la literatura especı´fica existen aportes teo´ricos sobre
algoritmos de clasificacio´n de eventos basados en herramien-
tas heurı´sticas como Lo´gica Difusa, Redes Neuronales,
Ma´quinas de Soporte Vectorial, Algoritmos Gene´ticos, entre
otros [4], [5]. Si bien estos me´todos han demostrado tener
un buen desempen˜o en entornos de simulacio´n, presentan
un alto nivel de complejidad matema´tica, por lo cual su
implementacio´n en un procesador digital de sen˜ales resulta
en un elevado requerimiento computacional.
Un enfoque diferente es el uso de algoritmos lo´gicos
para clasificar eventos de tensio´n a partir del ana´lisis de
las componentes de secuencia [6], de las tensiones simples
y compuestas [6] o de la trayectoria del vector espacial
[7]. Este tipo de algoritmos, combinados con adecuadas
te´cnicas de procesamiento digital de sen˜ales tienen un buen
desempen˜o y requieren menos capacidad de procesamiento.
Sin embargo, en la literatura especı´fica [6]–[10] no abundan
ejemplos de implementacio´n en plataformas digitales, no se
explica de manera consistente a trave´s de que tipo de pre-
procesamiento se rechaza el ruido y el contenido armo´nico
presentes en la red, ni son analizados rigurosamente bajo
estas condiciones reales de operacio´n.
En este trabajo se aborda la implementacio´n de tres
algoritmos presentados en la bibliografı´a, los cuales son
implementados en un DSP junto a un detector de secuencias
desarrollado por los autores y presentado en trabajos previos.
Este u´ltimo se basa en la mSDFT (del ingle´s modulated
Sliding Discrete Fourier Transform) y en una te´cnica de
perı´odo de muestreo variable (del ingle´s Variable Sampling
Period Technique, VSPT), el cua´l se adapta en fase y
frecuencia y proporciona un rechazo elevado al contenido
armo´nico y ruido presentes en la red [11].
Los algoritmos relevados se ensayaron con eventos reales
capturados en laboratorio y luego sintetizados por un gene-
rador de sen˜ales programable. El objetivo es verificar si estos
algoritmos son implementables en un DSP y si funcionan
correctamente en la clasificacio´n de eventos reales, ya que se
pretende emplearlos en un monitor de calidad de la energı´a
(del ingle´s Power Quality Monitor, PQM).
Fig. 1. Diagrama en bloques del detector de secuencias propuesto [11].
II. PRE-FILTRO DE LAS SEN˜ALES DE TENSIO´N
En [11], los autores han propuesto un medidor de
armo´nicos y detector de secuencias para sen˜ales trifa´sicas
basado en la mSDFT y en una te´cnica de perı´odo de
muestreo variable, cuyo diagrama en bloques se observa
en la Fig.1. La mSDFT es una implementacio´n de la DFT
(Discrete Fourier Transform) que utiliza la propiedad de
modulacio´n para calcular la k-e´sima componente espectral
de la sen˜al en una ventana de tiempo deslizante de longitud
N . La componente estimada por el algoritmo es un valor
complejo y constante (la informacio´n de frecuencia es elimi-
nada por la modulacio´n), cuyo valor absoluto es la amplitud
del armo´nico de intere´s y el argumento es la fase del mismo
con respecto a la fase de la modulante. A diferencia de
otras implementaciones de la DFT de ventana deslizante, la
mSDFT es siempre estable y no acumula error, lo cual la
hace muy adecuada para el disen˜o de sistemas de medicio´n
y monitoreo de las componentes armo´nicas de una determi-
nada sen˜al. En el trabajo citado, se propone el uso de una
mSDFT por cada fase del sistema trifa´sico, emplea´ndose la
misma modulante para cada una de ellas. De esta forma, se
estiman las tres k-e´simas componentes de la sen˜al trifa´sica
sin modificar la diferencia de fase original entre ellas. Luego,
mediante el concepto de componentes sime´tricas, se estima
la componente de secuencia positiva, negativa y cero de la
misma. Debido a que la mSDFT sufre del problema tı´pico de
la DFT cuando la frecuencia fundamental (fL) de la sen˜al
es variable (efecto conocido como espectro esparcido), se
utiliza una te´cnica de perı´odo de muestreo variable para
ajustar dina´micamente la frecuencia de muestreo a N × fL.
Como resultado del alto rechazo que provee la mSDFT
a los armo´nicos de la red ele´ctrica y el ajuste dina´mico
del perı´odo de muestreo, el me´todo propuesto en [11]
presenta un excelente desempen˜o para el procesamiento de
las tensiones y corrientes de lı´nea en tiempo real. En el
presente trabajo se va a utilizar este sistema como pre-filtro,
estimando las componentes fundamentales de las tensiones
de fase y sus componentes sime´tricas, que sera´n utilizadas
por los me´todos de clasificacio´n de eventos.
III. CRITERIOS DE CLASIFICACIO´N DE HUECOS DE
TENSIO´N
En la literatura se encuentran dos principales criterios de
clasificacio´n de huecos de tensio´n [12]: la clasificacio´n de
componentes sime´tricas (CS) y la clasificacio´n ABC. La
clasificacio´n CS, basada en el ana´lisis de las componentes
sime´tricas de la tensio´n, distingue entre huecos con la
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Fig. 2. Tipos de huecos de tensio´n: (a) criterio de clasificacio´n CS,
(b) criterio de clasificacio´n ABC.
principal caı´da de tensio´n en una fase (tipo D) y huecos
con la principal caı´da de tensio´n en dos fases (tipo C),
como se aprecia en la Fig. 2(a). Segu´n este criterio, los
huecos sime´tricos, es decir, con igual caı´da de tensio´n en
las tres fases, son casos particulares de los dos anteriores.
Por otro lado, la clasificacio´n ABC distingue entre siete
tipos de huecos (tipo A, ... ,tipo G) y tres tipos de huecos
combinados con sobretensiones (tipo H, tipo I* y tipo I**),
como se observa en la Fig. 2(b). Esta clasificacio´n es ma´s
completa que la anterior y brinda ma´s detalles a la hora de
establecer una relacio´n entre los huecos clasificados y los
tipos de fallas que los causaron, por lo cual sera´ la adoptada
en el presente trabajo.
IV. ALGORITMOS DE CLASIFICACIO´N DE EVENTOS
En esta seccio´n se presenta el principio de funcionamiento
y las caracterı´sticas principales de los algoritmos de clasifi-
cacio´n de eventos evaluados.
A. Algoritmo de Componentes Sime´tricas (ACS)
Este algoritmo propuesto en [6] utiliza la siguiente ex-










donde T se redondea al entero ma´s cercano y, V−1 y V+1
son las componentes de secuencia negativa y positiva de la
tensio´n fundamental. A partir de este para´metro T que puede
tomar valores enteros de 0 a 5 es posible determinar el tipo
de hueco en la clasificacio´n CS a partir de la Tabla I. Donde
la letra C o´ D indica el tipo de hueco y el subı´ndice a, b o
c indica la fase afectada o no afectada segu´n se trate de un
hueco tipo D o C respectivamente.
Como se ha mencionado en la seccio´n previa, la clasi-
ficacio´n ABC resulta ma´s conveniente para caracterizar
huecos de tensio´n. Por lo tanto, para obtener el tipo de
hueco de acuerdo al criterio ABC, adema´s del para´metro
T , es necesario hallar tres variables adicionales: la tensio´n
caracterı´stica V que representa la caı´da de tensio´n ma´s
significativa durante el hueco, el factor F (definido como
la relacio´n entre la impedancia de secuencia positiva y
negativa durante la falla), que es representativo del grado
de desbalance del hueco [12], y la componente de secuencia
TABLA I
TIPO DE HUECO EN LA CLASIFICACIO´N CS DEL ACS.
T 0 1 2 3 4 5
Tipo CS Ca Dc Cb Da Cc Db
TABLA II
TIPO DE HUECO EN LA CLASIFICACIO´N CS DEL AST.
Menor tensio´n VA1 VB1 VC1 VBC1 VCA1 VAB1
Tipo CS Da Db Dc Ca Cb Cc
cero fundamental V01, las cua´les se obtienen a trave´s de la
siguiente expresio´n general [13]:
V = V+1 − b6−TV−1 (2a)
F = V+1 + b
6−TV−1 (2b)
V01 = |V˙a1 + V˙b1 + V˙c1|/3 (2c)




3 es una rotacio´n de 60o, y V˙a1, V˙b1 y
V˙c1 son los fasores de las tres tensiones de fase.
Finalmente, ingresando a la Tabla III con el para´metro T
(primera columna) y los valores de V01 y F se determina el
tipo de hueco en la clasificacio´n ABC y las fases afectadas.
B. Algoritmo de seis tensiones (AST)
Este algoritmo utiliza las tensiones eficaces fundamentales
simples (3) y compuestas (4) desafectadas de la componente
de secuencia cero fundamental [6], para clasificar huecos de
tensio´n.
VA1 = |V˙a1 − V˙01| (3a)
VB1 = |V˙b1 − V˙01| (3b)
VC1 = |V˙c1 − V˙01| (3c)
VAB1 = |V˙a1 − V˙b1|/
√
3 (4a)
VBC1 = |V˙b1 − V˙c1|/
√
3 (4b)
VCA1 = |V˙c1 − V˙a1|/
√
3 (4c)
El tipo de hueco de tensio´n, de acuerdo a la clasificacio´n CS
[12], es determinado a trave´s de la tensio´n eficaz de menor
valor, como se describe en la Tabla II.
Al igual que con el algoritmo anterior, interesa conocer el
tipo de hueco de tensio´n de acuerdo a la clasificacio´n ABC
y las fases afectadas. Esto se logra, ingresando a la Tabla III
con la menor tensio´n eficaz (segunda columna) y los valores
de V01 y F que en este caso se calculan como:
V = min{VA1, VB1, VC1, VAB1, VBC1, VCA1} (5a)
F = max{VA1, VB1, VC1, VAB1, VBC1, VCA1} (5b)
C. Algoritmo de vector espacial (AVE)
La transformacio´n de vectores espaciales consiste en
calcular un fasor (6), cuya magnitud y fase son represen-
tativas de la terna trifa´sica, reduciendo ası´ la cantidad de









con a = ej
2pi
3 una rotacio´n de 120o.
En [7], [8] se presenta una te´cnica para detectar, clasificar
y caracterizar eventos de tensio´n, basada en el ana´lisis de
la trayectoria temporal del vector espacial. En un sistema
trifa´sico sinusoidal sime´trico las tres tensiones tienen la
misma magnitud y esta´n desfasadas 120o, por lo cual la
TABLA III
DETERMINACIO´N DEL TIPO DE HUECO ABC Y FASES PERTURBADAS A
PARTIR DE LOS ALGORITMOS ACS Y AST.
T Menor V01[pu] F[pu] Tipo Fase
3 VA1 a
5 VB1 ≥ 0.033 > V y ≥ 0.967 B b
1 VC1 c
4 VAB1 a y b
0 VBC1 < 0.033 > V y ≥ 0.967 C b y c
2 VCA1 c y a
3 VA1 a
5 VB1 < 0.033 > V y ≥ 0.967 D b
1 VC1 c
4 VAB1 a y b
0 VBC1 ≥ 0.033 > V y < 0.967 E b y c
2 VCA1 c y a
3 VA1 a
5 VB1 < 0.033 > V y < 0.967 F b
1 VC1 c
4 VAB1 a y b
0 VBC1 < 0.033 > V y < 0.967 G b y c
2 VCA1 c y a
− − < 0.033 ≈ V y ≤ 0.9 A a, b, c
− − < 0.033 ≈ V y > 0.9 EN −
Nota: tipo EN corresponde a estado normal de la red.
trayectoria del vector espacial es una circunferencia de radio
unitario. En [8] se demuestra que cuando ocurre un hueco
de tensio´n sime´trico la trayectoria es una circunferencia de
radio proporcional a la profundidad del hueco, mientras que
cuando ocurre un hueco de tensio´n asime´trico, la trayectoria
es una elipse. A fin de distinguir los diferentes tipos de
huecos y sobretensiones, se utilizan los para´metros de la
elipse (7) y la tensio´n homopolar (2c).
rma = |V+1|+ |V−1| (7a)









Donde rma, rme, φinc y SI son el radio mayor, radio menor,
a´ngulo de inclinacio´n e ı´ndice de forma, del ingles Shape In-
dex, respectivamente. El criterio de clasificacio´n se presenta
en la Tabla IV, donde se observa que, a diferencia de los
me´todos anteriores, el AVE no so´lo permite clasificar huecos
de tensio´n, sino que tambie´n distingue huecos asociados
con sobretensiones que afectan a una fase (tipo H) o dos
fases (tipo I* e I**).
V. ENSAYOS EXPERIMENTALES
El detector de secuencias propuesto [11], y los tres algorit-
mos de clasificacio´n de eventos presentados en las secciones
previas fueron implementados en un DSP de punto flotante
TMS320F28335 adopta´ndose un N = 128 [muestras/ciclo].
En el diagrama de bloques de la Fig. 1 se ajusto´ F (z)
para que opere como un filtro de Butterworth pasabajos de
segundo orden con una frecuencia de corte de 50Hz. El fin es
filtrar y minimizar las oscilaciones en las tensiones funda-
mentales estimadas. Esto modifica levemente la dina´mica,
pero afecta favorablemente tanto a la estimacio´n de las
componentes de secuencias como al perı´odo de muestreo
estimado, ya que interviene en el lazo de control que utiliza
la parte imaginaria de la secuencia positiva.
TABLA IV
DETERMINACIO´N DEL TIPO DE HUECO ABC Y FASES PERTURBADAS A
PARTIR DEL ALGORITMO AVE.
SI φinc V01[pu] rma[pu] Tipo Fase
90± 15o a
< 1 −30± 15o ≥ 0.033 ≥ 0.967 B b
30± 15o c
120± 15o a y b
< 1 0± 15o < 0.033 ≥ 0.960 C b y c
60± 15o c y a
90± 15o a
< 1 −30± 15o < 0.033 ≥ 0.967 D b
30± 15o c
120± 15o a y b
< 1 0± 15o ≥ 0.033 < 0.967 E b y c
60± 15o c y a
90± 15o a
< 1 −30± 15o < 0.033 < 0.967 F b
30± 15o c
120± 15o a y b
< 1 0± 15o < 0.033 < 0.960 G b y c
60± 15o c y a
120± 15o a y b
< 1 0± 15o ≥ 0.033 ≥ 0.967 I∗∗ b y c
60± 15o c y a
SI φ01 − φ+1 V01[pu] - Tipo Fase
≈ 1 - < 0.1 ≤ 0.9 A a , b y c
≈ 1 - < 0.1 > 0.9 EN -
180± 15o a
≈ 1 60± 15o ≥ 0.1 - H b
−60± 15o c
0± 15o a y b
≈ 1 −120± 15o ≥ 0.1 - I∗ b y c
120± 15o c y a
Nota: tipo EN corresponde a estado normal de la red.
Se ensayaron los tres algoritmos con tres eventos de
tensio´n reales medidos en laboratorio y sintetizados por
un generador de sen˜ales programable. A continuacio´n se
describen los tres ensayos y el desempen˜o de los algoritmos.
A. Ensayo no1: hueco de tensio´n sime´trico
El primer evento ensayado consiste en un hueco tipo A
que se caracteriza por presentar la misma caı´da de tensio´n
en las tres fases. En la Fig. 3(a) se observan las sen˜ales
adquiridas. El hueco de tensio´n es de aproximadamente
0.2pu y 5.5 ciclos de duracio´n y presenta un abrupto salto
de fase tanto en su inicio como al finalizar el mismo.
En la Fig. 3(b) se observan los mo´dulos de las tensiones
fundamentales y la frecuencia estimadas como ejemplo para
evaluar el desempen˜o del pre-filtro. En la Fig. 3(c) se
presenta la respuesta de los tres algoritmos de clasificacio´n
al implementar el detector de secuencias con el filtro de
Butterworth incorporado. Mientras que en la Fig. 3(d) se
presenta la respuesta de los tres algoritmos al quitar el filtro
recie´n mencionado, a fin de ilustrar las mejoras producidas
con la adicio´n del mismo. En ambas figuras, para cada
algoritmo se grafico´ a trave´s de un osciloscopio de canales
digitales un bus de 7 bits con el tipo de hueco detectado y
otro bus de 7 bits que indica las fases mayormente afectadas.
Para interpretar las dos salidas de cada algoritmo se debe
tener en cuenta la codificacio´n implementada que se describe
en la Tabla V.
En el ensayo con filtro, Fig. 3(c), los tres algoritmos
respondieron en menos de medio ciclo de red, siendo el
ma´s ra´pido el algoritmo de vector espacial (AVE), que a





Fig. 3. Clasificacio´n de un hueco de tensio´n sime´trico. (a) Sen˜ales
adquiridas, (b) componentes fundamentales y frecuencia estimadas por el
detector de secuencias con filtro, (c) respuesta de los tres algoritmos con
filtro y (d) respuesta de los tres algoritmos sin filtro.
transitorio en su respuesta al iniciarse el hueco de tensio´n.
Mientras que, al finalizar el mismo, los tres algoritmos
TABLA V
CODIFICACIO´N DE LAS SALIDAS DE LOS ALGORITMOS DE
CLASIFICACIO´N DE EVENTOS PROGRAMADOS EN EL DSP
Valor del bus 1 Tipo Valor del bus 2 Fases
en hexadecimal de hueco en hexadecimal afectadas
00 EN 00 ninguna
01 A 01 a
02 B 02 b
04 C 04 c
08 D 08 b y c
10 E 10 c y a
20 F 20 a y c
40 G 40 a, b y c
Nota: tipo EN corresponde a estado normal de la red.
presentaron estados transitorios, sin embargo, ninguno de
estos supero´ un ciclo de duracio´n. Por otro lado, en la con-
figuracio´n sin filtro, Fig. 3(d), se observa que los transitorios
y saltos de fase durante el comienzo del hueco generan una
gran cantidad de falsos disparos o transitorios en la salida de
cada algoritmo, motivo por el cual, los tres me´todos tardan
un ciclo en clasificar correctamente y en forma sostenida el
tipo de evento y las fases afectadas.
B. Ensayo no2: hueco de tensio´n asime´trico en dos fases
En segundo lugar, se ensayo´ un hueco asime´trico
tipo G (Fig. 4) que afecta mayormente a las fases c y a, de
aproximadamente 0.45pu y 4 ciclos de duracio´n, que tiene
una recuperacio´n lenta desarrollando un hueco sime´trico
tipo A de amplitud superior a 0.83pu durante aprox. 3 ciclos.
Se observa en la Fig. 4(c), que los tres algoritmos clasi-
ficaron en forma correcta ambos tipos de huecos y las fases
mayormente afectadas. Los algoritmos ACS y AST tardaron
menos de un ciclo en clasificar el primer evento y poco
ma´s de un ciclo en clasificar el segundo, mientras que el
algoritmo AVE tardo´ menos de un ciclo en clasificar ambos
eventos.
C. Ensayo no3: hueco de tensio´n asime´trico en una fase
Por u´ltimo, se ensayo´ un hueco asime´trico tipo D (Fig. 5)
que afecta mayormente a la fase c, de aproximadamente
0.26pu y 5 ciclos de duracio´n. Se observa que en el
transcurso del hueco, la fase c se encuentra adema´s con
una elevada distorsio´n armo´nica.
Se aprecia en la Fig. 5(c), que los tres algoritmos clasifi-
caron en forma correcta el tipo de evento y la fase mayor-
mente afectada. Los algoritmos ACS y AVE tardaron poco
ma´s de medio ciclo en clasificar el evento, mientras que el
algoritmo AST tardo´ menos de medio ciclo. Los transitorios
iniciales fueron de muy corta duracio´n, ya que no hubo un
salto de fase de gran magnitud que origine clasificaciones
transitorias erro´neas. Sin embargo, al finalizar el evento, los
algoritmos ACS y AST pasaron de clasificar un hueco tipo
D a un hueco tipo F, que tiene caracterı´sticas muy similares.
D. Sı´ntesis del desempen˜o de los algoritmos
En la Tabla VI se sintetiza el desempen˜o de cada algo-
ritmo en cada uno de los ensayos realizados. Se presenta la
demora en clasificar el evento y la duracio´n del mismo para
cada algoritmo evaluado.
En [6] se muestra que el algoritmo ACS comete errores de
clasificacio´n cuando se presentan caı´das de tensio´n y rota-
ciones de fase sime´tricas debido a variaciones en la carga, y
TABLA VI
S I´NTESIS DEL DESEMPEN˜O DE CADA ALGORITMO.
Ensayo Algoritmo Demora Duracio´n
[ciclos] [ciclos]
Ensayo no1 (con filtro) ACS 0.80 4.15
Hueco tipo A - Fases a, b y c AST 0.80 4.05
0.2pu - 5.5 ciclos AVE 0.40 4.50
(sin filtro) ACS 1.00 3.65
Hueco tipo A - Fases a, b y c AST 1.00 3.65
0.2pu - 5.5 ciclos AVE 1.00 3.65
Ensayo no2 (con filtro) ACS 0.90 4.10
Hueco tipo G - Fases c y a AST 0.90 4.45
0.45pu - 4 ciclos AVE 0.95 4.15
Hueco tipo A - Fases a, b y c ACS 1.15 2.15
0.83pu - 3 ciclos AST 1.20 2.10
AVE 0.95 2.35
Ensayo no3 (con filtro) ACS 0.50 3.55
Hueco tipo D - Fase c AST 0.35 3.70
0.26pu - 5 ciclos AVE 0.55 5.00
que el algoritmo AST comete errores de clasificacio´n cuando
se presentan saltos de fase en las fases afectadas superiores a
30o para un hueco en una fase y a 20o para un hueco en dos
fases. Estas limitaciones fueron estudiadas en [6] en forma
analı´tica, sin considerar ningu´n prefiltro de las sen˜ales de
tensio´n ni de las componentes sime´tricas. Cabe destacar que
en las implementaciones realizadas en el presente trabajo se
observa que el prefiltrado de dichas sen˜ales contribuye a la
disminucio´n de este tipo de fallas, puesto que la etapa de
prefiltrado asegura adaptacio´n en frecuencia y fase con la
red, logrando ası´ mayor robustez del sistema ante este tipo
de perturbaciones.
VI. CONCLUSIONES
Se implementaron tres algoritmos de clasificacio´n de
eventos de tensio´n en un DSP y se evaluaron con even-
tos capturados en laboratorio y luego sintetizados. El de-
sempen˜o de los tres me´todos cuyas variables de entrada son
estimadas y actualizadas en cada muestra por el detector de
secuencias propuesto por los autores en [11], es adecuado
para fines pra´cticos, teniendo en cuenta que las sen˜ales
adquiridas provienen de mediciones en la red ele´ctrica, es
decir, contienen ruido, armo´nicos, transitorios y saltos de
fase. Esto se debe a que la mSDFT asociada con la VSPT
se ajusta en frecuencia y fase, y provee gran rechazo al
contenido armo´nico y ruido de alta frecuencia. No obstante,
se comprobo´ que la adicio´n de un filtro de Butterworth
mejora sustancialmente la respuesta de los clasificadores, ya
que suaviza los transitorios en las tensiones y componentes
de secuencia y en el propio perı´odo de muestreo estimado,
debido a que interviene en el lazo de control, el cual toma
la parte imaginaria de la secuencia positiva. Si bien los
tres algoritmos tuvieron un desempen˜o adecuado, el AVE
se destaca por clasificar los eventos en forma ra´pida y
durante un tiempo muy cercano a la duracio´n del mismo, y
porque permite clasificar sobretensiones adema´s de huecos
de tensio´n, por lo cual resulta de intere´s su aplicacio´n en un
monitor de calidad de la energı´a.
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Fig. 4. Clasificacio´n de un hueco asime´trico que afecta a dos fases.
(a) Sen˜ales adquiridas, (b) tensiones fundamentales y frecuencia estimadas
por el detector de secuencias y (c) respuesta de los algoritmos con filtro.
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