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ABSTRACT
In academic literature, recommender systems are oen evaluated
on the task of next-item prediction. e procedure aims to give an
answer to the question: “Given the natural sequence of user-item
interactions up to time t , can we predict which item the user will
interact with at time t + 1?”. Evaluation results obtained through
said methodology are then used as a proxy to predict which system
will perform beer in an online seing. e online seing, however,
poses a subtly dierent question: “Given the natural sequence of
user-item interactions up to time t , can we get the user to interact
with a recommended item at time t +1?”. From a causal perspective,
the system performs an intervention, and we want to measure its
eect. Next-item prediction is oen used as a fall-back objective
when information about interventions and their eects (shown
recommendations and whether they received a click) is unavailable.
When this type of data is available, however, it can provide
great value for reliably estimating online recommender system
performance. rough a series of simulated experiments with the
RecoGym environment, we show where traditional oine evalua-
tion schemes fall short. Additionally, we show how so-called bandit
feedback can be exploited for eective oine evaluation that more
accurately reects online performance.
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1 INTRODUCTION
Traditionally, recommender systems are evaluated either through
oine methods, online methods, or user studies [2, 17, 37]. In the
oine seing, a previously collected dataset of preference expres-
sions (be it explicit, implicit, or logged feedback) is used to assess the
performance of competing recommendation methods. Online ex-
periments deploy every competing method to a portion of real user
trac, and users’ interactions with the systems are subsequently
measured (oen through A/B-tests, inter- or multi-leaving [5, 6, 25]).
As online methods require a large number of resources and time,
they are more costly than their oine counterpart [13]. Finally, the
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most expensive option, user studies are small-scale analyses where
users’ interactions with the system are studied in a more detailed
manner, usually followed by qualitative questionnaires. In mixed-
methods research, multiple of these variants are combined [11].
Because of the costly nature of these laer options, oine eval-
uation methodologies oen remain a necessity when assessing
algorithmic performance. However, results obtained through tradi-
tional oine evaluation schemes are oen poorly correlated with
true online performance [3, 12, 35]. A large portion of the academic
literature surrounding recommender systems utilises oine eval-
uation procedures stemming from the broader eld of supervised
learning. In this seing, all true labels are assumed to be known
and techniques like bootstrapping or k-fold cross-validation have
been shown to provide accurate performance estimates [10, 24, 38].
In a recommender systems context, this line of research focuses
on organic user behaviour: trying to nd the items that naturally
complement an already existing user sequence.
e recommender systems use case, however, is in some ways
more closely related to reinforcement learning [39], multi-armed [33]
and contextual bandits [26]. Here, the true labels or rewards are for
the most part unknown. We observe rewards only for the actions
(recommendations) that were actually performed (shown to the user).
is is known as the bandit feedback seing [4, 22, 40]. Stemming
from the reinforcement learning eld of o-policy or counterfactual
evaluation, a large body of work has recently focused on applying
these techniques to provide accurate oine estimators of online
recommender performance [1, 7, 13, 14, 19]. is second line of
research aims to perform interventions (recommendations) that
inuence the user in some optimal way (leading them to click on,
or purchase an item).
In this work, we present a comparison study of techniques from
both elds. We investigate the value of using bandit feedback
for recommender system evaluation, and show where traditional
techniques (focusing solely on organic feedback) fall short. rough
a range of experiments with the RecoGym environment [34], we
empirically validate our ndings.
2 METHODOLOGY
k-fold leave-one-out cross-validation (LOOCV) is one of the most
used oine evaluation schemes in the literature. For every user
sequence, an item is (or multiple items are) randomly sampled
to be part of the test set. What remains of the user sequences
then makes up the training set. Based on the training set, every
model then generates a set of top-N recommendations for every
user. Algorithms that can rank the missing sampled items highest
in the set of recommendations are then assumed to be the best
performers in an online environment as well. In order to provide
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a robust estimate, this process is averaged over k dierent runs.
As this technique has been used widely and recently to present
new models as the state of the art [8, 9, 15, 27, 29–31, 41, 43], we
adopt it as the representative for traditional oine evaluation in
our experiments. Temporal evaluation procedures that take the
chronological ordering of user-item interactions into account have
recently gained traction as well [20, 23], but are out-of-scope for
the purposes of this paper. e RecoGym environment simulates
users’ interests changing over time, but items remain stationary.
As such, experiments showed no signicant dierence between a
random or time-based split. We will consider hit-rate-at-1 (HR@1)
as evaluation metric: the ratio of correct item predictions over all
users. In this context, HR@1 is identical to Precision- and Recall@1.
Counterfactual or o-policy evaluation methods oen use esti-
mators based on importance sampling or inverse propensity scoring
(IPS) [32]. By re-weighting (user, action, reward)-triplets according
to how likely they are to occur under a new policy as compared
to the old policy, various estimators for the performance of the
new policy can be derived. e Clipped IPS (CIPS) estimator is an
extension to classical IPS, exchanging variance for a pessimistic
bias by puing a hard upper bound on these weights [4, 13, 18]. As-
sume we have a datasetD consisting of n logs (xi ,ai ,pi ,δi ), where
xi ∈ Rd describes the user state, ai is an identier representing
the action that was taken, pi ∈ (0, 1) denotes the probability with
which that action was taken by the logging policy, and δi ∈ {0, 1}
is the observed reward. Now, the CIPS estimator for a new policy
pi can be computed on samples from D as shown in Equation 1,
where M denotes the maximally allowed sample weight.
CIPS(pi ,D) = 1
n
n∑
i=1
δi ·min
(
M,
pi (ai |xi )
pi
)
(1)
When the rewards δi are clicks, Equation 1 provides an estimate of
the click-through-rate (CTR) that a new policy pi will generate when
deployed. Note that the logging policy pi0 needs to be stochastic,
and have support over the same actions as pi . e target policy pi ,
however, can be deterministic.
3 EXPERIMENTAL RESULTS
We compare the traditional and counterfactual evaluation proce-
dures as laid out in the previous sections with results obtained
through a simulated A/B test1. Six recommendation approaches are
compared: a random baseline, a popularity baseline recommending
the item with the most organic views, a personalised popularity
baseline recommending the item the specic user has organically
viewed most oen in the past, a latent-factor model based on a
singular-value-decomposition of the user-item matrix [42], an item-
based k-nearest-neighbours model [36], and a user-based k-nearest-
neighbours model [16]. For illustrative purposes and brevity, we
include only traditional methods in our comparison. Our ndings,
however, are model-agnostic and general. All models were trained
on logged organic feedback obtained through the RecoGym envi-
ronment with 2 000 users and 2 000 items. is leads to roughly
40 000 organic user-item interactions and 160 000 bandit-feedback
samples. Note that all considered models only use organic infor-
mation to generate recommendations: no bandit feedback is taken
1A notebook with all source code can be found at: hps://git.io/yYq
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Figure 1: HR@1 as measured through 10-fold LOOCV on a
logged dataset with organic feedback.
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Figure 2: CTR estimate through the CIPS estimator on a
logged dataset with bandit feedback (M = 15), and as mea-
sured through a simulated A/B-test.
into account at learning time. We test our models on a set of 5 000
unseen users and the same set of items; with 100 000 organic and
390 000 bandit samples. e logging policy when generating test
samples was stochastic and based on the personalised popularity
baseline.
Figure 1 shows the achieved HR@1 for all models, obtained
through 10-fold LOOCV on the logged organic feedback. Figure 2
shows the estimated CTR for all models, obtained through the
CIPS estimator on the logged bandit feedback, as well as measured
results from a simulated A/B test. Key observations from these
results are as follows: (1) LOOCV generates wildly dierent results
in terms of absolute values, ratios and rankings among competing
algorithms. ese ndings are in line with those presented in [21].
(2) e counterfactual CIPS estimator succeeds in providing sensible
condence intervals for the CTR. Although these intervals are wide,
their true CTR value is almost always captured2. When ranking
competing algorithms according to their upper condence bound,
we are able to infer the true ranking as obtained through the A/B
test. (3) Due to an insucient sample size, CIPS fails to accurately
predict online performance for the Random baseline.
4 CONCLUSION
We presented an overview of the most oen-used evaluation proce-
dures for recommender systems, along with the distinction between
organic and bandit feedback and how these terms relate to super-
vised and counterfactual evaluation techniques. rough a series of
simulated experiments with RecoGym, we showed that algorithmic
performance on predicting organic user behaviour is not necessarily
a good proxy for the bandit task. When properly tuned, counter-
factual estimators such as clipped IPS can accurately represent
2See [4, 28] for additional discussion regarding the -sometimes poor- coverage of
traditional condence intervals for importance sampling estimators.
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model utility in an online seing. As such, when bandit feedback
is available, it can be exploited for more eective evaluation.
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