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Abstract
In this paper we provide a sufficient condition, in terms of the horizontal gradient of two
horizontal velocity components and the gradient of liquid crystal molecular orientation field,
for the breakdown of local in time strong solutions to the three-dimensional incompressible
nematic liquid crystal flows. More precisely, let T∗ be the maximal existence time of the local
strong solution (u, d), then T∗ < +∞ if and only if
∫ T∗
0
(
‖∇hu
h‖q
B˙0
p,
2p
3
+ ‖∇d‖2
B˙0
∞,∞
)
dt =∞ with
3
p
+
2
q
= 2,
3
2
< p ≤ ∞,
where uh = (u1, u2), ∇h = (∂1, ∂2). This result can be regarded as the generalization of
the BKM’s criterion in [12], and is even new for the three-dimensional incompressible Navier-
Stokes equations.
Keywords: Nematic liquid crystal flows; Navier-Stokes equations; strong solution; BKM’s
criterion
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1 Introduction
The three-dimensional viscous incompressible flow of liquid crystals read:


∂tu+ (u · ∇)u− ν∆u +∇Π = −λ∇ · (∇d⊗∇d) in R
3 × (0,+∞),
∇ · u = 0 in R3 × (0,+∞),
∂td+ (u · ∇)d = γ(∆d+ |∇d|
2d) in R3 × (0,+∞),
(u, d)|t=0 = (u0, d0) in R
3.
(1.1) eq1.1
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Here u = (u1, u2, u3) ∈ R3 and Π ∈ R denote the unknown velocity vector field and the scalar
pressure field of the fluid motion, respectively, d = (d1, d2, d3) ∈ S2, the unit sphere in R3, is a
unit-vector field that denotes the macroscopic molecular orientation of the nematic liquid crystal
material, ν, λ, and γ are positive constants which represent viscosity, the competition between
kinetic energy and potential energy, and microscopic elastic relaxation time or the Deborah number
for the molecular orientation field, u0 and d0 are the initial datum of u and d, and u0 satisfies
∇ · u0 = 0 in the distributional sense. Here and in what follows, we denote by ∇ and ∇· the
gradient operator (∂1, ∂2, ∂3) and the divergence operator, and
(u · ∇)v = (
3∑
i=1
ui∂iv
j)3j=1, ∇ · u =
3∑
i=1
∂iu
i for u, v ∈ R3.
The term ∇d ⊗∇d in the stress tensor represents the anisotropic feature of the system, which is
the 3 × 3 matrix whose (i, j)-th entry is given by ∂id · ∂jd (1 ≤ i, j ≤ 3). Moreover, it is easy to
verify that
∇ · (∇d⊗∇d) = ∇(
|∇d|2
2
) + ∆d · ∇d. (1.2) eq1.2
Since the exact values of the constants ν, λ, and γ do not play a special role in our discussion, for
simplicity, we henceforth assume that ν = λ = γ = 1 throughout this paper.
The hydrodynamic theory of liquid crystals was developed by Ericksen and Leslie during the
period of 1958 through 1968 (see [7], [16], [17]). The system (1.1) is a simplified version of Ericksen-
Leslie model, which reduces to the Ossen-Frank model in the static case, it is a macroscopic
continuum description of the time evolution of the materials under the influence of both the flow
field u, and the macroscopic description of the microscopic orientation configurations d of rod-like
liquid crystals. Mathematically, the system (1.1) is a strongly nonlinear coupled system between
the non-homogeneous incompressible Navier-Stokes equations ( the case d equals a constant unit
vector, see (1.3) below) and the transported heat flow of harmonic maps (the case u ≡ 0) into S2,
therefore its mathematical analysis is full of challenges, see the expository paper of Lin and Wang
[25] for more details.
In 1989, Lin [19] first derived a simplified Ericksen-Leslie system modeling liquid crystal flows,
and then made some important analytic studies of this simplified system in [22] and [23] with
collaborator Liu. More precisely, they considered the Ginzburg-Landau approximation or the so-
called orientation with variable degrees in the terminology of Ericksen, i.e., the Dirichlet energy∫
R3
|∇d|2
2 dx for d : R
3 → S2 is replaced by the Ginzburg-Landau energy
∫
R3
|∇d|2
2 +
(1−|d|2)2
4ε2 dx
(ε > 0) for d : R3 → R3, thus the third equation of (1.1) is replaced by
∂td+ (u · ∇)d = γ(∆d+
1
ε2
(1− |d|2)d).
Under this simplification, Lin and Liu proved in [22] the global existence of a unique strong so-
lution in dimension two and in dimension three under the large viscosity ν, moreover, in [23],
they proved the existence of suitable weak solutions and the one-dimensional space-time Hausdorff
measure of the singular set of suitable weak solutions is zero, analogous to the celebrated par-
tial regularity theorem by Caffarelli-Kohn-Nirenberg [3] for the three-dimensional incompressible
2
Navier-Stokes equations. Note that the regularity and uniqueness of global weak solutions to the
three-dimensional simplified system are still open problems, we refer the readers to see [31], [37],
[39] and [40] for some recent results concerning the global existence of strong solutions with small
initial data, regularity and uniqueness criteria of weak solutions to the simplified Ericksen-Leslie
system.
Recently, many attempts on rigorous mathematical analysis of the system (1.1) were established.
Lin, Lin and Wang [21] studied the Dirichlet initial-boundary problem of (1.1), they proved the
results that for any (u0, d0) ∈ L
2(Ω,R2) × H1(Ω, S2) (Ω ⊂ R2 is a bounded smooth domain),
there exists a global Leray-Hopf weak solution (u, d) that is smooth away from at most finitely
many singularity times, see also Hong [11]. The uniqueness of such weak solution was subsequently
obtained by Lin and Wang [24] and Xu and Zhang [38]. Later on, many authors studied the global
well-posedness of the system (1.1) with small initial data in various functional spaces, for instance,
the Lebesgue space L3uloc(R
2) by Hineman and Wang in [10], the critical and subcritical Sobolev
spaces by Lin and Ding [20], the Besov spaces of either positive or negative regularity indices by
Li and Wang [18] and Hao and Liu [9]. In particular, Wang [35] addressed both local and global
well-posedness with rough initial data (u0, d0) ∈ BMO
−1 × BMO, where BMO is the space of
Bounded Mean Oscillation. We refer the readers to see [5], [6], [26], [27], [28], [29] and [36] for
further studies to the system (1.1).
Note that, when the liquid crystal molecular orientation d equals to a constant unit-vector, the
system (1.1) reduces into the three-dimensional incompressible Navier-Stokes equations:

∂tu+ (u · ∇)u − ν∆u+∇Π = 0, in R
3 × (0,+∞),
∇ · u = 0, in R3 × (0,+∞),
u|t=0 = u0, in R
3.
(1.3) eq1.3
In his pioneering work [15], Leray proved the global existence of strong solutions in dimension
two and in dimension three under the large viscosity ν or small initial data. However, for general
initial data, in dimension three, whether the corresponding local strong solution can be extended
to the global one is the challenge open problem. In the celebrated work, Beale, Kato and Majda
[2] showed that, by using the logarithmic Sobolev inequality, if the smooth solution u blows up at
the time t = T∗, then ∫ T∗
0
‖ω(·, t)‖L∞ dt =∞. (1.4) eq1.4
Here ω = ∇× u is the vorticity. Subsequently, Kozono and Taniuchi [14] and Kozono, Ogawa and
Taniuchi [13] refined the BKM’s criterion (1.4) to
∫ T∗
0
‖ω(·, t)‖BMO dt =∞ and
∫ T∗
0
‖ω(·, t)‖B˙0
∞,∞
dt =∞, (1.5) eq1.5
respectively, where B˙0∞,∞(R
3) is the homogeneous Besov space. Recently, Dong and Zhang [4]
established the BKM’s criterion to the equations (1.3) that if
∫ T
0
‖∇hu
h(·, t)‖B˙0
∞,∞
dt <∞, (1.6) eq1.6
3
then the strong solution u can be extended beyond the time T .
On the other hand, when the velocity field u is identically vanishing, the system (1.1) becomes
to the heat flow of harmonic maps. In [34], Wang established a Serrin type regularity criterion,
which implies that if the solution d blows up at time T∗, then
sup
0≤t<T∗
‖∇d(·, t)‖Ln =∞. (1.7) eq1.7
Motivated by the conditions (1.4) and (1.7), Huang and Wang [12] established a BKM type blow-
up criterion for the system (1.1), more precisely, they characterized the first finite singular time
T∗ as that if T∗ <∞, then ∫ T∗
0
(
‖ω(·, t)‖L∞ + ‖∇d(·, t)‖
2
L∞
)
dt =∞. (1.8) eq1.8
Recently, Liu and the author in this paper improved the condition (1.8) in [30] that the smooth
solution (u, d) of (1.1) blows up at the time T∗ if and only if
∫ T∗
0
‖ω(·, t)‖B˙0
∞,∞
+ ‖∇d(·, t)‖2
B˙0
∞,∞√
1 + ln(e+ ‖ω(·, t)‖B˙0
∞,∞
+ ‖∇d(·, t)‖B˙0
∞,∞
)
dt =∞. (1.9) eq1.9
Before we state our main result. we recall that local existence of smooth solutions of the system
(1.1) has been announced in [12]. For a given unit vector d¯ ∈ S2 and s > 0, we set
Hs
d¯
(R3, S2) :=
{
d : d− d¯ ∈ Hs(R3,R3), |d| = 1 a.e. in R3
}
.
It follows from [12] that if the initial velocity u0 ∈ H
s(R3,R3) with∇·u0 = 0 and d0 ∈ H
s+1
d¯
(R3, S2)
for s ≥ 3, then there exists a positive time T∗ depending only on ‖(u0,∇d0)‖Hs such that the system
(1.1) has a unique smooth solution (u, d) in R3 × [0, T∗) satisfying
u ∈ C([0, T ], H
s(R3,R3)) ∩ C1([0, T ], Hs−2(R3,R3)),
d ∈ C([0, T ], Hs+1
d¯
(R3, S2)) ∩ C1([0, T ], Hs−1
d¯
(R3, S2)).
(1.10) eq1.10
for any 0 < T < T∗. In this paper, we aim at extending the BKM’s criterion (1.6) for the Navier-
Stokes equations (1.3) and establishing a similar BKM’s criterion to the system (1.1) in terms of
the horizontal gradient of two horizontal velocity components and the gradient of liquid crystal
molecular orientation field in the framework of the homogeneous Besov space.
th1.1 Theorem 1.1 Let u0 ∈ H
3(R3,R3) with ∇ · u0 = 0 and d0 ∈ H
4
d¯
(R3, S2), and let T∗ > 0 be the
maximal existence time such that the system (1.1) has a unique solution (u, d) satisfying (1.10) for
any 0 < T < T∗. If T∗ < +∞, then∫ T∗
0
(
‖∇hu
h‖q
B˙0
p,
2p
3
+ ‖∇d‖2
B˙0
∞,∞
)
dt =∞ with
3
p
+
2
q
= 2,
3
2
< p ≤ ∞, (1.11) eq1.11
where ∇h = (∂1, ∂2) and u
h = (u1, u2). In particular,
lim sup
t↑T∗
(
‖∇hu
h‖B˙0
p,
2p
3
+ ‖∇d‖B˙0
∞,∞
)
=∞,
3
2
< p ≤ ∞.
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Remark 1.1 It is clearly that the blow-up criterion (1.11) is an improvement of (1.8) in [12] due
to the embedding L∞(R3) →֒ B˙0∞,∞(R
3) and the fact ‖ω‖B˙0
∞,∞
∼= ‖∇u‖B˙0
∞,∞
.
As a byproduct of Theorem 1.1, we obtain a corresponding BKM’s blow-up criterion for the
three-dimensional Navier-Stokes equations.
co1.2 Corollary 1.2 Let u0 ∈ H
1(R3,R3) with ∇ · u0 = 0, and let T∗ > 0 be the maximal existence
time such that the system (1.3) has a unique solution u satisfying u ∈ C([0, T ], H1(R3)) for any
0 < T < T∗. If T∗ < +∞, then∫ T∗
0
‖∇hu
h‖q
B˙0
p,
2p
3
dt =∞ with
3
p
+
2
q
= 2,
3
2
< p ≤ ∞. (1.12) eq1.12
In particular,
lim sup
t↑T∗
‖∇hu
h‖B˙0
p,
2p
3
=∞,
3
2
< p ≤ ∞.
Remark 1.2When p =∞, the condition (1.12) becomes
∫ T∗
0 ‖∇hu
h‖B˙0
∞,∞
dt =∞, thus Corollary
1.2 can be regarded as an extension of the blow up criterion (1.6) in [4].
The plan of the paper is arranged as follows. In Section 2, we recall the Littlewood-Paley
dyadic decomposition theory, the definition of the homogeneous Besov spaces, and then state some
important inequalities. In Section 3, we present the proof of Theorem 1.1. Throughout the paper,
C denotes a constant and may change from line to line; ‖ · ‖X stands for the norm of the Banach
space X , and we say that a vector u = (u1, u2, u3) belongs to a function space X if uj ∈ X holds
for every j = 1, 2, 3 and we put ‖u‖X
def
= max
1≤j≤3
‖uj‖X .
2 Preliminaries
In this section we shall recall some preliminaries on the Littlewood-Paley decomposition theory
and the definition of the homogeneous Besov spaces, and state some important inequalities in these
functional spaces. For the details, see [1] and [33].
We first introduce the Littlewood-Paley dyadic decomposition theory. Let S(R3) be the Schwartz
class of rapidly decreasing function and S ′(R3) be its dual. Given f ∈ S(R3), its Fourier transfor-
mation F(f) or f̂ is defined by
F(f)(ξ) = f̂(ξ)
def
=
1
(2π)
3
2
∫
R3
f(x)e−ix·ξdx.
Let B = {ξ ∈ R3, |ξ| ≤ 43} and C = {ξ ∈ R
3, 34 ≤ |ξ| ≤
8
3}. Choose two nonnegative smooth radial
functions χ, ϕ ∈ S(R3), valued in the interval [0, 1], and supported on B and C, respectively, such
that
χ(ξ) +
∑
j≥0
ϕ(2−jξ) = 1, ξ ∈ R3,
∑
j∈Z
ϕ(2−jξ) = 1, ξ ∈ R3\{0}.
5
Writing ϕj(ξ) = ϕ(2
−jξ). Then it is easy to verify that suppϕj ∩ suppϕk = ∅ if |j − k| ≥ 2. Let
h = F−1ϕ and h˜ = F−1χ, where F−1 is the inverse Fourier transform, i.e.,
F−1(f)(x)
def
=
1
(2π)
3
2
∫
R3
f(ξ)eiξ·xdξ.
The homogeneous dyadic blocks ∆j and Sj are defined for all j ∈ Z by
∆jf
def
= ϕ(2−jD)f = 23j
∫
R3
h(2jy)f(x− y)dy,
Sjf
def
= χ(2−jD)f = 23j
∫
R3
h˜(2jy)f(x− y)dy.
Here D = (D1,D2,D3) and Dj = i
−1∂xj (i
2 = −1, j = 1, 2, 3). By telescoping the series, we have
the following (formal) Littlewood-Paley decomposition
f =
∑
j∈Z
∆jf for f ∈ S
′
h(R
3),
where S ′h(R
3) is the space of temperate distributions f such that
lim
j→−∞
Sjf = 0 in S
′(R3).
We remark here that S ′h(R
3) can be identified by the quotient space of S ′(R3)/P(R3) with the
polynomial space P(R3).
Now let us recall the definition of the homogeneous Besov spaces.
de2.1 Definition 2.1 Let s ∈ R, p, r ∈ [1,∞]. The homogeneous Besov space B˙sp,r(R
3) is defined by
B˙sp,r(R
3)
def
=
{
f ∈ S ′h(R
3) : ‖f‖B˙sp,r <∞
}
,
where
‖f‖B˙sp,r
def
=


(∑
j∈Z 2
jsr‖∆jf‖
r
Lp
) 1
r for 1 ≤ r <∞,
supj∈Z 2
js‖∆jf‖Lp for r =∞.
We emphasize here that the homogeneous Hilbert space H˙s(R3) can be identified with the homo-
geneous Besov space B˙s2,2(R
3), which is endowed with the equivalent norm ‖f‖H˙s = ‖(−∆)
s
2 f‖L2.
Next, we state two key lemmas used in the proof of Theorem 1.1. The first one is the classical
Bernstein inequalities, which can be easily derived from the Young inequality.
le2.2 Lemma 2.2 ([1]) For any nonnegative integer k and any couple of real numbers (p, q) with 1 ≤
p ≤ q ≤ ∞, we have
sup
|α|=k
‖∂α∆jf‖Lq ≤ C2
jk+3j( 1
p
− 1
q
)‖∆jf‖Lp, (2.1) eq2.1
where C is a positive constant independent of f and j.
The second one is an interpolation inequality due to Meyer, Gerard and Oru [32].
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le2.3 Lemma 2.3 ([32]) Let 1 < p < q <∞, and let s = β( q
p
− 1) > 0. Then there exists a constant C
depending only on β, p and q such that the estimate
‖f‖Lq ≤ C‖f‖
1−p
q
B˙
−β
∞,∞
‖(−∆)
s
2 f‖
p
q
Lp (2.2) eq2.2
holds for all f ∈ H˙sp(R
3) ∩ B˙−β∞,∞(R
3).
In fact, we shall use the following particular form of (2.2) by taking s = β = 1, p = 2 and
q = 4:
‖f‖L4 ≤ C‖f‖
1
2
B˙
−1
∞,∞
‖(−∆)
1
2 f‖
1
2
L2
, (2.3) eq2.3
which the proof can be found in [8].
3 The proof of Theorem 1.1
We prove Theorem 1.1 by contradiction. Assume that (1.11) were not true. Then there exists a
positive constant M0 such that∫ T∗
0
(
‖∇hu
h(·, t)‖q
B˙0
p,
2p
3
+ ‖∇d(·, t)‖2
B˙0
∞,∞
)
dt ≤M0. (3.1) eq3.1
Based on the BKM’s criterion (1.8) in [12], it suffices to show that if under the condition (3.1),
there exists a constant C such that∫ T∗
0
(
‖ω(·, t)‖L∞ + ‖∇d(·, t)‖
2
L∞
)
dt ≤ C, (3.2) eq3.2
which is enough to guarantee the extension of strong solution (u, d) beyond the time T∗ by [12].
That is to say, [0, T∗) is not a maximal existence interval, we get the desired contradiction.
In order to prove (3.2), we first aim at establishing L2 estimates for the vorticity ω and ∆d.
le3.1 Lemma 3.1 Assume that u0 ∈ H
3(R3,R3) with ∇ · u0 = 0, d0 ∈ H
4
d¯
(R3, S2). Let (u, d) be the
corresponding local smooth solution to the system (1.1) on [0, T ) for some 0 < T <∞. If
∫ T
0
(
‖∇hu
h(·, t)‖q
B˙0
p,
2p
3
+ ‖∇d(·, t)‖2
B˙0
∞,∞
)
dt = M0 <∞, (3.3) eq3.3
then we have
sup
0≤t≤T
(‖ω(·, t)‖2L2 + ‖∆d(·, t)‖
2
L2) +
∫ T
0
(
‖∇ω(·, t)‖2L2 + ‖∇∆d(·, t)‖
2
L2
)
dt ≤ C0, (3.4) eq3.4
where C0 is a constant depending only on ‖u0‖H1 , ‖d0‖H2 , T and M0.
Proof. Firstly, multiplying the first equation of (1.1) by u, integrating over R3, after integration
by parts, one has
1
2
d
dt
‖u‖2L2 + ‖∇u‖
2
L2 = −
∫
R3
∆d · ∇d · udx, (3.5) eq3.5
7
where we have used the facts (1.2) and ∇ · u = 0 imply that∫
R3
∇(
|∇d|2
2
) · udx = −
∫
R3
(
|∇d|2
2
)(∇ · u)dx = 0.
Multiplying the third equation of (1.1) by −∆d, integrating over R3, and using the facts |d| = 1
and |∇d|2 = −d ·∆d, one obtains that
1
2
d
dt
‖∇d‖2L2 + ‖∆d‖
2
L2 −
∫
R3
(u · ∇)d ·∆ddx = −
∫
R3
|∇d|2d ·∆ddx
=
∫
R3
|d ·∆d|2dx ≤
∫
R3
|∆d|2dx. (3.6) eq3.6
Adding the above estimates (3.5) and (3.6) together, we have
d
dt
(
‖u‖2L2 + ‖∇d‖
2
L2
)
≤ 0,
which yields the following basic energy inequality:
sup
t≥0
(
‖u(·, t)‖2L2 + ‖∇d(·, t)‖
2
L2
)
≤ ‖u0‖
2
L2 + ‖∇d0‖
2
L2. (3.7) eq3.7
Secondly, taking ∇× on the first equation of (1.1), we see that
∂tω + (u · ∇)ω −∆ω = (ω · ∇)u −∇× (∆d · ∇d), (3.8) eq3.8
where we have used the facts (1.2) and ∇×∇( |∇d|
2
2 ) = 0. Multiplying (3.8) by w, and integrating
over R3, one has
1
2
d
dt
‖ω‖2L2 + ‖∇ω‖
2
L2 =
∫
R3
(ω · ∇)u · ωdx+
∫
R3
(∆d · ∇d) · (∇× ω)dx
def
= I1 + I2. (3.9) eq3.9
Note that
I1 =
3∑
i,j=1
∫
R3
ωi∂iu
jωjdx =
2∑
i,j=1
∫
R3
ωi∂iu
jωjdx+
2∑
i=1
∫
R3
ωi∂iu
3ω3dx
+
2∑
j=1
∫
R3
ω3∂3u
jωjdx+
∫
R3
ω3∂3u
3ω3dx.
Thus, by using the facts
∂3u
3 = −(∂1u
1 + ∂2u
2), ω3 = ∂1u
2 − ∂2u
1,
we can easily see that
I1 ≤
∫
R3
|∇hu
h||ω|2dx. (3.10) eq3.10
Applying the Littlewood-Paley dyadic decomposition for ∇hu
h, i.e.,
∇hu
h =
∑
j<−N
∆j∇hu
h +
N∑
j=−N
∆j∇hu
h +
∑
j>N
∆j∇hu
h.
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Then, we have
I1 ≤
∑
j<−N
∫
R3
|∆j∇hu
h||ω|2dx+
N∑
j=−N
∫
R3
|∆j∇hu
h||ω|2dx+
∑
j>N
∫
R3
|∆j∇hu
h||ω|2dx
def
= I11 + I12 + I13. (3.11) eq3.11
Now we estimate the terms I1j (j = 1, 2, 3) one by one. For I11, by using the Ho¨lder inequality,
the Bernstein inequality (2.1) and the fact ‖∇u‖L2 ≤ C‖ω‖L2 (cf. [14]), one has
I11 =
∑
j<−N
∫
R3
|∆j∇hu
h||ω|2dx
≤ C
∑
j<−N
‖∆j∇hu
h‖L∞‖ω‖
2
L2
≤ C
∑
j<−N
2
3
2
j‖∆j∇hu
h‖L2‖ω‖
2
L2
≤ C
( ∑
j<−N
23j
) 1
2
( ∑
j<−N
‖∆j∇hu
h‖2L2
) 1
2
‖ω‖2L2
≤ C2−
3
2
N‖∇u‖L2‖ω‖
2
L2
≤ C2−
3
2
N‖ω‖3L2. (3.12) eq3.12
For I12, let p
′ be a conjugate index of p, i.e., 1
p
+ 1
p′
= 1. Then applying the Ho¨lder inequality and
Definition 2.1, we get
I12 =
N∑
j=−N
∫
R3
|∆j∇hu
h||ω|2dx
≤ C
N∑
j=−N
‖∆j∇hu
h‖Lp‖ω‖
2
L2p
′
≤ C
( N∑
j=−N
1
2p
2p−3
) 2p−3
2p
( N∑
j=−N
‖∆j∇hu
h‖
2p
3
Lp
) 3
2p
‖ω‖2
L2p
′
≤ CN
2p−3
2p ‖∇hu
h‖B˙0
p,
2p
3
‖ω‖2
L2p
′
≤ CN
2p−3
2p ‖∇hu
h‖B˙0
p,
2p
3
‖ω‖
2(1− 3
2p
)
L2
‖∇ω‖
3
p
L2
≤
1
8
‖∇ω‖2L2 + CN‖∇hu
h‖
2p
2p−3
B˙0
p,
2p
3
‖ω‖2L2, (3.13) eq3.13
where we have used the following Gagliardo-Nirenberg inequality:
‖w‖
L
2p
p−1
≤ ‖w‖
1− 3
2p
L2
‖∇w‖
3
2p
L2
for p ≥
3
2
.
For I13, from the equality
∇× ω = ∇× (∇× u) = ∇(∇ · u)−∆u = −∆u,
9
one can easily derived from the integration by parts that
‖∇2u‖L2 = ‖∆u‖L2 ≤ C‖∇ω‖L2 .
Hence, based on the above inequality, applying the Ho¨lder inequality and the Bernstein inequality
(2.1) again, I13 can be estimated as follows:
I13 =
∑
j>N
∫
R3
|∆j∇hu
h||ω|2dx
≤ C
∑
j>N
‖∆j∇hu
h‖L3‖ω‖L2‖w‖L6
≤ C
∑
j>N
2
j
2 ‖∆j∇hu
h‖L2‖ω‖L2‖∇ω‖L2
≤ C
(∑
j>N
2−j
) 1
2
( ∑
j>N
22j‖∆j∇hu
h‖2L2
) 1
2
‖ω‖L2‖∇ω‖L2
≤ C2−
N
2 ‖ω‖L2‖∇
2u‖L2‖∇ω‖L2
≤ C2−
N
2 ‖ω‖L2‖∇ω‖
2
L2. (3.14) eq3.14
As for I2, by using the Ho¨lder’s inequality, the interpolation inequality (2.3) with f = ∆d and
|d| = 1, we get
I2 =
∫
R3
(∆d · ∇d) · (∇× ω)dx
≤ C‖|∇d||∆d|‖L2‖∇ω‖L2
≤ C‖∇d‖L4‖∆d‖L4‖∇ω‖L2
≤
1
8
‖∇ω‖2L2 + C‖∇d‖
2
L4‖∆d‖
2
L4
≤
1
8
‖∇ω‖2L2 + C‖d‖L∞‖∆d‖L2‖∇d‖B˙0
∞,∞
‖∇∆d‖L2
≤
1
8
‖∇ω‖2L2 +
1
8
‖∇∆d‖2L2 + C‖∇d‖
2
B˙0
∞,∞
‖∆d‖2L2, (3.15) eq3.15
where we have used the following Gagliardo-Nirenberg inequality with q = 2:
‖∇f‖L2q ≤ ‖f‖
1
2
L∞‖∆f‖
1
2
Lq for q >
3
2
.
Inserting estimates (3.12)–(3.15) into (3.9), it follows that
d
dt
‖ω‖2L2 +
3
2
‖∇ω‖2L2 ≤
1
4
‖∇∆d‖2L2 + C2
− 3
2
N‖ω‖3L2 + CN‖∇hu
h‖
2p
2p−3
B˙0
p,
2p
3
‖ω‖2L2
+ C2−
N
2 ‖ω‖L2‖∇ω‖
2
L2 + C‖∇d‖
2
B˙0
∞,∞
‖∆d‖2L2. (3.16) eq3.16
For the estimate of ∆d, taking ∆ on the third equation of (1.1), multiplying ∆d and integrating
over R3, one has
1
2
d
dt
‖∆d‖2L2 + ‖∇∆d‖
2
L2 = −
∫
R3
∆((u · ∇)d) ·∆ddx +
∫
R3
∆(|∇d|2d) ·∆ddx
10
def
= J1 + J2. (3.17) eq3.17
Note that the fact ∇ · u = 0 implies that∫
R3
(u · ∇)∆d ·∆ddx =
1
2
∫
R3
u · ∇(|∆d|2)dx =
1
2
∫
R3
(∇ · u)(|∆d|2)dx = 0.
Therefore, applying (2.3) with f = ∇2d, we can estimate J1 as follows:
J1 = −
∫
R3
∆((u · ∇)d) ·∆ddx
≤
∫
R3
|∆u||∇d||∆d|dx + 2
∫
R3
|∇u||∇2d||∆d|dx
≤ C
(
‖∆u‖L2‖∇d‖L4‖∆d‖L4 + ‖∇u‖L2‖∇
2d‖L4‖∆d‖L4
)
≤ C
(
‖∇ω‖L2‖d‖
1
2
L∞‖∆d‖
1
2
L2
‖∇d‖
1
2
B˙0
∞,∞
‖∇∆d‖
1
2
L2
+ ‖ω‖L2‖∇d‖B˙0
∞,∞
‖∇∆d‖L2
)
≤
1
8
‖∇ω‖2L2 +
1
8
‖∇∆d‖2L2 + C‖∇d‖
2
B˙0
∞,∞
(
‖ω‖2L2 + ‖∆d‖
2
L2
)
, (3.18) eq3.18
where we have used the Gagliardo-Nirenberg inequalities:
‖∇2d‖L4 ≤ ‖∇d‖
1
2
L∞‖∇∆d‖
1
2
L2
, ‖∆d‖L4 ≤ ‖∇d‖
1
2
L∞‖∇∆d‖
1
2
L2
.
For J2, after integration by parts, by using the Ho¨lder inequality, the Young inequality, the in-
equality (2.3) with f = ∇2d and the fact |d| = 1, we obtain
J2 ≤
∣∣∣ ∫
R3
∆(d|∇d|2) ·∆ddx
∣∣∣ = ∣∣∣ ∫
R3
∇(d|∇d|2) · ∇∆ddx
∣∣∣
≤
∣∣∣ ∫
R3
∇d|∇d|2 · ∇∆ddx
∣∣∣ + ∣∣∣ ∫
R3
d∇(|∇d|2) · ∇∆ddx
∣∣∣
≤
∣∣∣ ∫
R3
∇(∇d|∇d|2) ·∆ddx
∣∣∣ + ∣∣∣ ∫
R3
d∇(|∇d|2) · ∇∆ddx
∣∣∣
≤ C
∣∣∣ ∫
R3
|∇d|2|∇2d|2dx
∣∣∣+ C∣∣∣ ∫
R3
|∇d||∇2d||∇∆d|dx
∣∣∣
≤ C‖∇d‖2L4‖∇
2d‖2L4 + C‖∇d‖L4‖∇
2d‖L4‖∇∆d‖L2
≤
1
8
‖∇∆d‖2L2 + C‖∇d‖
2
L4‖∇
2d‖2L4
≤
1
8
‖∇∆d‖2L2 + C‖d‖L∞‖∆d‖L2‖∇d‖B˙0
∞,∞
‖∇∆d‖L2
≤
1
4
‖∇∆d‖2L2 + C‖∇d‖
2
B˙0
∞,∞
‖∆d‖2L2 . (3.19) eq3.19
Combining the estimates (3.18) and (3.19), we obtain that
d
dt
‖∆d‖2L2 +
5
4
‖∇∆d‖2L2 ≤
1
4
‖∇ω‖2L2 + C‖∇d‖
2
B˙0
∞,∞
(
‖ω‖2L2 + ‖∆d‖
2
L2
)
. (3.20) eq3.20
Finally, putting (3.16) and (3.20) together, we obtain
d
dt
(‖ω‖2L2 + ‖∆d‖
2
L2) +
5
4
‖∇ω‖2L2 + ‖∇∆d‖
2
L2 ≤ C2
− 3
2
N‖ω‖3L2 + CN‖∇hu
h‖q
B˙0
p,
2p
3
‖ω‖2L2
11
+ C2−
N
2 ‖ω‖L2‖∇ω‖
2
L2 + C‖∇d‖
2
B˙0
∞,∞
(
‖ω‖2L2 + ‖∆d‖
2
L2
)
, (3.21) eq3.21
where q = 2p2p−3 satisfying
3
p
+ 2
q
= 2. Now we choose N such that
C2−
N
2 ‖ω‖L2 ≤
1
4
,
i.e.,
N ≥
ln(‖ω‖2L2 + e) + lnC
ln 2
+ 2.
Thus, the inequality (3.21) yields that
d
dt
(‖ω‖2L2 + ‖∆d‖
2
L2) + ‖∇ω‖
2
L2 + ‖∇∆d‖
2
L2 ≤ C(1 + ‖∇hu
h‖q
B˙0
p,
2p
3
+ ‖∇d‖2
B˙0
∞,∞
)
× (‖ω‖2L2 + ‖∆d‖
2
L2) ln(‖ω‖
2
L2 + ‖∆d‖
2
L2 + e). (3.22) eq3.22
Setting H(t) = ‖ω(t)‖2L2 + ‖∆d(t)‖
2
L2 . It follows from (3.22) that
d
dt
ln(e+H(t)) ≤ C(1 + ‖∇hu
h‖q
B˙0
p,
2p
3
+ ‖∇d‖2
B˙0
∞,∞
) ln(e+H(t)). (3.23) eq3.23
Integrating (3.23) in time from 0 to t with 0 < t < T , we have
H(t) ≤ (e+H(0)) exp
{
exp
{
Ct+ C
∫ t
0
(‖∇hu
h‖q
B˙0
p,
2p
3
+ ‖∇d‖2
B˙0
∞,∞
)ds
}}
.
Namely,
sup
0≤t<T
(‖ω‖2L2 + ‖∆d‖
2
L2) ≤ (e + ‖∇u0‖
2
L2 + ‖∆d0‖
2
L2)
× exp
{
exp
{
CT + C
∫ T
0
(‖∇hu
h‖q
B˙0
p,
2p
3
+ ‖∇d‖2
B˙0
∞,∞
)ds
}}
. (3.24) eq3.24
We complete the proof of Lemma 3.1. 2
Next, in order to derive the desired result (3.2), let us establish the following result.
le3.2 Lemma 3.2 Under the assumptions of Lemma 3.1, we have
∫ T
0
(
‖∇∆u(·, t)‖L2 + ‖∆
2d(·, t)‖L2
)
dt ≤ C, (3.25) eq3.25
where C is constant depending only on ‖u0‖H2 , ‖d0‖H3 , T and M0.
Proof. Applying ∆ on the first equation of (1.1), then multiplying the resulting equation by ∆u
and integrating over R3, after integration by parts, one obtains
1
2
d
dt
‖∆u‖2L2 + ‖∇∆u‖
2
L2 = −
∫
R3
∆((u · ∇)u) ·∆udx−
∫
R3
∆(∆d · ∇d) ·∆udx, (3.26) eq3.26
12
where we have used the fact that div u = 0 implies that
∫
R3
∆∇( |∇d|
2
2 ) ·∆udx = 0. Applying (3.4)
in Lemma 3.1, the right hand side of (3.26) can be bounded as follows:
−
∫
R3
∆((u · ∇)u) ·∆udx ≤
1
8
‖∇∆u‖2L2 + C
(
‖(∇u · ∇)u‖2L2 + ‖(u · ∇)∇u‖
2
L2
)
≤
1
8
‖∇∆u‖2L2 + C
(
‖∇u‖4L4 + ‖u‖
2
L6‖∆u‖
2
L3
)
≤
1
8
‖∇∆u‖2L2 + C
(
‖∇u‖
5
2
L2
‖∇∆u‖
3
2
L2
+ ‖∇u‖2L2‖∆u‖L2‖∇∆u‖L2
)
≤
1
8
‖∇∆u‖2L2 + C(‖∆u‖
2
L2 + 1);
−
∫
R3
∆(∆d∇d) ·∆udx =
∫
R3
∇(∆d∇d) · ∇∆udx
≤
1
8
‖∇∆u‖2L2 + C
(
‖∇∆d∇d‖2L2 + ‖∆d∇
2d‖2L2
)
≤
1
8
‖∇∆u‖2L2 + C
(
‖∇∆d‖2L3‖∇d‖
2
L6 + ‖∆d‖
4
L4
)
≤
1
8
‖∇∆u‖2L2 + C
(
‖∆d‖2L2‖∇∆d‖L2‖∆
2d‖L2 + ‖∆d‖
5
2
L2
‖∆2d‖
3
2
L2
)
≤
1
8
‖∇∆u‖2L2 +
1
6
‖∆2d‖2L2 + C
(
‖∇∆d‖2L2 + 1
)
.
Hence, we infer from (3.26) that
d
dt
‖∆u‖2L2 +
3
2
‖∇∆u‖2L2 ≤
1
3
‖∆2d‖2L2 + C
(
‖∆u‖2L2 + ‖∇∆d‖
2
L2 + 1
)
. (3.27) eq3.27
Taking ∇∆ on the third equation of (1.1), then multiplying the resulting equation by ∇∆d and
integrating over R3, one obtains
1
2
d
dt
‖∇∆d‖2L2 + ‖∆
2d‖2L2 = −
∫
R3
∇∆((u · ∇)d) · ∇∆ddx +
∫
R3
∇∆(|∇d|2d) · ∇∆ddx. (3.28) eq3.28
Applying the Leibniz’s rule, the facts |d| = 1 and (3.4) again, the right hand side of (3.28) can be
bounded as follows:
−
∫
R3
∇∆((u · ∇)d) · ∇∆ddx =
∫
R3
∆((u · ∇)d) ·∆2ddx
≤
1
8
‖∆2d‖2L2 + C
(
‖(∆u · ∇)d‖2L2 + ‖(∇u · ∇)∇d‖
2
L2 + ‖(u · ∇)∆d‖
2
L2
)
≤
1
8
‖∆2d‖2L2 + C
(
‖∆u‖2L3‖∇d‖
2
L6 + ‖∇u‖
2
L4‖∆d‖
2
L4 + ‖u‖
2
L6‖∇∆d‖
2
L3
)
≤
1
8
‖∆2d‖2L2 + C
(
‖∆u‖L2‖∇∆u‖L2 + ‖∇u‖
5
4
L2
‖∇∆u‖
3
4
L2
‖∆d‖
5
4
L2
‖∆2d‖
3
4
L2
+ ‖∇∆d‖L2‖∆
2d‖L2
)
≤
1
6
‖∆2d‖2L2 +
1
4
‖∇∆u‖2L2 + C
(
‖∆u‖2L2 + ‖∇∆d‖
2
L2 + 1
)
;
∫
R3
∇∆(|∇d|2d) · ∇∆ddx = −
∫
R3
∆(|∇d|2d) ·∆2ddx
13
= −
∫
R3
[
∆(|∇d|2)d+ 2∇(|∇d|2)∇d+ |∇d|2∆d
]
·∆2ddx
≤ C
(
‖∇d‖L6‖∇∆d‖L3 + ‖∆d‖
2
L4 + ‖∇d‖
2
L6‖∆d‖L3
)
‖∆2d‖L2
≤ C
(
‖∆d‖
1
2
L2
‖∆2d‖
1
2
L2
+ ‖∆d‖
5
4
L2
‖∆2d‖
3
4
L2
+ ‖∆d‖
5
2
L2
‖∇∆d‖
1
2
L2
)
‖∆2d‖L2
≤
1
6
‖∆2d‖2L2 + C
(
‖∇∆d‖2L2 + 1
)
.
Hence, one obtains from (3.28) that
d
dt
‖∇∆d‖2L2 +
4
3
‖∆2d‖2L2 ≤
1
2
‖∇∆u‖2L2 + C
(
‖∆u‖2L2 + ‖∇∆d‖
2
L2 + 1
)
. (3.29) eq3.29
We conclude from (3.27) and (3.29) that
d
dt
(
‖∆u‖2L2 + ‖∇∆d‖
2
L2
)
+
(
‖∇∆u‖2L2 + ‖∆
2d‖2L2
)
≤ C
(
‖∆u‖2L2 + ‖∇∆d‖
2
L2 + 1
)
, (3.30) eq3.30
which gives us to the desired result (3.25) by the Gronwall’s inequality. The proof of Lemma 3.2
is complete. 2
Finally, by using the Sobolev embedding H2(R3)→ L∞(R3), (3.25) leads to the BKM’s crite-
rion (3.2) immediately. We complete the proof of Theorem 1.1.
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