INTRODUCTION
The anticipation of an interesting limit theory for a system of singularly-perturbed parabolic equations: Then, " k (1; x )!0 will be used in lieu of (1.2) for (pointwise in x) deterministic, sure, or almost sure convergence whereas " k (1; x ) )0 will be used for pointwise convergence in distribution.
Notwithstanding the two original contributions contained herein, the primary purpose of our document is to encourage contemplation of the possible impact, interconnections, and applications of our three principle, essentially mathematical references Kouritzin [5] , [6] , and Dawson and Kouritzin [1] . Accordingly, w e leave the historical account o f a v eraging and the discussion of previous related works to the introductions of [5] , [6] , and [1] . Moreover, we will label the new results as corollaries and consider them as applications of Theorems 1 and 3. From a pragmatic point of view, the interesting outcroppings of our work possibly include approximating Fokker Planck equations having random or almost periodic coecients by simpler equations, approximating the higher order parabolic densities of certain composite processes (see e.g. Hochberg and Orsingher [3] ) by higher order averaged parabolic equations, and the fact that the limiting object in our invariance principle satises a general linear stochastic partial dierential equation of arbitrary order driven by a general noise source that need not be Gaussian, Markov, or a semimartingale. Moreover, suppose, motivated by Khas'minskii [4] and Kushner and Huang [8] , we include the related problem of convergence for u " over expanding intervals [0; T " 2 h 2 ] to a certain nonlinear stochastic partial dierential equation. Then, we can add ltering and nonlinear stochastic partial dierential equations to our list of potential application (see Kushner and Huang [8] ). Still, it is our strong opinion that the major contribution in all this work is twofold: (i) Extending the underlying theory of arbitrary order parabolic equations to promote the study of the asymptotics of such perturbation problems; and (ii) the general transfer type, functional analytic methods we develop to prove our limit theorems. We only assume a limit theorem on the coecients and then we infer one for the partial dierential equation solutions and we believe that these transfer methods can be used for asymptotic problems on other media.
The Fundamental solution of a parabolic equation provides an elegant method of determining how this equation will propagate given initial data and/or forcing functions. Therefore, it is not surprising that much is exposed about our system (1.3) from a collection of like-constructed fundamental solutions f " ; 0 < " 1 g . F or instance, uniform (in ") bounds on the solutions u " are establishable from uniform bounds of the correct type on f " ; 0 < " 1 g as well as bounds on g " and '. H o w ever, we h a v e already encountered our rst quandary: To cede uniform (in ") bounds for " the classical theory would require that the principle coecients fA k (t="; x)g jkj=q are continuous in t uniformly with respect to (x; t; ") 2 R d [0; 1) (0; 1] which in turn would disallow dependence on " or t and lead to a rather uninteresting averaging theory. F ortunately, this apparent dilemma has already been circumvented in [5] by showing that a modest strengthening of the classical uniformly parabolic condition eliminates any need for uniformity in the continuity o f t ! A k ( t="; x); jkj = q: Thus, for all results in the sequel we will assume: (C1) The system (1.3) is uniformly parabolic in the sense that 
When the coecients are random, (1.5) is interpreted to hold for almost all !.
In order to make the asymptotic properties of @ m x u " manifest, we i n troduce a limiting or averaged (1.7)
Since there is no "-o r t -dependence on the coecients of (1.7) we can resort back to the usual, slightly more general parabolic condition:
(C2) (1.7) is uniformly parabolic in the sense that Under these parabolic conditions plus general, problem-specic bounds and H older continuity conditions on the coecients and their derivatives, a highly developed theory for the existence of fundamental solutions, uniqueness of particular solutions, bounds for derivatives of the fundamental solutions, and solutions to the adjoint problem now exists. This theory facilitates and was partially developed for the study of the asymptotics of equations like (1.1) or (1.3). In the following section, we consider problems of averaging for the derivatives up to order q 1 of fundamental solutions to (1.3) . This theory is then used to prove a result on \total averaging" that is nding general conditions under which @ m x u " converges uniformly to @ m x u when g " (t; x) = g ( t="; x), g 0 (t; x) = g 0 ( x ) does not depend on t, and ' " = ' = 0. In Section 3, we let g " (t; x) = g 0 ( t; x) = 0 and consider averaging for arbitrary order derivatives of the Cauchy problem. This is then put into a stochastic setting and given a strong law of large number interpretation from which w e show h o w to infer a weak law o f large numbers under weaker probabilistic conditions. In Section 4, we turn to the question of rates of convergence or uctuation results and show that depending on the type of dependence exhibited by the coecients there is an h 2 (0; 1) such that " h 1 (u " u) We n o w summarize the notation which is germane to all of the remaining sections: For notational ease we will always take T = 1 and let I : Theorem 1 of the current section is based on the work in [5] . As mentioned in the introduction, one of the main obstacles in obtaining an asymptotic theory for our parabolic equations is establishing uniform bounds on certain derivatives of the fundamental solutions to (1.3) . This is addressed in Theorem A and Lemma 5 of [5] as well as in [1] and [6] . However, there is no need to involve ourselves in these technical issues here so we will proceed to discuss our results.
In addition to (C1,C2) we require the following Conditions in this section: Remark 1. We c hose to label the quantities in (2.3) u " and u because they will correspond to solutions to (1.3) and (1.7) respectively subject to ' " = ' 0, g " (t; x) = h ( t " ; x ) , and g 0 (t; x) = h 0 ( x ) .
Hence, this corollary illustrates total averaging as mentioned in the introduction. Under our general conditions, u " and u may not be the only bounded solutions to (1.3) and (1.7) so we had to dene them explicitly in terms of the fundamental solutions constructed in the classical manner.
Proof of Corollary 2. F i x a 0 j k j < q and let u k : 
LIMITS FOR HIGH ORDER DERIVATIVES
As borne out by juxtaposing the statements and proofs of Theorems 9.4.2 and 9.6.7 in Friedman [2] , the relatively wieldy methods and mild conditions suitable for proving the classical bounds on the derivatives up to order q 1 of a fundamental solution are inadequate for establishing similar bounds for higher order derivatives. Hence, there is little hope that the methods and conditions used in establishing Theorem 1 are sucient for higher order derivative analogues. Yet, comparing the high order x-derivatives of u " to those of u is an important problem. Indeed, in the case where g " = g 0 i.e. the Cauchy initial data problems, this type of comparison appears crucial for obtaining uctuation results characterizing the rate of convergence of u " into u. Hence, in this section, we will consider approximating arbitrary order derivatives of u " with those of u for the initial data problem under necessarily more stringent conditions on the coecients and initial data than those of the previous section. The main result of this section, Theorem 3, is proved in Kouritzin [6] . Allowing the coecients in (1.3) but not (1.7) to be random on some probability space (; F; P ) ;
assuming that " k;m (1; x ; ! ) " ! 0 !0 for almost all ! 2 , and applying Theorem 3 pathwise, we discover that we h a v e a strong law of large numbers or rather a transfer principle between pointwise strong laws of large numbers for the coecients and uniform strong laws of large numbers for arbitrary derivatives of singularly-perturbed Cauchy problem solutions. Natural questions to pose at this point are: (i) Can one establish such a transfer principle for weak laws of large numbers? and (ii) Is there a reasonable uctuation theory characterizing the rate of convergence of u " to u? Whereas the rst of these questions is answered by the following corollary, the second question is addressed in the following section in the form of a very general invariance principle. where denotes the Prokhorov metric and L means distribution or law o n ( R ; B ( R )). The corollary follows by the arbitrariness of f" r g 1 r=1 .
INVARIANCE PRINCIPLES
As opposed to the previous two sections where the coecients could be deterministic, we assume forthright in this section that (; F; P ) is a probability space and fA k (s; x); s 0 gis a C NN -valued stochastic process on (; F; P ) for each 0 j k j q;x2R d : Moreover, we will now b e i n terested in rates of convergence for the Cauchy problem in this stochastic setting instead of just convergence itself. Hence, we will still assume g " = g 0 and ' " = ' but now w e will be considering a weak invariance principle for " h 1 (u " u) under general conditions, h 2 (0; 1) being a xed constant which is determined by the \amount" of dependence in t the coecients exhibit. This result is based upon the work in Dawson and Kouritzin [1] and brings forth our rate of convergence. When interpreted in a stochastic setting, the results of the previous section had the nice feature of really being transfer methods. Instead of assuming apriori specic stationarity, moment, and dependency conditions on the coecients to prove our weak and strong laws of large numbers we just assumed that the coecients themselves satised either a (pointwise) weak or strong law of large numbers. This had the advantage of yielding very general results handling several cases at once. We follow a similar approach here by just assuming the coecients themselves satisfy a weak invariance principle:
A " ) b in C(I; H 1 ) as " ! 0; Hence, for f 2 C 1 u with f(0) 0 and jkj q; we can dene the integral of (T;u k ) with respect to f to be the C(I; H 2 ) object dened for all t 2 I by the integration by parts formula Z t
However, it will often be the case that b k 2 C(I; H 1 ) \ (C Finally, noting that our integral is a continuous mapping, we are in a position to dene our stochastic integrals. We are now at the appropriate place to discuss our choice of H 1 . First, since the coecients A k , A 0 k and the solutions u " , u themselves exist as functions rather than just distributions it is desirable to treat them as such and avoid resorting to necessarily large spaces of generalized functions just to handle the limit objects andŷ. Being able to show " h 1 (u " u) "!0 )ŷ in a small space is better than in a large space. Secondly, no additional assumptions are required on the coecients to ensure that they live i n H 1 . Thirdly, j j C I ; H 1 is exactly the norm required to make the continuity and density arguments work in the above denition of our stochastic integral and H 1 is the corresponding separable Hilbert space. Finally, H 1 ts beautifully into the methods used in Dawson and Kouritzin [1] .
It is established in Kouritzin [7] that our stochastic integral from Denition 7 is equivalent t o standard denitions when n b t ; t 2 I o is a semimartingale. Moreover, due to the way that everything has been constructed it would be natural to dene b 
