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Abstract
In this thesis we present two different models of Complex Social Sys-
tems. The first model represents a vector-borne disease that takes
place in a heterogeneous environment composed of areas of different
types. Two populations take part in the epidemic process: humans
and vectors. The population of humans moves around the heteroge-
neous environment. The idea of this model is to understand how the
movement of people in the heterogeneous environment can affect the
dynamics of the disease. The second model represents a Susceptible-
Infected-Susceptible process on a social network. The population is
represented as nodes, and the edges represent the possible transmis-
sions between two people. We investigate how different topologies in
the network affect the spread of the disease in the system. We sim-
ulate both models, and we perform a mathematical analysis of both
of them. For the mathematical analysis we use an adapted version of
the Random Heuristic Search framework, which was originally used
for the understanding of Genetic Algorithms. In this thesis we inves-
tigate the predictability power of the mathematical approach.
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Chapter 1
Introduction
1.1 Modelling Social Systems
For many years there has been a great interest in trying to understand what
are the rules that govern traffic, market economies, communication networks,
distribution of populations in cities, spread of diseases, and many other dynamic
social systems. Social dynamics are, in general, of great interest but not easy to
understand; social systems form part of the group of Complex Systems.
We can define a Complex System to be a system formed by a group of particles
that are interdependent on each other. By interdependent we mean that, in order
to describe the system as a whole, we need to describe all its parts and each part
must be described in relation to the other parts (13). Formally a Complex System
has been defined as ”a system where the collective behavior of their parts entails
emergence of properties that can hardly, if not at all, be inferred from properties
of the parts”, (88).
This definition may look very twisted and complicated but, in fact, most of
the systems that we find in the real world fall under the category of Complex
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Systems. Examples of Complex Systems can be found in almost any studied
field such as economics (18; 97), ecology (96; 97), biology (29; 45), anthropology
(8; 12), sociology (78; 79), computer sciences (47; 102), physics (11; 108), etc.
The fascinating thing about these systems is that, regardless of the complexity of
the interactions between the parts, or the complexity of the parts themselves, the
emergent effects of that local interaction at global scale are remarkably simple. A
question that many researchers working in different fields that deal with Complex
Systems, including social systems, are concerned about is how local interaction
between individual parts gives rise to different emergent behaviours in the system
as a whole.
Modelling and simulating these systems can provide us with a deeper under-
standing of how they behave in real life. The process of building and analysing
models has also helped the scientific community to realise that there are many
systems that have common emergent behaviours at a larger scale, even when they
appear to be very different in detail (11; 13; 25). This is called universality of
emergent behaviour. These universal properties allow us to find commonalities
between diverse disciplines. We can use different modelling techniques depending
on the characteristics of the systems we want to study. The first method used to
model dynamical systems was differential equations; this method assumes unifor-
mity in the system and smoothness in its motion and, therefore, it has limits in
its application to the study of Complex Systems (54).
A different perspective in modelling systems is to describe the system as a
group of particles that interact with each other. The process that defines the
dynamics of the system under study is understood as a process due to the local
interaction between the particles. Due to these local interactions, there are some
properties that emerge in the system as a whole. This seems a better approach to
capture the characteristics of a Complex System. Individual based modelling was
successfully used by the physicist Johann Diderik van der Waals in the late 19th
century for the study of kinetic theory of gases (11). However, it has not been
popular in social sciences until recently. One of the first individual based models
in social sciences are the well known Schelling’s models (78; 79). He modelled a
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neighborhood as a two dimensional lattice and people from the neighbourhood as
coloured dots occupying spaces in the lattice. The dots could be of two different
colours, each colour representing a different ethnicity. The dots moved around
the lattice following certain rules based only on the principle that an individual
does not want to live in a minority. Although Schelling did this individual based
dynamical models by hand, after moving around the dots in the lattice a few
times, he came to the conclusion that the dots of the model would be clearly
segregated in groups of different colours. It was then clear that individual based
models could give a very good insight of the basic principles of social behaviour
and a better understanding of the relation between local interaction and global
behavior in the system (38).
Individual based modelling could be very cumbersome if it should be done
by hand, as was the case in Schelling’s models; he could not take advantage of
any other technology at the time. Nowadays the conceptual models and their
dynamics can be very easily recreated with the help of computer technology. A
good example of the use of computer technology for individual based modelling
is Agent Based Simulation. Agent Based Simulations can be understood as
a collection of computational elements that interact with each other and with
some environment. These computational elements are called agents. When we
create a multi-agent simulation we implement specific behaviours to specific indi-
viduals or agents. When the individuals interact with each other, a new general
behaviour emerges in the system. This property of multi-agent systems makes
them especially suitable for the simulation of social systems. Agent Based So-
cial Simulation has been defined as the intersection of three fields: Agent Based
Computing, Computer Simulation and Social Sciences (23). Yet, I would consider
agent-based computing part of the Computer Simulation field and also part of
the Individual Based modelling approach. In my opinion, Agent Based Social
Simulation would be more accurately defined as the intersection of three fields:
Social Sciences, Individual Based modelling and Computer Simulation.
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1.2 Mathematics or Simulation?
Mathematical analysis has great advantages as, for example, being able to for-
mulate very precisely the properties of the system and have rigourous proofs
about these properties. A mathematician wants to understand formal structures
by formal means. Mathematics can help to make an accurate prediction of the
emergent behaviour of the dynamics by using a rigourous analysis of the sys-
tem, and it has the capabilities to make a thorough analysis of relation between
different parameters in the model without having to test one by one.
One of the major difficulties with this approach is the rapid growth of the
mathematical complexity of the systems used to describe the various aspects of
phenomena in sufficient detail. Even when the system has been successfully stated
mathematically, we can encounter problems in solving them in an analytical form.
Hence, their practical use in specific cases is very limited. In order to avoid the
overload of mathematical complexity, the systems tend to be very simple and ab-
stract. This seems to be a common reason for questioning the usefulness of these
models, (9; 21). Another great difficulty is the necessity of knowing the language
of mathematics itself. Often researchers that work in areas that can directly ben-
efit from the use of mathematical models, as is the case in social sciences, do not
have a broad knowledge of mathematical language and techniques.
There are also great advantages in the use of agent based simulations. Simu-
lations can capture emergent phenomena while the modeler only focuses on the
description of the individual and its relations with other individuals and its envi-
ronment. It provides a natural environment for the study of social systems, and
it is a flexible technique, specially when compared with mathematical modelling,
particularly in relation to the development of spatial models. There is, of course,
a need to create an abstraction and simplification of the system, but there is still
plenty of room for adding a great number of parameters and heterogeneity in
the actors of the model and their interaction. Even the individuals themselves
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can be very complex agents (40). Simulations can then be used empirically as a
case-scenario of situations that we could not mimic in the real system.
While computer simulations can be very useful, they also have some downfalls.
The possibility to increase the complexity of the model may be very tempting
for the modeler as reality is associated with complexity. In any case, adding
complexity to a simulation does not imply making it more realistic. In fact, there
is a great chance to be adding more artifacts in the model which are very difficult
to identify if the conceptual model has a high number of parameters or if the
process of the dynamics get too complex. Analysing the results of the system can
be very difficult as it is necessary to test parameters one by one in order to have a
clear understanding of their effects in the system, and, even if a thorough test is
done, results obtained through simulations do not formally validate the observed
behavior (50).
1.3 What Is This Thesis About?
In this thesis we present two different models of Complex Social Systems. They
are both related to epidemiological processes or contact processes in a population.
In the first model we keep the topology of the environment very simple and we
focus more on the complexity of the contact process by modelling two populations
that take part in the dynamics of the model. We also add movement of one of
the populations around the environment. The second model keeps the contact
process in the population very simple, but the dynamics take place on social
structures that are medelled as networks, and that can be very complex.
The first model is a model of the spread of a vector-borne disease in a country
(taking Malaria as an example), in which we investigate how the heterogeneity
of the environment and the movement of people between different areas of the
environment affects the dynamics of the disease. We adopt a meta-population ap-
proach by modelling the environment as a set of patches which represent different
7
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areas of a country. The patches are connected to each other forming a very simple
grid. We modelled two different populations, one representing human and one
representing vectors. The disease spreads among the populations by transmitting
the infection from people to vectors and from vectors to people. There are three
different types of patches, each one representing one of the three geographical
areas Swamp, Rural area or City. Each type of patch is characterised by its area
size w, its number of mosquitoes V , and the probability for a person to leave the
patch l. The mosquitoes in the model moved within each patch but do not move
from patch to patch. Each time step the people in the model move from patch to
patch. Once the population has moved, the dynamics of the disease take place
in each patch independently of each other. This model has been implemented in
five steps creating five different sub-models with increasing complexity by adding
different factors to the original model in each step. Each sub-model has been
simulated in a computer and analysed mathematically.
In the second part we study a model normally known as SIS model. SIS
stands for susceptible-infected-susceptible and it is a well known epidemiology
model (104). The model represents a contact process among individuals of a
populations. Each individual of the population can be either susceptible or in-
fected. Susceptible individuals that are in contact with infected individuals can
get the infection transmitted with certain probability p. Infected individuals get
spontaneously back to the susceptible state with certain probability b. We repre-
sent the population as a network in which the nodes represent the individuals of
the population and the edges represent the contacts through which the process
of the dynamics take place, so two nodes connected through an edges represent
two individuals in contact with each other. Different network structures would
represent different contact networks in the population. The idea of this model is
to understand how the topology of the contact network of a population can affect
the dynamics of the studied process. We present three models of this dynamical
process taking place in different network structures. We also present a mathe-
matical analysis for the dynamics of processes in these networks studying mainly
the fixed points of the system.
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The SIS model is commonly used to understand the spread of a disease in a
population (such as a common cold), but it can also represent other contact pro-
cesses that take place in a population. Other type of dynamic social systems that
can be modelled by the SIS contact process are: rumor spread in a community,
computer virus in a computer network, extinction and colonisation of species in
islands, or voter behaviour in a population.
Although the work for this thesis was not specially focused in any particular
social phenomenon, it seems all models presented in this work are highly related
to epidemic models so, in many cases, we will explain these models, the outcome
of the analysis, and the result of the simulations with terms used in epidemiology.
1.3.1 General Methodology and Approach
In order to understand the social systems mentioned above, we intend to create a
model that captures a minimum number of parameters that may have an impact
on the system dynamics. We are aware that oversimplification may lead to under-
standing a toy model but not the system under study. However, we still advocate
for simplicity and clarity in our models as we want to understand general prin-
ciples of social systems; describing the actors in too much detail may sometimes
restrict the model to very particular cases. The second reason for simplicity and
clarity comes from the desire to describe the model mathematically. In fact, our
main objective is to create a mathematical description of the macro-behaviour of
the system based on the local interactions of the actors. If we do so, we could
formulate very precisely the properties of the system and have rigourous proofs
about these properties. It could also help to make an accurate prediction of the
emergent behaviour of the dynamics. One of the main questions of this thesis is
to understand how accurate our mathematical analysis is and what information
we can infer from the mathematical analysis about the dynamics of the model.
The general idea of the approach we use is, firstly, identifying clearly what
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are the factors that we need, or want, to understand. We will always try to model
them in a simple way to reflect only their more relevant characteristics. We then
create several models of a system, starting from the most simple conceptual model
and carry out an incremental implementation of these factors or parameters in
order to analyse and understand them individually. For each conceptual model we
create a simulation and a mathematical model. We carry out experiments
in the simulation and a mathematical analysis.
The computer implementation of the multi-agent system will help us to con-
trast the validity of our system with real systems, to understand what this math-
ematical description should look like, and to validate the mathematical model
and the conclusions drawn from its analysis. The mathematical analysis will help
us to have a rigourous representation of the dynamics of the system allowing us
to have a formal analysis of the relation between the parameters. The equations
of motion of these systems have been calculated and contrasted against the sim-
ulation with several experiments. These mathematical models can also be used
as a tool to validate the simulations.
The incremental implementation of the factors that will bring complexity to
the simulation will help us to understand how each factor contributes in the
behaviour of the population in the final simulation and to create different math-
ematical models with incremental complexity.
The models have not been compared with data of real epidemics. The idea
in this thesis is not to present models that mimic or predict how real epidemics
work. The focus of this thesis is more centered on comparing results between
simulations and mathematical results at ”macro” level so the conceptual models
have been kept very simple. Both models are too simple to yield useful quantita-
tive results from the simulation or from the mathematical models. We are aware
that transmission of infectious diseases depends on more than a few parameters.
Nevertheless, we still believe that models like ours are useful in getting a qualita-
tive understanding of the basic transmission mechanisms. We believe that a lot
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must be understood about these basic transmission mechanisms before one can
confidently look at models with more parameters.
The simulations are time driven with discrete time steps. Populations are
represented in a discrete manner (as it is individual based modelling), and the
environment is also discrete. The simulations are built with RePast1, (87). The
reasons for this choice are, firstly, that it is written in Java language, which is the
programming language I can program with best, and secondly, because it is one
of the best available free libraries for support of social agent simulation in terms
of user support, capabilities, usage of memory vs speed, restrictions in the agent
modelling, documentation, graphical interface etc... (95).
Other systems that hold similar properties to the social systems we want to
model are populations of genetic algorithms. Genetic algorithms can be under-
stood as a kind of multi-agent system in the following way: there is a population
of individuals, each represented by its “DNA”, and we can consider this DNA as
the state of the agent or individual. There is a finite number of possibilities in
the set of states of the agent, Ω (usually called the search space). The individuals
interact with each other by crossing over, and they interact with the environ-
ment when its fitness is evaluated (the ones with more fitness are more likely to
survive). An important question that can arise when studying the population of
genetic algorithms is: under what conditions can the dynamics of the population
be inferred? This is the same question we are interested in when we analyze the
behavior of multi-agent systems.
Michael Vose developed a mathematical framework for the study of the popu-
lations in Genetic Algorithms, (76; 98). This mathematical framework is known
as the Random Heuristic Search. The idea of this theory is to consider a popula-
tion distributed over a set of possible states (DNA) and define a map G that takes
distributions of population to distributions of population, G : Λ → Λ, where Λ
1REcursive Porous Agent Simulation Toolkit. Free and open-source, agent-based modelling
and simulation toolkit.
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is the set of distributions over Ω. G is called The Heuristic Function; the termi-
nology comes from the development of GA theory in which genetic operators are
used to stochastically search some problem space. The search proceeds by taking
a population distribution p and applying the heuristic function to form G(p).
This distribution is sampled a number of times to form a new population. The
process forms a Markov chain whose transition matrix can be written in terms of
the function G.
In the work presented in this thesis I analyse multi-agent systems using this
mathematical framework. In order to adapt this framework to multi-agent sys-
tems, we have to think of Ω (search space) as the set of possible states that the
agents of the simulation can adopt. The problem is now to write down the heuris-
tic function G of the system. This is equivalent to finding the equations of motion
for the system, i.e. how the population distribution changes at each time step.
In the case of multi agent systems we know the rules of the agents in advance,
and the equations of motion represent a mathematical abstraction to be deduced
from those rules. This will be the first stage of applying the RHS framework to
the analysis of multi-agent system.
Once the map G has been determined we investigate analytically different
properties of the system like, for example, its fixed points. The reason to study the
fixed points of a system is the following: In an epidemic model of finite population
(as it is in our simulations) there is always a probability for the infection to
disappear completely, regardless of the parameters of the model. It may happen
that all infected individuals become susceptible at some time step and then the
epidemic disappears. We say that the probability for an epidemic to disappear is
1, but we don’t know how long it would take, and it can be a very long time. In
the meantime, while the epidemic has not disappeared, the epidemic seems to be
in equilibrium, with the size of the epidemic oscillating around some value which
we call attractor. These oscillations not only appear in simulations but also
in real epidemiological systems. This apparent equilibrium in the simulations
is only temporary and represents a case of ”metastability”, where a temporary
equilibrium persists for a long time until a transition occurs to a final equilibrium,
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which in these models would be extinction of the disease. In order to study
analytically this temporary equilibrium observed in the simulations, we assume
infinite population in the model. The fixed point of the mathematical model of
the system, which represents an equilibrium state in an infinite population, would
correspond to the attractors in a finite population system. The fixed points can
also be referred to as equilibrium point or steady-state of the system.
1.4 Structure of This Thesis
In Chapter 2 we review different techniques used for the study of Social Systems.
We divide our review in four sections. The first sections, 2.1, reviews models
with a very simple environment where complex dynamics take place. Section 2.2
reviews Networks Theory, where there is a greater focus on the complexity of
the topology of the network where the dynamics takes place, and the interaction
dynamics tend to be very simple. The third section, 2.3, gives some examples
of models built for experimental proposes, and the last section, 2.4, introduces a
concept of Effective Reproductive Rate, which we will use in our second model.
In Chapter 3 we present a model of vector-borne disease in which two popula-
tions take part, mosquitoes and people, and the disease spreads by transmissions
between the two populations. The idea of this model is to understand how the
movement of a population in a heterogeneous environment can affect the dynamics
of the disease. In Section 3.2 we present the motivation for this model. In Section
3.4 we present different sub-models implemented with increasing complexity and
a mathematical analysis of each of them, focusing mainly in the study of the fixed
points. During the mathematical analysis of some of the models we make use of
The Lemma of the Fixed Points stated and demonstrated in Appendix A. This
lemma is used for understanding the behavior of the system in terms of its fixed
points. In Chapter 4 we present a set of experiments and run in the simulated
sub-models. We aim to compare these results with the estimations made by the
mathematical models.
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In Chapter 5 we present an implementation of the SIS dynamics on different
networks. Different network topologies represent different contact networks in
the population. The idea of this model is to understand how the topology of
the contact network of a population can affect the dynamics of the studied pro-
cess. We present three models of the SIS dynamics taking place in three different
network topologies. We also present a mathematical analysis for the dynamics
of process in each of the networks, studying mainly the fixed points of the sys-
tem. In section 5.7 we introduce the concept of Effective Reproductive Rate in
a population and present a mathematical analysis of our models investigating
this parameter. In Chapter 6 we present the relevant experiments testing the
accuracy and predictability of the mathematical models.
In Chapter 7 we conclude the thesis summarising what we have learned about
the different models and methodologies. In addition we summarise several future
studies that are suggested by these investigations.
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Modelling Social Systems
In the previous chapter we introduced the topic of studying Social Systems using
simulation and mathematical modelling. In this chapter we introduce in more
depth different techniques used for understanding Complex Social Systems and
give some examples. We divide this review in four sections. In the first section
we review models in which the environment of the system is represented in a very
simple way and the models focus on the complexity of the dynamical process
of the system. In the second section we review models of Complex Networks in
which the dynamical process is very simple and there is a greater focus on the
topology of the network where the dynamics takes place. In the third section
we give some examples of models used for experimental purposes, which tend to
model the systems with high complexity in both the topology of the environment,
and the dynamical process of the system. In the last section of this chapter we
introduce the concept of Effective Reproductive Rate in epidemiological models
which will be further discussed and analysed in the second part of this thesis.
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2.1 Models with Landscape with Homogeneous
Topology
There is a number of different techniques that are used to study the dynamics
of systems which assume the homogeneity in the topology of their environment.
This assumption in the environment makes the system easier to analyse, but it
may also oversimplify the system giving results that do not reflect behaviour of
real systems (21). Mathematical tools used by this approach are Spatial Mo-
ment Equations, Partial Differential Equations, or Lattice-based models. Spatial
Moment Equations and Partial Differential Equations normally assume perfect
mixing in the interaction of the population in the model, and there is not a
spacial representation of the environment as such. Lattice models represent a
continuous landscape as a regular square lattice. Each lattice may contain a sin-
gle individual or a population. Lattices change their state deterministically or
stochastically according to the rules. Examples of lattice models may be Interact-
ing Particle Systems, Spatial Stochastic Models, Cellular Automata, or Coupled
Maps Lattices. The models studied when using these tools are usually designed
to investigate very general principles of the systems rather than tactical methods
designed to answer specific questions. Below we give some examples of models
and analysis using these techniques.
2.1.1 Cellular Automata
Hegselmann and Flache discuss various applications of Cellular Automata in the
social sciences in paper (38). The paper seeks to demonstrate that Cellular Au-
tomata, although are models based on rigourous simplification, are also a good
method for the understanding of social systems. The characteristic of Cellular
Automata models are the following:
• Cells are arranged in a regular grid (normally 2-dimensional)
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• Every cell adopts one state of a finite set of states
• Time is discrete
• Cells change their state according to the local rule
• The same transition rule applies to all cells
• In each period of time cells are updated simultaneously or sequentially.
In paper (38) Hegselmann and Flache present a check-board model (or 2-
dimensional lattice model) in which cells are occupied by individuals with opin-
ions. Each individual’s opinion will be modified depending on its neighbours’
opinions. It presents cases in which opinion has a discrete value (for example
individuals can have one of 5 different opinions), or it can be a continuous value
(individuals will have an opinion represented by a value between 0 and 1). The
experiments suggest that, the more opinions there are in the set of states, the
closer the stable state gets to general consensus and the smoother are the transi-
tions between areas of different opinion. The results of the simulation also show
that discretisation of the opinion value has a great effect in the result of the
model, so this is an example of how discretisation of space, time, and state can
matter on the qualitative behaviour of the model; in conclusion, the modelling
of the system has to be carried out cautiously as it may produce artifacts. The
author argues that the simplicity of these models allows us to 1.-focus on the
dynamics of elementary social interaction when studying complex social systems,
and 2.-make it very clear how certain macro effects are dynamic consequences of
decisions and mechanisms operating only at micro level.
Another example of a Lattice Model is the work presented by Boccara and
Cheong in their paper (19). They present a SIS model implemented in a Lattice
network. In this Lattice not all nodes are occupied by agents, only a fraction of
them, and the rest are empty. The agents move to a new empty node with some
probability m. This empty node is chosen at random and it depends on a pre-
viously chosen range. To illustrate the importance of this range they considered
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two extreme cases. In one case, the called ”short range”, the empty node will be
one of the four neighbours. The ”long range” will be any vertex in the lattice.
The rules for the disease transmission between agents are exactly the same as the
ones we use here. The size of the lattice is fixed, and the number of agents in
the lattice is also fixed. Having fixed those values, the number of agents infected
in the network will depend on the probability to transmit the infection pi, the
probability to recover pr, and the average number of movements per agent m.
Let us consider m a fixed value too. Then the number of infected agents depends
on the pair of probabilities (pi, pr). If we now fix one of these probabilities, let’s
say pi, the number of infected agents in the lattice will be 0 in some cases (if pr
is too high), or a positive value (if pr is not high enough). If we find a value pr
for which the number of infected agents changes from 0 to a positive number we
say that (pi, pr) is a transition point. For each pi we will find a value for pr such
that (pi, pr) is a transition point. If we run different simulations of the model and
plot the transition diagram of pairs (pi, pr), we can see that the diagrams change
for different values of m.
The mean-field approximation for this model says that, when time t → ∞,
the number of infected I in the lattice is given by equation:
I = (1− pr)I + (C − I)(1− (1− I)z) (2.1)
where C is the constant density of agents in the model, and z is the number
of neighbouring vertices of a given vertex. From equation 2.1 they deduce that
I = 0 is always a solution of the system that represents the disease free state of the
model, and it is stable if, and only if, zCpi− pr ≤ 0. Otherwise, if zCpi− pr > 0,
the system is in an endemic state and the proportion of infected is given by the
only positive solution of equation 2.1. The results of the mean-field analysis are
compared to the transition diagrams obtained by running the simulations and
it is concluded that, when they simulate a large range movement (i.e. for high
values of m), the mean-field model is a good approximation but, in general, it
cannot predict correctly the critical behaviour of short-range interaction systems.
In this paper it is also analysed how the introduction of the parameter m, which
reflects movement, has an impact on the speed of the spread of the disease when
18
2.1 Models with Landscape with Homogeneous Topology
they compare the effect of the simulation results for two different values of m.
If these values are high enough, the difference between the two results is small.
However, for small values of m, although the disease still spreads slowly, the
difference between the results of the simulation says that the number of infected
agents decreases dramatically as the value of m approaches 0. This reflects clearly
the impact of movement in the model that cannot be captured by the mean-field
approximation.
2.1.2 Interacting Particle Systems
Interacting Particle Systems is one example of stochastic lattice models that run
in continuous time. In these systems lattices interact with neighbour lattices
with some probability and change their states according to the results of those
interactions (depending on the rules). Mathematical models used to analyse
Interacting Particle Systems are Pair Approximation Method, which focuses on
joint occupancy probability of neighbour pairs, or Mean-Field Approximation
Method. In this section we give some examples of studies that have used some of
the techniques mentioned above.
Schinazi introduces an Interacting Particle System to model the emergence of
drug-resistant diseases in his paper (82). The main result of the analysis is that,
if there is a mutation from a natural strain into a drug resistant strain, and if
there is an effective drug against the natural strain, there will be an outbreak of
the drug resistant strain and it will, eventually, replace the natural strain. This
is observed by analysing the Interacting Particle System model. The mean-field
model of the system, which is also presented in this paper, only tells us that under
certain conditions a drug resistant strain and a natural strain cannot coexist.
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2.1.3 Spatial Stochastic Models
Schinazi also published two different papers studying epidemiological problems
of tuberculosis using Spatial Stochastic models. The first paper, (80), presents a
model for the spread of tuberculosis and HIV focusing on the influence of social
clusters in the spread of the epidemic. He divides the population into clusters
and analyses when an epidemic is possible depending on two parameters: the
infection rate within a social cluster and the size of the social cluster. One of
the results of this paper is that, for low casual infection rate, the epidemic is
possible only if the cluster size is large enough. If the cluster size is too large,
the epidemic may occur only if the within cluster infection rate is large enough.
The model suggests that, given a low casual infection rate, the cluster size and
the within cluster infection rate are determinant. In his second publication, (81),
he focuses on a different aspect of the tuberculosis disease. With tuberculosis,
once you have been transmitted the infection, you become a dormant infected
so you don’t transmit the infection or become ill. You become actively infected
later and it is not clear the process that makes you get to that state. It is still
discussed whether it is by a re-infection of the disease (exogenously) or just an
internal process of the disease (endogenously). In this paper Schinazi creates two
different models of the system; a Spatial Stochastic model analysed mathemati-
cally with a technique called coupling, and a mean-field approximation model of
the system. He compares both models getting to the conclusion that they give
different results because they may behave in strictly different manners. He shows
that the mean-field model does not allow an epidemic, even if the first infection
rate is high enough, unless endogenous infections can occur. However, in the spa-
tial stochastic model it tells us that, even when there is no endogenous infection,
if the rate for a second re-infection is high enough, there is a chance of epidemic
in the system. He argues that the different results given by analysing the two
models may come from the fact that in the mean-field model, even if the second
re-infection rate is high enough, the probability to get in contact with an infected
person is low because you get mixed with the non-infected population, whereas
in the spatial stochastic model, once you are infected, you are more likely to get
20
2.1 Models with Landscape with Homogeneous Topology
re-infected since your neighbourhood is likely to contain more infected people
than the average.
Schinazi also uses spatial stochastic models for the understanding of the role
of spatial aggregation in extinction of species (83; 84). He creates and compares
two models of spatial aggregation of a species. They both are represent the
environment as a two dimensional lattice. Each node of the lattice may host a
flock of up to A individuals. Each individual in the flock may give birth at the
same node at rate ϕ, until the maximum of A individuals has been reached at
that node. Once the site reaches the maximum number of individuals that it
can support, each individual in this node starts giving birth on each of the 4
neighbouring nodes at rate ψ. This rule mimics the fact that individuals like to
stay in a flock, as long as they can. The two models have different rules for death
of individuals in the model. The first model, (83), mimics a disaster (such as an
encounter with greedy hunters, or a disease) in which the a whole flock disappears
at rate 1. The analysis of this first model shows that there is a threshold in the
flock size of the species so that, if the maximum flock size is above a certain
threshold, the population is going to get extinct with probability 1 but, if the
maximum flock size is below the threshold, there is a strictly positive probability
that the population will survive. In the second model, (84), individuals die one by
one at rate 1. This models the population in the absence of an external disaster.
The analysis for the second model says that, if the maximum flock size A is large
enough, the survival of the species is possible for any birth rates ϕ or ψ but,
if A = 1 and the external birth rate ψ is too low, then the species dies out.
Comparing these two models, Schinazi gets to the conclusion that animals living
in large flocks are more susceptible to mass extinctions than animals living in
small flocks. However, in the absence of disasters that may cause death of large
flocks we have that, under some circumstances such as low birth rate, spatial
aggregation makes the species survive.
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2.1.4 Metapopulation Models
The word metapopulation is understood as a group of populations that live in a
fragmented space. All these populations are located in different areas of the frag-
mented space and have their own independent dynamics but they are connected
via migration (106). The idea of modelling populations in this way was introduced
by R. Levins with the intention of understanding the processes of extinction and
re-population of certain species in islands. His original model assumes that the
space is discrete and it is formed by a set of patches which have all the same
area and qualities. The dynamics of populations in different patches are indepen-
dent from each other; the individuals will migrate from patch to patch, but the
migration rate is low enough so the movement of the individuals does not affect
the dynamics of the populations, yet, it creates a balance between extinction and
colonisation (52).
In the metapopulation approach there is a more abstract representation of
landscapes than in other approaches used in ecologist studies. In this approach
the environment consists of discrete patches of suitable habitat ignoring the shape
of the patches surrounded by the landscape matrix through which individuals
may migrate. There is a stronger background in mathematical theory and, thus,
there is a tendency to approach the problem analytically rather than numeri-
cally (34; 36). The success of metapopulation theory comes from the importance
of the study of population in fragmented spaces and the simplicity of the the-
ory. However, although it is constantly argued that real systems do not show a
metapopulation structure and, therefore, their behaviour cannot be predicted us-
ing this methodology (10). There are still some authors, (28), that suggests that
there is an issue in the scale of the population dynamics that can be studied by
metapopulation approaches because, sometimes, local dynamics of species cannot
be predicted by metapopulation models but regional dynamics can. Metapopu-
lation theory was originally developed for the study of terrestrial ecosystems al-
though it has subsequently been applied to other fields such us marine ecosystems,
(89), or the spread of Pandemic Influenza around the world, (22).
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As part of metapopulation theory we can mention the Spatially Realistic
Metapopulation Theory (SMT) (35), which uses mathematical models for the
analysis of Stochastic Patch Occupancy Models (SPOM) (37; 60). In this mathe-
matical model the patches have only two states: occupied or empty. This gives the
possibility to have 2n different states in the system (system with n patches) which
makes calculations difficult to perform. To simplify the mathematical analysis
of the resulting equations it is necessary to assume that all patches are homo-
geneous (33). The SMT model is obtained by combining heterogeneous SPOM
(different rates of extinction and colonisation in the patches) with assumptions in
how the structure of the landscape affects these probabilities. In order to make
a prediction of these models, it is necessary to create a SPOM model with the
same dynamical function as in the SMT models and then fit the parameters of the
SPOM model so that it ”replicates” the dynamics of the SMT model. The results
of analysing the homogeneous version of the model make a good approximation
of the behaviour of the heterogeneous model (34).
2.2 Simple Dynamics in Complex Environments
- Networks Theory
We define a network as a set of items called nodes that are connected to each
other by edges. This is just a model to represent groups of individuals and links
between them. In mathematic terminology they are known as graphs.
Although the definition is very simple, when we model a real-life system as
a network, the outcome can get very complicated and difficult to understand.
Networks can have a very complex wiring diagram, or they can change over time
(like the World Wide Web), they can have different kind of nodes, or their links
can have different weights. Some times the nodes themselves can be nonlinear
dynamical systems.
23
2. MODELLING SOCIAL SYSTEMS
The aim of the so called Theory of Complex Networks is to understand how
complex dynamics take place in complex networks. But, in order to make some
progress, different fields have overlooked certain complications and focused on the
complexity of other properties. For example, there is a tendency to oversimplify
the wiring diagram of the system by, for example, assuming they are geometrically
regular and static in order to concentrate on the dynamics (93; 109). In other
fields there is a stronger emphasis on the study of the network topology and its
properties by using computer simulations and statistical mechanics theory (3; 66).
There are different kinds of real world systems that can be, and have been,
modelled as networks. We can talk about social networks, which represent
sets of people with some pattern of contacts or interaction between them, like
friendship, business relationship, etc. information networks which reflect the
information stored in its vertexes, like for example the citations between academic
papers, (75), or links in pages of the World Wide Web, (4), technological net-
works like the electric power grid, computer networks, networks of roads, trains,
or airline routes, (64), biological networks such as food webs, (61), neuronal
networks, (51), network of insects, (27), or even genetic regulatory networks with
the use of random Boolean net by Kauffman, (45).
2.2.1 ER-Random Graphs
One of the first important papers about networks (26) was written by Erdo¨s and
Re´nyi in 1959. In this paper they introduce a definition for Random Graph, also
referred to as ER-Random Graphs, and the solution for some of its statistical
properties when the number of edges tends to infinity. Modelling and studying
random graphs was the first attempt to try to understand the complexity of
networks. They are modelled as follows: ”We draw n nodes in a paper, and we
choose a number m that will be the number of edges in the graph. We choose two
nodes at random and we connect them with a link between them. Then you repeat
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this m times, until there are actually m edges in the graph. We have the model
of a random network.” (39).
One question that we can ask about this kind of network is: how many of
the nodes are linked together? And the answer is: when the number of edges
m is small we will find a lot of small clusters isolated from each other. As m
gets bigger the clusters start joining together and, when m passes a threshold
(m > n
2
), all small clusters will join spontaneously to form one big cluster, called
a giant component, and some other smaller clusters. It has been rigourously
proved that the size of the giant component is of the order of n and there will be
some other smaller components (3; 66).
2.2.2 Small World Effect
Another question we can ask about this network is: What is the average distance
between the nodes of this big cluster? The formal definition for average path
length in a graph is as follows: Consider an unweighed graph with the set of
vertices X. Let d(x1, x2) denote the shortest distance between x1 and x2. Assume
that d(x1, x2) = 0 if x1 = x2 or x2 cannot be reached from x1. Then, the average
path length lG is:
lG =
1
N(N − 1)
∑
i,j
d(xi, xj)
where N is the number of vertices in X (definition taken from (103)). When
the average path length between two vertices in a graph will grow in logarithmic
manner, or slower, with the number of nodes in the network (which is the case
with ER-Random Graphs), we say that the graph has a short path connectivity.
The consequence of having short average path length, or short path connectivity,
on a network is that most of the vertices of the network are connected by a short
path no matter how big the network is. In social networks this effect is known
as the small-world effect1. This property has been found in most of the real
1This is different from the definition of Small World Graph from Strogatz and Watts in
(99) which is given later in this chapter (see Section 2.2.4).
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world networks that have been studied (4; 64), and it has a great importance in
the dynamics that are going to take place in the network because, if all vertex
are connected with ‘short paths’, the information in the network will spread more
efficiently. For example, it has been observed that the average diameter of the
World Wide Web was 19 links in 1999, and it is expected that its number of links
will increase 1,000 per cent, but the average diameter will be 21. This means
that all the information that you can find in the internet is ‘a few clicks away’
(4). This property has also great impact in the spread of disease (68). The idea
of studying the small-world effect as a property of a network comes originally
from the conclusions drawn from the well known Milgram’s experiment (48) (the
”six degrees of separation” effect), although it has been argued that the validity
of the conclusions are not as strong as it is claimed due to the restriction of the
experiment (48; 86).
2.2.3 Degree Distribution
Other property that characterise a network is its degree distribution. By degree
distribution of a network we mean the following: let us define pk as the fraction
of vertices of the network that is connected to other k vertices (we say k is the
degree of the vertex). If we plot the histogram of pk, we get the degree distribution
of the network.
An advantage of working with ER-Random networks is that they have been
intensively studied and there are very accurate results of their statistical prop-
erties (4; 64; 93). One of the well known properties of these networks is that
the degree distribution follows a Poisson distribution. Unfortunately, most of the
real-world networks that have been plotted in a diagram do not follow a Poisson
degree distribution (4; 5; 63).
In 1999 it was already discussed in a publication that ER-Random networks
may not be an accurate model for real networks (15). Baraba´si et al. discuss that
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many real networks found in nature follow in fact a power-law degree distribu-
tion. Power law degree distribution is a common phenomenon in social networks,
computer networks such as the World Wide Web (2; 4), citation networks (75),
or even in electricity power networks as they show in their work. This issue is
also discussed by other authors (4; 70). Baraba´si suggests that two specific char-
acteristics are necessary for the formation of these networks: 1.- constant growth
in the network, and 2.- preferential attachment. He discusses why power-law dis-
tribution is a very important property in a network that had not been predicted
by the generated random networks at that time. Most real-word networks show
power-law distributions with exponent between -2 and -3, (65; 74), or exponential
distributions mixed with power-law distribution, (14; 64). Other observed degree
distributions of real world networks are exponential, like in the railway networks
or the power grid (5). Networks with power-law distribution are referred to as
scale free networks because the average number of connections per node remains
constant regardless the size of the network.
Newman has made substantial progress in the research on statistical properties
of networks of arbitrary degree distributions by using generating functions (71)
(which we will introduce later in this chapter), and he has used this tool to study
statistical properties of scale free networks.
Although we are mainly interested in the dynamical process that take on
complex networks, this type of properties are of our interest as they do make
a difference on the overall results of the system as a whole. This is shown in
(92), where they present a study of how the structure of a network can affect the
stability or instability of opinions in individuals. The conclusions are that in flat
hierarchies networks (such as lattices) the opinion of the people are more likely
to be unstable, whereas in scale-free networks there is an inherit stability.
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2.2.4 Clustering
In many real world networks, specially in social networks, it is very common that
two nodes are connected to each other if they share a common neighbour. In social
terms we could say that there is a higher probability that two people know each
other if they have a common friend than if they do not. This relation between
the individuals is represented as triangles in the network. This property is called
clustering and it is measured by a clustering coefficient that determines the
density of triangles in the network (99). The formal definition of cluster coefficient
C was first introduced by Watts and Strogatz as follows: Suppose that a vertex
v has k neighbours; then at most k(k−1)
2
edges can exist between these neighbours
(this occurs when every neighbour of v is connected to every other neighbour of
v). Let Cv denote the fraction of these allowable edges that actually exist. Define
C as the average of Cv over all v.
As I said before, social networks show very high clustering coefficient com-
pared with those in random networks (66; 69; 99). In fact, most of the social
networks studied have the properties of clustering (they have a high clustering
coefficient) and the small world effect. A simple network that has the form of
regular lattice has a very high clustering coefficient, but they normally do not
satisfy the small world effect (that the average path length between its nodes
increases linearly with the number of nodes). On the other hand, ER-Random
Networks have the short path connectivity property, but do not have as much
clustering as real-world networks. Strogatz and Watts (99) propose a different
way of modelling networks by creating what they called small world networks,
and they are modelled as follows: Starting from a ring lattice with n vertices
and K edges per vertex, we rewire each edge at random with probability p. This
construction allows us to ‘tune’ the graph between regularity (p=0) and disorder
(p=1) and probe the intermediate region 0 < p < 1, about which little is known.
This process adds some short cuts in the network that allow its average path
length to be reduced notably but its clustering coefficient will remain almost the
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same. This small world model is therefore a better approximation than Reg-
ular Lattices or ER-Random Networks to what the social networks may really
be. Unfortunately, Small World Networks’ degree distributions do not follow a
power-law distribution.
Newman also proposes an algorithm to create networks with the desired num-
ber of triangles in a network (67). We define a sequence of numbers s0, s1, . . . , sN
that determines the number si of ”stubs” or single edges that emerge for ver-
tex i, and another sequence of numbers t0, t1, . . . , tN that determines the number
ti of corners of triangles that emerge from vertex i. We create the network by
choosing pairs of stubs uniformly at random and joining them to make complete
edges, and also choosing trios of corners at random and joining them to form
complete triangles. The only constraint is that the total number of stubs must
be a multiple of 2 and the total number of corners a multiple of 3. The end result
is a network drawn uniformly at random from the set of all possible matchings of
stubs and corners.
We can still mention other properties of complex networks. In most kind of
modelled networks there are different types of vertices, and sometimes vertices
of the same type have more probability to be connected between them. This
property is called assortative mixing or correlation, and it is also a common
property of social networks (74). For example, it is known that people tend
to preferentially mix with others of a similar age. This age-assortative mixing
may have great influence in the dynamics of a disease in a community such as
measles, where the mixing between school children drives the epidemic process, or
the recent H1N1 pandemic, which has shown a great age-dependent susceptibility
in its records (46; 62).
If we can classify types of vertices according to their vertex degree this corre-
lation is called degree correlation and, again, high degree correlation is another
common property of social networks (66). Although there is extensive literature
on how to calculate statistical properties of networks of arbitrary degree distri-
butions it is has not been so thoroughly done for the calculation of correlation or
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clustering coefficients (65). Another property of social networks is that they are
divided into communities as well as showing positive correlation. Newman sug-
gests that the division into different groups may affect this positive correlation.
He has done a rigourous analysis predicting the correlation coefficient in terms of
the variation of the sizes of the different groups and it compares well with what
has been observed in real-world networks (69).
2.2.5 Analysing Networks - Generating Functions
In 2001 Newman et al., (70), present and discuss the statistical properties of ran-
dom graphs with arbitrary degree distribution (not just for ER-Random graphs).
The analysis of these statistical properties is based on generating functions (107).
They build the generating function G0(x) for the degree distribution in the
graph. Let us suppose that we have a graph of N vertices, with N large.
They define the generation function for the degree distribution in the graph as:
G0(x) =
∑N
k=0 pkx
k where pk is the probability that a randomly chosen vertex on
the graph has degree k. The probability pk is given by the k
th derivative of G0
as follows:
pk =
1
k!
dkG0
dxk
∣∣∣∣
x=0
So the one function G0(x) encapsulates all the information contained in the prob-
ability distribution pk. They say that function G0 ”generates” the probability
distribution pk. For example, if we want to find the generation function of the
Erdo˝s-Re´nyi Random Graph, (26), we would get:
G0(x) = e
−z
∞∑
k=0
zk
k!
xk = ez(x−1)
By analysing this function they get to deduce some statistical properties of
the graph. We are only going to mention a few properties that relevant for the
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analysis of a SIR1 system in a network. Among other properties they get to
deduce: 1.- the mean component size of the graph when there is not a giant
component in the graph, 2.- the threshold at which the giant component of the
graph is formed in terms of the average size of the components of the graph, and
3.- the size of the giant component S as a solution of the equations system:
S = 1−G0(u), u = G1(u)
where G0 is the generating function of the degree distribution of the graph and
G1(x) =
G′0(x)∑
k kpk
. The calculation of the component size distribution as a solution
of these equations is not normally solvable in closed form but a solution can be
found using iteration starting from a suitable initial value of u.
This method of studying the properties of a graph using generating functions
is also extended to directed graphs2 and to bipartite graphs 3 (70; 71). The
mathematical results are contrasted with real data and it is found that for bipar-
tite graphs the similarity of the results with real data is very good, but it is not
so in the case of directed graphs. There are substantial quantitative differences
between the predictions of the results and the characteristics of these networks
1SIR stands for susceptible-infected-removed and it is a version of the susceptible-infected-
susceptible process in which infected individuals cannot go back to a susceptible state. Instead,
infected individuals will go to a ”R” (removed or recovered) state at a certain rate and they will
remain in such state for ever. In some models the ”R” state represents a state of recovery from
a disease in which reinfection is not possible. In other models it may represent death. Once an
individual reaches the removed or recovered state, it will not play a role in the dynamics of the
model any longer.
2A directed graph is a graph whose edges have a direction from one vertex to another, but
not viceversa. These type of graphs are used, for example, to represent a network of web-sites
with hyper-links between them. A web-site A may have a link to another web-site B but there
may not be a link from B to A.
3A bipartite graph is a graph that has two different types of vertices representing elements
with different properties. These type of graphs are used, for example, to model affiliation
networks. An affiliation network is a network in which actors are joined together by common
membership of groups or clubs of some kind. They are represented using two kinds of vertices,
one representing the actors, and the other representing the groups. Edges then run only between
vertices of unlike kinds connecting actors to the groups to which they be long.
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shown in real data. This may indicate that there are interesting social structures
in these networks that are not captured by a simple ER-Random Graph model.
In (64) Newman et al. present an analysis of what they call ”network re-
silience” based on percolation theory which is then going to be used for solving
the SIR problem in a network. They present the ”network resilience” problem
as follows: Consider a model defined on a network on which each vertex is either
”present” or ”absent”. They call it ”absent” because for some reason they may
be non-functional on the graph. They define probability b of being present in the
graph (let’s assume this probability does not depend on the degree of the vertex).
They define the generation function of the probability for a vertex of degree k
to be present in the graph as: F0(x) =
∑∞
k=0 pkbxk, so F0(x) = bG0(x). Having
defined this generating function and following the same steps used to find the
characteristics of the graph mentioned in the previous paragraph they can find
out: 1.- the mean size of a cluster of connected vertices, 2.- the critical value, in
terms of the probability b for which a giant cluster is formed, and 3.- the size of
the giant cluster of ”present” vertex on the network once the giant cluster has
been formed.
In (64) the SIR model is solved by reducing the problem to a percolation
problem. They formulate the SIR model in a network as follows: Consider an
outbreak on a network that starts with a single infected individual and spreads
on the network until a subset of the network is infected. The vertices of the
network represent the potential hosts and the edges represent contact between
the possible hosts. If we imagine occupying the network in all edges that have
resulted in transmission of the disease, the set of vertices representing the infected
hosts form a connected percolation cluster in the network. They denote by τ the
time that a host remains infected and by r the probability that an infected host
transmits its infection to a neighbour, the total probability for infection is:
T = 1− e−rτ
They call this quantity transmissibility. By using the transmissibility T as the
probability of being ”present” in the graph (i.e. by substitution b by T in the
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analysis above) the SIR problem is reduced to a percolation problem. Using
the ”network resilience” analysis, based on percolation theory, we can find: 1.-
the average size of the distribution of outbreaks of the disease (given by the
distribution of percolation clusters on the network), 2.- epidemic threshold for the
disease (given by the percolation threshold at which the giant cluster is formed
in the network), and 3.- the total size of the epidemic (given by the size of giant
cluster of the percolation problem).
In (68) Newman et al. presents a two dimensional small-world model to study
the spread of plant disease. A mathematical analysis of the model using generat-
ing functions predicts accurately the percolation threshold and the epidemic size
in function of the transmission probability of the disease and the density of the
shortcuts added to the initial lattice.
In paper (67) Newman extends the use of generating functions to study the
statistical properties of networks created with a given number of triangles in
the network. As we explained before, he constructs a network from a sequence
that determines the number si of stubs and the number of corners of triangles ti
that emerge from each vertex i of the network. He then creates two generating
functions, based on the two sequences, and by combining them he makes a similar
analysis of properties such as the size of the giant component if there is one, the
sizes of the small components of the network, average path lengths, and other. He
is also able to calculate percolation properties such as percolation threshold, mean
size of small clusters, and complete distribution of small clusters. As we mention
above, this analysis of percolation properties is then used for the understanding
of SIR processes in clustered networks.
2.2.6 Networks with Hierarchical Structures
The spread of diseases in social networks has also been studied by a network
model with hierarchical structure (31). This hierarchical structure represents in-
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teractions of different intensities among individuals depending on their relations,
for example, families, co-workers, or other more sporadic relations. In this work
the spread of a SIS epidemic model is implemented in a scale-free network model
with hierarchical structure. The implementation of the hierarchy structure af-
fects the formation on the network (there is more probabilities to find an edge
between nodes of the same group), and the spread of the disease (probability
of infection is higher among nodes in the same group). The experiments focus
on studying the speed at which the epidemic spreads in the network, the peak
number of infections, how the epidemic spreads among different hierarchies, the
clustering coefficients, and how the maximum degree value of the network af-
fects the spread of the epidemic. They found that the epidemic spreads faster
among nodes in the same group, that high clustering coefficient values slowed the
spread of the epidemic, and that an increase in the maximal degree value of the
network accelerates the spreading process. They also compare the results with
a differential equation called Master Equation, which is some sort of mean-field
approximation that does not take into consideration hierarchy in the network.
The value at which the epidemic stabilises is very similar in the Master Equation
and the model, but the speed at which the epidemic spreads at the beginning and
the maximal number of illnesses in the network are higher in the model than in
the Master Equation, so it is concluded that the Master Equation should not be
used as a predictor.
As an extension of the work presented above, the same authors also study
the effect of random and targeted vaccination on the spread of the disease and
the effect of taking sick leave from work (32). The results show that randomly
targeted vaccination is not very effective since the number of people that need
to be vaccinated is very high, but targeted vaccination and taking sick leave are
good ways of preventing and controlling the epidemic.
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2.3 Models for Experimental Purposes
Below I give some examples of systems that simulate the movement of population
using agent-based techniques, and which have been developed for experimental
purposes. These models are designed to answer very specific questions about
very specific populations and specific landscapes, and they implement the envi-
ronment, the agents, and the interaction between them in very detail and with
high complexity.
I previously introduced the Metapopulation approach used for the study of
persistence of ecosystems in fragmented landscapes. Other field that is interested
in this matter is landscape ecology (105). Landscape ecology and metapopulation
ecology share the common goal of predicting the persistence of spatially struc-
tured populations in fragmented landscape, but differ in the different approaches
employed by ecologists from the two disciplines. Landscape ecology uses mod-
els designed to answer specific questions about specific populations in specific
landscapes whereas metapopulation theory is more general and focuses on the
construction of “toy” models, which are more abstract and can explore more gen-
eral principles of the system’s dynamics. Landscape ecology methodology uses a
very detailed description of landscape structure and emphasis of the individual
movement. Their most important tool is individual-based simulation. They tend
to use real data based on Geographical Information Systems and spatial statistics
to build simulations that model dynamics in very complex landscapes (7; 53; 58).
SimPed (41) is a system that is concerned with the evolution of urban struc-
ture and with the social activities of humans within urban environments. This
system is modelled with StarLogo (90) (agent based simulation tool developed
from Logo as a programming language for children) and the urban environment
is represented using an approach called space syntax, used for spatial analysis.
The results of experiments using this tool showed a significant correlation between
pedestrian movement and the morphological structure of the space in which these
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agents move. This system was used as an experimental tool, to test some hypoth-
esis made about urban behaviour, but no theoretical proof of the results has been
done.
Another system developed for the study of urban movement is TRANSIMS
(TRansportation ANalysis SIMulation System) (1). This system is being de-
veloped in Los Alamos National Laboratory. It consists of a set of mutually
supporting simulations, models, and databases that are used to create an in-
tegrated regional transportation system analysis environment. Los Alamos has
done studies of Albuquerque and Dallas transportation and completed a micro-
simulation of auto traffic patterns in 25 square miles of Dallas that represented
about 200,000 vehicles over a five-hour period. The goal of TRANSIMS is to
develop technologies that can be used by transportation planners in any urban
environment.
Other systems have been developed for the understanding of crowd behaviour
in emergency situations and used as support in developing efficient rescue plans
(91; 110). These systems are also used as tools for predicting crowd behaviour in
different situations, but no deeper analysis of the dynamics of these systems has
been done.
2.4 Other Matters of Epidemiology - Effective
Reproductive Rate
Anderson and May have done a great work introducing and analysing thoroughly
a few simple mathematical models of the transmission of infectious agents in
humans (6; 56; 57). The aim for these models is to help to interpret observed
epidemiological trends, to understand collections of data in more depth, and
to design programs for control of these infections, (6). They use mathematical
studies as a tool for understanding epidemiological processes, therefore the models
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are very simple. They regard these models as something that provides insight
into essential aspects of epidemics and as a point of departure for adding realistic
complications step by step in an understandable way. In their book they introduce
the concept of Reproductive Rate, R0, (the number of new infections that a host
would produce in a totally susceptible population), and the effective reproductive
rate, R, (the average number of actual new infections produced by a host among
his contacts during the epidemic process). These quantities satisfy the inequality
R ≤ R0.
As it is explained in paper (94), for an epidemic (with no recovery) that
spreads polynomially over a period of time, the value of the effective reproductive
rate must be very close to 1, i.e., the average number of people that one individual
transmits its virus to is just 1. IfR > 1+c with c positive, the number of infections
after time t will exceed (1 + c)t, and the disease spreads exponentially. On the
other hand, if R < 1 − c, the epidemic dies out. The initial reproductive rate
R0 parameter also plays an important role on the extinction or persistence of
the disease in the population. It is known that disease dynamics present random
fluctuations in their size (44). This fluctuations cause the disease-free state to be
reached, and this extinction process occurs even when R0 is greater than unity,
but not large enough (85).
Anderson and May (56) estimate in their calculations that the basic repro-
ductive rate R0 of HIV is well above unity. However, if R was also above unity
the spread of the disease would be exponential and it is shown otherwise (94).
Therefore there must be a significant reduction in the effective reproduction rate
of the epidemics R.
Different people explain this phenomena using different arguments, but in
paper (94) Bala´zs proposes that the main reason for viruses without recovery to
be able to spread at a rate lower than exponential is clustering in social networks.
He argues that clustering among the social networks can have sufficient local
effect on the epidemic to modify the basic reproduction rate form a high R0 to
an effective reproductive rate R = 1.
37
2. MODELLING SOCIAL SYSTEMS
38
Part II
Vector-Borne Disease Model
A Metapopulation Approach
39

Chapter 3
Vector-Borne Disease Model
A Metapopulation Approach
3.1 Overview
In this chapter we present a model of spread of a vector-borne disease in a coun-
try taking malaria as an example. The idea of this model is to investigate how
a population moving around a heterogeneous environment affects the dynamics
of the disease. This model has been implemented in five steps, creating 5 dif-
ferent sub-models with increasing complexity by adding different factors to the
original model in each step. Each sub-model has been simulated RePast and
analysed mathematically. The mathematical analysis seeks to understand what
is the steady-state of the disease for any parameter values. For this we create
a mathematical abstraction of each system to be deduced from the rules the in-
dividuals follow in each sub-model. We then try to find the fixed point of this
mathematical abstraction and study their stability.
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3.2 Background
Malaria is one of the best known parasitic diseases. More than 200 million people
die of malaria every year and it is endemic in more than 90 countries. Over 40%
of the world population are exposed to varying degrees of malaria risk in about
100 countries (24). Malaria is caused by a parasite that hosts in the human body
and transmits from human to human via mosquitoes. There are four different
types of malaria, but, for the purposes of our research, we will only consider
Plasmodium falciparum as it is the one that causes the most serious infections.
The parasite is transmitted via the female mosquitoes Anopheles. Female
mosquitoes need blood for the development of the eggs in their reproduction
cycle. If this blood is infected, the parasites can multiply and develop inside
the mosquito and can be transmitted to another susceptible human in the next
blood meal. The female mosquito takes a blood meal approximately every two
or three days and the parasite needs to be hosted in the mosquito for at least 10
days before it is ready to be transmitted to another human. A female anopheline
mosquito normally lives between two or three weeks (43).
The number and type of mosquitoes differ depending on the seasons and
the environmental conditions of the area. In urban areas the mosquitoes are
more rare than in rural areas, but they normally reproduce in swamps, a fact
that makes those areas very highly populated by mosquitoes and, therefore, very
likely for transmission. Incubation period takes between 8 and 25 days before
the symptoms start. If malaria is detected at an early stage (within the first 2
or 3 days of symptoms) it is very easy to treat and it can take only three days
to combat it. If it is not treated, complications can develop. In fact, the delay
in diagnosis and treatment is the main reason for the high level of mortality for
the disease (24; 42). It has been documented that in endemic areas immunity
to malaria is acquired after repeated infections, but the immunity process at the
molecular level is not well understood (20; 59).
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Human mobility between different countries and areas influences strongly the
re-emergence of the disease in different countries (55). Most of the models of
malaria assume a constant population and constant rates of infection. We have
modelled the spread of malaria in a country considering different areas with dif-
ferent probabilities of transmitting the infection. Our major priority is to un-
derstand how the movement of the population around different areas affects the
spread of the parasite.
The model presented in this chapter is an abstract representation of the
malaria mechanisms in a moving population. However, it can be used to un-
derstand the dynamics of any vector-borne disease in which there is movement
in the population. There are two main factors that determine this model, the
participation of two different populations in the spread of the disease (mosquitos
and human), and the movement of people around different areas (which may rep-
resent countries, villages or other type of areas of smaller or larger scale). This
model can also be used for the understanding of any other vector-borne disease
in which movement of the population may take a role in the disease dynamics.
Vector-borne diseases are defined as the diseases which are transmitted through
vectors. By vectors we understand any animal that transmits human diseases
such as mosquitoes, rodents, fleas etc. Vectors are able to transmit the disease
to humans by biting, burrowing, or contaminating living spaces.
Given the characteristics of the system we want to model it seems natural
to take a metapopulation approach (introduced in the Background Chapter), in
which there is an emphasis in two aspects: the heterogeneity of the environment
where the system dynamics take place, and the movement of the population in the
modelled environment. It has been already discussed in the background section
how the introduction of space and movement in a model can make a difference in
the system dynamics as, for example, (19) shows that there is a difference between
a perfect mixing mathematical model and the model spread in a lattice (when it
is only partially occupied). They also show a difference between a lattice models
only partially occupied without movement and the introduction of movement in
the models.
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3.3 The Model
We consider two different populations, human and vectors (mosquitoes), both
modelled as a set of individuals that are located in the country. It is the inter-
action between these two populations that gives rise to the epidemic dynamics.
We do not model birth or deaths in either population, so the number of vectors
and people are going to be constant in the model.
We know that, although most people live in cities, and in cities there are not
many mosquitoes, people do move around the country by car or by plane, and
spend certain time in a given area before they move to the next area. We are
interested in how this movement affects the dynamics of the disease, so we will
model people moving between different areas of the environment by following cer-
tain rules stated in the next section. We know that mosquitoes fly and move too,
but we believe that, at the spacial scale that we are focusing on, the movement
of the mosquitos should not have an effect in the system.
We know that in different parts of the country there may be different numbers
of mosquitoes and different numbers of people. We model the country as a group
of different patches connected to each other by roads. The people would move
from patch to patch with no pre-determined route. The movement of the pop-
ulation around the country is simulated by giving each individual, with certain
probability, the intention to leave and go to some random patch that is connected
to its current location by a road. We model three different types of patches rep-
resenting three different types of area: Swamps, Rural areas and Cities, each
of which have different characteristics. What is going to characterize each type of
patch is a set of parameters: 1.-the number of mosquitoes in the patch Vi, 2.-the
probability for a person to leave this patch li, and 3.-the dimension of the patch
wi.
Given these three different types of patch we model them so that in a rural
patch there are more mosquitoes than in a city, but less than in a swamp patch.
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The probability to leave a patch depends on the location of the individual, so the
individual has higher probability to leave a rural patch than a city patch, and the
highest probability to leave is given by being in a swamp. Also the dimension of
each patch modelled will depend on their type, with swamps having the smallest
dimension, then city patches being larger, and rural patches being the largest
patch type.
We model two different states in the human population, susceptible and in-
fected, and the same for the vector population. We know that humans can get
immune to malaria after having been infected for some time, but we do not really
know how it works so we have decided to ignore immunity in this model. We as-
sume that all infected people get treatment and recover. A human gets infected
when he/she is bitten by an infected vector. We assume that this human remains
infected for some time and then he/she recovers, becoming again susceptible to
the disease. The infection time length in people is the same for all, Rp time steps.
A vector gets infected when it bites a human that carries malaria. A vector also
stays infected for some time until it becomes susceptible. This is not the case in
the real system, however, this would represent the death of infected vector and
the replacement of those by new susceptible vector. This is a more simple way
to represent its life dynamics; by keeping the population of mosquitoes constant.
In the model the infection time length in mosquitoes is also the same for all, Rv
time steps.
3.3.1 The Environment
The representation of the environment and the movement of this vector-borne
disease model is based on the Botello´n simulation (16; 30; 77). The different
areas are represented as vertices of a graph. Areas that are directly connected
by a road have edges between them (see Figure 3.1). Each area has a type (City,
Rural or Swamp) and each area type has a given number of vectors (Vi) and a
probability to leave that area (li) and an area size (wi).
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Figure 3.1: Graphical representation of the environment used in the vector-borne
disease models.
Each area type is modelled as a 2 dimensional grid formed by wi cells. At each
time-step every individual (vectors and people) takes a random position within
the patch (see Figure 3.2).
Figure 3.2: Graphical representation of a single patch in the vector-borne disease
model. The patch is subdivided into a number of independent cells. Each cell can
be occupied by none, one, or more than one individual. Crosses represent vectors,
and dots represent people. Red colour represents infected state, and black colour
represents susceptible states.
3.3.2 Movement Rules
People are modelled as individuals moving around these areas following simple
probabilistic rules. The rules determine how the individuals interact with the
environment:
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• Deciding to stay or to go: This is calculated probabilistically. Different
patch types have different probabilities for each person to stay or to go.
• Choosing what neighbour patch to move to: If the person has decided to
leave its current location, it will choose a random neighbouring patch to
move to. Neighbouring patches have been predetermined by the formation
of the grid 3.1. All neighbouring patches have the same probability to be
chosen.
• Placing the person in its chosen location: If the person decides to stay
we randomly give the person a new random location within the set of cells
in its current patch. If the person decides to leave we randomly give the
person a new random location within the set of cells of the new patch.
3.3.3 The Disease Dynamics
The disease dynamics take place in each patch independently. In each patch we
have a number of susceptible people and a number of infected people. We also
have a number of susceptible vectors and a number of infected vectors.
In each patch of the environment the following happens: At each time step
each person and each vector in the patch is positioned into a randomly chosen
cell within the patch. The number of cells to chose from for each individual are
exactly w. The process of choosing the cell is independent for each vector and
person, so the same cell may be chosen by more than one individual. We say that
two individuals get in contact with each other if they get placed on the same cell.
If a susceptible person gets in contact with an infected vector, the person
will change its health state to infected, and it will remain in this group for Rp
time-steps. If an infected person gets in contact with an infected vector before
this time has elapsed, the infection is sustained by another Rp time steps before
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the person goes back to the susceptible state. This process is an assumption in
our model as it is not known how the re-infection process works in malaria.
In a symmetric manner, if a susceptible vector gets in contact with an an
infected person, the vector will change its health state to infected, and it will
remain in this group for Rv time-steps. If an infected vector gets in contact with
an infected person before this time has elapsed, then the infection is sustained by
another Rv time steps before the vector goes back to the susceptible state.
3.4 Step by Step Implementation and Mathe-
matical Analysis
In order to understand the complexity of the model described above, we use a
”step by step” approach. We first implement a simple model with not many
parameters, analysing it mathematically and understanding the dynamics of it.
We then implement new parameters in the model increasing its complexity. We
introduce all the parameters in an incremental manner making a mathematical
analysis of those models individually.
The incremental implementation and analysis will be as follows:
Model 1 We model the movement of people in a set of patches and try to find the
average number of people in each patch in a steady-state. The disease
process is not modelled at this point.
Model 2 We model a simple disease model in a single patch. The probability of
transmission in the patch will be a constant number.
Model 3 We model a set of patches with movement of people between the patches.
Within each patch we implement the simple disease model studied in the
previous model. Each patch will have a constant probability of transmission
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and we are interested in understanding how the movement of people between
those patches affects the general dynamics of the model.
Model 4 We implement and analyse a vector-borne disease model in one single patch.
Model 5 We implement and analyse the model above in a set of patches considering
different values for some parameters to give a heterogeneous structure in
the space. At this point we also introduce movement of people between the
patches.
3.4.1 Model 1 - Implementing and Analysing the Move-
ment
In this first step we will only model a set of patches and movement of people
between the patches. The environment is always modelled as a set of patches
forming a 2 dimensional grid that are connected to each other as follows: Each
patch is connected with the patches that are located next to it on the four di-
rections right, left, above and below, as long as there are patches positioned on
those locations (i.e. the patches that are on the top row will not have a neighbour
above them, and so on...).
In order to get a sensible mathematical description of the model we number
the vertices of the graph {0, 1, . . . , N − 1}, (see figure 3.3). We also name the
probability for a person to leave a patch n at time t as ln(t). We name pn(t) the
number of people in patch n at time t. The state of the system at any discrete
time step is given by the vector ~p(t) = (p0(t), . . . , pN−1(t)). The total number of
people in the model is P =
∑N−1
n=0 pn(t).
The procedure is very simple. First, let us try to find the number of people
in one single area i. Supposing that we know the number of people at time t-1,
let us try to predict the number of people at time t :
pi(t) = pi(t− 1)− peopleLeavingi(t) + peopleComingi(t)
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Figure 3.3: Numbering the patches of the network.
• The number of people leaving the area i at time-step t can be estimated as
the number of people in i at time t, times the probability li of leaving the
patch.
peopleLeavingi(t) = lipi(t− 1)
• The number of people coming to patch i at time-step t can be estimated
as the sum of the people leaving each patch, times the probability of those
people to choose this patch i as its new location. Let us name ei,j the
probability for a person located in j to choose i:
peopleComingi(t) =
∑
j
ei,jpeopleLeavingj(t) =
∑
j
ei,jljpj(t− 1)
All neighbouring patches have the same probability to be chosen:
ei,j =
[i is connected to j]1
cj
(3.1)
where [i is connected to j] = 1 if i is connected to j and 0 otherwise, and cj is
the number of neighbouring patches that a patch j has.
We define the matrix A with entries
Ai,j := ei,j (3.2)
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(probabilities of choosing patch i when the person is located in patch j) and the
diagonal matrix L with entries
Li,i := li (3.3)
Substituting all this terms in our original equation we have:
~p(t) = ~p(t− 1)− L~p(t− 1) + AL~p(t− 1)
We define a new matrix, M , called Matrix of Movement that calculates the
change of number of people at each time step:
M := I − L+ AL (3.4)
and therefore the equality above is transformed into:
~p(t) = M~p(t− 1)
M is going to be the matrix that describes the flow of people between patches at
each time step, and a steady-state of the simulation is the vector ~p that satisfies:
~p = M~p (3.5)
and
∑n−1
i=0 pi = P where P is the total number of population in the simulation.
So we have a continuous approximation of the steady-state of the number of
people in each patch in the model (assuming there is a steady-state) given by 3.5,
and a matrix M that describes the flow of people in the model at each time step.
The model presented here is a simplification of previous work presented on
(16; 30; 77).
Example 1. Let’s consider a system of population of 350 individuals living in an
environment consisting of 6 patches connected to each other.
Let us consider the topology of this environment as shown in 3.4.
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Figure 3.4: Model 1 - Graphical representation of the environment of the model
used in Example 1. The dots do not reflect the actual number of individuals used
in the example.
We name the patches as {0, 1, 2, 3, 4, 5}. Let us assume that the probability
for a person to leave the patch n is constant over time and it will be 0.3 for those
patches in the first row (0, 1 and 2) and 0.6 for the patches in the second row (3,
4 and 5). So we have: l0 = l1 = l2 = 0.3 and l3 = l4 = l5 = 0.6.
Looking at the topology of the environment we have that the number of con-
nections of the patches are: c0 = 2, c1 = 3, c2 = 2, c3 = 2, c4 = 3, c5 = 2. That
makes our matrix M as: M =

0.7 0.1 0 0.3 0 0
0.15 0.7 0.15 0 0.2 0
0 0.1 0.7 0 0 0.3
0.15 0 0 0.4 0.2 0
0 0.1 0 0.3 0.4 0.3
0 0 0.15 0 0.2 0.4

Solving our equation ~p = M~p we have that ~p = (λ 2
0.3
, λ 3
0.3
, λ 2
0.3
, λ 2
0.6
, λ 3
0.6
, λ 2
0.6
).
Since the total number of people in our model is P =
∑5
n=0 pn = 350, we get
λ = 10.
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Therefore, a continuous approximation of the expected number of people in
each patch, when the model is in its steady-state, should be:
~p = (66.6667, 100, 66.6667, 33.3333, 50, 33.3333)
and the movement of people in the model at each time step is given by the matrix
M above.
We can see that the vector that defines the number of people in each patch when
the simulation is in its steady-state ~p = (200
3
, 1, 200
3
, 100
3
, 100
2
, 100
3
) is an eigenvector
of M with eigenvalue 1, i.e. the movement of the population does not affect the
overall number of people in each patch.
3.4.2 Model 2 - Simple Disease Dynamics in a Single Patch
At this point we model the spread of a disease in a single patch. We introduce a
new parameter d in the patch that indicates the probability for a person to get
infected. This parameter will be constant over time.
The people will have one of two possible states: infected or susceptible. At
each time step a susceptible person can change its state to infected with a prob-
ability d. The person will remain infected for a number of steps R. The number
of people in this model is constant and it will be named as P .
In this model we also implement re-infection so, if an infected person gets
transmitted the infection, it will remain infected for the next R following time
steps.
If we name the number of susceptible people at time t as s(t) and the number
of infected people at time t as i(t) we can develop the mathematical model for
the described system as follows:
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Figure 3.5: Model 2 -Graphical representation of the environment in Model 2.
There is only one single patch in which people don’t have a specific location.
The disease is acquired by a susceptible individual with probability d, which is
constant over time. Infected people are represented in red and susceptible in
black.
We know that a person is susceptible if and only if it has not been infected in
the last R time steps. The probability for not being infected in R time steps is
(1− d)R so, the probability for a person to be susceptible is (1− d)R. Therefore
the probability for a person to be infected is: 1− (1− d)R.
s(t) = (1− d)RP
i(t) = p− (1− d)RP (3.6)
So it seems this model has a steady-state as the values of s(t) and i(t) don’t
depend on t, so we can say:
s = (1− d)RP
i = p− (1− d)RP (3.7)
Example 2. This time we will consider a system of 350 individuals all living
in the same patch. Let us assume that each person has a probability 0.01 to get
infected at each time step, and it will remain infected for 40 time steps.
In this case the mathematical result says that an estimate of the number of
susceptible and infected people in the model in its steady state is:
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s ≈ 234.14
i ≈ 115.83
3.4.3 Model 3 - Movement Between Patches with Simple
Disease Dynamics
We now create a model consisting of a set of ”perfect mixing” patches {0, . . . , N−
1}. Each patch will have a value for the parameter that determines the probability
of infection transmission {d0, . . . , dN−1}. The recovery rate R is constant over
the model. The number of people in each patch at each time step t is given
by ~p(t) = (p0(t), . . . , pN−1(t)). We also represent the number of susceptible and
infected people in each patch with vectors ~s(t) and~i(t) where the nth component
is the number of susceptible sn(t) or infected people in(t) in the patch n at time
t respectively.
Figure 3.6: Model 3 - Graphical representation of the environment used in Model
3. A set of patches with simple disease dynamics forming a grid structure.
The equations that describe the spread of the disease in the model at each
time step are based on the previous model. Assuming that the people in the
model do not move from patch to patch, the dynamics of the disease can be
described as:
sn(t) = (1− dn)Rpn(t)
in(t) = pn(t)− (1− dn)Rpn(t) (3.8)
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If we define IN as the identity matrix of size N , and D as a diagonal matrix
with entries Dn,n = dn in its diagonal we can also represent the model above as
follows:
~s(t) = (IN −D)R~p(t)
~i(t) = ~p(t)− (IN −D)R~p(t) (3.9)
The equations above describe the dynamics of the disease in the patches when
there is no movement in the model. If we want to include the movement that
takes place in the model at each time step we have:
~s(t) = [(IN −D)M ]R~p(t−R)
~i(t) = ~p(t)− [(IN −D)M ]R~p(t−R) (3.10)
In the equations above we consider the people at time ~p(t − R) rather than
~p(t) because we are looking for those people that have not been infected in the
last R steps, therefore we want to trace this location of the population from time
step t − R. The number of people in each patch will be updated at each time
step with matrix M , and the infections in the population will be updated with
matrix D. In the equation systems 3.8 and 3.9 we know that ~p(t) = ~p(t− R) as
there is no movement between the patches.
Going back to the equation system 3.10, and assuming there is a steady-state
in the number of people in each patch, we would have as a result that there is
also a steady-state in the number of infected and susceptible people in each patch
given by:
~s = [(IN −D)M ]R~p
~i = ~p− [(IN −D)M ]R~p (3.11)
Example 3. Let’s consider again a system with a population of 350 individuals
living in an environment consisting on 6 patches connected to each other. The
topology will be the same as in the first example, shown in 3.7. In this case we will
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have the patches classified in different types of patches: Big city, Small city, Rural
or Swamp. The parameters for a person to get infected and the parameter for a
person to leave the patch depend on the type of patch they are classified under. In
this example the people will be classified following the graph in the Figure below:
Figure 3.7: Classification of the patches of the environment used in Example 3
Let us assume that the parameters for each of the are as follows:
Patch type Value of ln Value of dn
Big city 0.2 0.01
Small city 0.4 0.02
Rural 0.7 0.05
Swamp 1 0.5
Knowing the topology of the environment and the values of ln, we construct the
matrix M as we did in Example 1. We can also construct matrix D, knowing the
values of dn, and we also know the value of the number of people in each patch
~p as we did in Example 1. In order to find the fixed points of the system we
run a program that computes the equations given by 3.11. This tells us that a
continuous approximation of the number of infected s in each patch is:
~i = (89.4161, 38.3212, 25.5474, 44.7080, 134.1241, 17.8832)
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3.4.4 Model 4 - Model of Vector-Borne Disease in a Single
Patch
The next step in our simulation is to model a vector-borne disease in a single
patch. We now implement the two types of agents, people and vectors. They
both have two states susceptible and infected. The patch will be a 2 dimensional
grid formed by w cells. At each time-step all agents (vectors and people) take a
random position within the patch.
Figure 3.8: A single patch with Vector-borne disease.
If a person and a vector are in the same cell, we consider there is contact
between them. If a person gets in contact with an infected vector it will remain
infected for the following Rp time steps. If a vector gets in contact with an
infected person it will remain infected for the following Rv time steps.
Given these rules, the probability for a person to remain in susceptible state
at a given time t is equal to the probability for this person not to be in the same
cell as any infected vector. This probability is: (1 − 1/w)v(t) 1 where v(t) is the
number of infected vectors in the system. Conversely, the probability for a vector
to remain in susceptible state is equal to (1 − 1/w)i(t), where i(t) is the number
of infected people in the system.
1Note that the probability to be in the same cell as a given agent is 1/w as there are exactly
w different cells in the system.
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We are going to approximate (1 − 1/w)v(t) with exp
(
−v(t)
w
)
. Looking at the
Taylor series of these two functions 1 we can see that this approximation is really
good for values of w sufficiently large compared to v(t), i.e., when the area of the
space represented in the model is large compared to the number of vectors in the
system. If we look at the difference between these two functions when the number
of vectors in the system is 10,000 and the total area w varies from 0 to 100,000,
we can see that, in the worse case, the difference is still less than 0.00003.
Figure 3.9: Comparing expressions (1−1/w)v and exp (−v
w
)
with v = 10, 000 and
w ranging from 0 to 100,000
In fact, this second mathematical expression represents the probability for a
person to remain in susceptible state at a given time t in a model with continuous
space of size w. Let us consider a continuous two dimensional space or area size
w. Let us consider a number h of particles located in this space. Each particle
will have a circle of radius r centered around it. If we randomly put another
1Let us define g(x) = (1 − x)v and h(x) = exp(−vx). The Taylor series of these two
functions are: g(x) = (1 − x)v = 1 − vx + (v2x2)/2 − (vx2)/2 + ... and h(x) = exp(−vx) =
1− vx+ (v2x2)/2 + .... As we can see these two functions approximate each other when vx are
close to 0
59
3. VECTOR-BORNE DISEASE MODEL
A METAPOPULATION APPROACH
particle in this space, and considering the circle of radius r centered around this
new particle, the probability that this new circle does not overlap any other circle
in the space would be exp
(−hr
w
)
.
If we consider each vector in our model as a particle in a 2 dimensional con-
tinuous space and we give the value r = 1, as the people in our model are located
randomly in the space, for each person in the space we could approximate the
probability for this person not to be in contact with any infected vector in the
model to:
exp
(−v(t)
w
)
in the same way, the probability for a vector not to get in contact with an
infected person at time t can be approximately:
exp
(−i(t)
w
)
The probability for a person to be susceptible at a given time step is the
probability for that person not having been in contact with an infected vector for
the last Rp time steps. That translates to:
s(t) = P exp
(
−v(t−Rp) + v(t−Rp + 1) + · · ·+ v(t− 1)
w
)
So the number of infected people and infected vectors is and the infected
population would be:
i(t) = P − P exp
(
−v(t−Rp) + v(t−Rp + 1) + · · ·+ v(t− 1)
w
)
v(t) = V − V exp
(
−i(t−Rv) + i(t−Rv + 1) + · · ·+ i(t− 1)
w
)
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Assuming there is a steady-state in the dynamical system we define v and i
as:
i = lim
t→∞
i(t) = P
(
1− exp
(−vRp
w
))
(3.12)
v = lim
t→∞
v(t) = V
(
1− exp
(−iRv
w
))
(3.13)
This model coincides with the Transmissibility model by Newman (64) which
is:
T = 1− e−rτ
where τ is the time that an infected host remains infective,and by r the probability
per unit time that the host will infect one of its neighbours in the network.
However, Newman uses only one type of agent in its model while we use two
different ones. That is why we get two coupled equations instead of one.
From the equations 3.12 and 3.13 we get one single equation:
i = P
(
1− exp
(
−V (1− exp (−iRv
w
))
Rp
w
))
We can see that i = 0 is always a fixed point (i = 0 ⇒ v = 0), but the
mathematics get too complicated to find any other fixed point. An alternative
way to find the fixed point would be to run the coupled equations 3.12 and 3.13
in a mathematical software and observe if they get to a fixed point. We could
think that this approach does not give us the information we are interested in
for two reason: First, the fact that we find some fixed points does not mean that
we have all fixed points of the system. Second, since there may be more fixed
points in the system the solution found by running the mathematical software
may depend on the initial parameters. And last, finding these points does not
tell us anything about their stability.
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However, we are going to use Lemma of The Fixed Points (Lemma 4), stated
and demonstrated in Appendix 1, to show that, defining the operator G as below
3.14, we can see that when the fixed point i = 0 is stable, there are not more fixed
points in the system, but, when i = 0 is unstable, G has one more fixed point
and this fixed point will be stable. In this case, if we set the right conditions
in the system so that our fixed point i = 0 is unstable, the option running a
mathematical software to find a second fixed point would be enough as we know
that 1.- it would be the only fixed point in the system, and 2.- it would be stable.
In order to analyse the stability of any fixed point (i0, v0) we study the function
G(i) defined as below:
G(i) = P
(
1− exp
(−v(i)Rp
w
))
(3.14)
We know that a point i = i0 is stable if |∂G/di| < 1 when it is evaluated in
i0.
∂G
di
= P exp
(−vRp
w
)
Rp
w
∂v
di
and
∂v
di
= V exp
(−iRv
w
)
Rv
w
This gives us:
∂G
di
=
V PRpRv
w2
exp
(
−vRp + iRv
w
)
Assuming that there is a stable state in the dynamical system, a point (i0, v0)
is a fixed point of the system if it satisfies equations 3.12 and 3.13, and it will be
a stable point if
v0Rp + i0Rv > w ln
(
V PRpRv
w2
)
(3.15)
and it will be unstable if
v0Rp + i0Rv < w ln
(
V PRpRv
w2
)
(3.16)
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In the case of i0 = 0, v0 = 0 we have that it is stable if
w2 > PV RvRp (3.17)
and unstable if
w2 < PV RvRp
However, we can still get more information from G. Because the number of
vectors V , number of people P , infection intensities Rp and Rv, and the size of
the area w, are all constant and always positive in our system, we can say that G
is continuous in IR and G(i) ≤ P in IR. We also know that G(0) = 0 and always
positive.
Looking at G′ we can see that it is always positive in IR. Also that G′ is
continuous in IR.
∂G
di
=
V PRpRv
w2︸ ︷︷ ︸
+
exp
(
−vRp + iRv
w
)
︸ ︷︷ ︸
+
and that makes G strictly increasing in IR.
Figure 3.10: Graphical representation of a function G with G(0) = 0 and G is
smaller than P, always positive, strictly increasing and concave downward.
Looking at the second derivative of G:
∂2G
di2
=
V PRpRv
w2︸ ︷︷ ︸
+
(
−Rv
w
− RpRvV exp
(− iRv
w
)
w2
)
︸ ︷︷ ︸
−
exp
(
−vRp + iRv
w
)
︸ ︷︷ ︸
+
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we can see that it is also continuous in IR and always negative. That makes G
concave downward (see Figure 3.10).
Given the properties of G we can we can use Lemma 4 to prove that if G′(0) <
1 (i.e. 1 < P
w
V
w
RvRp), then i = 0 is stable and there are no other fixed points in
the system. On the other hand, if G′(0) > 1 (i.e. 1 > P
w
V
w
RvRp), then i = 0 is
not stable and there is one and only one more fixed point in the system, and that
fixed point is stable. See Figure 3.11.
(a) G′(0) > 1 (b) G′(0) < 1
Figure 3.11: Graphical representation of a function G with G(0) = 0, 0 < G < P
in (0, P ]. If G′(0) > 1 then G has one more fixed point r, with 0 < r < P and
|G′(r)| < 1. If G′(0) < 1 then G does not have any fixed point in (0, P ).
Having proved this, we know that the fixed points given by running the equa-
tions in the mathematical software are the only points in the system and they
are stable. Because of these two reasons, the initial values given to i should not
affect the result of running the equations, as long as i 6= 0.
3.4.5 Model 5 - Movement Between Patches with Vector-
Borne Disease Dynamics
We again implement the environment as a set of homogeneous patches {0, . . . , N−
1} with different values for the parameters wn (area of the patch), Vn (total
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number of vectors), and ln (probability to leave the patch). In each patch the
dynamics of the disease is the same as for a single patch. However, we will again
implement movement of people between the patches as we did in previous cases
(vectors will remain always in the same patch).
Figure 3.12: A set of patches with vector-borne disease
In order to do the mathematical analysis of this model we define two diagonal
matrices Ev(t) with entries En,n = exp
(
−vn(t)
wn
)
(probabilities for a person not to
get in contact with any infected vector in patch n at time t) and Ei(t) with entries
En,n = exp
(
−in(t)
wn
)
(probabilities for a person not to get in contact with any
infected person in patch n at time t)
If there was no movement in the system the number of infected vectors in
each patch of the model the model would be:
~v(t) = ~V − Ei(t−1)Ei(t−2) . . . Ei(t−Rv)~V
At each time step each person will move with certain probability from patch
to patch. Then the disease transmission dynamics take place. Having the matrix
M that determines the movement of people in the model at each time step we
have the number of expected infected people at time t is:
~i(t) = ~p(t)− Ev(t−1)MEv(t−2)M . . . Ev(t−Rp)M~p(t)
65
3. VECTOR-BORNE DISEASE MODEL
A METAPOPULATION APPROACH
Assuming that the model has a steady-state we have:
~v = ~V − ERvi ~V (3.18)
~i = ~p− [EvM ]Rp~p (3.19)
3.5 Chapter Summary
In this chapter we have presented a model of the spread of a vector-borne disease
in a country taking malaria as an example. The idea of this model is to inves-
tigate how a population moving around a heterogeneous environment affects the
dynamics of the disease. This model has been implemented in five steps, creating
five different sub-models with increasing complexity by adding different factors
to the original model in each step. Each sub-model has been simulated using
RePast and analysed mathematically.
The first model focuses only in the movement of a population around a set
of patches, and the disease has not been implemented in the model yet. The
environment is modelled as a set of patches connected to each other forming
a grid. There is only one population living in the model. Each patch i has a
probability li for each individual to leave the patch. The people that leave each
patch will move to one of its neighbouring patches with equal probability. The
rules that define the movement dynamics are explained in more detail in Wection
3.3.2. The mathematical analysis says that movement of the people is determined
by the topology of the grid which is given by matrix A (3.2) and the probability of
leaving each patch given by matrix L (3.3) so when the model is its steady-state,
the number of the people in each patch is given as an eigenvector of the matrix
M = IN−L+AL where I is the identity matrix of sizeN = { number of patches }
(see 3.4).
The second model implements a simple disease in a single patch. There is
still only one population and the probability for each individual to get infected is
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given by a constant d. An infected person will remain infected for R time steps
unless it gets re-infected, in which case it will remain for another R time steps
since the last time it got infected. The mathematical analysis for this model says
that, when the model is in its steady-state, the number of infected people in the
model is given by i = P − (1 − d)RP where P is the total number of people in
the system.
The third model implements the environment as a set of patches of different
types connected to each other forming a grid. The population moves around
these patches following the same rules as in the first model. The disease dynamics,
which take place independently in each patch, are defined as in the second model.
The mathematical analysis for this system says that the number of infected people
in each patch in its steady-state is given by equation ~i = ~p − [(IN − D)M ]R~p,
where M is the matrix movement defined as above and D is a diagonal matrix
which holds the probabilities di for a person to get infected in each patch i.
The dynamics of the fourth model are implemented in one patch only, and
consist of a vector-borne disease that is transmitted between two populations.
The patch is subdivided in a grid of w number of cells. At each time step each
person and each mosquito gets randomly e independently located to one of the
w cells. If two individuals are in the same cell we say they are in contact with
each other. The disease gets transmitted from infected people to susceptible
mosquitoes or from infected mosquitoes to susceptible people when they are in
contact. The mathematical system that defines the dynamics of this model is
given by two coupled equations 3.12 and 3.13. We have not been able to solve
these equations analytically. However, we have found that there are two fixed
points in the system, one will be a disease free state i = 0, v = 0 and one
will imply an endemic state in the system. To find the second fixed point is the
system, in which the disease remains endemic we can run these coupled equations
with an initial number of infected mosquitoes different from 0. The mathematical
analysis also says that, although there are two fixed points in the system, only one
of them will be stable and the other one will be unstable. In fact, the fixed point
i = 0 will be stable when the product of the density of vectors and people are low
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enough (3.15) and the second fixed point (whose value is obtained by running the
coupled equations) will be stable otherwise. This means that the disease in an
infinite population would die out whenever the density of the populations is low
enough, regardless of the initial number of infected in the system. It also means
that the disease will be endemic otherwise.
The fifth model implements the same environment as the first model formed
by a set of patches of different types. We now include a population of vectors Vi in
each patch i. Each type of patch will have a different number of vectors. Vectors
move within the patch but do not move from patch to patch. The population
of people moves around these patches following the same rules as in the first
model. In each patch there is a vector-borne disease defined as in the fourth
model and which takes place each time step after people have moved around the
patches. The mathematical analysis of this model says that the steady-state of
the system is given by the coupled equations 3.18 and 3.19. One fixed point of
these equations is the trivial solution ~i = 0, ~v = 0. The second fixed point of the
system can be found by running the coupled equations 3.18 and 3.19 since we
have not been able to solve the system analytically. We have not been able to
make an analysis regarding the stability of these fixed points.
One of the first questions of this thesis is to understand how accurate our
mathematical analysis is and what information we can infer from the analysis
about the dynamics of the model. In the next Chapter 4.1 we present several
experiments and contrast the results of the simulations with the outcomes of the
mathematical analysis of each model. The experiments are normally set with a
large number of individuals in them, as we know that the mathematical model
reflects the behavior of an infinite population. However, sometimes we will take
it to an extreme and run the experiment with only one individual and see that
we can still infer information from the mathematical analysis.
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4.1 Model 1 - Experiments and Results
In this section we present the experiments made for the study of the mathemat-
ical result given by the first mathematical model given by ~p = M~p (3.5). This
mathematical result says that the expected distribution of people in the patches
in its steady-state is:
~p = (p0, . . . , pN−1)
where pn = λ
cn
ln
and
N−1∑
n=0
pn = P
I remind the reader about the parameters used for this model:
P total number of people in the model
pn number of people in patch n
~p vector distribution of people in the model
ln probability for a person to leave patch n
cn number of connections of patch n
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As explained in the previous chapter, the parameter ln depends on the type of
patch n is classified under, and the parameter cn depends on the topology of the
environment. For these experiments I create a 3x3 grid structure environment
and give the patches the classification type shown in Figure 4.1:
Figure 4.1: Structure of the environment in the vector-borne disease models.
In this set of experiments the parameters ln will be:
Patch type Value of ln
Big city 0.2
Small city 0.7
Rural 0.4
Swamp 1
Looking at Figure 4.1 we see that the set of probabilities of leaving each patch is:
{l0, . . . , l8} = {0.2, 0.7, 0.7, 0.4, 0.2, 1, 0.7, 0.4, 0.7}
and the set of numbers of connections of each patch is:
{c0, . . . , c8} = {2, 3, 2, 3, 4, 3, 2, 3, 2}
Following the same steps as in Example 1 from previous chapter we know that
the distribution of people in the simulation should be:
~p ≈ P ∗ (0.1643, 0.0704, 0.0469, 0.1232, 0.3286, 0.0493, 0.0469, 0.1232, 0.0469)
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We run different sets of experiments that take different number of people in
the simulation.
In the first set of experiments we set P to be 10, 000 people. Following the
mathematical result we should expect to have the following distribution in the
steady-state:
~p ≈ (1643, 704, 469, 1232, 3286, 493, 469, 1232, 469)
For this experiment we run the simulation 100 times for 50 time-steps each time.
In the Figure (4.2) we show a graph with the number of people in each patch
as we run the simulation. In the x-axis we have the 9 different patches in dif-
ferent colours and the way they change over time. To create this graph we have
calculated the average population in each patch at each time step over 100 runs.
We can see in the graph that the average distribution of people in each patch
finds its steady-state very quickly. In the graph we can also compare the average
number of people given by the experiments and the expected number of people
given by the mathematical result 3.5. As we can see, the mathematical result is
a very accurate approximation of what happens in the simulation.
If we run the simulation only once, for 50 time steps, and we compare the
results with the mathematical approximation, we get the graph shown in Figure
4.3. We can see that the result is still very accurate.
If we change the number of people to only 1, as we expect the mathematical
approximation is not accurate any more. The mathematical result says that the
distribution of people will have a steady-state approximated to:
~p ≈ (0.1643, 0.0704, 0.0469, 0.1232, 0.3286, 0.0493, 0.0469, 0.1232, 0.0469)
which seems very unfeasible since we can only have either 1 or 0 people in each
patch at any time step. However, we can interpret the solution of the fixed point
given by 3.5 in a different way. If we run the simulation for 10,000 time steps
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Figure 4.2: Model 1 - Studying the steady state of the distribution of people with
10,000 people in the system. View of the average of 100 runs.
Figure 4.3: Model 1 - Studying the steady state of the distribution of people with
10,000 people in the system. View of 1 single run.
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and we estimate the probability to find the person in each patch, we can see
that the mathematical result 3.5 is a very good approximation of this estimated
probability. This result is also shown in Figure 4.4.
Figure 4.4: Model 1 - Studying the average time that a person spends in each
patch when there is only 1 person in the system. View of the average in time of
1 single run.
4.2 Model 2 - Experiments and Results
For the second model we have the result 3.7, which gives us the number of infected
people in the steady-state. Note that in this model we are working with only one
patch. The parameters used for this model are:
d probability for a person to get infected
R number of time-steps a person remains infected
s number of susceptible people at the steady-state
i number of infected people at the steady-state
The parameter values chosen for the experiments are d = 0.001 and R = 40.
The mathematical result 3.7 says that the expected number of infected people
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should be:
i = (1− d)R ∗ P ≈ 0.0392 ∗ P
We again run different sets of experiments that take different numbers of
people. For all different values of P we run 100 simulations for 100 time-steps
each.
When we have 10,000 people the mathematical result says we should expect
3, 920 people to be infected. In Figure 4.5 we show two graphs. The first one
shows the number of infected people in one single run over 100 time-steps and
compare it with the mathematical result. In the second graph (4.5 b) we have the
average number of infected people in 100 time-steps. The average is calculated
over 100 different runs. We can see that in both cases the mathematical result is
very accurate.
(a) 1 Run (b) Average of 100 runs
Figure 4.5: Model 2 - Studying the steady state of the number of infected people
in the system. Parameter values are transmission probability d = 0.001, infection
time R = 40, and number of people P = 10, 000.
We can observe in Figure 4.6(a) that, when we run the simulation with only
one person in the system, the mathematical result is not telling us anything
about the steady-state of the simulation. In fact, in most of the individual runs
the number of infected people is 0 in the first 100 steps of the simulation. We also
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know there will not be such a steady-state since the possible number of infected
people is 0 or 1. However, the mathematical result seems to be a very accurate
prediction of the probability for the person to be infected. In Figure 4.6(a) we
can also compare the mathematical result (in blue) with the average number of
infected people in a run over 10,000 time-steps (in grey). In Figure 4.6(b) we
can also see the average number of infected people over 100 runs (in red) and the
average of those values over the last 50 time-steps (in grey). We can compare
how the average over time is very close to the mathematical result (in blue).
(a) 1 Run (b) Average of 100runs
Figure 4.6: Model 2 - Studying the average time a person spends infected when
there is only one person in the system. Average over time for 1 run and 100 runs.
Parameter values are transmission probability d = 0.001, infection time R = 40,
and number of people P = 10, 000.
4.3 Model 3 - Experiments and Results
In this model the environment is formed as a set of patches and the people move
between them. The structure of the environment is the same as we used for Model
1 (4.1). The mathematical result of this model is:
~s = [(IN −D)M ]R~p
~i = ~p− [(IN −D)M ]R~p (4.1)
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The new parameters used in this model are:
dn probability for a person to get infected in patch n.
D diagonal matrix with entries dn
The probability for a person to get infected in each patch n depends on the
classification of that patch. In this set of experiments the parameters dn are:
Patch type Value of dn
Big city 0.0001
Small city 0.001
Rural 0.01
Swamp 0.1
Matrix M is calculated as in Example 1, using the values ln and cn. The
values for these parameters are the same as used in the experiments for Model 1.
In order to calculate the fixed point of the system 3.11, we run a program
with these equations with the parameter values being the same as the ones given
in the simulations. As a result we find that a continuous approximation of the
steady-state of our simulation should be:
P ∗ (0.1643, 0.0704, 0.0469, 0.1232, 0.3286, 0.0493, 0.0469, 0.1232, 0.0469)
As in the previous cases we run two experiments, one with 1 person in the
system, and another one with 10,000 people. In both cases we run 100 simulations
for 100 time-steps each.
For the simulation using 10,000 people, as we can observe in Figures 4.7
and 4.8, the mathematical model is again very accurate for both the results of
averaging 100 runs and the results of one single run.
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Figure 4.7: Model 3 - Studying the steady state of the infections with 10,000
people in the system. View of 1 single run.
Figure 4.8: Model 3 - Studying the steady state of the infections with 10,000
people in the system. View of the average of 100 runs.
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When we run the simulation with 1 person we again can use the mathematical
result as the probability to find an infected person at a given patch, but it does
not tell us anything about the steady-state of the simulation, as shown in Figure
4.9.
Figure 4.9: Model 1 - Studying the average time that a person spends infected
in each patch when there is only 1 person in the system. View of the average in
time of the average of 100 runs.
4.4 Model 4 - Experiments and Results
In this model we introduced the vectors population and the dynamics in the
spread of the disease changed. We again work with only one patch.
The first mathematical result for this model is given by equations:
i = P
(
1− exp
(−vRp
w
))
v = V
(
1− exp
(−iRv
w
))
I remind the reader of the new parameters used in this model:
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P number of people in the patch
p number of infected people in the patch
V number of vectors in the patch
v number of infected vectors in the patch
Rv number of time-steps a vector remains infected
Rp number of time-steps a person remains infected
w area size of the patch (number of cells)
We run several experiments exploring the different aspects of the behaviour
of the model and the mathematical result. In the first experiment we will run the
simulation for 2,000 time-steps with the following parameter values:
P = 2,500
V = 10,000
Rp = 40
Rv = 2
w = 40,000 units
For the disease dynamics to take place in the simulation, we need to start
with a number of infected agents. We have chosen to leave all people susceptible
and 1% of the vector population infected. In order to get the values of the
mathematical approximation given by 3.12 and 3.13 we run the two equations in
a program until it settles to a steady-state. For the parameter values above we
find that the mathematical approximation is:
i = 854.5392
v = 418.2702
In Figure 4.10 we can see how the number of infected people (a) and vectors
(b) vary as the simulation runs. Although they are close to the value given by
the mathematical result the are large oscillations as time moves. The grey lines
in the graphs are the average number of infections in the last 1,000 time-steps.
We can see that the approximation is very accurate.
In the next experiment we will vary the parameter w (area size of the patch)
leaving the rest of the parameters fixed. So the parameter values will be:
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(a) Infected people (b) Infected vectors
Figure 4.10: Model 4 - Number of infected people and vectors as we run the simu-
lation for 2,000 time-steps. The parameter values of the simulation are: P=2,500,
V=10,000, Rp=40, Rv=2 and w = 40,000. The initial number of infected vectors
is 100.
P = 2,500
V = 10,000
w = will vary from 0 to 40,000 units (with 500 unit intervals)
For each value of w we will run the simulation once for 2,000 time-steps and
record the value of infected people and vectors at the last time-step. In Figure
4.11 we can compare the values given in this experiment with the mathematical
approximation. As we can see in Figure 4.11 the values given by the simulation
are very close to our mathematical estimation.
If for each value of w we run the simulation 100 times and calculate the
average, the results we get are even closer to the mathematical result, as expected.
However, if we zoom in on the area where the number of infections are getting
close to 0 we can see that our results differ from the mathematical result, as the
simulation gives lower values than the mathematical result. (Figure 4.12).
The mathematical result 3.17 says that when w2 < PV RvRp the fixed point
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(a) Infected people (b) Infected vectors
Figure 4.11: Model 4 - Steady-state of the infected people and vectors as the area
size of the patch changes value w. The graph represents the average steady-state
of 100 different runs, including those who get into the absorbing state i = 0, v = 0.
(a) Infected people (b) Infected vectors
Figure 4.12: Zoom of Figure 4.11 for the largest values of the area size w.
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v0 = 0, i0 = 0 is unstable, and the other one is stable. However, that works well
with a continuous number of agents. The simulation has a discrete number of
agents and they change their state from susceptible to infected randomly (with
certain probability). These factors make the simulation so there is always certain
probability that none of the agents get infected and therefore get to the point
where v0 = 0, i0 = 0. This is an absorbing state in the system, i.e. once they
get in that state, they cannot get in any other state. It is obvious that the less
number of infected people there is in the system, the higher the probability to
get in that state.
(a) Infected people (b) Infected vectors
Figure 4.13: Model 4 - Steady-state of infections in the system as w changes its
value. This graph represents the average of only those runs that have not fallen
in the absorbing state v = 0, i = 0.
In Figure 4.13 we have drawn the same graph as before but considering only
those runs which did not fall into the absorbing state v0 = 0, i0 = 0. We can
see that the average value of those runs and the value given by the mathematical
result are considerable closer than the previous case.
Figure 4.14 shows the number of steps that a simulation has to run before
it reaches the absorbing state i = 0, v = 0. In the experiment we left fixed
the number of mosquitoes and the parameters Rv and Rp. We incremented the
number of people in the model and the area size w, so that the density of people
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Figure 4.14: Number of steps before simulation reaches the absorbing state for
different number of people and area sizes, leaving the density fixed
in the patch remains fixed. We can see that the time for the disease to disappear
increases exponentially with the number of people in the model.
4.5 Chapter Summary
The first model focuses only in the movement of a population around a set of
patches. The mathematical analysis says that, when the model is in its steady-
state, the distribution of the people around the patches is given as an eigenvector
of a matrix M (see 3.4). The results of the experiments presented in section
4.1 show that this mathematical estimation is really good when there is a large
number of people in the model. However, when the number of people in the
model is not large enough, the mathematical model is not a good estimator of
the distribution but it can be understood as the average time that a person
remains in each patch.
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The second model implements a simple disease in a single patch. There is still
only one population and the probability to get infected is given by a constant
d. The mathematical analysis for this model says that when the model is in its
steady-state the number of infected people in the model is given by equation 3.7.
The results of the experiments presented in section 4.2 show that this mathemat-
ical model is also very accurate in estimating the size of the disease when there
is a large number of people in the system. When there are only few people in
the system the mathematical model estimates the average time that each person
remains in its infected state.
The third model implements the environment as a set of patches of different
types connected to each other forming a grid. The population moves around
these patches following the same rules as in the first model. The disease dynamics,
which take place independently in each patch, are defined as in the second model.
The mathematical analysis for this system says that the distribution of infected
people in the model in its steady-state is given by equation 3.11. The results of
the experiment show that this mathematical model is also very accurate when
there are a large number of people and, when there are only a few people, it
estimates the probability to find an infected person in a patch at any time step.
The fourth model represents a vector-borne disease that is transmitted be-
tween two populations in one single patch. The mathematical system that defines
the dynamics of the disease is given by two coupled equations (3.12 and 3.13) that
we have not been able to solve analytically. We have found that there are two
fixed points in the system, one will be a disease free state i = 0, v = 0 and the
second fixed point implies an endemic state in the system. To find the second
fixed point of the system, in which the disease remains endemic in both popula-
tions, we run the coupled equations with an initial number of infected mosquitoes
of 1%. The simulation results show that the results of the mathematical model
are a good estimate of the steady-state of the system when the population is
large enough. However, we have not run simulations with low number of vec-
tors or people in the model. The mathematical analysis also says that, although
there are two fixed points in the system, only one of them will be stable and the
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other one will be unstable. In fact, the fixed point i = 0 will be stable when the
density of both vectors and people are low enough (3.15) and the second fixed
point (whose value is obtained by running the coupled equations) will be stable
otherwise. This means that the disease in an infinite population would die out
whenever the density of the populations is low enough, regardless of the initial
state of the system. It also means that the disease will be endemic and persist (for
an indeterminate amount of time) otherwise. In the results presented in Section
4.4 we can see that the mathematical estimation of the stability of these points
is again very accurate. We start having problems only when the expected size
of the infection is quite small and the simulation gets into the absorbing state
i = 0, v = 0. But even taking into consideration those runs, the prediction of the
mathematical model seems very accurate.
4.6 Conclusions
In this chapter we have successfully implemented a model of vector-borne disease
in a country and we are able to understand to certain extent the dynamics of the
system under study. We have successfully undertaken a mathematical analysis
of the different models adapting the Heuristic Random Search framework to our
models. This approach has helped us to create mathematical abstractions of each
of the sub-models, formulating very precisely the properties of the system and
having rigourous proofs about these properties. We have, in all cases, been able to
make an accurate prediction of the emergent behaviour of the disease dynamics.
However, we have also observed that the complexity of the mathematical models
increases rapidly with the complexity of the model. In the later models 3.4.4
and 3.4.5 we have been unable to solve the motion equations analytically. In the
last model 3.4.5 we have been unable to carry out a mathematical analysis of the
stability of the fixed points.
During the process of creating the simulations and the mathematical models
in parallel we have found that, having two different representations of the system,
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one as an agent based simulation and another one as a mathematical model, has
been crucial for the understanding of the behavior of the model. For example, the
mathematical equation that defines the movement of the population around the
patches was based on the results of experiments run in the simulation. Also, the
realisation of being able to interpret some mathematical models as the average
amount of time that an individual spends in a certain state came from observation
of the simulation.
It is also clear how the strategy of carrying out an incremental implemen-
tation with increasing complexity of the models has great advantages for the
understanding of the more complex models. For example, the fact of analysing
the movement of people around the patches before introducing any sort of disease
in the model was crucial for the definition of the Matrix of Movement in the first
mathematical model, which was used for later models.
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Chapter 5
SIS Dynamics on a Network
5.1 Overview
Many of the social dynamical systems studied have been modelled as homoge-
neous systems where all actors interact with each other with the same probability.
This homogeneity in the interactions is referred to as ”perfect mixing”. As we
discussed in the background section, there are different ways of introducing het-
erogeneity in the interactions between the actors of our models. Among others
there is the metapopulation approach introduced in the Background Section and
used in the models presented in the first part of this thesis. Another approach
would be by representing the interaction between individuals through a social
network.
During the last few years it has been frequently discussed that many social and
natural systems can be represented as a graph where nodes represent individuals,
and links between these nodes represent an interaction between these individuals.
In this way we represent our population as a network and we can study a given
phenomena on the population as processes running on top of this network.
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There has been a large amount of research studying many properties of social
networks such as degree distribution, clustering, size of the components, small
world effect, etc. All these different properties of networks, which have been
presented in the background section, can have a great impact in the dynamics of
the phenomena studied in our population (21). From all these properties we are
going to pay most attention to the degree distribution of our networks.
The process we are going to study in our networks is called SIS model. SIS
stands for susceptible-infected-susceptible and it is a well known epidemiological
model. The nodes of the network represent people and can be in either of these
two states, susceptible or infected. The edges of the network represent some
sort of relation between the individuals of the population that make possible
the transmission of the disease between two people, so the infected nodes may
transmit the infection to other nodes that are in contact with them through an
edge.
Although the most common name for the process we are studying is called the
SIS model, and it is used for epidemiological studies, we are not going to state
the process in terms of infections but in terms of colours. The process is stated
as follows:
Let us suppose that we have a set of N nodes connected to each other. These
nodes may be in red or white state. At each time step two things happen:
1 Red nodes try to transmit their state to their white neighbours and convert
them into red nodes with probability p of success.
2 Red nodes spontaneously turn white with probability b.
The reason to state the problem in terms of colours is because this behavioural
model can be used, and has been used, for the study of different phenomena such
as epidemiology, Extinction and Colonisation dynamics of species in islands or
spread of computer viruses in computer networks.
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For the study of Extinction and Colonisation of species in islands the idea was
to model a population of a species in a fragmented space, to model a population
of populations. This model is somehow the beginning of Metapopulation Theory
and it was introduced by R. Levins with the intention of understanding the pro-
cesses of extinction and re-population of certain species in islands. His original
model assumes that the space is discrete formed by a set of patches which have all
the same area and qualities. The dynamics of populations in different patches are
independent from each other. The individuals will migrate from patch to patch,
but the migration rate is low enough so the movement of the individuals does
not affect the dynamics of the populations, but yet it creates a balance between
extinction and colonisation. Again, the Levin’s model is also a case of perfect
mixing model in which each patch is connected with every other patch, while
in the model we present the dynamics will take place in different structured net-
works. In our model the state red would correspond to populated and white would
correspond to extinct. This was the most simple model of studying populations
in a fragmented space and it was the beginning of the field of meta-population
theory (33).
This model can also be used for the study of the spread of computer viruses
in a computer network (47; 102). A computer virus is a computer program that
can copy itself and infect a computer without the permission or knowledge of
the owner. A computer virus can only spread from one computer to another (in
some form of executable code) when its host is taken to the target computer via
the Internet, or via a removable medium such as a floppy disk, CD, DVD, or
USB drive. Viruses can increase their chances of spreading to other computers
by infecting files on a network file system or a file system that is accessed by
another computer (104).
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5.2 General Methodology and Approach
The question we try to answer in this model is: what is the steady-state distri-
bution? How many red or white nodes there are after a long period?
We have studied different graph topologies taking the approach of adding
more complexity to the model as we have understood the more basic models.
The models that we have studied are named 1.-Symmetric Graph, 2.-Erdo¨s-Re´nyi
Random Graph and 3.-Scale-Free network. These models are introduced below.
The rigourous definition of Symmetric Graph is as follows: A symmetric graph
is a set of vertex V and a set of edges E ⊆ (V, V ) in which for any pair of vertices
x and y there exists a bijection f : V → V such that 1.- f(x) = y, and 2.- if (u, v)
is an edge, (f(u), f(v)) is an edge. We can get a more intuitive understanding of
this definition by looking as some examples in Figure 5.1.
Figure 5.1: Symmetric Graphs with 2, 3 and 4 edges per node respectively.
The reason to start with this type of topology is no more than the simplicity of
it. We are aware of the lack of realism in this network; it still has some ingredient
of homogeneity as it is assumed that all agents of the model interact to exactly
the same number of other agents. But we have, somehow, restricted the number
of interactions to a local neighbourhood.
The next two models we work with are random graphs models. By random
graphs we mean graphs that are generated by some random process. This ran-
dom process does not have, in principle, any constraint in any properties of the
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networks other than the way we generate them. However, we will see that the ran-
dom process we use has a direct effect in the degree distribution of the networks
built.
The first model of random graph we used is called Erdo¨s-Re´nyi Random Graph
model (also referred to as ER-Random Graph model), and it is built as follows:
We first create the N nodes that will belong to our graph. On the side we consider
the set E of all possible edges between those N nodes, as if the graph was fully
connected. We are now going to choose only some edges from the set E to include
in our graph. We choose them by creating a random process that includes each
possible edge of E independently with probability d. All the edges from E chosen
by this process will be the edges of my graph. The probability d is called density
of the graph, and it measures the number of edges that we expect to have in the
graph compared with the total number of possible edges so, if d = 1, we obtain a
fully connected network and, if d = 0, we would get N independent nodes with no
connections between them. This random process produces a graph with a Poisson
distribution that is well approximated by the a normal degree distribution with
mean µ = (N − 1)d and variance σ2 = (N − 1)d(1 − d). For example, let’s say
that we want to recreate an ER-Random Graph of 10,001 nodes with density
d = 0.05, we then would have a random graph whose degree distribution can be
approximated by a normal distribution with mean 500 (see Figure 5.2).
The second model of random graph we use is called Scale-Free Network. The
network models presented so far are very interesting from the theoretical point
of view and they bring some complexity and heterogeneity in the model. Yet,
they are not a good representation of social networks, in fact, they are not a
good representation of most of the networks observed in nature. Most networks
seem to have more sophisticated properties than the previous models, and one
of them is the degree distribution. The observed degree distribution in most
networks found in nature is what it is called power-law distribution. That a
network has the property of power-law distribution means the following: If we
define the probability that a given node of the network has k number of edges,
this probability would be of the form: dk = ck
−γ with c and γ constants .
93
5. SIS DYNAMICS ON A NETWORK
Figure 5.2: Degree distribution of a randomly generated graph of 10,001 nodes
and density 0.05
Networks with power-law degree distribution are called scale-free networks.
To randomly generate a scale-free network, we use the mostly widely accepted
generative model created by Baraba´si and Albert, (15). The random process they
use in the creation of the graph is called rich get richer or preferential attachment
rule. It works as follows: Let’s say that we want to generate a network of N nodes.
First we create two nodes with one edge between them. Then we create one more
node which will be attached to one of the existing nodes. The existing node it
will be attached to is chosen at random, however, the probability for an existing
node to be chosen is proportional to its degree, so the more edges an existing
node has, the more probability to be chosen. This process will be repeated until
we have all N nodes in the graph. In this first step the two existing nodes have
both degree one, so they have equal probability to be chosen, but, as we add more
nodes and edges to the model, the degree distribution of the nodes will follow a
power-law distribution. When we generate the network we could also choose to
add more than one edge per new node, for example, each new node may have
initially 7 different neighbouring nodes. As long as the initial number of edges
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per new node is determined at the beginning, generating a network following this
process will always create a scale-free network.
For the mathematical analysis of the dynamic system in the different graphs
we use an approach similar to what we did in our previous chapters, only that,
instead of grouping the population depending on its location, we group the pop-
ulation according to the number of connections a person (represented as a node)
has on the model. Having the local interaction rules of the system we try to
define the general rules of the model. When we have the equations that describe
the general behaviour, we look for the fixed points and, if we find them, we study
the stability of this fixed points. Finally, we run the appropriate experiments to
check if the fixed points given by our mathematical analysis are shown in the
experiments.
5.3 Notation
r(t) probability for a node in the network to be red at time t,
r probability for a node in the network to be red when the system
has reached its asymptotic value (assuming it exists),
b probability for a red node to spontaneously get white,
p probability to transmit the colour red to a white neighbour,
m = b
p
,
5.4 Symmetric Graph
5.4.1 Simulation
The simulation creates a 2-dimensional lattice with form of a torus. The main
parameters that determine the size of this lattice are the width and hight of this
lattice and the depth of the connections. The nodes are connected to other nodes
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that are next above, below, left, and right of our node. The depth parameter
will tell us how many nodes will be connected to my original node in the four
respective directions. For example, in Figure 5.3 we have a node in blue that is
connected to 2 other nodes in each direction. This would be the case in a lattice
of depth 2. To form a torus, the nodes of the top (the first row) are connected
to the nodes of the bottom (the last row), and the nodes of the left column are
connected to the nodes of the right column, with the same depth as the other
nodes, (see Figure 5.4). In a torus all nodes have exactly the same number of
neighbours and there are no borders in the lattice.
Figure 5.3: Graphical representation of depth in a 2-dimensional lattice. In this
case the depth is 2.
Figure 5.4: 2-dimensional lattice with form of a torus.
We set part of the nodes to be red and part of them to be white. We decide
the initial number of red nodes at the start. The dynamics of the simulation work
as follows. For each node in the lattice we check its state; if it is white we get
its neighbouring nodes and, one by one, we allow the transmission of the colour
with probability p. If one of these neighbours transmits its colour to our node,
then our node will be red the next time step. If the node is red, it goes back to
white with probability b. The states of the nodes get updated in a synchronous
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manner, so they all get updated at the same time once the dynamics have taken
place in parallel in all nodes. This forces the nodes to remain at least 1 time step
in the same state, either red or white.
The simulation does not have a visual representation of this process. Each
time we run the simulation we write in a file the state of the simulation in terms
of the total number of red and white nodes in the network.
5.4.2 Mathematical Model
Let us suppose that each node on our symmetric graph has exactly D edges. In
this topology we could mathematically describe the number of red nodes at time
t+ 1 as:
r(t+ 1) = r(t)− br(t) + (1− r(t))(1− (1− p)r(t)D) (5.1)
where r(t) is the proportion of red nodes in the system at time t and D is the
degree or number of edges of each node. The proportion of white nodes at time
t would be w(t) = 1− r(t).
Let us find the equality 5.1 step by step. The proportion of red nodes at time
t+ 1 will be r(t+ 1) = A− B + C where:
• A := Total proportion of red nodes at time t.
• B := Proportion of nodes that turn from red to white at time t.
• C := Proportion of nodes that turn from white to red at time t.
We know that A = r(t) and B = b∗r(t). We estimate C as the total proportion of
white nodes at time t, times the probability for each of them to turn from white
to red. So let C = E ∗ F where:
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• E := Total proportion of white nodes at time t, so E = 1− r(t).
• F := Probability for a white node to turn to red, i.e. the probability that
a white node gets the red colour transmitted by at least one of its red
neighbours.
We know that the probability for a white node to get the red colour transmitted
depends on the number of red neighbours it has. We know that each node has D
neighbours, so using a mean-field like approximation we can estimate that every
node has D ∗ r(t) red neighbours. We can also say that F = 1 − G where G is
the probability that a node does not get transmitted the red colour by any of its
neighbours. The probability that a node does not get transmitted the red colour
by a given red neighbour is 1 − p, so the probability that a node does not get
transmitted the red colour by any of its D∗r(t) red neighbours is G = (1−p)D∗r(t).
So we get F = 1− (1− p)D∗r(t). Therefore
r(t+ 1) = A− B + C
substituting A = r(t), B = b ∗ r(t) and C = D ∗ E:
r(t+ 1) = r(t)− br(t) + D ∗ F
and finally substituting D = 1− r(t) and F = 1− (1− p)D∗r(t):
r(t+ 1) = r(t)− br(t) + (1− r(t))(1− (1− p)D∗r(t))
We now proceed to study the fixed points of the system and their stability.
Let r be the asymptotic value of r(t) as t goes to the infinity.
r = r − br + (1− r)(1− (1− p)rD
The fixed points of the system described are given by equation 5.1:
br = (1− r)(1− (1− p)rD) (5.2)
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Looking at this equation, we can see that r1 = 0 is a fixed point in the system.
In order to find any other fixed point in the system, we use an approximation to
simplify the analysis. The approximation we will use is:
1− (1− p)rD ≈ prD (5.3)
which would give us one more fixed point:
r2 = 1− b
Dp
(5.4)
The use of this approximation is good only when p is small compared to rD. If p
was not small enough we can simply run the equation 5.1 with initial parameter
r = 1/2 1 until we reach a fixed point. Below we prove that if the point r = 0 is
stable in the system, there are no other fixed points in the system and, if r = 0
is unstable, there is one and only one more fixed point and it must be stable.
For the analysis of the stability of the fixed points we are going to use Lemma
4 stated and proved in Appendix A. In our system we restrict the values for b, p
and D to be positive, and b, p < 1. To analyse the stability of these fixed points
we define the function G:
G(r) = r − br + (1− r)(1− (1− p)rD)
Then we study its first and second derivatives evaluated at the fixed point:
G′(r) = (1− (1− r)D ln(1− p))(1− p)rD − b
G′′(r) = [2− (1− r)D ln(1− p)]D ln(1− p)(1− p)rD
It happens that G(0) = 0 and G(1) = 1 − b < 1. Analysing the first derivative
G′ we can see that G′ + 1 is positive in [0, 1], i.e. G′ > −1 in [0,1].
G′(r) + 1 = (1− (1− r)D ln(1− p)︸ ︷︷ ︸
−
)
︸ ︷︷ ︸
+
(1− p)rD︸ ︷︷ ︸
+
−b+ 1︸ ︷︷ ︸
+
1 The initial parameter value for r is 1/2 so that it is far enough from the absorbing state
r = 0.
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Analysing the second derivative we can see that G′′ < 0 in [0, 1]:
G′′(r) + 1 =
2− (1− r)D ln(1− p)︸ ︷︷ ︸
−

︸ ︷︷ ︸
+
D ln(1− p)︸ ︷︷ ︸
−
(1− p)rD
︸ ︷︷ ︸
−
Therefore we can use Lemma 4 (in Appendix A) to prove that, if the point r = 0
is stable, that makes G′(0) < 1 and there are no other fixed points in the system.
However, if the point r = 0 is unstable, that means that there is one and only
one more fixed point in the system and this point must be stable. Because this
point is stable we can find it by running the equation 5.1 with initial parameter
r = 1/2 or any other r 6= 0. So we have:
• When ln 1
(1−p)D > b the fixed point (0, 1) is unstable and the second fixed
point, given by running the equation 5.1 (which can be approximated with
(1− b
Dp
, b
Dp
)), is stable.
• When ln 1
(1−p)D < b the fixed point (0, 1) is stable and there are no other
fixed points in the system.
In (19) they study a very similar model of SIS in a lattice. We presented this
work in the background section. There are two differences between our model and
theirs. One is that, while each of the nodes on our model represents an agent, in
their model the lattice is not fully occupied by agents but only some vertex are.
The second difference is that they include movement in the model. For each time
step each agent has a probability m to move to an empty node. The empty node
is chosen at random from a set of nodes. This set depends on the range of the
movement in the model. The two extreme cases of movement range they model
are 1.- only to the neighbours next to the node or 2.- any node in the lattice.
They are called ”short range” and ”long range” movement respectively. They do
a mean-field analysis of their model and then compare it with their simulations for
different values of the movement range, the probability to transmit the disease,
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and the time that an agent remains infected. The mean-field equation for their
model is:
I = (1− pr)I + (C − I)(1− (1− piI)z) (5.5)
where I is the number of infected in the lattice, pi is the probability to pass
the infection, pr is the probability to become susceptible, C is the proportion of
occupied nodes in the model, and z is the number of neighbours each node has
in the lattice. This equation 5.5 gives as a result a solution for the disease-free
state I = 0 and the endemic state would be the positive solution of the equality
zCpi − pr = 0 (5.6)
We can see that the equations 5.5 and 5.6 which describe their system and its
behaviour is a generalised case of our equations 5.1 and 5.4 where in our case the
proportion of occupied nodes is C = 1.
In their work they simulate the model and compare the results to the mean-
field equation 5.5. They conclude that this is a good approximation when the
movement range m is large, but not for small values of it. However, they don’t
compare their analysis for simulations in which the density in the lattice C is
1, which would correspond to our model. Note that if C = 1 there cannot be
movement in the lattice as there would not be any empty node for the agents to
move to.
5.5 Erdo¨s-Re´nyi Random Graph
5.5.1 Simulation
The Erdo¨s-Re´nyi Random Graph has two main parameters. One is the number of
nodes in the network and the second one is the density of connections. We create
this graph by first creating all the nodes and then choosing with probability d
each of the possible edges that join any two nodes in the model (we explained
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this process in more detailed in the introduction of this chapter). However, this
process does not make sure that our network has only one large component.
We know for previous work that there exists a threshold value in the density
parameter d for which above that value a giant component is formed. We have
chosen a value of d higher than this threshold so it is likely we get the desired
effect. Once we have created our network we make sure that this network has
only one large component. If it does not have one large component but different
subcomponents we choose two random nodes of two separate components and
create an edge between them. We follow the same procedure as many times as
we need until all subcomponents are joined together.
The nodes are set to one of the two possible states by random, according to
a parameter that determines the proportion number of red nodes there is in the
network at the initial state. The nodes will transmit the colour to each other
or become white spontaneously in a parallel manner so, once the dynamics has
taken place, we update the state of the nodes synchronously.
5.5.2 Mathematical Model
In the Symmetric Graph model all nodes had the same number of edges D. In
this model the nodes have different number of edges, but for our mathematical
description and analysis we will calculate the average of number of edges per node
A = d(N − 1). So in this model we will use the same mathematical description
as in the previous model 5.1 but substituting the fixed number of edges D by the
average number of edges per node A. So we have:
r(t+ 1) = r(t)− br(t) + (1− r(t))(1− (1− p)r(t)A)
r(t+ 1) = r(t)− br(t) + (1− r(t))(1− (1− p)r(t)d(N−1))
In its steady-state this give us:
r = r − br + (1− r)(1− (1− p)rd(N−1))
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br = (1− r)(1− (1− p)rd(N−1)) (5.7)
We would use the same approximation as in 5.3 we would have that the fixed
points that can be estimated as:
r1 = 0
r2 = 1− b
pd(N − 1)
This is exactly the same mathematical description of the network as we used
in the Symmetric Graph analysis so we would get the same fixed points and the
same stability. We compare and discuss the results in the next chapter.
5.6 Scale-Free network
5.6.1 Simulation
In this model the population in the system will be represented as a scale-free
network. The network is built using the Baraba´si Albert network model (or BA
model) (15) using a preferential attachment rule. The parameters that determine
the shape of this network are the total number of nodes in the network and the
minimum number of edges we introduce in the network for each new node c.
We first create an initial number of nodes c. We connected all nodes to each
other. We then create one node at a time and place it in the network by connecting
it through edges to c different nodes already in the network. Each of these nodes
to connect to is going to be chosen using the preferential attachment rule (the
probability to chose a node is directly proportional to its number of edges). We
need to make sure that all nodes are different so two different nodes cannot have
two edges between them. We create and connect nodes until we have the desired
number on the network.
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Again, as in previous simulation the nodes are set to one of the two possi-
ble states by random according to a parameter that determines the proportion
number of red nodes there is in the network at the initial state. The nodes will
transmit the colour to each other or become white spontaneously in a parallel
manner, so once the dynamics has taken place we update the state of the nodes
synchronously.
We are going to present different mathematical models and their analysis with
increasing complexity. We will use additional notation in each model so it will
be clarified at the beginning of each subsection.
5.6.2 Mean-Field Mathematical Model
If we name r(t) the proportion of infected nodes in the network at time t, and
A the average degree in the network. Ar(t) is the average number of infected
neighbours a node in the network has. We can write the mean-field equation for
the SIS model in a network as follows:
r(t) = r(t)(1− b) + (1− r(t)) [1− (1− p)Ar(t)] (5.8)
This is the same model that we have used for the Symmetric Graph and the
Erdo¨s-Re´nyi Random Graph models. This model neglects the density correlations
among the nodes in the network considering that they all have the same number of
neighbours. The mathematical analysis has been explained in previous sections.
5.6.3 First Mathematical Heterogeneous Model
In all remaining models we are going to divide the set of nodes according to their
degree. We will then calculate independently for each degree n the number of
red nodes at time t, which we name rn(t). The rest of the notation we will use
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in this model remains the same. I will remind the reader of the notation used in
this model.
5.6.3.1 Notation
rn(t) probability for a node of degree n to be red at time t,
rn probability for a node of degree n to be red once the system has
reached its asymptotic value,
r(t) probability for a random node of the network to be red at time t,
r probability for a random node of the network to be red once the system
has reached its asymptotic value.
b probability for a red node to spontaneously turn white,
p probability to transmit the red colour to a white neighbour,
m := b
p
,
dn degree distribution of the nodes in the network,
d :=d1; proportion of nodes of degree 1 in the network,
〈n〉 average degree in the network.
We modify the mean-field equation so that nodes with a different number of
neighbours have different probabilities to get the colour transmitted. Let rn(t)
be the probability that a node of degree n in the network is red. The new model
is:
rn(t+ 1) = rn(t)(1− b) + (1− rn(t))
[
1− (1− p)nr(t)] (5.9)
r(t) =
∑
n
rn(t)dn (5.10)
In this model we have replaced the exponent ar(t) by nr(t) where a is an average
and n is the actual degree of the node we are studying in the first equation.
This equation captures the fact that nodes with higher degrees have a higher
probability to have the disease transmitted.
For the mathematical analysis of the system we will again use the approxi-
mation 1− (1− x)a ≈ xa so equation 5.9 becomes:
rn(t+ 1) = rn(t)(1− b) + (1− rn(t))pnr(t) (5.11)
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The equivalents of the two equations above describing the asymptotic behaviour
of the system would be:
rn = rn(1− b) + (1− rn)pnr (5.12)
r = Σnrndn (5.13)
We can see that the equation describing the dynamics of the process in nodes of
degree n (5.12) depends on the total probability to find a red node r (calculated
in 5.13) and viceversa.
We now proceed to study the fixed points of the system and their stability.
Following the same steps as we did in previous models we find that equation 5.12
conveys to
rn =
nr
m+ nr
(5.14)
and our system becomes:
rn =
nr
m+ nr
r = Σnrndn
By combining these two equations we get one equation with only one unknown
r :
r =
∑
n
nr
m+ nr
dn
One solution of this equation is r1 = 0, the other solution, r2 would be given by:
1 =
∑
n
n
m+ nr
dn (5.15)
This system cannot be solved analytically. It seems that numerically can be
solved only sometimes. When we could find a solution for this last equality 5.15
numerically, we then substituted r in equation 5.14 and found each rn indepen-
dently.
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If we define the operator G : IR → IR as G(r) = ∑n nrdnm+nr and analyse it, we
see that G(0) = 0, G(1) < 1 (given that m = b/p is not 0) 0 < G(r) < 1 for
r ∈ (0, 1). Looking at its first and second derivative we see that:
G′(r) =
∑
n
mn
(m+ rn)2
dn > 0
with G′(0) =
∑
n
n
m
dn =
〈n〉
m
and:
G′′(r) =
∑
n
− 2nmr
(m+ nr)3
dn < 0
therefore, using the Lemma of the Fixed Points (4) we know that when 〈n〉
m
< 1
there would be a second solution r2 given by (5.15) which would be stable, and
the solution r1 = 0 would be unstable. If
〈n〉
m
≥ 1 we would have only one solution
r1 = 0 and it would be stable.
5.6.4 Extension of the First Mathematical Heterogeneous
Model - Considering Nodes of Degree One
In this new model we are going to modify again the factor that determines the
probability that each of the neighbours of a given node is infected. In the previous
model we estimated this probability as r(t)n for a node of degree n. However,
if we look at a node of degree one in our network we see that it cannot be
connected to another neighbour of degree one, given that the networks that we
are building for this models have only one large component. If it did, then both
nodes would form a single component of the network and would be isolated from
the main component. That makes the degree distribution of neighbours of a
node of degree 1 different from the normal degree distribution dk. The node of
degree 1 will not have neighbours of degree 1, but the proportion of neighbours of
each other degree k will remain proportionally the same with respect of all other
degrees (except for degree 1). In fact, the degree distribution of neighbours of a
node of degree 1 should be
∑
k>1
dk
1−d1 , which makes the average number of red
neighbours a1(t) =
∑
k>1
dk
1−d1 rk(t) 6= r(t). In the case of having a network with
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minimum degree 1 we will define d := d1. So we get two equation systems for the
two networks. If the network has been generated by adding only one edge per
new node the system is:
r1(t+ 1) = r1(t)− br1(t) + (1− r1(t))
(
1− (1− p)
∑
k=2
dk
1−d rk(t)
)
rn(t+ 1) = rn(t)− brn(t) + (1− rn(t))
(
1− (1− p)nr(t)) ∀ n > 1
r(t) =
∑
k=1
dkrk(t)
with steady-state:
r1 = r1 − br1 + (1− r1)
(
1− (1− p)
∑
k=2
dk
1−d rk
)
rn = rn − brn + (1− rn) (1− (1− p)nr) ∀ n > 1 (5.16)
r =
∑
k=1
dkrk (5.17)
(5.18)
Using the approximation as in the previous model and looking at the steady-
state of the system we find that the asymptotic value of our system, assuming it
exists, is given by:
r1 = r1 − br1 + (1− r1)pr − dr1
1− d rn = rn − brn + (1− rn)pnr ∀ n > 1
Let us see what would happen in the asymptotic value, assuming it exists:
r1 = r1 − br1 + (1− r1)pr − dr1
1− d rn = rn − brn + (1− rn)pnr ∀ n > 1
therefore we get
br1 = (1− r1)pr − dr1
1− d brn = (1− rn)pnr ∀ n > 1
using abbreviation m = b
p
we get:
r =
mr1(1− d) + (1− r1)dr1
1− r1 (5.19a)
rn =
rn
m+ rn
∀ n > 1 (5.19b)
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By definition we have:
r =
∑
k=1
dkrk = dr1 +
∑
k>1
dkrk ⇐⇒
1 =
cr1
r
+
∑
k>1
dkrk
r
(5.20)
So having 5.19a, 5.19b and 5.20 we get the system:
r =
mr1(1− d) + (1− r1)dr1
1− r1
rn =
rn
m+ rn
for n 6= 1
1 =
dr1
r
+
∑
k>1
dkrk
r
(5.21)
Substituting the values for r and rk, that we got from the two first equations 5.19a
and 5.19b, in the third equation 5.20 we get an equality with only one unknown
r1.
1 = dr1
1− r1
m(1− d) + (1− r1)d +
M∑
k>1
dk
k
m+ km(1−d)+(1−r1)d
1−r1
(5.22)
Knowing m, d, and dk we only need to find r1 such that this equality is
satisfied. This equality 5.22 could be solved numerically using Maple 12 and
we found the value of r1 for different values of m. Then we will calculate r by
substituting r1 in 5.19a, and the rest of the values rn using the second equality
5.19b.
5.6.5 Second Mathematical Heterogeneous Model
Our previous model brought some heterogeneity in the model as it comprises the
fact that nodes with different degrees have a different probability to have the dis-
ease transmitted (the higher the degree, the higher the probability). However, it
does not yet capture the fact that nodes with different degrees may have different
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probabilities to transmit the disease to other nodes, as they are connected to a
different number of neighbours. This factor is included in the next model.
Let’s take a look at the previous model. It says that if we have a susceptible
node of degree n the probability for this node to get the infection transmitted is
nr(t). The factor nr(t) is an average of infected nodes over the whole network
multiplied by the number of neighbours of our node. This factor does not reflect
the fact that nodes with different degrees may have different probabilities to
transmit the disease. Let’s think of our susceptible node again. Each of its n
edges may or may not be connected to an infected node at the other end. A
random edge in our network is more likely to be connected to a node of high
degree. The probability for a random edge to be connected to a node of degree k
is proportional to this degree k and to the density dk. Then, the probability for
a random edge on the network to be connected to an infected node of degree k
is proportional to kdkrk. We define the probability that a given neighbour of our
node is infected, at time t, as M(t):
M(t) =
∑
k
kdkrk(t)
〈k〉
where the denominator 〈k〉 is just a normalising factor in M(t). The definition
of M(t) encapsulates the fact that nodes of different degrees may have different
probabilities to transmit the infection to a given node. The model becomes:
rn(t+ 1) = rn(t)(1− b) + (1− rn(t))
[
1− (1− p)nM(t)]
M(t) =
∑
k
kdkrk(t)
〈k〉
r(t) =
∑
n
rn(t)dn
(5.23)
This implies that an asymptotic behaviour of the model can be described
independently for different degrees as:
rn =
nM
m+ nM
(5.24)
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M =
∑
k
kdkrk
〈k〉 (5.25)
r =
∑
n
rndn (5.26)
This means that the higher the degree of the node, the higher the probability
to be infected. By using these two equation systems we can write M in terms of
itself as:
M =
∑
k
1
〈k〉
kM
m+ kM
kdk (5.27)
The solution for the equation system given by equations 5.24, 5.26 and 5.27
and we have not been able to calculate it analytically or numerically. If it was
possible to solve the system numerically knowing the values of 〈k〉,m and dk,
once calculated M we can calculate each value of rn for each n and we have the
total size of the epidemics given by r.
This model has been previously defined and studied by Pastor-Satorras and
Vespignani in (73) and (72), although it was defined using a reaction rate equa-
tion which is a different approach from ours. This model was studied in terms
of epidemiology. Since the system cannot be solved analytically or numerically
they use an analytical approximation created as follows. The first use an ap-
proximation of the degree distribution the network as dk =
2c2
k3
taken from the
predictions calculated in (15) (c is the number of connections that each new node
brings into the network). This approximation of the distribution is claimed to
predict the distribution for a network build using the Barabasi and Albert model.
However, this has not been the case when we have compared the distribution of
our networks as shown in Figure 5.5.
Using fk as the approximation for the degree distribution, they solve equation
5.27 by substituting the infinite sum by an infinite integral. As a result they get:
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Figure 5.5: In red we have the degree distribution of a scale free network of
1,000,000 nodes created by adding 1 edge per node. In blue we have the ap-
proximated degree distribution given by fk =
2c2
k3
when c=1. In green we see the
degree distribution given by our approximation 0.666/k2.184.
Φ =
e
−1
cλ
cλ
which is equivalent to our M (5.28)
ρ = 2e
−1
cλ equivalent to our r. (5.29)
where λ = p
b
so it would be λ = 1
m
.
In their analysis they also conclude that the epidemic threshold of the network
is given by λc = 0 when the exponent of the degree distribution is 2 < γ ≤ 3.
This would mean that once a disease has started in the network it will always
remain in an endemic stated regardless of the probability to transmit the disease
p or the probability to recover b.
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5.6.6 Extension of the Second Mathematical Heteroge-
neous Model - Considering Nodes of Degree One
In this new model we are going to modify again the factor M(t) that determines
the probability that each of the neighbours of a given node is infected. We are
again going to consider the case in which, during the process of creating the
network, we only add one node with one edge at a time. If we look at a node of
degree one in our network we see that it cannot be connected to another neighbour
of degree one, so the probability that an edge that comes from a node of degree 1
is connected to a node of degree k at the other end is 0 if k = 1 and proportional
to kdk if k > 1. We define the probability that the only neighbour of a node of
degree 1 is infected as:
M1 =
1
〈k〉 − d
∑
k>1
kdkrk
where the dividend 〈k〉−d is a normalising factor in M1. We define the probability
that a given neighbour of a node of degree n 6= 1 is infected as:
Mn =
1
〈k〉
∑
k
kdkrk
Our mathematical model becomes:
rn(t+ 1) = rn(t)(1− b) + (1− rn(t))
[
1− (1− p)nMn(t)]
r(t) =
∑
n
rn(t)dn (5.30)
Mn =
1
〈k〉
∑
k
kdkrk if n 6= 1, and M1 = 1〈k〉 − d
∑
k>1
kdkrk
We believe that the absence of neighbours of degree one on nodes of degree
one can have an effect in the epidemics of the model considering that nodes of
degree one are the most number of nodes in the model.
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5.6.6.1 Notation
rn(t) probability for a node of degree n to be red at time t,
b probability for a red node to spontaneously recover,
p probability to transmit the colour red to a white neighbour,
m = b
p
,
〈k〉 average degree in the network,
dk degree distribution of the nodes in the network,
d = d1; proportion of nodes of degree 1 in the network,
Mn probability that a randomly chosen neighbour of a randomly
chosen node (of degree n) is red
Mn =
1
〈k〉
∑
k
kdkrk if n 6= 1 M1 = 1〈k〉 − d
∑
k>1
kdkrk
note that if n 6= 1
Mn = M1
〈k〉 − d
〈k〉 + dr1
1
〈k〉 (5.31)
5.6.6.2 The Analysis
We have the same system as before
rn(t+ 1) = rn(t)(1− b) + (1− rn(t))
[
1− (1− p)nMn(t)]
with asymptotic value of rn being:
rn = rn(1− b) + (1− rn)
[
1− (1− p)nMn]
Using an approximation 1− (1− p)nMn ≈ pnMn we have:
rn =
nMn
m+ nMn
(5.32)
Substituting these values of rn (5.32) in the definition of M1 we get:
M1 =
1
〈k〉 − d
∑
k>1
kdk
kM
m+ kM
(5.33)
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we have re-named Mk (when k > 1) as M =
1
〈k〉
∑
k kdkrk because Mk does not
depend on the degree k.
Using the relation 5.31 and the value of r1 given by 5.32 we can also have M
in terms of M1 as
M = M1
〈k〉 − d
〈k〉 + d
M1
m+M1
1
〈k〉 (5.34)
so we can consider M as a function of M1. To make calculation more clear and
simple we are going to define a function g(M1) where M = g(M1).
We can therefore re-write M1 in terms of itself as:
M1 =
1
〈k〉 − d
∑
k>1
kdk
k(M1
〈k〉−d
〈k〉 + d
M1
m+M1
1
〈k〉)
m+ k(M1
〈k〉−d
〈k〉 + d
M1
m+M1
1
〈k〉)
(5.35)
If we know the values d, 〈k〉 and m in our system we would be able to solve
numerically the value of M1 and also the values of M and r.
In our calculations we will use M1 as:
M1 =
1
〈k〉 − d
∑
k>1
kdk
kg(M1)
m+ kg(M1)
(5.36)
It is easy to understand that the probability to find a red node in the network is
positive if and only if the probability that a randomly chosen neighbour of a node
of degree 1 is red is also positive (i.e. r > 0 if and only if M1 > 0). Therefore,
studying the stability of our system, given by equation 5.30, is equivalent to
studying the stability of the system given by equation 5.36.
Let’s define the operator G(M1) as:
G(M1) =
1
〈k〉 − d
∑
k>1
kdk
kg(M1)
m+ kg(M1)
(5.37)
Let’s study G′ and G′′:
G′(M1) =
1
〈k〉 − d
∑
k>1
kdk
kmg′(M1)
(m+ kg(M1))2
(5.38)
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with
g′(M1) =
〈k〉 − d
〈k〉 +
dm
(m+M1)2
1
〈k〉 > 0 in [0, 1]
that makes G(M1) > 0 in [0, 1].
G′′(M1) =
1
〈k〉 − d
∑
k>1
k2dk
kmg′′(M1)m(m+ kg(M1))− 2mk(g′(M1))2
(m+ kg(M1))3
(5.39)
where
g′′(M1) =
−2dm
(m+M1)3
< 0 in [0, 1]
Given that g′′ is negative in [0, 1], all terms of G are negative for M1 ∈ [0, 1] so
G′′ < 0 in [0, 1]. G also satisfies that G(0) = 0 and G(1) < 1. Therefore we can
use the ”Theorem of the fixed points” stated in Appendix 1.
Let’s now go back to G′. The fixed points (and their stability) of our system
depends on the value of G′ at 0. We have:
G′(0)
1
=
(
d
m2
1
〈k〉 +
〈k〉 − d
〈k〉
1
m
) 〈k2〉 − d
〈k〉 − d (5.40)
The degree distribution of the scale-free network is of the form dk = ck
−γ. In
(15) it is shown that a network built using the preferential attachment rule has
an exponent γ between 2 and 3. If the exponent γ has value γ < 3 then 〈k2〉 − d
goes to the infinity as the k as the network grows. Therefore, in our network
G′(0) will never be less than 1 and the disease free state of the system would be
unstable. There will be a constant endemic state in the system regardless of any
value given to the probability to transmit the disease p or the probability to get
recovered b. This is in agreement with models presented in (72) and (73).
In order to study the stability of the fixed point in the case where γ > 3 we
look at G′(0). Doing some manipulations in equation (5.40) we get:
G′(0) < 1⇔ m2 − 〈k
2〉 − d
〈k〉 m− d
〈k2〉 − d
〈k〉 − d
1
〈k〉 > 0
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We can think of the expression m2 − 〈k2〉−c〈k〉 m − d 〈k
2〉−d
〈k〉−d
1
〈k〉 as a polynomial
(p(m) = am2 − bm− c) in m with coefficients:
a = 1
b =
〈k2〉 − d
〈k〉
c = d
〈k2〉 − d
〈k〉 − d
1
〈k〉
Note that in our system the values for b and c will be always positive. To study
the sign intervals of this polynomial we look for the roots of this polynomial which
would be:
m1 =
b−√b2 + 4c
2
and m2 =
b+
√
b2 + 4c
2
because of b and c this polynomial has two real roots with one of them m1 being
negative. In our system m can never adopt a negative value therefore, we are
only interested in the sign of the polynomial when m is positive. When m = 0
the polynomial is negative and it will be negative until its first positive root m2.
Figure 5.6: Form of the polynomial p(m)
We can say that G′(0) < 1 for every m ∈ [0,m2) and G(0) ≥ 1 for any
m ≥ b+
√
b2+4c
2
. We can now substitute b and c for their real values and calculate
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the epidemic threshold mc in terms of 〈k〉, 〈k2〉 and d:
mc =
1
2
〈k2〉 − d
〈k〉 +
1
2
√(〈k2〉 − d
〈k〉
)2
+ 4d
〈k2〉 − d
〈k〉 − d
1
〈k〉
This last model again could not be solved analytically, and we failed trying
to solve it numerically using Maple 12.
5.7 Effective Reproductive Rate R
In our network we have red and white nodes. At each time step a red node will
either go back to white with probability b, or transmit its colour to each of its
white neighbours with probability p. So, at some point a red node will go back to
white state. During the time the node has been in red state, it has transmitted
its colour to a number of neighbours. That number is what we call the number
of transmissions in a lifetime. We want to know what is the average number of
transmissions that a red node does during its lifetime.
In the field that studies the spread of diseases in a population there are two
fundamental parameters studied. One is the called basic reproductive rate R0,
which measures the number of infections a host would produce in a totally sus-
ceptible population, and the effective reproductive rate R, which measures the
number of actual new infections produced by a host among his contacts during
the epidemic process (6).
It is argued that for an epidemic that spreads polynomially for a long period
of time the value of the effective reproductive rate R is highly constrained; if this
rate R is higher than 1 for a period of time t, the disease spreads exponentially
(Rt). If this rate R is less than one after a period of time, it will die out. So
to have a polynomial growth the rate must be 1, i.e. the average number of
transmissions per host in its lifetime must be 1 (94).
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This question is also touched in the Metapopulation field by the well known
Fermi Paradox (49). The Fermi Paradox presents the following question:
The galaxy contains roughly a hundred billion stars. If even a very
small fraction of these have planets which develop technological civili-
sations, there must be a very large number of such civilisations. If any
of these civilisations produce cultures which colonise over interstellar
distances, even at a small fraction of the speed of light, the galaxy
should have been completely colonised in no more than a few million
years.
What this is really saying is that if each technological civilisation colonises at
least one other planet (i.e. the colonisation rate R of a technological civilisation
is greater than one), then the galaxy should have been completely colonised.
Following the logic used in (94) we should conclude that, if there are planets
that develop technological civilisations, the number of planets these civilisations
colonise should not be more than one.
In this section we study mathematically what are the effective reproductive
rates R for some of our networks according to our mathematical models. We then
contrast the results with the simulations of the models.
5.7.1 Calculating R for our models of Symmetric Graphs
and ER Graphs
To estimate the average lifetime of a red node we do as follows: The probability
for a node to spend exactly x time steps in red state, defined in terms of the
probability to go back to white state, follows a Geometric distribution: b(1−b)x−1
(101) So the average lifetime of a red node is:
∑∞
x=0 xb(1− b)x−1 = 1b .
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If our node has exactly s white neighbours the probability to transmit the
red colour to exactly k of its white neighbours follows a Binomial distribution
(100); p[k] :=
(
s
k
)
pk(1 − p)s−k. The average number of transmissions in one
time step is:
∑s
k=0 kp[k]. Therefore, we find that, if our node has exactly s white
neighbours, the average number of transmissions is:
s∑
k=0
k
(
s
k
)
pk(1− p)s−k = ps
So we find that: the average lifetime of a red node is
∑∞
x=0 xb(1 − b)x−1 = 1b
and the average number of transmission for a node with s white neighbours is∑s
k=0 k
(
s
k
)
pk(1− p)s−k = ps
Given the estimations above we can say that the average number of transmis-
sions that a red node makes in its lifetime can be estimated as:
R = s
p
b
(5.41)
where s is the number of white neighbours of the node, p is the probability to
transmit the red colour, b is the probability to spontaneously change from red to
white state.
In the mathematical model that describes our Symmetric Graph the number
of white neighbours on a red node is estimated as the proportion of white nodes
in the system, times the average number of edges per node, s = (1 − r)D. The
estimation of the proportion of red nodes in these models is r = 1 − b
pD
so, the
number of white neighbours for a red node can be estimated as s = (1 − r)D =(
1− (1− b
pD
)
)
D = b
p
. Given that the number of transmissions that a red node
makes in its lifetime is estimated as R = sp
b
, and substituting the value of s that
we have for our models, we get: R = sp
b
= b
p
p
b
which is obviously 1.
In the mathematical model that describes our ER-Random Graph we follow
exactly the same logic: the number of white neighbours on a red node is estimated
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as the proportion of white nodes in the system, times the average number of edges
per node, s = (1 − r)A. The estimation of the proportion of red nodes in these
models is r = 1 − b
pA
so, the number of white neighbours for a red node can be
estimated as s = (1 − r)A =
(
1− (1− b
pA
)
)
A = b
p
. Given that the number of
transmissions that a red node makes in its lifetime is estimated as R = sp
b
, and
substituting the value of s that we have for our models, we get: R = sp
b
= b
p
p
b
= 1.
For the scale-free network models we are going to also use similar analysis to
each other. In all models we are going to consider that the average number of
transmissions in a lifetime for a red node of degree n is
Rn = sn
p
b
(5.42)
where sn is the number of white neighbours of a node of degree n, p is the
probability to transmit the red colour, and b is the probability to spontaneously
change from red to white state. This is the same model used in 5.41. We then
calculate the total average number of transmissions in a lifetime in the whole
model as:
R =
∑
n
Rn
rndn∑
n rndn
=
1
r
∑
n
Rnrndn (5.43)
5.7.2 Calculating R for Scale-Free networks - First Het-
erogeneous Model
For the first heterogeneous model we have the asymptotic behaviour of the system
described as: rn = rn − brn + (1 − rn)prn, which leads to rn = nrm+nr . We also
need to make use of the following lemma:
Lemma 1.
∑
n
n
m+rn
dn = 1
Proof. Following the fact that rn =
nr
m+nr
and having defined r as r =
∑
n rndn
we see that:
r =
∑
n
rndn =
∑
n
nr
m+ nr
dn ⇔
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1 =
∑
n
n
m+ nr
dn
So, by definition we have:
R =
1
r
∑
n
Rnrndn =
1
r
∑
n
Rnrndn =
1
r
∑
n
sn
p
b
rndn =
1
br
∑
n
snprndn
let N be the total number of nodes in the network:
R =
1
Nbr
∑
n
snpNrndn
Given that a red node of degree n is estimated to have sn white neighbours
and it can transmit its red colour to each one of them with probability p then, at
each time step it will transmit its colour to snp nodes. I can consider snp to be
the total number of new transmission of each red node of degree n in the network.
Also, we know that Nrndn is the total number of red nodes of degree n in my
network so we have:
R =
1
Nbr
∑
n

total number of
transmissions
made by a red
node of degree n

︸ ︷︷ ︸
snp
[total number of
red nodes of de-
gree n
]
︸ ︷︷ ︸
Nrndn
=
1
Nbr
∑
n

total number of
transmissions
made by all red
nodes of degree
n
 = 1Nbr

total number of
transmissions
made by all red
nodes in the
network

=
1
Nbr
∑
k
[total number of
new red nodes of
degree k
]
=
1
Nbr
∑
k
[total number of
white nodes of
degree k
]probability for awhite node of
degree k to get
transmited

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=
1
Nbr
∑
k
[(1− rk)Ndk][krp] = 1
Nbr
∑
k
[
(1− rk
m+ rk
)Ndk
]
krp
=
1
Nbr
∑
k
m
m+ rk
Ndkkrp =
∑
k
k
m+ rk
dk = 1
In the calculations above, and also in the calculations made for the next three
models, we have estimated the average transmissions in a lifetime of a red node
of degree n as Rn = sn
p
b
, where sn is the number of white neighbours the red
node has. In this model we calculate r as the probability for a random neighbour
of a random node to be red, therefore, (1 − r) would be the probability for a
random neighbour of a random node to be white. That makes sn = n(1 − r) a
good estimate of the number of white neighbours for a node of degree n. That
would make Rn = n(1 − r)pb a good estimate of number of transmissions in a
lifetime for a red node of degree n.
5.7.3 Calculating R for Scale-Free networks - Second Het-
erogeneous Model
For the first heterogeneous model we have the asymptotic behaviour of the system
described as: rn = rn − brn + (1 − rn)pMn, which leads to rn = nMm+nM . In this
case we need to make use of the following lemma:
Lemma 2.
∑
n
1
r
nM
m+Mn
dn = 1
Proof. Following the fact that rn =
nM
m+nM
and having defined r as r =
∑
n rndn
we see that:
r =
∑
n
rndn =
∑
n
nM
m+ nM
dn
1 =
1
r
∑
n
nM
m+ nM
dn
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So we again have:
R =
1
Nbr
∑
n
snpNrndn
and in this case it follows:
R =
1
Nrb
∑
n

total number of
transmissions
made by a red
node of degree n

︸ ︷︷ ︸
(1−M)np
[total number of
red nodes of de-
gree n
]
︸ ︷︷ ︸
Nrndn
=
1
Nrb
∑
n

total number of
transmissions
made by all red
nodes of degree
n
 = 1Nrb

total number of
transmissions
made by all red
nodes in the
network

=
1
Nrb
∑
k
[total number of
new red nodes of
degree k
]
=
1
Nrb
∑
k
[total number of
white nodes of
degree k
]probability for awhite node of
degree k to get
transmitted

=
1
Nrb
∑
k
[N(1− rk)dk][Mkp] = 1
Nrb
∑
k
[
N(1− Mk
m+Mk
)dk
]
Mkp
=
1
Nrb
∑
k
m
m+Mk
NkMpdk =
1
r
∑
k
kM
m+Mk
dk = 1
In this case we have that Rn = n(1 −M)pb is an estimate of the number of
transmissions in a lifetime for a red node of degree n.
5.7.4 Calculating R for Scale-Free networks - Extension
of the Second Heterogeneous Mathematical Model
For the first heterogeneous model we have the asymptotic behaviour of the system
described as: rn = rn−brn+(1−rn)pMn for n > 1 and r1 = r1−br1+(1−r1)pM1,
which leads to rn =
nM
m+nM
for n > 1 and r1 =
M1
m+M1
. where:
M1 =
1
〈k〉 − d
∑
k>1
kdkrk
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M =
1
〈k〉
∑
k
kdkrk
The total average number of red nodes in the network is given by:
r =
∑
n
rndn =
M1
m+M1
d1 +
∑
n>1
nM
m+ nM
dn
For the analysis of R in this model we need to prove the following lemma:
Lemma 3. 1
r
(
M
m+M
d1 +
∑
n>1
nM
m+Mn
dn
)
= 1
Proof. Following the fact that rn =
nM
m+nM
for n > 1 and r1 =
M1
m+M1
and having
defined r as r =
∑
n rndn we see that:
r =
∑
n
rndn =
M1
m+M1
d1 +
∑
n>1
nM
m+ nM
dn ⇔
1 =
1
r
(
M
m+M
d1 +
∑
n>1
nM
m+Mn
dn
)
So we have,
R =
1
Nbr
∑
n
snpNrndn
and it follows:
R =
1
Nrb
∑
n

total number of
transmissions
made by a red
node of degree n

︸ ︷︷ ︸
(1−M)np
[total number of
red nodes of de-
gree n
]
︸ ︷︷ ︸
Nrndn
=
1
Nrb
∑
n

total number of
transmissions
made by all red
nodes of degree
n
 = 1Nrb

total number of
transmissions
made by all red
nodes in the
network

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=
1
Nrb
∑
k
[total number of
new red nodes of
degree k
]
=
1
Nrb
∑
k
[total number of
white nodes of
degree k
]probability for awhite node of
degree k to get
transmitted

=
1
Nrb
(
[N(1− r1)d1][M1p] +
∑
k>1
[N(1− rk)dk][Mkp]
)
=
1
Nrb
(
N(1− M1
m+M1
)d1
∑
k
[
N(1− Mk
m+Mk
)dk
]
Mkp
)
=
1
Nrb
(
m
m+M1
NM1pd1 +
∑
k>1
m
m+Mk
NkMpdk
)
=
1
r
(
M1
m+M1
d1 +
∑
k>1
kM
m+Mk
dk
)
= 1
In this case sn = n(1−M) is an estimate of the number of white neighbours
for a node of degree n > 1 and s = (1 −M) for the nodes of degree 1. That
would make Rn = n(1−M)pb a good estimate of the number of transmissions in
a lifetime for a red node of degree n > 1. In the same way R1 = (1−M1)pb
5.8 Chapter Summary
In this chapter we studied a model of SIS dynamics on a network. The SIS
dynamics can be understood as a representation of different processes in a pop-
ulation (not only related to epidemics) such as the spread of a common cold in
a population, the spread of a computer virus on a network, or the phenomenon
of extinction and recolonisation in different graphical areas. We implement the
individuals as a set of nodes and the interaction between the individuals as edges
between the nodes. The nodes and edges form a network in which the spread
process takes place. We define the process in terms of colours as follows: Nodes
can be in either red or white state. A red node will transmit its colour to each
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of its white neighbouring nodes with probability p. A red node will turn spon-
taneously to white with probability b. The aim of these models is to investigate
how the topology of a social network affects the ”spread of the colour red” in the
network.
We implement networks with three different topologies in which the process
takes place. The first network is a Symmetric Graph 5.4, for which we give a
formal definition in Section 5.2. The mathematical model says that the steady-
state of the red colour is given by equation 5.2 which has two fixed points, r1 = 0
and r2 ≈ 1− bDp . Using the Lemma of the Fixed Points 4 we get to the conclusion
that when ln 1
(1−p)D > b the fixed point r1 = 0 is unstable and the fixed point r2
is stable. On the other hand, if ln 1
(1−p)D <= b the fixed point r1 = 0 is stable and
r2 unstable. That means that when ln
1
(1−p)D > b the system is in an ”endemic”
state (i.e. there are always red nodes in the system) and the number of red nodes
in the system is given by r2. However, if ln
1
(1−p)D <= b the red colour would
disappear form the system, regardless of the initial number of red nodes in the
network.
The second network topology we implement is the called ER-Random Graph
5.5, which is formed by first creating N nodes and then choosing each possible
edge in the network with independent probability d. This makes the average
number of neighbours per node in the network asA = d(N−1). The mathematical
analysis says that the dynamics of the system is given by equation 5.7, which has
two fixed points r1 = 0 and r2 ≈ 1− bAp . Using the Lemma of the Fixed Points 4
we get to the conclusion that when ln 1
(1−p)A > b the fixed point r1 = 0 is unstable
and the fixed point r2 is stable, and if ln
1
(1−p)A <= b the fixed point r1 = 0 is
stable and r2 unstable. That means that if ln
1
(1−p)A > b then the system is in an
”endemic” state (i.e. there are always red nodes in the system) and the number
of red nodes in the system is given by r2. However, if ln
1
(1−p)A <= b the red colour
would disappear form the system, regardless of the initial state of the system.
The third topology we studied is the scale-free network 5.6. The network
is built using the Baraba´si Albert network model (or BA model) (15) using a
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preferential attachment rule. The network will have a total of N nodes, and each
time we add a new node to the network, it will initially connect to c neighbours.
For analysing mathematically the process in this network topology we create four
different mathematical models.
• The first model is the same as in ER-Random Graph model in which the
average number of neighbours per node is given by A = 2c, where the fixed
points of the system are the same as before r1 = 0 and r2 ≈ 1 − bAp , and
the stability analysis is also the same as the models stated before.
• First Mathematical Heterogeneous model is presented in Section 5.6.3 and
considers the fact that nodes of different degrees have different probabili-
ties to get the colour red transmitted. The dynamics of the system in its
steady-state is estimated by equations 5.9 and 5.10. We have r = 0 as one
fixed point but the solution for the second fixed point cannot be solved an-
alytically. It has been solved numerically with Maple 12, but only for some
parameter values. The analysis of the stability of the fixed points says that
when 2cp
b
< 1 we have that r = 0 is unstable and r =
∑
n rndn with rn =
nr
m+nr
is stable so the system is in an endemic state, and when 2cp
b
> 1 the
fixed point r = 0 is stable, and we will get to a red free state.
• The Extension of the First Mathematical Heterogeneous model is presented
in Section 5.6.4. It is a model of a network in which the nodes has a
minimum number of neighbours c = 1. This mathematical model considers
the fact that nodes of degree 1 are not connected to nodes of degree 1,
so the probability to get transmitted the colour red from another node of
degree 1 is 0. This makes the probability to get the colour transmitted
(for a node of degree 1) as:
∑
i>1
dk
1−d1 where dk is the probability that a
randomly chosen node has degree n. This gives us a mathematical system
defined by the equations 5.16, which gives r = 0 as one fixed point. The
second fixed point should be deduced from equations system, but we have
not been able to solve the system analytically. However, we have been able
to solve it numerically with Maple 12 for all relevant values. We have not
made an analysis of the stability of the fixed points.
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• The fourth mathematical model is called the Second Mathematical Het-
erogeneous model 5.6.5 and it comprises the fact that nodes with different
degrees have different probability to get transmitted the colour red (as in
the two previous models), and the fact that red nodes of higher degrees
have more probabilities to transmit its colour because they are connected
to more neighbours. The mathematical system is given by equation 5.23.
One fixed point is r = 0 and the second has to be deduced from the equa-
tions above. We have not been able to solve this system analytically or
numerically. Pastor-Satorras and Vespignani (72; 73) have solved this sys-
tem analytically by approximating the degree distribution dk ≈ 2c2k3 and by
approximating the infinite sum in equation 5.23 to an integral. The result
they get is an estimation of the number of red nodes as ρ = 2e
−b
cp . In their
analysis they conclude that for scale-free network models which have a de-
gree distribution with exponent 2 < γ ≤ 3 the fixed point r = 0 is always
unstable, so once there is colour red in the network the colour is going to
remain in the network forever.
• The last mathematical model is an Extension of the Second Mathematical
Heterogeneous model 5.6.6. It is a model of a network with c = 1 and
it takes into account the fact that nodes of degree 1 are not connected to
other nodes of degree 1. The system is defined by equations 5.30. One
of the fixed points is r = 0 and the other has to be deduced from the
system. Unfortunately we have not been able to solve it analytically or
numerically. However, we have successfully studied the stability of the fixed
points coming to the same conclusion as Pastor-Satorras and Vespignani;
for our scale-free network models, which have a degree distribution with
exponent 2 < γ ≤ 3, the fixed point r = 0 is always unstable. This implies
that once the colour red is in the network, it remain in the network forever
regardless of the probabilities to become white, or to transmit the colour.
As part of our interests we also investigate the effective reproductive rate R
in our systems 5.7. We make a mathematical analysis for the three different
network topologies. All the mathematical models estimate the average number
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of transmissions in a lifetime per red node in the network R = 1, regardless of
the values for p, b or even the network topology. We have also estimated the
average number of transmissions in a lifetime for nodes of degree n in a scale-free
network with c = 1 as Rn = n(1−Mn)pb , with Mn defined as in the Extension of
the Second Mathematical Heterogeneous model 5.6.6.
One of the first questions of this thesis is to understand how accurate our
mathematical analysis is and what information we can infer from the analysis
about the dynamics of the models. In the next Chapter 4.1 we present several
experiments and contrast the results of this simulations with the outcomes of the
mathematical analysis of each model. The experiments are normally set with a
large number of nodes in the networks, as we know that the mathematical model
reflects the behavior of an infinite population.
We intend to test the mathematical models created for the Symmetric Graph
model and the ER-Random model, investigating its accuracy for different values
of the probabilities b and p and different number of neighbours per node. We
also want to investigate the accuracy of the analysis of the stability of the fixed
points.
We will also run experiments for scale-free networks with minimum number
of neighbours per node being c = 5 and c = 1. We want to study the accuracy of
our mathematical estimations by the First Mathematical Heterogeneous model
and its Extension. We are looking both at the estimation of the total number
of red nodes in the network r, and the number of red nodes of different degrees
rn. We also compare the values of r estimated by different mathematical models,
including the approximation by Pastor-Satorras and Vespignani, for a network
with minimum number of neighbours per node being c = 1.
We finally run experiments in scale-free networks with different minimum
number of neighbours per node and different values b and p studying the effective
reproductive rate R in all of them. We also test our estimation of Rn for a
scale-free network with c = 1.
130
Chapter 6
Experiments and Results
This chapter presents a set of experiments that we run in order to investigating
how accurate our mathematical models are and to study how some parameters
affect the asymptotic behaviour of the systems modelled.
6.1 Symmetric Graph - Experiments and Re-
sults
We have created a symmetric graph of 100 × 100 nodes with the form of a 2
dimensional lattice, (so each person is connected to people that are right on top,
below, right or left of him) with the depth of the connections being 4, (so the
degree of connections D of each person is 16). We set the probability to pass the
colour between two connected nodes as p = 0.002 and the probability to recover
back to white as b = 0.0005. The starting number of red nodes is 1,000, i.e. 10%
of the set of nodes. The mathematical model that corresponds to the simulation
used for this experiment 5.4 estimates that, when the simulation reaches its steady
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state, the proportion of red nodes under these conditions is 0.75, or a total of
7.500 red nodes in the network.
We can see that the mathematical solution is very accurate in this case. As
the simulation runs, the number of red nodes in the simulation increases. At
some point the values don’t increment any more, but oscillate smoothly around
a value, which we will call attractor. This attractor seems to be very close to
the expected value given by the result of the mathematical model. We can also
observe the result of running 100 runs of this experiment and taking the average.
The line that follows this graph is very smooth and it clearly stabilises at the
expected point.
(a) Single run (b) Average of 100 runs
Figure 6.1: The horizontal axis represents time ranging from 0 to 5,000. The
vertical axis represents the number of red nodes in the system. Experiment in
a 100 × 100 lattice with depth = 4, b=0.0005, p=0.002. The initial proportion
of red nodes in the simulations is 10%. In both graphs we show two lines, one
representing the estimated number of red nodes when the model is in its steady
state, given by the mathematical model, and the solution of the simulations in a)
one single run and b) the average of 100 runs.
Figure 6.2 shows what happens if we change the values of b and p leaving the
ratio b/p fixed (leaving the expected proportion of infected people in r=0.75).
Parameters b and p will vary according to table 6.1. The number of red nodes in
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the simulation oscillate around different attractors depending on the values for b
and p and as we increase the values of b and p, the distance between the model’s
attractor and the mathematical solution increases.
p b
experiment 1 0.0005 0.002
experiment 2 0.005 0.02
experiment 3 0.01 0.04
experiment 4 0.02 0.08
experiment 5 0.03 0.12
experiment 6 0.04 0.16
experiment 7 0.05 0.2
Table 6.1: Combinations of values for b and p used in the experiment below.
This means that the mathematical model would be accurate only if both the
probability p to pass the colour red from one node to another and the probability
b to go back to white are very small. As the probabilities increment in value the
mathematical model looses its predictive power and the number of red nodes will
be smaller than expected by the mathematical solution. The reason for this may
be the use of approximation 1 − (1 − p)rD ≈ prD in the analysis of this model,
since this approximation works best when p is very small. It is interesting to see
that, even though the mathematical model does not predict well in some cases,
it seems to be an upper bound of the number of red nodes in the system.
In Figure 6.3 we can also observe that as the values of b and p increase,
the oscillations of the models’ results around its respective attractors get wider,
larger and more sharp and sudden as b and p increase. An explanation for this
phenomena may be that, as the probabilities to change state (white to red or red
to white) get larger, it is more common to have greater differences in the values
of the simulation between consecutive time steps, so we can observe there are
sudden changes in the simulation in short time periods. This phenomenon can
also be observed in Figure 6.4 where we show the standard error of the average
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Figure 6.2: Experiment in a 100× 100 lattice with depth = 4, b/p = 4. Average
of 100 runs. The vertical axis represents the total number of red nodes in the
system. The horizontal axis represents time for different values of b and p. We
change the values of b and p, leaving b/p constant. The expected number of red
nodes in the system, given by the mathematical model, is 7,500 in all cases. As
b and p increase, the mathematical model looses its predictability power.
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of 100 runs for experiments with p=0.0005, p=0.005 and p=0.05; it shows how
the standard error reaches higher values as p increases.
Figure 6.3: The vertical axis represents the total number of red nodes in the
system. The horizontal axis represents time t for three different sets of values for
b and p. The parameter values are: depth = 4, and: b=0.002, 0.02, 0.2 and p =
0.0005, 0.005, 0.05 respectively. t goes from 4,000 to 5,000 (i.e. the last 1,000 of
each run). As b and p increase, the oscillations of the number of red nodes around
its expected value (given by the mathematical model) get larger and sharper.
We are also interested in studying the effect of parameter D (number of neigh-
bours of each nodes) in the simulation. We are again working with a 100 × 100
lattice in which the nodes are connected to other nodes situated next above,
below, left and right with depth D′. The degree of each node is D = 4 ∗ D′.
We will run experiments for values of D′ from 2 to 20 every 2. We run this
experiment 100 times and we calculate the average. For this experiment we fix
the probabilities to b = 0.03 and p = 0.0025. The result of this experiment can
be observed in Figure 6.5. We can see the results of the simulation in different
colours for different values of the depth D′. We can also see, for each value of
D′, two lines that represent 1.- the average of each run in the last 3,000 steps,
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Figure 6.4: The vertical axis represents the standard error of the average number
or red nodes, when we average 100 runs. The horizontal axis represents time t
for three different sets of values for b and p. The parameter values are: depth =
4, and: b=0.002, 0.02, 0.2 and p = 0.0005, 0.005, 0.05 respectively. t goes from
4,000 to 5,000 (i.e. the last 1,000 of each run). As b and p increase, the standard
error of the simulation, in respect to the average of 100 runs, gets larger.
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which can be considered as the attractor of the simulated system, and 2.- the
mathematical solution for each D. As we can see in this figure the solution given
by the mathematical model is more accurate as D increases in value.
Figure 6.5: The vertical axis represents the number of red nodes. The horizontal
axis represents time (t from 0 to 1,000) for different values of D′ (D′ form 2 to
20 with increments of 2). The simulations are set with 10% initial number of red
nodes, p = 0.0025 and b = 0.03. We can see that as D increases, the predictability
power of the mathematical solution looses its power.
In Figure 6.6 we can see a better representation of this phenomena. The values
of Figure 6.6 are the absolute value of the difference between the mathematical
solution and the attractor of the simulation, divided by the mathematical solu-
tion1 so these values are dimensionless and easier to compare between them for
different values of D. We call this value Error. When the value Error is 0 that
means that the mathematical solution and the simulation value are the same,
and when its value is 1 it means that the mathematical model is positive and the
simulation result is 0. For value D = 2 the mathematical solution is the same as
1Error=
∣∣∣Math - SimMath ∣∣∣ where ”Math” is the mathematical solution and ”Sim” is the average
result of 100 runs of the simulation.
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Figure 6.6: The vertical axis represents the Error or difference between the math-
ematical solution and the experiments attractor when the simulations are in its
steady state. The horizontal axis represents the depth of connections in the lattice
D′. We can see that the Error decreases as D′ increases its value.
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the simulation run because the degree D is too small to let the colour red spread
in the network (as predicted by the mathematical model). However, in the rest
of the runs we can see the relation between the value D′ and the accuracy of the
mathematical solution.
Figure 6.7: The vertical axis represents the total number of red nodes when the
simulation is in its steady state. The horizontal axis represents the value of the
parameter b in each simulation. The value of b changes from 0 to 0.06. at 0.0004
intervals. The simulations are 100×100 lattice models with D=16 and p=0.0025.
The simulations are run for 5,000 time steps in order to make sure that they are
in its steady state. We compare the attractor of the simulations results with
mathematical solutions.
We have run several experiments in a 100× 100 lattice with parameter values
for D′ = 4 (D = 16) and p = 0.0025, making one run for each value of b
between 0 and 0.8 increasing b at 0.004 intervals. For each value of b we have
run 56 experiments and calculated the average. The result of this average is
shown in Figure 6.7 in green. The propose of this experiment is to compare the
results of this simulation and the mathematical result regarding the stability of
the fixed points r1 = 0 and r2 ≈ bDp . The mathematical model says that, if
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b >= Dp, then the fixed point r1 = 0 is stable and, when b < Dp, the fixed
point r2 ≈ bDp is stable. In Figure 6.7 we can see in red the different expected
fixed points of the mathematical model as the parameter b changes. We can see
that, at first, the values in these averages are very close to the fixed points of the
mathematical model. As b increases, the averages of the simulation drop faster
than the fixed points of the mathematical model. We have seen this effect in
previous experiments shown in Figure 6.2. We can see that the averages of the
simulation runs reach the value 0 at around b = 0.035. As we said previously, we
can observe that the number of red nodes in the simulation is equal or less than
the number of red nodes expected from the mathematical model, so the fixed
point of the mathematical model could be used as an upper bound of this value.
The analysis of the stability of the fixed points r = 0 and r = 1− b
Dp
said that, for
b < ln 1
0.997516
= 0.0400500835, the fixed point r = 0 is unstable and r = 1 − b
Dp
stable. However, looking at the experiments results, the asymptotic value of the
average number of red nodes seems to drop faster than expected as we approach
the value b ≈ 0.035, and the point r = 0 seems to be stable for values b > 0.035.
6.2 ER-Random Graph - Experiments and Re-
sults
In the first set of experiments we created an ER-Random Graph of 10,000 nodes
with density d = 0.0016, which give us an average number of edges of approx-
imately A = 16. We use different probabilities b and p according to the same
table used in the Symmetric Graphs 6.1. These values keep the ratio b/p = 4 and
therefore, following the mathematical model, we have that the expected number
of red nodes in the simulation is 7.500 nodes, for ever set of values b, p. In Fig-
ures 6.8 we can see the results of this experiments. In the first figure we show
one single run for each set of values b and p. In the second graph we show the
average of 100 runs for each set b, p. The results are very similar to the ones
for Symmetric Graphs, as we increase the probabilities b and p, the simulation
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(a) Single runs (b) Averages of 100 runs
Figure 6.8: Experiment in a ER-Random Graph of 10,000 nodes with density
d = 0.0016. The vertical axis represents the total number of red nodes in the
system, for single runs in the first graph and for the average of 100 runs in the
second graph. The horizontal axis represents time for different values of b and p.
We change the values of b and p, leaving b/p constant. The expected number of
red nodes in the system, given by the mathematical model, is 7,500 in all cases.
We compare the result of the simulations with the expected number of red nodes
in the system when it is in its steady state, given by the mathematical model.
As b and p increase, the mathematical model looses its predictability power.
141
6. EXPERIMENTS AND RESULTS
results get more distant from the mathematical solution, being the mathematical
solution an upper bound of the simulation results.
Figure 6.9: Results of simulations run in a ER-Random graph with 10,000 nodes
and density d = 0.0016. The vertical axis represents the total number of red
nodes in the system. The horizontal axis represents time t for three different sets
of values for b and p. The values of b and p are: b=0.002, 0.02, 0.2 and p =
0.0005, 0.005, 0.05 respectively. t goes from 4,000 to 5,000 (i.e. the last 1,000 of
each run). As b and p increase, the oscillations of the number of red nodes around
its expected value (given by the mathematical model) get larger and sharper.
We can also observe in single runs (Fig. 6.9) that, as values for b and p get
larger, the oscillations of the simulation results around the different attractors
get larger and more sudden. We also see in Figure 6.10 that the standard error
of the average of the 100 simulation results is higher for larger values of b and
p. These are the same results we have seen for the Regular Symmetric Graph
experiments.
In this experiment we study what are the effects on the simulation when we
change the density of the model d. By changing the density d, the total number
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Figure 6.10: Results of simulations run in a ER-Random graph with 10,000 nodes
and density d = 0.0016. The vertical axis represents the standard error of the
average number or red nodes, when we average 100 runs. The horizontal axis
represents time t for three different sets of values for b and p. The values of b
and p are b=0.002, 0.02, 0.2 and p = 0.0005, 0.005, 0.05 respectively. t goes from
4,000 to 5,000 (i.e. the last 1,000 of each run). As b and p increase, the standard
error of the simulation, in respect to the average of 100 runs, get larger.
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Figure 6.11: Results of simulations run in a ER-Random graph with 10,000 nodes
b = 0.03 and p = 0.0025. The vertical axis represents the Error or difference
between the mathematical solution and the experiments attractor when the sim-
ulations are in its steady state. The horizontal axis represents the density of the
graph d (d varies form 0.002 to 0.012. We can see that the Error decreases as d
increases its value.
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of edges in the network will increase and, therefore, the average number of edges
per node will be higher. This would correspond in the Regular Symmetric Graph
to an increase in the number of edges per node D. The result of increasing d in
this model are almost the same as increasing D in the Regular Symmetric Graph
model. We can see the same results as in the previous model. As we increment
the degree of the network d from 0.002 to 0.012 we see a decrease in the difference
between the mathematical result and the simulation result.
We have run several experiments in a 100 × 100 ER-Random Graph with
parameter values for d = 0.0016 and p = 0.0025, making one run for each value
of b between 0 and 0.8 increasing b at 0.004 intervals. For each value of b we
have run 45 experiments and calculated the average. The result of this average is
shown in the Figure 6.12, in green dots. The red dots are the different expected
fixed points of the mathematical model as the parameter b changes. We can see
that in general, all the values in these averages are very close to the fixed points
of the mathematical model. The average of the simulations is a bit lower than the
mathematical solution in the middle points of the interval [0,0.4]. However, they
seem to be very accurate when b is close to 0 or close to 0.4. For those middle
points of the interval [0,0.4] we can still consider the mathematical model as an
upper bound of the simulation result.
One of the results of the mathematical analysis was the stability of the fixed
points of the model fixed points r = 0 and r = 1− b
Ap
. This analysis said that
• When ln 1
(1−p)A > b, the fixed point r = 0 is unstable and the second fixed
point, given by running the equation 5.1, (which can be approximated with
r = 1− b
Dp
) is stable.
• When ln 1
(1−p)A < b, the fixed point r = 0 is stable, and there are no other
fixed points in the system.
That means that for values p = 0.0025 and A = 16 we would find that, if
b < ln 1
0.997516
= 0.0400500835, the fixed point r = 0 is unstable and r = 1 − b
Dp
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Figure 6.12: Results form a 10,000 ER-Random Graph model with d= 0.0016
and p=0.0025. We compare the attractor of the simulations results after a long
run with mathematical solutions. The value of b changes from 0 to 0.06.
stable. Looking at the experiments results, the point r = 0 seems to be stable
from about b = 0.4 as expected by the mathematical model.
In Figure 6.13 we can compare the results of this experiment in the two
network topologies we have studied. We can see clearly that, although for small
values of b the results for an ER-Random Graph model seem to drop faster than
the Regular Symmetric Graph, over all, the results for an ER-Random Graph
seem to be better as they get closer to the mathematical solution as b increases,
while the results for a Symmetric Graph drop faster and don’t get close to the
mathematical solution for larger values of b. This is a surprising result because,
although we are virtually using the same mathematical model, the ER-Random
Graph is more complex than the Symmetric Graph. Also, in the mathematical
model of the ER-Random Graph we were not considering the exact number of
neighbour per node, but just an average, as in this graph different nodes have
different number of neighbours. An explanation of this phenomenon may be the
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Figure 6.13: Comparing results form a 10,000 ER-Random Graph model with d=
0.0016 and p=0.0025, a 100× 100 lattice network with D=16 and p=0.0025 and
the mathematical solution. The value of b changes from 0 to 0.06.
following: We know that an ER-Random Graph has a short path connectivity
(99) and that may help the process to be transmitted differently around the
network (68), and it is in that sense perhaps more similar to a ”perfect mixing”
in which all individuals interact with each other with the same probability. Also,
the Symmetric Graph has a high clustering coefficient (99). The proportion of red
nodes around a node that is red itself is much higher than in the total population.
Therefore, the number of white nodes in the immediate neighbourhood of a red
node is strongly constrained. That makes the transmission process to be much
slower, and the probability for the simulation to get into the absorbing state r = 0
is much higher than in a network with low clustering coefficient (94).
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Figure 6.14: These graphs shows solutions for a scale free network with minimum
number of edges being c = 1 and having a total of 20,000 nodes. The values of p
and b are p = 0.001 and b = 0.002. The vertical axis represents the total number
of red nodes in the system and the horizontal axis represents time. In the graph
we compare 1.- the results of a simulation run over 10,000 time steps with an
initial number of red nodes of 100%, 2.- the expected number of red nodes when
the system is in its steady state, given as a solution of the analysis of the First
Mathematical Heterogeneous model, and 3.- the results of dynamical equations
given by the First Mathematical Heterogeneous model.
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(a) Degree 1 (b) Degree 2
(c) Degree 3 (d) Degree 4
Figure 6.15: These graphs shows solutions for a scale free network with minimum
number of edges being c = 1 and having a total of 20,000 nodes. The graphs
represent the same as in Figure 6.14 but specifically for the total number of red
nodes of degrees 1, 2, 3 and 4.
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6.3 Scale-Free networks - Experiments and Re-
sults
In this experiment we create a network of 20,000 nodes using the rich get richer
algorithm and adding one node and one edge at a time. The probability to
transmit the red colour is p=0.001 and the probability to go back to white colour
is 0.002. We run this experiment for 10,000 time steps.
We also run the mathematical equations that we analysed for this model
(5.16) given by the extension of the First Mathematical Heterogeneous model, so
we can compare how the number of red nodes changes over time in the two cases.
In Figure 6.14 we have the simulation run in red colour and the mathematical
equations running in grey colour. We also have the expected asymptotic value of
the number of red nodes in the system (solution of the mathematical equations
5.21) in blue. We can see the results of the simulation are very close to the
mathematical model. In Figure 6.15 we have four different subgraphs showing
the same results for four different degrees. We can see that the mathematical
model’s results are very accurate in both the run of the mathematical equations,
and the calculation of the asymptotic value of the red nodes in the system.
In this experiment the scale-free network was created by adding 5 edges for
each new node, following the rich get richer rule. The mathematical model is
slightly different, but it is still very accurate in its prediction. In Figure 6.16
we present the results of a simulation of a scale-free network of 20,000 nodes,
with p=0.001 and b=0.002. The initial number of red nodes is 20,000 and the
simulation is run for 10,000 time steps. In Figure 6.17 we show the results of the
same experiment for nodes of degrees 5, 6, 7 and 8. We compare these results with
the First Mathematical Heterogeneous model. We can see how the mathematical
equation and the mathematical solution of the asymptotic value of the system
are very accurate.
We have also tested what is the effect of changing the values b and p leaving
150
6.3 Scale-Free networks - Experiments and Results
Figure 6.16: These graphs shows solutions for a scale free network with minimum
number of edges being c = 5 and having a total of 20,000 nodes. The values of p
and b are p = 0.001 and b = 0.002. The vertical axis represents the total number
of red nodes in the system and the horizontal axis represents time. In the graph
we compare 1.- the results of a simulation run over 10,000 time steps with an
initial number of red nodes of 100%, 2.- the expected number of red nodes when
the system is in its steady state, given as a solution of the analysis of the First
Mathematical Heterogeneous model, and 3.- the results of dynamical equations
given by the First Mathematical Heterogeneous model.
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(a) Degree 5 (b) Degree 6
(c) Degree 7 (d) Degree 8
Figure 6.17: These graphs shows solutions for a scale free network with minimum
number of edges being c = 1 and having a total of 20,000 nodes. The graphs
represent the same as in Figure 6.16 but specifically for the total number of red
nodes of degrees 5, 6, 7, and 8.
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m = b/p (and therefore the estimated number of red nodes) constant. We have
seen that, unlike for the Symmetric Graph and ER-Random Graph models, in
the case of scale-free networks this changes do not affect the behaviour of the
system. We have tested this effect in both networks created by adding one edge
per node and networks created by adding five edges per node.
Figure 6.18: Results of a scale free model of 20,000 nodes formed by adding 1
node at a time (c=1), when p = 0.001. The vertical axis represents the proportion
of red nodes in the model when it is in its steady state, and the horizontal axis
represents the value of m = b/p which ranges from 0 to 4.8 (as b ranges from 0 to
0.0048). In this graph we compare three different mathematical models and the
simulation results.
In Figure 6.3 we can compare the results for three different mathematical
models and the simulation results. The models represent a network formed by
adding one edge at a time. The mathematical models are 1.- the mathematical
mean-field model, 2.- the extension of the First Heterogeneous model, and 3.- the
approximation of the Second Heterogeneous model used by Pastor-Satorras and
Vespignani in (73) and (72) (we have been unable to solve analytically or numer-
ically the so called second heterogeneous model, or the extension of this second
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heterogeneous model). We can see that the mean-field mathematical model is not
a good estimation. The first homogeneous mathematical model is a good approx-
imation of the disease dynamics in this network, only for low values of m = b/p.
We can see how the stable fixed point of this mathematical model reaches 0 at a
value around 3. However, experiments show that the simulation does not reach
the fixed point 0. The last mathematical model comes to an agreement with this
phenomena.
6.4 Effective Reproductive Rate
In this section we present the results of calculating the average number of trans-
missions in a lifetime of the red nodes in different network structures, and for
different parameters p and b. In order to calculate this value we look at each red
node during its whole lifetime, i.e. until it becomes white again, counting how
many times a red nodes transmits the colour red to its white neighbours. At each
time step we look at all those nodes that go back to white state, and calculate
the average number of transmissions that those nodes have made during their
lifetime.
In Figures 6.19 and 6.20 we show the results obtained for running simulations
in an ER-Random Network of size 10,000 and density d = 0.0016 (Figure 6.19)
and a Symmetric Graph of 100 × 100 nodes, each node having 16 neighbours
(Figure 6.20). The initial number of red nodes in both cases is 20%. Also in both
cases we have tried different parameters p=0.02 and b=0.05 and p=1, b=0.05. In
all cases, even using the extreme values p = 1 the average number of transmissions
per node in a lifetime, after the simulation has run a certain time, is 1 (or very
close to it) in all cases.
In Figure 6.21 we show the results obtained by running a simulation of a scale-
free network built by adding 2 edges per new node following the rich get richer
rule. We can see 4 Sub-figures showing results of different parameter values. In
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(a) p=0.02, b=0.05 (b) p=1, b=0.05
Figure 6.19: Simulation run in a ER-Random Network of size 10,000 and density
d = 0.0016. Initial number of red nodes is 20%. The vertical axis represents the
average number of transmissions for each red node that has been just transformed
to white. The horizontal axis represents time. The red dots represent the results
of the simulation at each time step and the blue line is the average of these results
over the last 500 steps.
(a) p=0.02, b=0.05 (b) p=1, b=0.05
Figure 6.20: Symmetric Graph of size 100 × 100 with 16 number of neighbours
per node. Initial number of red nodes is 20%. The vertical axis represents the
average number of transmissions for each red node that has been just transformed
to white. The horizontal axis represents time. The red dots represent the results
of the simulation at each time step and the blue line is the average of these results
over the last 500 steps.
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(a) Initial red nodes 1, p=1, b=0.1 (b) p=0.01, b=0.02
(c) p=0.01, b=0.002 (d) p=0.001, b=0.002
Figure 6.21: Reproductive rate of the simulation for different ps and bs in a Scale
Free network with 500,000 nodes and c = 2. Initial number of red nodes is 20%.
The vertical axis represents the average number of transmissions for each red
node that has been just transformed to white. The horizontal axis represents
time. The red dots represent the results of the simulation at each time step and
the blue line is the average of these results over the last 50% of the total run
time.
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the first sub-figure we set up the model so that there is only one red node in the
system. The probability to transmit the red colour red p is 1, and the probability
to go back to white is b=0.1. As we can see in the graph, the system starts with
an average of 2 transmissions per node each time step, but then soon it goes down
and oscillates around the value 1. In the sub-figures 6.17 we show in blue the
average number of transmissions in a lifetime. This average is created using the
last 50% steps in the simulation run.
Figure 6.22: Reproductive rate of the simulation for different ps and bs in a
Scale-Free network with 500,000 nodes, and c = 1, b=0.001 and p=0.001. Initial
number of red nodes is 20%. The vertical axis represents the average number of
transmissions for each red node that has been just transformed to white. The hor-
izontal axis represents time. The red dots represent the results of the simulation
at each time step, clearly approaching 1.
For the scale-free network models we also run a simulation with 500,000 nodes
created by adding 1 edge per node. The probability to transmit the colour red
is p = 0.001 and the probability to go back to white is b = 0.001. We run this
experiment for 20,000 time steps, although we have only recorded the data every
100 steps. The initial number of red nodes in the simulation was 20%.
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Figure 6.23: Different values Rs for a run made in a scale-free network with
minimum number of edges = 1. The network has 500,000 nodes, b=0.001 and
p=0.001. The green line represents the reproductive rate for nodes of degree 1,
R1, the blue line represents the reproductive rate for nodes of degree 2, R2, and
so on.
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Figure 6.24: Asymptotic values for each Rn, in red, compared to the estimated
value of this Rs given by 1.- the Extension of the First Heterogeneous model in
blue and 2.- an estimation based on the solutions of the analytical approximation
to the Second Mathematical Heterogeneous model used by Pastor-Satorras and
Vespignani, in green.
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The results of this experiments show how the average number of transmissions
per red node during its lifetime, R, approaches 1 as the simulation runs (see Figure
6.22). We can also see in Figure 6.23 how nodes of different degrees transmit the
colour to different number of white nodes (in average) Figure 6.23.
Figure 6.25: Asymptotic values for each Rn, in red, compared to the estimated
value of this Rs given by the Extension of the First Heterogeneous model, in blue.
In Figure 6.24 we can see a comparison of two estimations of R given by two
mathematical models. The firs one, in blue, is deduced from our Extension of
the First Mathematical Heterogeneous model and the second, in green is deduced
from the model created by Pastor-Satorras. We can see how, in this case, the
estimation made by the mathematical models is very accurate although our esti-
mation gets closer to the results in the simulation, even for degree 1, which in our
model it follows a different trend from the rest of the degrees. We can also see in
Figure 6.25 that, although higher degrees tend to have less predictable value Rn,
they still follow a trend very close to our mathematical estimation.
We make this same experiment for different probabilities p to transmit the
colour red and for different probabilities b to go back to white state. In all of
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them the effective reproductive rate R is one after the simulation has run for
enough time. All these results come to an agreement with the value R = 1
suggested by (94).
6.5 Chapter Summary
In this chapter we have run several experiments to test the estimations made
by different mathematical models of the SIS dynamics implemented in different
network topologies.
In Section 6.1 we run experiments of a 2 dimensional lattice forming a 100×
100 grid of nodes with a torus shape. We calculated the fixed points of the
system and analysed their stability. The experiments show that the mathematical
estimation is really good when probabilities b and p are very small, but it is not so
accurate when they get higher values. We have also observed that if the number
of neighbours per node D is high enough, the estimation is again very accurate,
but not so much as D gets smaller. We have finally contrasted the stability of the
fixed points of the mathematical model with the behaviour of the simulation. We
have observed that the simulation tends to have r = 0 as steady-state for values
of m = b/p lower than estimated by the mathematical analysis.
In Section 6.2 we run experiments with graphs of 10,000 nodes and density
d = 0.0016. We have observed that the mathematical model is very accurate when
probabilities b and p are very small and looses accuracy as p and b increase in
value. We have also seen that the mathematical estimation of red nodes is much
better for large values of d than for lower values. We have then compared the
capacity to predict the steady-state of the model as we fix all parameters except
b and the stability of the fixed points. We have observed that the mathematical
model is very accurate in this case. Surprisingly the mathematical model is much
more accurate in the ER-Random Graph than in the Symmetric Graph. The
reason for this may be the contrast of short path connectivity property of the
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ER-Random Graph model, which accelerates the spread of the disease, and the
high clustering of the Symmetric Graph model which makes it slower.
In Section 6.3 we first run a simulation of a network with minimum number
of neighbours per node being 1. We compare the results with the estimations
given by the Extension of the First Heterogeneous Mathematical model. We can
see that the estimations are very accurate both for the total number of red nodes
in the network and for the number of red nodes of different degrees 1, 2, 3, and
4. We then run experiments for a network with minimum number of neighbours
per node being 5 and compare it with the First Heterogeneous Mathematical
model obtaining again very accurate results. We have then run an experiment
in which we fix all parameters except b which ranges from 0 to 0.0045. Here we
compare three mathematical models and the simulation in order to investigate
the predictive power of each of them to estimate the total number of red nodes
and to observe the stability of the fixed points. We can see that the mean-field
approximation is the less accurate of all. We can also see that the Extension of
the First Mathematical model is accurate when b is very low, but it looses its
predictable power for values of b/p > 2. The best estimation in terms of the
total number of red nodes in the network is given by the approximation used
by Pastor-Satorras and Vespignani (72; 73), mainly for high values of b/p. We
can see that the simulation seems to remain in an endemic state for any value
of m = b/p, as predicted by Pastor-Satorras and Vespignani’s model and also
predicted by the Extension of the Second Mathematical Model.
In Section 6.4 we run experiments to investigate the estimation of the effective
reproductive rate R in the simulation. We can see that in all cases, regardless
of the topology of the network, and regardless of the probabilities p and b, the
value of R reaches 1 when the simulation has run for long enough. In the case of
scale-free network we have also observed that the effective reproductive rate for
different degrees Rn has different values, so nodes of higher degree transmit the
disease to more neighbours. We also compare how the estimated value for different
Rn follows the trend of the simulation results, and it is a better approximation
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than the estimation we made using the expectations from Pastor-Satorras and
Vespignani’s model.
6.6 Conclusions
We have been able to create very accurate mathematical models of the SIS dynam-
ics implemented in different networks and formulate very precisely the properties
of the systems. We have been able to make an analysis of the stability of the
fixed points of most systems, which has helped us understand the behaviour of
the models in its steady-state. We have seen that the approach of grouping the
nodes according to its number of neighbours has great advantages in calculating
the overall number of red nodes in the network, as well as the individual number
of red nodes for each degree. We have also been able to understand how net-
work properties such as short connectivity path or high clustering influence the
transmission process in the network.
During this process we have been able to appreciate the increment of complex-
ity in the mathematical models as the topologies became more complex, specially
for the scale-free network models. We have been unable to solve analytically some
of our mathematical systems such as our two mathematical heterogeneous models
and the respective extensions 5.9, 5.16, 5.23 and 5.30. We have only been able
to solve numerically (and for all relevant parameter values) the Extension of the
First mathematical model 5.9.
We have shown empirically and mathematically that, regardless of the prob-
ability to transmit the red colour p or the probability for a red node to go back
to white state, the average number of transmissions that a red node will do in its
lifetime is just 1. This happens in any of the network topologies studied in this
thesis. This is a remarkably surprising finding and not easy to understand. We
have also shown empirically and mathematically that in a scale-free network, red
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nodes of different degrees transmit its colour to different number of nodes (on
average).
In the process of building these models we have again benefited from taking
a step by step approach mainly in the development and understanding of the
mathematical models for the scale-free networks.
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Chapter 7
Conclusions and Further Work
7.1 Conclusions
In this thesis we have presented models and studied the properties of two different
systems using both simulation and mathematical analysis. In the first part of this
thesis we implemented a model of vector-borne disease with heterogeneous land-
scape, adding movement to the population in the model, in order to understand
how the heterogeneity and the movement of the population has an effect in the
spread of the disease in the population as a whole. In terms of the mathematical
analysis we have successfully used the Heuristic Random Search approach in order
to understand the macro-behavior of the model focusing on its steady-state and
the stability of the fixed points of the mathematical system. In the second part
of this thesis we have implemented a SIS model on different network topologies
studding how the this topologies have an effect in the transmission of the process
in the network. We have also been able to make very accurate predictions of the
steady-state of the network models and understand how different characteristics
of the system affect this process such as clustering, short path connectivity, and
degree distributions. We have also shown empirically and mathematically that in
our models the effective reproductive rate is 1. We have also shown empirically
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and mathematically that the number of transmissions made by a red individual
in a scale-free network is directly proportional to the number of neighbours this
individual has in the network.
In both cases, vector-borne disease model and SIS model on a network, we have
been able to create very accurate mathematical models formulating very precisely
the properties of the systems. We have been able to make an analysis of the
stability of the fixed points of most systems, which has helped us understand the
behaviour of the models in its steady-state. However, we have also observed that
the complexity of the mathematical models increases rapidly with the complexity
of the model. In some cases we have been unable to solve the motion equations
analytically and/or numerically and in other cases we have been unable to carry
out a mathematical analysis of the stability of the fixed points.
In both models it has been clear that the strategy of carrying out an incremen-
tal implementation with increasing complexity of the models has great advantages
for the understanding of the more complex models. By creating the simulations
and the mathematical models in parallel we have found that having two parallel
representations of the system has been crucial for the understanding of the be-
havior of the model. Both approaches have been used to verify the outcome of
one another and to give an insight of what they should look like.
In this thesis we have also presented the Lemma of the Fixed Points that was
found to be very useful in the analysis of the stability of fixed point of many of
our models.
7.2 Further Work
There are many possible areas in which the work in this thesis could be developed
further. In the vector-borne disease model it would be interesting to investigate
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how immunity would affect the dynamics of the disease. It would also be of
great interest how vaccination may modify the spread of the disease. It can be
a vaccination targeted to only one sort of patch, or to all of them with different
intensities, given that vaccination is a restricted resource in every country.
Regarding the models of SIS dynamics on a network, it would be interesting
to investigate other characteristics present in social networks such as clustering,
and how that affects the dynamics of the system in general, also paying also
attention to the basic reproductive rate and the effective reproductive rate of the
transmitted process. It would also be very desirable to extend the mathematical
models in parallel, trying to incorporate the effects of the clustering coefficient of
a network.
Another very interesting question would be to investigate why an epidemic, in
a scale-free networks with exponent 2 < γ ≤ 3, is always endemic when it is not
the case in other topologies such as Symmetric Graphs or ER-Random Graphs.
It would also be interesting to create a scale-free networks with exponent 3 < γ
using a modification of the preferential attachment rule and observe if, in this
case, the process is not endemic as predicted by the mathematical analysis of the
fixed points of the Extension of the Second Heterogeneous model.
Another interesting aspect of the SIS process would be to add a constant
probability that a white node gets red spontaneously (i.e. without transmission
from a neighbour). This would correspond to someone getting a disease from the
environment (e.g. the first case of swine flu). Or in the ”populating the galaxy”
scenario, it corresponds to the probability that a planet evolves intelligent life by
itself.
I find very interesting the idea of creating a model that involves both the
metapopulation approach and the contact network approach. The idea would be
to divide a population into a set of sub-populations located in different patches
(as in our first model) and, in each patch, model the sub-population as a network
(as in the second model). That would give us a better understanding of how
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movement of people affects the transmission process around a set of local social
networks. However, we would first need to understand how a transmission pro-
cess, such as the SIS dynamics, works in a dynamic network structure in which
we can temporarily remove and add nodes from the network.
In terms of mathematics, it would be desirable to extend the Lemma of the
Fixed Points stated in Appendix A to a multi dimensional motion function G :
IRn → IRn. This Lemma could be used for the analysis of the stability of the
fixed points of the vector-borne disease models presented in the first part of this
thesis.
————————————————————————
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Appendix A
Lemma of the Fixed Points
In this thesis we have presented some models of dynamic systems for which we
have been able to write a master equation describing the dynamics of the system.
The master equations for some of our models are of the form i = f(i) where f is
an operator from [0, A] to [0, A] with A > 0, in some cases A = 1. Our interest in
this thesis is to find out about the fixed points of these systems and their stability
(note that 0 is always a fixed point in the systems described by f). Lemma 4
presented below states that if the function f satisfies certain requirements then:
1 The system has at most two fixed points in [0, A] one of which is 0.
2 If the fixed point 0 is stable then there are no other fixed points in [0, A].
3 If the fixed point 0 is not stable then there is one more fixed point and it is
stable.
Below I explain this lemma in plain English showing some graphs as I explain
it. After that I enunciate and prove this lemma mathematically.
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Let us suppose that f is continuous in IR. Let’s suppose that f(0) = 0,
0 ≤ f ≤ A in [0, A] and f(A) < A.
Let us also suppose that f ′ and f ′′ exist in [0, A] and f ′′ < 0 in [0, A]. That
makes the function concave downward in the interval.
Then we have:
1 If f ′(0) > 1 the functions grows faster than the line x = y at 0, so the
function f must be above the line x = y for positive values close to 0.
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We know that f(A) < A, so function f is below the line x = y at A,
therefore f must cross the line x = y at some point in (0, A). Because f
is concave downwards in the interval, the function can only cross the line
x = y once.
Let r be the point where f crosses the line x = y. We say that r is a fixed
point for f . Looking at the graph it is easy to realise that the growth of f at
the crossing point r must be slower than the growth of the line x = y. That
means that the derivative of f at r must be lower than 1. Therefore if f
satisfies that f ′(r) > −1 then we would have that |f ′(r)| < 1 and therefore
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r would be a stable fixed point for f .
2 If f ′(0) ≤ 1 the growth of f at 0 may be the same as the line x = y or
slower. However, because f ′′ < 0 the values of f ′ will be less than 1 for
positive points close to 0 (though not necessarily at 0). That means that
as soon as x start increasing the growth of f(x) is slower than the growth
of the line x = y around 0 so f will be below the line x = y for positive
values close to 0.
Because f is concave downwards in [0, A] and f grows slower than x = y
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at 0, then f will grow slower than x = y in the whole interval [0, A] and
therefore f will be below x = y in (0, A].
This would mean that f does not have fixed points in (0, A].
In mathematical terms we would say:
Lemma 4. Lemma of the Fixed Points: Let us suppose that f is continuous
in IR. Let’s suppose that f(0) = 0, 0 ≤ f ≤ A in [0, A] and f(A) < A. Let
us also suppose that f ′ and f ′′ exist in IR and f ′′ < 0 in [0, A]. That makes the
function concave downward in the interval.
1 If f ′(0) > 1 there is one and only one point r in (0, A) such that f(r) = r.
For this point r we get f ′(r) < 1, so if f ′ satisfies that f ′(r) > −1 we would
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have that r is a stable fixed point of f .
2 If f ′(0) ≤ 1 then there is not a point r in (0, A) such that f(r) = r. I.e.
there is not a fixed point of f in (0, A).
For the proof of this theorem we use the Mean Value Theorem, the Bolzano’s
Intermediate Value Theorem and another Lemma. These three are stated below.
The proof for the two theorems can be found in any Mathematical Analysis book.
The Lemma and its proof can be found at (17) page 174.
Theorem 1. Mean Value Theorem: Suppose that f is continuous on a closed
interval I := [a, b], and that f has a derivative in the open interval (a, b). Then
there exists at least one point c in (a, b) such that
f ′(c) =
f(b)− f(a)
b− a
Theorem 2. Bolzano’s Intermediate Value Theorem: Let I be an interval
and let f : I → IR be continuous on I. If a, b ∈ I then for any k ∈ IR such
that f(a) < k < f(b) there is a point c ∈ I between a and b such that f(c) = k.
Lemma 5. (from (17), page 174). Let I ⊆ IR be and interval, let f : I → IR, let
c ∈ I, and assume that f has a derivative at c. Then:
a) If f ′(c) > 0 then there is a number δ > 0 such that f(x) > f(c) for x ∈ I
such that c < x < c+ δ.
b) If f ′(c) < 0 then there is a number δ > 0 such that f(x) > f(c) for x ∈ I
such that c− δ < x < c.
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Proof. We have to prove two parts:
1 Let us have f ′(0) > 1
• First we will prove that ∃a ∈ (0, A) such that f(a) > a:
We have that f ′(0) > 1. Therefore, using Lemma 5 we see that there
exists δ > 0 such that if a ∈ (0, δ) then f(a) > a.
• Next we prove that ∃ r with 0 < a < r < A such that f(r) = r:
We have 0 < a < A with f(a) > a and f(A) < A. Let’s define
g(x) = f(x) − x. g is continuous in [0, A] and g(a) > 0 > g(A). For
Bolzano’s Theorem (2) we have that ∃r with a < r < A such that
g(r) = 0 and therefore we have that ∃r ∈ (0, A) with f(r) = r.
• Now we prove that r is unique, i.e. that ∃!r′ 6= r in (0, A) such that
f(r′) = r′. We prove it by contradiction:
We know that f ′′ < 0 in [0, A], therefore f ′ is strictly decreasing. This
means that for two different points x and x′ in [0, A] then f ′(x) and
f ′(x′) cannot be equal.
Let us assume that r with f(r) = r is not unique in [0, A] so ∃r′ 6=
r in (0, A) such that f(r′) = r′. Let’s suppose 0 < r < r′ < A.
For the Mean Value Theorem (1) we know that ∃t ∈ (0, r) such that
f ′(t) = f(r)−f(0)
r−0 = 1 and also ∃t′ ∈ (r, r′) such that f ′(t′) = f(r
′)−f(r)
r′−r =
1. That makes f ′(t) and f ′(t′) equal, which leads to a contradiction.
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Therefore there is only one r in (0, A) that satisfies f(r) = r, and there
is t ∈ (0, r) such that f ′(t) = 1.
• Now we prove that |f ′(r)| < 1:
We proved above that there is one t ∈ (0, r) such that f ′(t) = 1.
Because f ′′ < 0 then f ′ is strictly decreasing in [0, A]. Therefore, as
t < r then 1 = f ′(t) > f ′(r). By hypothesis we know that f ′(r) > −1
and therefore |f ′(r)| < 1.
2 Let us have that f ′(0) ≤ 1.
We prove that @r ∈ (0, A) with f(r) = r and we prove it by contradiction:
We know that f ′′ < 0 in [0, A] which makes f ′ strictly decreasing. Therefore
for any 0 < t < A we get 1 ≥ f ′(0) > f ′(t). This means that there cannot
be a number t ∈ (0, A] with f ′(t) = 1.
Let us assume there exists r in (0, A) such that f(r) = r. We know that
f(0) = 0. Using again the Mean Value Theorem (1) we have a t ∈ (0, r)
such that f ′(t) = f(r)−f(0)
r−0 = 1. This leads to a contradiction, therefore
@r ∈ (0, A) with f(r) = r.
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