Abstract-The pairwise probability of error for trained unitary space-time modulation over channels with a constant specular component and time-varying diffuse fading is derived in this paper. We consider the case where the diffuse channel varies from sample to sample within a symbol according tu a first-order AR model. O u r previous results are reviewed which show that the effect of the time-varying diffuse channel can he described hy a n effective SNR that decreases with time. We derive pairwise probability of error expressions using these effective SNR values, which a r e shown by simulation to accurately describe performance.
I. INTRODUCTION The use of multiple transmit and receive antennas in wireless systems has received significant attention lately because of the high data rates they potentially offer [I] , [2]. Though initial work has dealt with the situation where the receiver (and possibly the transmitter) knows the channel between each transmit and receive antenna, more recent work has focused on the case where to begin with neither the receiver nor the transmitter possess channel state information [3], [ I ] , [5] . This latter scenario is usually dealt with using trained modulation, assuming that the channel is constant between training periods.
All of the above papers assume a piecewise-constant model of the time-varying channel coefficients. Such a model accurately describes the way a channel might appear in a time-division multiple access or frequency-hopping system, and its effects are simple to analyze. However. its inability to account for the memory of the channel make it less attractive in other applications. In addition, the fact that the time-varying channel is not truly piece-wise constant leads to significant modeling errors. In this paper, we examine via a probability of error expression the performance penalty incurred for multiple-antenna trained modulation when the piece-wise constant assumption is violated as the channel changes from sample to To incorporate channel time variation into our analysis, we use multiple first-order Gauss-innovations models to describe the time evolution of the channel coefficients. The model provides a reasonable fit to the temporal properties of physical channel models (such as lakes' [6]) as will be illustrated with simulation sample.
results. Our analysis focuses on the performance of trained spacetime modulation when using unitary code matrices. After reviewing results from previous work (71, [XI which indicates that the effect of the Gauss-innovations model can be described by an effective SNR that decreases with time, we obtain pairwise probability of error expressions for this time-varying Rician channel model.
CHANNEL MODEL
Throughout the paper. we let CN(0,l) denote a zero-mean, unitv;lriance, circularly symmetric complex Gaussian distribution. The Frobenius norm will be denoted by 11. I/F, the expectation operator by E [.] , and the determinant by I I.
A. Fading Channel Model
Our focus is on a flat-fading communications environment with M transmit and N receive antennas, with signal transmission occurring over T time instants. A complex channel coefficient describes the effect of the propagation between each pair of transmit and receive antennas. These channel coefficients are assumed to be independent from element to element across the antenna array, but not temporally white. At each receive antenna, interference and other disturbances add temporally and spatially independent noise to the signal.
We formalize these statements as follows: for m = 1 , . . . , M transmit, and n = 1 , . . . , N receive antennas, at time instants t = 0,1,. . . ,T -1, the channel coefficient is h,,,,t. with the signal transmitted from antenna m at time t denoted by at,,,,. We assume that the M x N matrix Ht formed from hm,.,,t is normalized so that EIIIHtll$] = MN, and the T x M matrix S formed from is normalized so that E[llSll$] = TM. With these definitions, the data at receive antenna n is written where we assume that the noise ~t ,~ is CN(0,l). Due to the normalizations defined above. p represents the SNR expected at each receive antenna and does not depend on the number of transmit antennas.
In the case where the channel is constant (He = H, for t = 0,1,. , . , 
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Though this quasi-static channel model is theoretically attractive, it is not always realistic, especially for environments with rapidly moving users. In such situations (1) is more applicable. It is shown in [XI that (I) can be written in a form similar to (2) with the addition of a diagonal matrix modifying the signal strength at each time instant. This analysis is done using a Gauss-innovations model (see Section 11-C) to describe the time evolution of the channel.
B. Specular and Diffuse Channel Components
nents of the channel as follows:
In our analysis we will separate the specular and diffuse compo- and the parameter p allows tuning between a fully specular channel (p = 0) and a Rayleigh channel (, L? = 1). In practice we expect the channel to be composed of both diffuse and specular components, in which case 0 < fl < 1.
The probability of error expressions below assume a rank-one specular component; in this case H" is written as the outer product of two fixed, but isotropically distributed random unit vectors [3] :
C. A Gauss-Innovations Fading Channel Model
In Section Ill we characterize the performance of space-time modulation with the assumption that the current channel H,+t occurs t samples after a reference (or estimated) channel H,. We assume that between time r and t + r the dispersive component of the channel H,"+, varies according to the following first-order auto-regressive (AR) or Gauss-innovarions model:
where H," and E,+$ have i.i.d. C N ( 0 , l ) elements, E,+* is independent from symbol to symbol and 0 5 at 5 1. Under this model, Hf+? also has zero-mean, unit variance Gaussian entries. It is important to note that the channel is not described by a single AR model, hut rather with multiple first-order models, one for each time difference between the current sample and the reference channel. This Gauss-innovations model is an appropriate approximation when using the maximum-likelihood decoders of [4] that depend only on a single reference channel, This fact is borne ont by the simulation results of Section IV, where excellent agreement is obtained with data generated according to lakes' model, but analyzed with the Gauss-innovations model.
D. Channel Esrimarion
A training signal of length T, is sent at the beginning of a frame, after which data symbols of length T are sent. We will consider the maximum likelihood (ML) estimate of the channel:
where S, is the mining signal, X, is the received training data, and all parameters are assumed to be known except the diffuse component of the channel H,d. Assuming unitary signals, the ML estimate becomes:
where H: and W, are the diffuse part of the channel and the receiver noise, respectively, seen during training.
PERFORMANCEFOR T R A I N E D MODULATION
In this section we analyze the performance of space-time modulation for a time varying channel where the decoder assumes that it has perfect knowledge of the channel, although it uses an estimate based on training, We assume the ML channel estimate described above, and compare the resulting performance with that obtained using the exact channel. An analysis similar to that presented below applies to the channel tracking techniques presented in [91 or [IO] .
A. Effective SNR Matrices
We assume that an ML estimate of the channel is obtained at some reference time r, and that the channel is constant during training. Because of the temporal variation of the channel, the quality of this estimate degrades with time. The theorem below shows that this degradation can he described as an effective SNR that decreases with time until training occurs again.
Theorem 1: Given the channel model of Section 11, the effect of the channel variation t time samples after the channel estimate is that of a time-varying effective SNR and is described by the following equation: w
As p -$ m we find that the ESNR at each time instant ceases to depend on p. and depends solely on the parameters of the time-
where Dt is the diagonal matrix formed from a t + n P r . .. , a t +~-l + n , . I n this case it is the time-variation of the channel rather than the SNR that limits performance.
B. Probabilify of Error
Using the above results, we are able to derive probability of error expressions for the general channel model introduced previously. Our analysis applies to a wide range of space-time coding approaches, including the linear block coding schemes of [l], [ I I] as well as unitary modulation [4] , [IZ], [13] . We focus now on modulation with unitary matrices, though similar results apply for the linear codes. We first derive the pairwise probability of error for the Rayleigh fading channel, and then consider the rank-one Rician case.
Theorem 2 (P, for Trained modulation);
Given the effective data model of (12) for a Rayleigh channel (0 = 1). and assuming the ML decoder of [4] (which assumes the data model (2) and that the channel H is known): the pairwise probability of error is
where 6, are the singular values of
are the values of the diagonal matrix G ( P t -I), and c = Prooj? We assume that there are two signal matrices in the constellation, and begin by analyzing the probability of error given that the signal SI is sent:
-Sz) and A = U A V H be its SVD. We can disregard U , smce we may pre-multiply our received data by U H without changing its distribution. Also, we may postmultiply OUT constellation by V without changing the probability of error 1121. Then, with D e @(Pt -I), we have the following expression for P,:
P ( t r { H x ( A 2 -D 2 ) H + H H ( A -D ) W + W H ( A -D ) H } < 0)
Because A and D do not depend on whether SI 01 5 2 was sent, we note that Pel1 = P,lz = F e . Now, let The integral in (18) can be easily evaluated using common numerical techniques.
It is somewhat more difficult to obtain results for a Rician channel; the methods described in [SI do not extend easily to a non-Gaussian distribution. Rather than an exact expression, we settle instead for an approximation assuming a rank-one specular component. We assume that the ESNR matrices P& and Pf are known at the receiver, and can he used in the ML decoder; we also assume that diagonal signals are used. Under these assumptions the probability of error P, is shown in 181 to be We show analytic and simulation results for trained modulation with perfect channel estimation and differential modulation; the analytic results are similar to those given in this paper and are found in [XI.
In this scenario, the specular channel yields better performance than a diffuse channel. Figure 3 shows the behavior of trained unitary modulation versus the length of the training interval. We let the training interval he t = K M , and v a g K from 1 to 10. The fading parameter fd = 0.003 was used in a fully diffuse (p = 1) channel with signal to noise ratio of p = 20dB. Simulations results are shown using results from Theorem 2 as well as for trained modulation with channel state information at the receiver (indicated with "CSIR in the plots) and for differential modulation, using results from [XI. The analytic and simulation probability of error results agree well and show that probability of error increases linearly as K increases. This is not the entire picture, however, because the rate is increasing with K as well, according to K / ( K + 1). A detailed analysis of the training frequency K which maximizes capacity is found in [15]. Performance versus training period K for Differential and Trained
