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SOMMAIRE
Les tests de Box et Pierce (1970) et de Ljung et Box (1978) sont des procé
dures populaires pour effectuer des tests de corrélation sérielle. Ces tests peuvent
servir à effectuer des tests de bruit blanc sur des données brutes, ou encore ils sont
utilisés pour diagnostiquer des modèles. Plus récemment, Hong (1996) a généra
usé l’approche de Box et Pierce et celle de Ljung et Box en utilisant une approche
spectrale. Les tests de Hong reposent sur la comparaison entre un estimateur non
paramétrique de la densité spectrale et de la densité spectrale sous l’hypothèse
nulle d’absence de corrélation.
Dans ce mémoire, nous développons une approche originale pour effectuer des
tests de corrélation sérielle. Notre point de départ est l’approche de Hong (1996).
Cependant, nous adoptons une approche paramétrique, en présumant que les
données proviennent d’un processus AR(p). Suivant notre méthodologie, nous
montrons qu’une statistique de test, reposant sur une mesure de distance entre
un estimateur paramétrique de la densité spectrale et la densité spectrale sous
l’hypothèse nulle, suit asymptotiquement une distribution de khi-deux.
Plusieurs mesures de distance sont. considérées, dont la norme usuelle qua
dratique, la distance de Hellinger et. le critère d’information de Kullback-Leibler.
Nous montrons que toutes ces statistiques sont asymptotiquement équivalentes
sous l’hypothèse nulle.
111
À l’aide d’une brève étude de simulation, nous étudions les nouveaux tests par
rapport à leurs niveaux et puissances. De plus, nous comparons les tests spectraux
paramétriques aux tests de Box et Pierce, de Ljung et Box et aux tests de Hong.
Mots clés test portemanteau, modèles ARMA, densité spectrale paramé
trique, corrélation sérielle.
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$UMMARY
The tests of Box and Pierce (1970) and of Ljung and Box (1978) are popular
proceclures for testing for serial correlation. These tests can be used to test for
white noise on raw data, or they can be used for model checking. Recently, Hong
(1996) has generalized the approach of Box and Pierce (1970), and of Ljung and
Box (1978), using a spectral approach. The tests of Hong rely on a comparison
hetween a non-parametric spectral clensity estimator and the spectral density un-
clef nuli hypothesis of no serial correlation.
In tliis thesis, we develop an original approach t.o test for serial correlation.
Our starting point is Hong’s (1996) approach. However, we aclopt a parametric
approach, assurning that the data originate from an AR(p) process. According to
our methodology, we show that a test statistic, relying on a distance between a
pararnetric spectral density, and the spectral density under the nuli hypothesis,
follows asymptotically a chi-square distribution.
Several distances are investigated, including the usual quadratic norm, Hel
liiiger’s distance and the Kullback-Leibler information criteria. We show that ah
these test statistics are asymptotically equivalent under the nuhi hypothesis.
A brief simulation study is undertaken, where the new tests are studied with
respect t.o t.heir levels and powers. furthermore, we compare the parametric spec
tral tests, with the tests of Box and Pierce, Ljung and Box and the tests of Hong.
VKeyword : portemanteau test statistics, ARMA models, parametric spectral
density, serial correlation.
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INTRODUCTION
L’étude des séries temporelles, ou séries chronologiques, s’intéresse à l’ana
lyse statistique d’observations régulièrement espacées dans le temps. Plus spéci
fiquement, une série chronologique se définit comme la réalisation d’un processus
stochastique. Les observations qui se succèdent clans le temps prennent la forme
{ X : t e T}. Ainsi, dans notre notation, T représente un ensemble ordonné d’in
clices.
Dans certaines applications, la série chronologique est discrète. Dans une telle
situation, T est un sous-ensemble de l’ensemble des entiers. Cependant, un pro
cessus stochastique peut également être à temps continu. Dans un tel cas, T
pourrait être un intervalle ou un ensemble non dénombrable. On parle alors de
série continue.
En pratique, la procédure la plus souvent utilisée pour la modélisation d’une
série chronologique est celle de Box et Jenkins (1976). Cette procédure com
porte les étapes suivantes : étude de la stationnarité (qui peut se traduire par
une étape de différenciation), retrait de la composante saisonnière, l’identifica
tion d’un modèle potentiel pour représenter le phénoriiène à étudier, l’estimation
des paramètres du modèle identifié et finalement la validation du modèle ajusté
par une analyse résiduelle.
Parmi les étapes décrites précédemment, l’étape de la validation du modèle
estimé occupe une place très importante dans la modélisation. Elle consiste à
vérifier si le modèle estimé semble s’ajuster convenablement aux données Ainsi,
2il faut s’assurer que les résidus semblent approximativement non corrélés et vé
rifier qu’ils se comportent comme une suite de variables aléatoires non corrélées,
c’est-à-dire ce que l’on appelle un bruit blanc.
Dans l’étape de validation, l’attention est portée sur la dépendance existante
clans les résidus et l’analyse des autocorrélations résiduelles. Ainsi, si le modèle
ajtisté est adéquat, les résidus devraient se comporter essentiellement comme un
bruit blanc et par conséquent les autocorrélations résiduelles ne devraient pas
être significatives. Afin de vérifier cela plus formellement, la validation est habi
tuellement effectuée en utilisant des statistiques de test permettant de vérifier si
les résidus semblent être approximativement non corrélés. Parmi les statistiques
de test les plus populaires, nous retrouvons le test de Box et Pierce (1970) et de
Ljung et Box (1978), pour lesquels les statistiques de test sont essentiellement
des sommes de carrés des rn premières autocorrélations résiduelles, où rn est le
délai maximal choisi. Sous l’hypothèse d’indépendance, ces deux statistiques de
test suivent approximativement une distribution de khi-deux.
D’autres statistiques de test existent et peuvent s’adapter au contexte des
tests d’indépendance dans une série résiduelle. Dans certaines situations, plu
sieurs autocorrélations successives sont petites et de même signe, ce qui mène à
douter de l’adéquation du modèle estimé. Cependant, cette situation peut ne pas
être prise en compte par les tests de Box et Pierce et celui de Lung et Box, qui
condmsent clans une telle situation au non rejet du modèle estimé. Récemment,
clans un mémoire de maîtrise au Département de Mat hématiques et de Statistique
de F Université de Montréal à paraître, Souktani (2001) a repris l’idée de Koch
et Yang (1986) concernant le test d’indépendance de deux séries chronologiques,
niais clans le contexte des tests d’ajustement. Cette nouvelle version du test est
utilisée pour détecter des patrons particuliers dans les autocorrélations résiduelles
consécutives. Les tests de Box et Pierce et de Ljung et Box conviennent lors de
1 ‘aj ustement de séries chronologiques univariées, c’est-à-dire lorsque seulement
une variable est à l’étude, par opposition au cadre rmdtivarié. Hosking (1980)
3permet de diagnostiquer des séries chronologiques multivariées, et son utilisation
est similaire au test de Box et Pierce ou de Ljuiig et Box.
Le test de Box et Pierce a été généralisé par Hong (1996), qui estime la dépen
clance clans les résidus en utilisant un estimateur non-paramétrique de la densité
spectrale. De ce fait, Hong propose une famille de tests permettant de vérifier
si le terme d’erreur est un bruit blanc. Son approche repose sur la comparaison
d’un estimateur non-paramétrique de la densité spectrale calculé par la méthode
du noyau, à la densité spectrale sous l’hypothèse nulle. Dans le cadre des séries
chronologiques multivariées, le test de Hong (1996) a été généralisé par Duchesne
et Roy (2004). L’approche repose alors sur une comparaison entre une densité
spectrale estimée par la méthode du noyau, qui est cependant une matrice, et la
densité spectrale (matricielle) sous l’hypothèse nulle.
Il est intéressant de noter que le test de Box et Pierce est essentiellement un
cas particulier du t.est de Hong. En effet, en utilisant un noyau particulier, plus
spécifiquement le noyau uniforme tronqué, le test de Hong se spécialise à un test
de Box et Pierce généralisé. C’est un test de Box et Pierce généralisé car en fait il
s’agit du test original de Box et Pierce duquel on soustrait une quantité pouvant
s’interpréter comme une espérance, et où l’on est amené à diviser par une me
sure d’écart-type. De plus, pour obtenir la distribution des tests de Hong, il faut
supposer que ru —* mais que m/n —* 0, où m est un paramètre pouvant être
un point de troncature ou encore un paramètre de lissage, dans l’estimation de
la densité spectrale. La théorie asymptotique entre l’approche de Box et Pierce
et celle de Hong diffère considérablement. Les tests de Box et Pierce et Ljung
et Box admettent des distributions approximativement x2 alors que les tests de
Hong admettent asymptotiquement des distributions normales N(0, 1), sous l’hy
pothèse nulle. De même, le test de Hosking (1980) peut être interprété comme un
cas particulier du test de Duchesne et Roy (2004).
4Les test de Box et Pierce et de Ljung et Box permettent de modéliser des séries
chronologiques, comme les modèles autorégressifs et moyennes mobiles (ARMA),
qui ont été grandement popularisés par Box et Jenkins (1976). Cependant, des sta
tistiques de test fort similaires permettent de modéliser des séries chronologiques
non-linéaires comme les modèles autorégressifs hétéroskédastiques conditionnels
de Engle (1982). Ces statistiques de test sont étudiées dans McLeod et Li (1983)
et sont dans le même esprit que les tests originaux de Box et Pierce. Une autre
classe populaire de modèles, surtout utilisée en finance, est la classe des modèles
de durées conditionnelles autorégressives (ACD), proposée par Engle et Russeli
(1998). Il est alors suggéré d’utiliser les tests de Box et Pierce pour diagnostiquer
les modèles et cette pratique semble répandue. Voir aussi Engle et Russell (1997),
Bauwens et Giot (2001), pour ne citer que ceux-là, d’autres tests dans la classe
des modèles ACD ont été étudiés par Duchesne et Pacurar (2003), reposant sur
l’utilisation de statistiques spectrales, comme dans Hong (1996).
Nous voulons dans ce mémoire comparer le test de Box et Pierce et celui de
Hong à une nouvelle statistique de test reposant sur une comparaison entre un
estimateur de la densité spectrale paramétrique et la densité spectrale sous l’hypo
thèse nulle d’indépendance. L’originalité consiste donc à considérer un estimateur
paramétrique de la densité spectrale, plutôt qu’un estimateur non-paramétrique
comme dans le cas de Hong (1996). Intuitivement, lorsqu’en réalité le modèle est
un AR(p) et que nous spécifions correctement la densité spectrale d’un AR(p) de
manière paramétrique, nous voulons vérifier si l’approche paramétrique atteint
une puissance supérieure à celle de l’approche non paramétrique de Hong (1996).
Ce mémoire est organisé comme suit. Dans le premier chapitre, et afin de dé
finir au préalable un certain nombre de notions essentielles à l’analyse des séries
chronologiques, nous introduisons une présentation des notions concernant les
processus autorégressifs moyennes mobiles (ARMA), qui sont utiles pour décrire
le comportement des séries chronologiques univariées. Compte tenu de l’impor
tance des notions spectrales, nous présentons aussi la fonction de densité spectrale
5et quelques unes de ses propriétés les plus importantes par la suite.
Dans le deuxième chapitre, nous aborderons le test de Box et Pierce (1970) et
celui de Ljung et Box (1978), ainsi que la statistique de Hong (1996), cette der
nière étant une somme pondérée de toutes les autocorrélations résiduelles et dont
la pondération est donnée par une fonction de noyau et un point de troncature.
Dans le troisième chapitre, nous proposons une nouvelle version du test spec
tral basé cependant sur l’estimation paramétrique de la densité spectrale lorsque
le modèle ajusté est un AR(p). Sous l’hypothèse nulle, nous montrons que la
statistique de test, qui est une mesure de distance entre un estimateur de la
densité spectrale paramétrique et la densité spectrale sous l’hypothèse nulle, suit
asymptotiquement une distribution de khi-deux dont le degré de liberté dépend
de l’ordre p du modèle autorégressif ajusté.
Dans le quatrième chapitre, en effectuant une brève étude de simulations, nous
présentons une comparaison, en terme de niveau et de puissance, entre la nouvelle
version du test spectral et les tests de Box et Pierce et celui de Hong.
Nous concluons dans le dernier chapitre, en résumant les contributions de ce
mémoire et en indiquant des avenues possibles de recherche.
Chapitre 1
PR1LIMINAIRE$
Une série chronologique {X1, X2, ..., X} est une réalisation finie d’un proces
sus stochastique {X : t E Z}. Pour un tel processus, la fonction de moyenne
est
E(X) = ttx(t), Vt E Z,
qui pourrait dépendre du temps. De plus, si E (Xv) < oc, Vt E Z, la fonction
d’autocovariance est définie comme suit
cov(Xs,Xr) = E{X8 — t()}{Xr —
7X(s,r), Vr,sEZ.
En général, la fonction de moyenne et cfautocovariance pourraient dépendre
du temps t. Cependant, une notion fondamentale clans l’analyse des séries chro
nologiques est la stationnarité (au sens large), qui stipule essentiellement que les
cieux premiers moments sont invariants dans le temps. Cette notion est abordée
dans la prochaine section.
1.1. PROCESSUS STATIONNAIRES
Définition 1.1.1. Le processus {X : t E Z}, tel que E (X) < œ,Vt E Z est
statzonnare au sens targe ($$L) si ta moyenne et ta fonction d’autocovariance
sont indépendantes de t. Plus précisément,
7= tx, Vt,
7x(t + h, t) = 7x(h, O) = 7(h), Vt, h E Z.
Le paramètre 1ux représente la moyenne du processus et la fonction ‘y(.) défi
nie par 7(h) cov(Xt+h, X) représente la fonction d’autocovariance du processus
{X}. En fait, 7(h) est appelée aussi l’autocovariance de délai h, avec h E Z.
Dans le cas d’un processus $$L, la fonction cl’autocovariance ne dépend que
de la différence entre les indices temporels des deux variables et cette fonction a
les propriétés suivantes
1) 7(0) cov(Xt,Xt) = var(Xt) =
2) 7(h) y(0), Vh e Z.
De plus, la fonction 7(h) est définie non négative, c’est-à-dire pour tout entier
n 1 et pour tous les vecteurs de la forme (aï. a2, ..., a)T avec a E R, nous
avons alors que
aa7(i
— j) aTfna 0,
i1 j=1
où a (ai, a2, ..., a)T est un vecteur colonne, tel que a E R7 et F t n x n
représente la matrice de variances et covariances cia vecteur (Xi, X2, ..., X)T
7(0) 7(1) ... (n — Ï)
F
7(1) 7(0) ... y(n -2)
n_
— 1) 7(n — 2) ... 7(0)
L’autocorrélation de délai h est donnée par
p(h) = corr(Xt+h,Xt) E Z.(0)
8Il est à signaler que les fonctions d’autocovariance et d’autocorrélation per
mettent de mesurer le niveau de dépendance linéaire entre les observations de la
série étudiée à des écarts temporels déterminés. De ce fait, ce sont des mesures
non paramétriques de la dépendance et elles jouent un rôle très important dans
la modélisation et l’identification des séries chronologiques.
Un exemple de processus stationnaire au sens large est le bruit blanc (BB)
faible, que nous définissons maintenant.
Définition 1.1.2. Un processus {X : t e Z} est un bruit blanc faible si tes va
riab les X sont de moyenne nulle, de variance commune o et si elles sont non
corrélées, c’est-à-dire que cov(Xt+h,X) = O, Vii O. On note X 3B(O,u).
On a vu que la stationnarité au sens large ne pose des conditions que sur les
deux premiers moments des variables X. Une antre forme de stationnarité est
celle qui fait intervenir la loi de probabilité des X. Cette notion est la stationna
rité au sens strict.
Définition 1.1.3. Le processus {X} est dit stationnaire au sens strict ($SS)
si la distribution conjointe du vecteur (X1+h, X2+h,, ..., Xfl+h)T, est la même que
celle du vecteur (X1,X2, ...,X)T, Vii e Z,Vn > 1, et on note
(X1+h,X2+h,...,Xfl+h) (X1,X2,...,X).
Si {X} est stationnaire au sens strict et si E (X) < œ, alors {X1} est
stationnaire au. sens large. Un exemple de processus stationnaire au sens strict
est. le bruit blanc fort.
Définition 1.1.4. Le processus {X} est un bruit blanc fort si les variables aléa
toires X sont indépendantes et identiquement distribuées (iid) selon une fonction
de répartition F(x) P(X x), Vx e R, Vt E Z. On note que si le moment
d’ordre deux d’un bruit blanc fort existe, alors ce dernier est aussi un bruit blanc
faible.
9Nous achevons cette section par la présentation des processus linéaires. Comme
on va le voir, un processus linéaire est toujours stationnaire au sens large.
Définition 1.L5. Un processus {X} est un processus linéaire s’il admet la re
présentation suivante
+
X :: ?I)a_, (1.1.1)j=-œ
où {at} est un BB faibte (O, u2) et les {î/’j} sont des coefficients réels tels que
00.
Le processus (1.1.1) est stationnaire au sens large. Dans le cas où les {j}
s’annulent pour les indices j négatifs, c’est-à-dire si î/’j = O, Vj < O, le processus
{X} est alors dit causal.
1.2. ESTIMATIoN DES PARAMÈTRES D’UN PROCESSUS STATION
NAIRE
Dans cette section, nous décrivons l’estimation de la moyenne, des autocova
riances et des autocorrélations d’un processus stationnaire {X }, et ce à partir de
n observations X1, ..., Xn.
1.2.1. Estimation de la moyenne et des autocovariances
Pour une série stationnaire, X1, ..., X,-, la moyenne x est en général estimée
de manière convergente par X = n’ ZX. Quant à l’estimation de l’autoco
variance, l’estimateur usuel de 7(h) est
n—i hi
(X+ij
—X)(X—X), si h <n—1,
7(k)
—
O, sih>n.
La fonction {‘(h), h Z} est la fonction d’autocovariance échantillonnale,
et ‘5’(h) est appelée l’autocovariance échantillonnale de délai h. Il est possible de
montrer sous des conditions générales que ‘(h) est un estimateur convergent de
7(h) (voir Brockwell et Davis, 1991, p.29).
10
1.2.2. Estimation des autocorrélations
Pour donner une estimation de p(h), on considère la fonction 15(h) définie par
n—IhI
- X)(X - X)
t=1
, sih<n—1,
t5(h)
= — X)2 (1.2.1)
0, sihi>n.
La fonction {(h), h E Z} est la fonction d’autocorrélation échantillonnale.
Elle présente les propriétés suivantes
1) (0) =1,
2) (h) 1, Vh E Z,
3) Comme la fonction d’autocovariance, elle est définie non négative.
Dans le cas où {X} est un processus linéaire comme définie dans (1.1.1), nous
avons les résultats suivants
1) limnœE{(h)} = p(h), 1 h m <n où m est fixé par rapport à n,
2) Pour n fixé, le biais est de l’ordre de n’ et il croît avec h,
3) De plus, (h) est un estiniateur convergent en moyenne quadratique pour
p(h).
Une propriété intéressante de cette fonction est que (h) est un estimateur
convergent en moyenne quadrat.ique pour p(h), 1 h m < n, où in est fixé
par rapport à n. La valeur de in correspond au nombre maximal de délais dans la
statistique de test de Box et Pierce (voir chapitre 2). Une pratique courante est
de considérer in = 16, 12, 18, par exemple. Le vecteur des autocorrélations échan
tillonnales m = ((1), ..., (m))T est asymptotiquement multinormal de vecteur
T -
moyen Pm (p(l), ..., p(’rn)) representant le vecteur des autocorrelations theo
riques, et de matrice de covariance n’W dont les éléments composant la matrice
= (Wij)mxrn sont donnés par la formule de Bartlett. Ceci est résumé dans le
théorème suivant.
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Théorème 1.2.1. Si te processus {X} décrit par (1.1.1) est stationnaire au sens
targe, que {at} est un 33 fort (O, 2) et que î/j <00, ators J(/m — Pm)
converge en toi vers une rnuttinormate A’m(O, W) où W représente ta matrice de
covariance.
Les éléments de la matrice V sont donnés par
+00
= {p(h)p(h — i +j) + p(h — i)p(h +j) — 2p(i)p(k)p(h +j)
—2p(j)p(h)p(h - i) + 2p(i)p(j)p2(h)}.
Voir Brockwell et Davis (1991, p.22’).
Dans le cas d’un B3 fort (O, 2), nous avons
[O, siii,
wii =
1’ sii=i•
Il en résulte que les ,(i), i = 1,..., ni, sont asymptotiquement indépendants et
suivent approximativement une N(O, 1/n).
Maintenant que nous avons introduit les concepts fondamentaux comme les
notions de stationnarité, les autocovariances et les autocorrélations, ainsi que des
estimateurs convergents de ces quantités, nous présentons dans les prochaines
sections des classes très importantes de modèles. Ces modèles s’avèrent fort utiles
en pratique, afin de modéliser des séries chronologiques réelles. Par la suite lorsque
nous parlerons d’un bruit blanc, nous sous-entendons que c’est un bruit blanc fort.
1.3. PRoCEssus AUT0RGRESSIF
Une première classe de modèles est la classe des modèles autorégressifs, que
nous définissons dans la définition 1.3.1.
Définition 1.3.1. Un processus {X t e Z} est autorégressif d’ordre p, noté
AR(p), s’it satisfait t’équation aux différences suivante
= X_ +2X_2+ ..+ç5X_+a1, Vt Z, (1.3.1)
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où tes paramètres autorégressifs (cpi, ..., b) sont des réels avec O et {at : t
Z} est un bruit blanc.
Une façon d’interpréter le modèle (1.3.1) est de remarquer qu’en fait il s’agit
d’expliquer la variable dépendante X en fonction des variables explicatives Xi_1,
Les modèles autorégressifs présentent des analogies importantes
avec le modèle traditionnel de régression linéaire multiple, avec cependant l’im
portante différence que les variables explicatives sont stochastiques et sont en fait
des valeurs retardées de la variable dépendante X.
On remarque que l’on peut écrire le modèle (1.3.1) de la façon équivalente
=
où
(B) = 1
—
— 232 — 3P
En fait, 1(B) est un opérateur en B. Plus précisément, B désigne l’opérateur
retard et il vérifie les conditions B’X = B° = I, m > O. Dans le cas
présent, ‘I(B) est appelé l’opérateur autorégressif. Le processus défini par (1.3.1)
est stationnaire si et seulement si les racines de Nz) = 1 — — ç52z2 —. . . —
sont à l’extérieur du cercle unité. Plus précisément, pour une racine r = a + bi,
i = \/Eï, il faut que jr = v+ b2 > 1 et ce pour toutes les racines de (z).
1.4. PRocEssus MOYENNE MOBILE
Une seconde classe de modèles est la classe des modèles moyennes mobiles.
Définition 1.4.1. Un processus {X t } est moyenne mobile d’ordre q s’il
admet la représentation suivante
= at — Oiati — — Oqat_q, Vt e z. (1.4.1)
Les paramètres (8, 02,
...,
0) sont des réels avec 0q O et {at t e Z} est un
bruit blanc.
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Le processus (1.4.1) admet aussi la représentation suivante
où 3(3) défini l’opérateur moyenne mobile
(3) = 1
—
8B — 8232 — ... — 9q3•
On remarque qu’un processus moyenne mobile est linéaire et causal, selon la
définition 1.1.5. Ainsi, il est toujours stationnaire.
1.5. PRocEssus AUTORÉGRESSIF MOYENNE MOBILE
Il est possible d’englober les processus autorégressifs et moyennes mobiles dans
une classe plus géllérale, appelée la classe des modèles ARMA. Cette classe de
modèles fait l’objet de la prochaine définition.
Définition 1.5.1. Le processus {X t e Z} est autorégressif moyenne mobile
d’ordre (p, q), noté ARMA(p, q), s’il satisfait t’équation
—
— — = at — Oiat_i 8qaq, Vt e Z, (1.5.1)
où {a : t Z} est un bruit blanc, tes sont des paramètres réels dits autoré
g’ressif% et tes 8 sont des paramètres réels dits moyennes mobiles.
Le processus ARMA est donc représenté comme une fonction linéaire des
valeurs passées de X et de la valeur présente et des observations passées du bruit
blanc {at}. L’équation (1.5.1) peut s’écrire également de la façon suivante
e(B)a1,
où F(B) et (B) sont respectivement les opérateurs autorégressif et moyenne
mobile. Si les racines de (z) sont à l’extérieur du cercle unité, on peut écrire
X = c1—’(B)e(B)at, où {X} définit un processus stationnaire.
Un outil important pour décrire la dépendance est la densité spectrale, que
nous définissons dans la prochaine section.
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1.6. DENsITÉ SPECTRALE
Plusieurs tests d’ajustement reposent sur la densité spectrale, qui représente
essentiellement la transformée de Fourier de la fonction d’autocovariance. Cepen
dant, comme on va le voir plus loin, la densité spectrale est un outil théorique que
l’on doit estimer. Plusieurs techniques existent pour estimer la densité spectrale.
La première, de type non paramétrique, repose sur une fonction de noyau et un
paramètre de lissage. La seconde, de type paramétrique, repose sur l’estimation
de la densité spectrale d’un ARMA(p, q). Pour estimer la densité spectrale de
façon paramétrique, il suffit alors de considérer des estimateurs convergents des
paramètres autorégressifs j, i = 1, ...,p, et moyennes mobiles 6, i = 1,
..., q.
La définition 1.6.1 explicite plus précisément la notion de densité spectrale.
Définition 1.6.1. Soit {X} un processus stationnaire d’espérance ji avec ‘-y(•) sa
fonction d’autocovariance qui satisfait ta proprzété 7(h) < oc, où ‘y(h)
est t’autocovariance d’ordre h qu’on note par.
y(h) = E{X — —
La fnction de densité spectTate de {X} est ta fonction f(.) définie par
J()= (h)e,
où e = cos() + i sin(À) et i =
En manipulant un peu la formule de Moivre et les propriétés des fonctions
trigonométriques, il est possible de montrer que
f() = 7(h)e (1.6.1)
h=—co
7(0) 1
—+-7(h)cos(h).
La fonction de densité spectrale f(.) admet les propriétés suivantes (voir Bro
ckwell et Davis, 1991, p.120)
1) La fonction f(.) est continue.
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2) De plus, f(.) est à valeurs réelles.
3) On montre également que f(.) est paire, c’est-à-dire que J(X) = f(—X).
4) La densité spectrale est positive f(?’) > O, V.À [—ii, ir].
5) Finalement, f(.) est périodique de période 2rr.
De plus, on peut déterminer l’autocovariance de délai h à partir de la relation
qui lie y(h) et la fonction de densité spectrale f(À)
(h) = f ef()dÀ.
Si on souhaite estimer la densité spectrale, il est naturel d’utiliser la relation
liant la fonction de densité spectrale et la fonction d’autocovariance donnée par
(1.6.2). Pour ce faire, supposons que nous disposons d’observations X, t 1, ..., n
du processus réel {X}. Sans perte de généralité et par simplicité, supposons
pour les fins de notre discussion que le processus {X} est centré, c’est-à-dire que
E(X) = O. On estime alors les autocovariances ‘y(h) avec h <n — 1, au moyen
des autocovariances empiriques de ce processus et on obtient
=
On en déduit alors un estimateur naturel de la densité spectrale
=
= 7(O)1() (1.6.2)
Bien que l’estimateur (1.6.2) soit raisonnable et bien qu’il soit asymptotique
ment sans biais, il n’est malheureusement pas convergent, puisque sa variance
ne tend pas vers O. De manière plus précise, l’estimateur J(À) a les propriétés
suivantes (voir Anderson, 1971, p.474)
1) limnœ E{!()}
= f(),
2) linœ var{J(À)} f) si À O, +,
3) ljHIn.œ var{f(À)} 2f2(À) 5j À = O, +7t,
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4) limnœcov{!(),f(’)} = O 5j
Une façon d’expliquer l’absence de convergence de l’estimateur (1.6.2) est de
remarquer que les estimateurs des autocovariances dont l’indice h est proche de
n — 1 sont calculés sur la base de peu d’observations et ainsi sont beaucoup
moins précis. De plus, ceci résulte en un estimateur J(.) qui est très irrégulier.
Intuitivement, afin de remédier au problème de non convergence, on suggère un
estimateur plus lisse. Intuitivement, une idée permettant d’obtenir un estimateur
convergent, et par le même coup d’améliorer le comportement général de l’esti
mateur, est d’attribuer un poids plus grand (petit) aux estimateurs ‘(h) associés
aux petites (grandes) valeurs de h. À cet effet, nous considérons l’estimateur de
la densité spectrale calculé selon la méthode du générateur de fenêtre, appelé
également estimateur à noyau. Cet estimateur est défini comme
!(À,T,w)
=
() (h)e (1.6.3)
où w(.) est le générateur de fenêtre et T est dit point de troncature.
Les hypothèses sur le générateur de fenêtre sont regroupées dans l’hypothèse
suivante
Hypothèse 1.6.1. Un générateur de fenêtre est une fonction réelle w : R —
t-1,11 symétrique, continue en zéro, ayant au plus un nombre fini de points de
discontinuité et telle que w(O) = 1 et f°w2(z) dz < oc.
Théorème 1.6.1. On suppose que h27(h) <oc. Si T est une suite de
nombres entiers telle que T, —* oc et T,/n — O lorsque n —* oc, on a
limT[EJ(,T,w)
- f()] = _T) h27(h)cos(Àh)
h=-oo
où
1—w(x)
T(w)=hm
x—O x2
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Le biais de l’estimateur !,T0,,w) est de l’ordre de T2, et son importance
dépend de T(w) (voir Anderson, 1971, p.526; Hannan, 1970, théorème 9).
Théorème 1.6.2. Si T est une suite de nombre entiers telle que T — oc et
T/n
— O lorsque n —* oc, on a
1) lim(n/T)var{f(0,T,w)} = 2f2(0)fw2(x)dx,
2 lim(n/T)var{!(+ir, 1,, w)} = 2f2(n) f w2(x)dx,
3) limnœ(n/Tn)var{!(À,Tn,w)} f2(À)f±°°w2(x)dx si À 0; +ir,
) Ïimnœ(n/Tn)cov{J(À,Tn,w);J(À’,Tn,w)} O 5 VÀ À’.
La variance asymptotique de cet. estimateur est de l’ordre de T/n (voir Ander
son, 1971, p.531). Lorsque les conditions des théorèmes 1.6.1 et 1.6.2 sont réunies
(T —* oc, T/n —+ 0), on remarque que le risque quadratique de l’estimateur
f(À, T,.,, w) est asymptotiquement donné par
T2” “ 1 +00 2 T[ h27(Ïi) cos(Àh)] + f2(À) f w2(x)dx.
Ce risque quadratique tend vers O lorsque n telld vers l’infini. Ainsi, l’estima
teur défini par (1.6.3) est convergent car il est asymptotiquement sans biais et sa
variance tend vers 0.
Dans la prochaine section, nous présentons la densité spectrale de quelques
processus importants.
1.7. SPECTRES DE QUELQUES PROCESSUS STOCHASTIQUES IM
PORTANTS DANS LES APPLICATIONS
1.7.1. Spectre d’un bruit blanc
Soit le processus X -‘ BB(0, ui). On rappelle que la fonction d’aiitocova
riance ‘y(h) d’un tel processus est nulle pour tout h O et vaut u pour h = O.
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Ainsi, sa densité spectrale peut facilement être calculée et elle est donnée par
f() =
h=—co
=
=
(1.7.1)
Dans le cas d’un bruit blanc, on constate ainsi que la densité spectrale de ce
processus est constante en
1.7.2. Spectre d’un processus ARMA(p, q)
Considérons un processus {X t Z} ARMA(p, q) vérifiant la relation
= e(3)a,
où {at} est un BB(O, u), et où comme d’habitude (B) et (3) sont respecti
vement les opérateurs autorégressifs et moyennes mobiles.
En plus de son écriture en fonction des autocorrélations comme dans l’équa
tion (1.6.2), la densité spectrale d’un processus ARMA admet aussi une repré
sentation paramétrique, ne faisant intervenir que les coefficients autorégressifs et
moyennes mobiles, en plus du terme de variance du bruit blanc {at}, c’est-à-dire
que a ‘ 33(0, u), (voir Brockwell et Davis, 1991, p.123). Un intérêt de cette re
présentation paramétrique est que lorsqu’on modélise {X} par un ARMA(p, q),
alors il suffit d’estimer qu’un nombre fini de paramètres, comparativement au
cas non paramétrique. Il est alors aisé, en présumant l’adéquation du modèle, de
construire un estimateur convergent de la densité spectrale.
Pour un modèle ARMA(p, q), la densité spectrale est donnée par
—
u O(e)
— 2n I(e2’
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où Izi représente le module du nombre complexe z = a + bi, i = Vzï.
On constate que dans les cas spéciaux des processus autorégressifs AR(p), la
fonction de densité spectrale se réduit à
=
(1.7.2)
De même, la fonction de densité spectrale d’un processus moyenne mobile
MA(q) devient
f() = e(e2.
Afin d’obtenir un estimateur paramétrique de R’), soient ,
...,
des esti
mateurs convergents de
,
..., ,
••,
des estimateurs convergents de O,
...,
et ô un estimateur de u. Un estimateur paramétrique de f)) est donné par
2rr
où
(B) = 1
— — ...
— 3P
et
ê(B) = 1 — —
— ÔqB”.
Dans la perspective d’une comparaison de la nouvelle statistique de test basée
sur la densité spectrale paramétrique, nous introduisons dans le chapitre qui suit
la statistique de Box et Pierce (1970) et celle de Ljung et Box (197$). De plus,
nous présentons les principaux résultats concernant le test de Hong (1996).
Chapitre 2
TEST DE BOX ET PIERCE ET TEST DE
HONG
2.1. DESCRIPTION DU TEST DE Box ET PIERCE
D’une façon générale, sous l’hypothèse de base H0 que la série X est un bruit
blanc, la statistique de Box et Pierce pour l’hypothèse de bruit blanc est définie
par
QBp(m)
où ,ô(h) représente l’autocorrélation échantillonnale entre les observations de la
série X, dist.antes de h, telles que donnée par l’équation (1.2.1).
En invoquant le théorème 1.2.1, on sait que sous l’hypothèse nulle,
n1125(h) —-* N(O, 1),
pour h 1, ..., ru et de plus les ,(h) sont asymptotiquement indépendants.
De ce résultat en résulte que
L 2Q5p(m) Xm
Pour tester l’hypothèse H0, un test basé sur les ru premières autocorrélations
peut être construit à partir de la statistique définie par
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QBP(m) = nZ2(h)
Si l’hypothèse nulle d’indépendance est vraie, alors les autocorrélations ré
siduelles 15(h) ne devraient pas être significativement différentes de zéro. Dans
une telle situation, Q3p(m) devrait être petite. Alternativement, lorsqtie H0 est
fausse, alors au moins une autocorrélation résiduelle 5(h) devrait être significa
tive, pour un ou plusieurs délais h. Ainsi, Q5p(m) devrait prendre une grande
valeur. Ainsi, l’hypothèse H0 est rejetée lorsque la statistique QBp(rn) >
où désigne le quantile d’ordre p de la distribution de khi-deux à ni degrés de
liberté.
Pour des séries courtes et moyennes, la statistique QBp(’rn) ne donne pas
une bonne approximation de la distribution khi-deux. Dans le but d’améliorer
cette approximation, Ljung et Box (1978) ont proposé une modification de cette
statistique. La modification est en fait basée sur la variance exacte des autocorré
lations d’un bruit blanc gaussien et la statistique proposée est appelée statistique
de Ljung et Box, que l’on note QLB(m), et qui se définie comme suit
QLB(m) n(n +2) (n —
Il a été montré à l’aide d’études de simulations que les niveaux de la statis
tique QLB (ni) approximent mieux les niveaux nominaux que ceux de la statistique
Q3p(ni). En effet, lorsque ni est modéré ou grand, les niveaux de Qnp(m) ont
tendance à être sous-estimés, alors que ceux de QLB(m) offrent un meilleur com
portement, ainsi, les niveaux empiriques sont plus près des niveaux nominaux.
2.2. DEscRIPTIoN DU TEST DE HONG
Par construction, le test de Box et Pierce attribue le même poids à toutes les
ni autocorrélations échantillonnales intervenant dans la statistique de test. Il est
à noter que clans la statistique de Ljung et Box, la pondération (n + 2)/(n
—
h)
n’est pas tout à fait uniforme. Cependant, comme on l’a vu, cette pondération
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vise à améliorer les propriétés empiriques des niveaux. Cette pondération n’affecte
en rien la puissance de la statistique de Ljung et Box, qui est la même asympto
tiquement que la statistique de Box et Pierce. Hong (1996) remarque que cette
pondération n’est peut-être pas la meilleure possible, compte tenu du fait que dans
bien des situations, les autocorrélations d’un processus stationnaire décroissent
plutôt rapidement vers zéro en fonction du délai. Ceci suggère de considérer une
pondération qui n’est pas uniforme, avec plus de poids aux autocorrélations dont
les délais h sont plus petits.
Hong propose une famille de tests convergents qui permet de vérifier si le
terme d’erreur est un bruit blanc et utilise pour ceci plusieurs fonctions de dis
tance. Son approche repose sur la comparaison d’un estimateur non paramétrique
de la densité spectrale calculé par la méthode de noyau à la densité spectrale sous
l’hypothèse nulle. La statistique de test résultante est une somme pondérée des
carrés des autocorrélations résiduelles. La pondération s’effectue avec une fonc
tion de noyau qui affecte un poids à chaque autocorrélation.
En donnant plus de poids aux autocorrélations de petits délais, Hong montre
théoriquement et empiricluement que son test sera plus puissant dans plusieurs
situations que ceux de Box et Pierce et de Ljung et Box. La statistique de test
de Hong sous l’hypothèse nulle est asymptotiquement N(O, 1) et le test est uni
latéral, rejetant pour des grandes valeurs de la statistique de test.
Parmi les mesures de distance possibles, on peut entre autres considérer la
norme quadratique, la distance de Heffinger et le critère d’information de Kullhack
Leibler, que nous définissons maintenant.
La norme quadratique repose sur le calcul d’une intégrale par rapport à de
la quantité {f()
— fo(’\)}2 et ce, pour des valeurs de e [—rr, n]. Cette distance
est donnée par
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Q2(f; Jo)
= f {f() - f0(À)}2 dÀ.
La distance de Hellinger est basée aussi sur le calcul d’une intégrale par rap
port à ) mais pour la quantité {fl/2() — fJ/2\)}2 et ce, pour des valeurs de
) e [—r, ir]. Ou représente cette distance par
H2(f;fo) f {i/2t, - fi/2()}2dÀ
Le critère d’information de Kullback-Leibler est donné par
12(f; fo) f 10g {f()/fo()} f0()d.
Lorsque la fonction de distance choisie est la norme quadratique, la statistique
de Hong s’écrit comme
n—1 9 k 2
f \ Zk=1’()P (h)—G(w) 2.2.1
{2D (w)}’2
où
La statistique (2.2.1) est particulièrement commode, car elle ne nécessite pas
la calcul numérique d’une intégrale, contrairement aux métriques de Hellinger et
de Kullback-Leibler.
Dans la définition de cette statistique de test, on remarque que w(.) est une
fonction de noyau comme définie dans l’hypothèse 1.6.1. Le paramètre T est un
paramètre de lissage ou encore un point de troncature. Il est courant dans les ap
plications de considérer T entier mais ce n’est pas obligatoire. On doit cependant
supposer, dans l’analyse asymptotique, que T7. —*oo mais moins rapidement que
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n, c’est-à-dire que T/n —* 0.
Nous concluons ce chapitre en donnant les définitions des noyaux que nous
étudierons par la suite
fi, < 1,
Noyau uniforme tronqué w(z) = —
10, sinon.
f 1— zL si z < 1,
Bartlett w(z) =
0, sinon.
sin(irz)Daniell w(z) irz Z E R.
Pour une discussion détaillée de ces noyaux, on peut consulter Priestley (1981,
p.447).
Ce chapitre a été consacré à la présentation des statistiques de test de Box
et Pierce et celle de Hong. Dans le chapitre qui suit, nous allons présenter une
nouvelle version de test spectral basé sur la densité spectrale paramétrique et
nous allons déterminer la distribution asymptotique de cette statistique de test
lorsque le modèle ajusté pour représenter la série est un AR(p).
Chapitre 3
TESTS BASÉS SUR LA DENSITÉ SPECTRALE
PARAMÉTRIQUE
Nous développons dans ce chapitre un nouveau test de corrélation sérielle.
Nous considérons ici une approche qui repose sur une comparaison, à l’aide d’une
mesure de distance, entre la densité spectrale sous l’hypothèse nulle et un estima
teur de la densité spectrale lorsque le modèle estimé est un autorégressif AR(p).
Nous nous intéressons à trois classes de fonction de distance : la norme quadra-
tique usuelle, la distance de Hellinger et finalement le critère d’information de
Kullback-Leibler. Ces mesures de distance sont décrites explicitement au chapitre
précédent.
On veut tester l’hypothèse nulle
Ho:p(h)=O, VhO,
contre l’hypothèse alternative
Ha : O tel que p(h) O.
Sous l’hypothèse nulle, la fonction de densité spectrale f(/\) du processus en
cjuestion est égale à f0(À) pour les valeurs de \ E [—n, n], où f0(À) = u%-/2n est
la densité spectrale d’un bruit blanc comme définie dans l’équation (1.7.1).
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Une façon de tester l’hypothèse nulle H0 consiste à mesurer la distance entre
et !o(), où est un estimateur paramétrique de la fonction de densité
spectrale f (.) lorsque le modèle ajusté est un autorégressif d’ordre p. Dans les
applications, on doit estimer u. Par conséquent, nous pouvons estimer fot)’) par
l’estimateur fot)’) &/2ir, où & est un estimateur convergent de ol satisfai
sant la condition ô — =
La statistique de test est construite de la manière suivante. Premièrement,
nous postulons que {X} est S$L et admet une représentation AR(p), où p est
présumé fixé. Le choix de p sera à discuter. Nous déterminons alors la distribution
asymptotique de la statistique de test basée sur un estimateur paramétrique de la
densité spectrale d’un AR(p). Le cas p = 1 sera traité en détail, dans un premier
temps. Comme dans le cas non paramétrique, le test repose sur une mesure de
distance entre J et Jo, disons d(J; b). Par la suite, nous généraliserons nos calculs
au casp 2, c’est-à-dire lorsque le modèle postulé est AR(2). À la fin du présent
chapitre, nous discuterons également le cas général AR(p). Les trois mesures de
distance abordées au chapitre 2 seront traitées.
3.1. STATISTIQUE DE TEST BASÉE SUR LA NORME QUADRATIQUE
La première mesure de distance entre J(.) et J() que nous discutons est celle
basée sur la nonne quadratique et qui est définie par
Q2 t!; b)
= f {!t)’) - J0(1\)}2d. (3.1.1)
Cette mesure de distance est très naturelle et a été considérée par Hong (1996).
Lorsque la fonction f(.) est estimée de manière non paramétrique, la statistique
de test ne nécessite pas d’intégration numérique, comme vue à la section 2.2.
3.1.1. Étude du cas particulier consistant d’un modèle AR(1)
Supposons le processus {X t E Z} stationnaire et d’espérance px = O.
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On postule l’ajustement d’un modèle autorégressifAR(1) pour ce processus en
estimant le paramètre autorégressif par la méthode de Yule-Walker, ou une mé
thocle n’12-convergente. Par exemple, on pourrait utiliser la méthode des moindres
carrés conditionnels.
X
—
où le paramètre autorégressif est. un réel et {at t e Z} est un BB(O, u). Ici
t représente le résidu, pour t = 1, 2, ..., n. Une estimation paramétrique de la
densité spectrale pour ce processus, comme exprimée par l’équation (1.7.2), est
donnée par
1
f(
le2f’
où
(1 — e_iÀ)(1 —
= 1+2_2cos(),
et & = n1 à. L’estimateur est calculé par la méthode des moindres
carrés conditionnels.
Il en découle que
2 ( 1j() = (3.1.2)2n 1+2—2çcos(À)J
Comme on va le voir par la suite, les développements qui suivellt nécessitent
seulement. que = Qp(_h/2) sous H0. La méthode des moindres carrés condi
tionnels satisfait. cette hypothèse et par simplicité nous ne considérons que cette
technique d’estimation. Puisque le modèle postulé est un modèle AR,(1), l’esti
mateur de la variance du processus â et celui du bruit blanc & sont liés par la
relation
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Ainsi, on peut écrire l’équation (3.1.2) comme suit
(3.1.3)
2n 1+2—2q5cos()]
Nous posons g(•) une fonction de qu’on défini par
— 1+2_2cos(À)
Dans ce qui suit, nous allons donner le développement en série de Taylor pour
g() au voisinage de q5.
Le développement en série de Taylor permet l’approximation d’une fonction
dérivable au voisinage d’un point par une fonction polynôme dont les coefficients
dépendent uniquement des dérivées de la fonction en ce point.
Théorème 3.1.1. Soit f(.) une application de l’intervalle [a, b] dans R vériftant
tes conditions suivantes : pour tout k = 0, 1, ..., n, si f(k) existe et est continue
sur [a, b] et f’) existe sur ]a, b[. Sous ces conditions, il existe e sur ]a, b{ tel que
f()(a)
______
f(b) = f(a) + (b — a)f’(a) + + (b — a) H’ + — (n + 1)!
En vertu du Théorème 3.1.1, il existe un e e]min(; q5), max(; q5)[ pour lequel
le développement en série de Taylor de la fonctioll g(.) au voisinage de q5 s’écrit
comme suit
(n) (n+1)
g() =g(q5)+(-q5)g (q5) + ...+
En effectuant un développement en série de Taylor d’ordre deux pour
on obtient alors
(2)
1 g(c)
g(q5)=g(q5)+(q5-q5)g (q5)+(q5-q5)2 2!
(3.1.4)
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où g (q5) est la dérivée première de g(.) évaluée au point q5. Plus précisément on
trouve
— —2q5 {1 + q52 — 2q5cos()} — {2q5 — 2 cos()} (1 — q52)
{1+q52_2q5cos()}2
De plus, g(c) est la dérivée seconde de g(.) évaluée au point C:
(2) —4+ 12c2 — 12ccos() — 4c3cos() +8cos2()
{1 + c2 — 2ccos(À)}3
Sous l’hypothèse nulle, le paramètre q5 est nul, c’est-à-dire q5 O. On a les
résultats suivants
g(O) = 1,
g’(O) 2cos().
Dans l’équation (3.1.4), le reste du développement de Taylor est représenté
par (1/2)( — q5)2gÇ2)(c) On peut montrer que g2(c) est une quantité majo
rée, dans la mesure où le dénominateur de cette expression est non nul V c E
]min(; q5), max(; q5)[. De plus, on trouve:
1 + c2 — 2ccos()) = sin2(\) + cos2(\) + c2 — 2ccos(),
= sin2(À) + {c — cos(i\)}2. (3.1.5)
La quantité (3.1.5) est égale à zéro si sin(.)) = O et {c — cos(,))} = O. Or
sin() = O si ) = kir, alors dans le cas où ). = kir, la valeur de cos(krr) = +1
et par conséquent {c — cos(kn)} O car c +1, et de plus on note que c e
jmin(; q5), max(q5; q5)[, où q5 < 1 et çl < 1, puisque q5 et q5 sont respectivement
un paramètre et un estimateur de paramètre d’un processus AR(1) stationnaire.
On conclut que le dénominateur de g2) (c) est différent de zéro, donc la quantité
g2(c) est majorée puisque son numérateur est borné. De plus, on note que l’on
peut trouver une borne supérieure indépendante de ?.
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Revenons à la statistique de test basée sur la norme quadratique comme elle
est définie dans l’équation (3.1.1).
= f{!()!()}2d\
2 2f [ {i + 2cos() + (1/2)2g(c)}
-
= f{Ï+2cos() + (1/2)2g(c) - i}2d
= f {cos) + (1/2)2g(c)}2 é,
kf [42cos2(À) +2g(c)cos() + (1/4)4{g(c)}2]
En multipliant cette dernière équation par n on obtient
nQ2(J; !o) = f [n2 cos2() + 2ng(c) cos() + (1/4)n {g(c)}2]
Afin de trouver la convergence en loi de cette statistique nous nous basons sur
le théorème suivant.
Théorème 3.1.2. Soit {X} un processus autoréqressiJ d’ordre p causal, comme
défini dans l’équation (1.3.1), avec at 33(0, a). Soit t’estimateur du vecteur
des paramètres catcuté seÏon ta méthode de Yute- Waiker ou selon une méthode
asymptotiquement équivalente. Alors
1/2t ) ** N(0u2F’)
En particulier
— ) = O(1).
Sous l’hypothèse nulle d’indépendance, l’estimateur du paramètre autoré
gressif est n’/2-convergent et par conséquent 1/2 = Q(1) =
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et de même = O(1/n). Ainsi on obtient
nQ2(!;Jo)
= f2cos2()d+o(1) (3.1.6)
4nir
‘2
=
—- +o(1),
puisque
f cos()d =
D’après l’équation (3.1.6) on a:
nQ2U;Io)
= fl2+o(1) (3.1.7)
= (flh/2)2+o(1)
Sous l’hypothèse nulle, 1/2 est ÀN(O, 1) et par conséquent la statistique de
test que nous avons calculée en (3.1.7) suit asymptotiquement une distribution
de khi-deux à un degré de liberté. On note également que la statistique de test
basée sur l’intégration et définie par Q2(j; !o) où est donné par (3.1.3), est
équivalente asymptotiquement à la statistique de test
3.1.2. ]tude du cas particulier consistant d’un modèle AR(2)
Dans ce cas, nous supposons que le modèle ajusté pour représenter le processus
{ X} est un autorégressif d’ordre deux AR(2). L’équation de ce modèle est donnée
par:
X = ç1X_1 + 2Xt_2 + at, (3.1.8)
où
at BB(O, u). (3.1.9)
On estime la densité spectrale de la manière suivante
1
— 27r(e_i2’
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où
fi 1 12 112 12 13
2 2 1Y2Y1Y21Y2+Y2
1 — çb2
et
= (1 — — q2e_2)(1 — qÇ2e2),
= 1 + + — 2 cos() — 22cos(2) + 212cos(À).
Ainsi, l’estimateur de la fonction de densité spectrale pour le processus AR(2)
devient
1 2 2 2 3
=
(1- 2) {i + + -2 cos() 22 coS(2) + 212 cos()}
Comme dans le cas d’un AR(1), la démarche consiste à considérer une fonction
g(.), qui est maintenant une fonction à deux variables ç& et 2
(1 1 12 112 12 13(j j\ 1Y2Y1Y2Y1Y2+Y2gq)1,y2}= -‘
(Ï
— 2) {i + + q5 — cos(À) — 22cos(2) + 2&2cos()}
Le développement en série de Taylor d’ordre un pour la fonction g(•) au voisinage
de (ç5r, ç5) s’écrit alors conirne suit
g(&, 2) = g(&, 2) + g(i, 2)@1
—
&) + g(&, 2)(2 — 2) + R1,
où et sont les dérivées premières de g(•) par rapport, respectivement,
à et ç52. Nous supposons que le reste du développement de Taylor est né
gligeable devant le partie principale qui est g@’, ‘‘2) + g(&, ç2)@l
—
;) +
g(çi, 2)(ç52
— 2), c’est-à-dire que R o(1). Nous avons fait les calculs ri
goureux dans la section précédente. Par simplicité ici, on se contente de présumer
directement que R1 = o(1).
Sous l’hypothèse nulle, on a
=
= O et on obtient
g(O,O) = 1, g,’(O,O) = 2cos() et g(O,O) = 2cos(2).
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Le développement en série de Taylor de la fonction g(•) devient
g(, 2) = 1 + 2 cos(À)i + 2 cos(2)2 + R1.
On calcule la statistique de test basée sr la norme quadratique comme elle
est définie dans l’équation (3.1.1), ce qui donne
Q2(J; f)
= f {i -
= f [ {i + 2 cos() + 22 cos(2) + R1}
—
2
=
= f cos(À) + 22 cos(2À) + R1} d,
= f {cos() + 4 cos(2)
+812cos() cos(2)} d + o(1).
Or
/cos2()d =
/cos2(2)d =
f cos(1\)cos(2)dÀ O.
—lr
Ainsi l’expression Q2(f b) équivaut â
Q2(Ho)
=
___
=
+ ) + o(i). (3.1.10)
Selon l’équation (3.1.10), on obtient
nQ2(b;bo)
=
n(+)+o(1). (3.1.11)
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On rappelle que lorsque le modèle postulé était un AR(1), le test spectral pa
ramétrique était équivalent asymptotiquement à n. Dans le cas présent, en
postulant un AR(2), le test paramétrique est asymptotiquement équivalent à
+ On sait que pour le cas d’un modèle AR(2), les estimateurs i, ç)
suivent asymptotiquement une loi binormale, dont le vecteur moyenne et la ma
trice de covariances sont représentés par
f -‘ 1_22 &(1+2)
estANj , n
\ -q51(1+2) 1_22
La covariance entre et 2 est égale au terme —çb1(1 + çb2). On note que sous
l’hypothèse nulle,
=
= O. Ainsi, cette covariance est égale à zéro, ce qui per
met de dire que les estimateurs ç et q2 sont asymptotiquement indépendants. De
plus, est AN(O, 1/n), de même est AN(O, 1/n). On peut interpréter la sta
tistique (3.1.11) comme une somme de carrés de deux normales centrées réduites
et indépendantes. Ainsi, on montre que cette statistique est asymptotiquement
distribuée selon une loi de khi-deux à deux degrés de liberté.
Dans la prochaine section, nous aborderons le cas de la métrique de Hellinger.
3.2. STATISTIQUE DE TEST BASÉE SUR LA DISTANCE DE HELLIN
GER
En utilisant la métrique de Hellinger comme mesure de distance entre la fonc
tion de densité spectrale du processus {X’} et la fonction de densité spectrale
sous l’hypothèse nulle, nous voulons déterminer la distribution asymptotique de
la statistique de test résultante lorsque les modèles autorégressifs ajustés pour
représenter le processus {X} sont AR(1) et puis AR(2).
Comme on a vu, la distance de Hellinger est représentée par
H2(ff) = f {f1/2( - f 1/2()}2dÀ
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Un estimateur de cette distance peut être calculé sous la forme
f {Ji/2 Ji/2()}2d (3.2.1)
Notre approche est similaire à celle que nous avons développée dans le cas
de la métrique quadratique; dans un premier temps, traitement en détail du cas
AR(1), et par la suite extension au cas AR(2).
3.2.1. Étude du cas particulier consistant d’un modèle AR(1)
En présumant que le modèle ajusté pour représenter le processus $SL {X}
est un AR(1), et si on reconsidère l’estimateur de la fonction de densité spectrale
de ce processus comme déjà définie en (3.1.3), nous avons alors que
2K{1 + 2 — 2cos()}
Ainsi, l’estimation de la distance de Hellinger pour ce processus est
21/2
H2(J;jo)
= f &(1_2) {â2}l/22 (i + 2 — 2cos()) j
2
= 2 f — 2 — 1 d. (3.2.2)2n , 1 + 2 — 2çcos(\) J
Afin d’effectuer un développement en série de Taylor, nous posons g(•) une
fonction de définie par:
g()
= { 1 + 2 2cos() }1/2
Sous H0, le paramètre = O et on a alors
g(O) = 1,
g’(O) = cos(À).
On donne le développement en série de Taylor d’ordre deux de g()
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(2)( -
g() = g) +
- + 2! (3.2.3)
Sous l’hypothèse nulle, l’équation (3.2.3) devient
g()=1+cos(À)+
2
On peut donc écrire l’équation (3.2.2) sous la forme
-2 r7 2
H2(J; Jo) = I {i + cos() + (Ï/2)g(c)2 - i} d,2n j
= f + g(c)cos(À) + (1/4){g(c)}24} dÀ.
En multipliant la quantité H2(!; b) par n on obtient ainsi
nH2(j,Jo)
=f{fl +ng(c)cos() +n(1/4){g(c)}24}d.
Sachant que le terme = O(1/J) et de même le terme nq = O(1/n), on
obtient
n2(!;bo) =
= n2K+op(1).
Par conséquent
2nH2(!. b)
-2 ‘ =n2+o(1). (3.2.4)
Gx
Cette statistique que nous avons calculée en (3.2.4) suit asymptotiquement
une distribution de khi-deux à un degré de liberté puisque 1/2 est AN(O, Ï).
On remarque à ce stade qu’asymptotiquement, le test spectral basé sur la dis
tance quadratique et la mesure de Hellinger sont tous les deux asymptotiquement
équivalents à n2
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3.2.2. ]tude du cas particulier consistant d’un modèle AR(2)
Nous voulons aussi calculer la statistique de test basée sur la distance de
Hellinger, mais cette fois, en supposant que le modèle ajusté pour représenter le
processus {X} est un autorégressif d’ordre deux AR(2). La distance de Hellinger
s’exprime comme suit
H2(J b)
= f {!h/2() - J/2()}2 d,
où
2(i 1 12 112 12 13
Y2
— Yi Y2Y1
— Y2 + Y2
— 2n(1
— 2) {i ++ — 21cos(À)
et
Posons g(•) une fonction à deux variables et définie par
1/2
1 12 112 2 13
1Y2Y1Y2Y12+Y2
(1— 2) {i + + — cos() — 22cos(2) + 2i2cos()}
Le développement en série de Taylor d’ordre un pour la fonction g(.) au voisinage
de (&,c2) est
g(1, 2) = g(1, ) + 2)(1 -
2)(2
- 2) + R2n,
où l’on suppose que R2 o(1).
Sous l’hypothèse nulle, on a
= 2 = O et on peut vérifier que
g(O,O) = 1,
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g’(0,0) = cos(),
g’(0,0) = cos(2)).
Ainsi, il est possible d’écrire le développement de g(1, 2) au voisinage du point (0,0)
comme
g(i, 2) 1 + i cos() + 2 cos(2) + R2. (3.2.5)
La distance de Hellinger comme définie par l’équation (3.2.1) devient alors
= f {!‘ -
=
=
= f d,
= f { cos2(,\) + cos(2)
+212 cos() cos(2i\)} dÀ + o(1).
Nous calculons les intégrales suivantes
f cos2(À)d =
f cos2(2À)dX = n,
f cos(À) cos(2)d = 0.
Ceci donne
H2(j;J0)
=
=
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Sous l’hypothèse nulle, les estimateurs et c12 comme on l’a déjà montré,
sont asymptotiquement indépendants et suivent conjointement une distribution
normale, c’est-à-dire que
où 12 dénote la matrice identité de dimensions 2 x 2. Ainsi il en résulte que
2nH2(j;
= n( + + o(i).
Cette dernière statistique suit asymptotiquement une distribution de khi-deux à
deux degrés de liberté, et on constate l’équivalence asymptotique sous l’hypothèse
nulle, entre les statistiques basées sur la métrique quadratique et la distance de
Hellinger.
3.3. STATISTIQUE DE TEST BASÉE SUR LE CRITÈRE D’INFORMA
TION DE KuLLBAcK-LEIBLER
Une troisième mesure de distance que nous allons considérer est le critère
d’information de Kullback-Leibler que nous définissons par
12(f;fo) = f log{J()/Jo()}fo(À)dÀ. (3.3.1)
On peut calculer un estimateur de la statistique basée sur le critère d’infor
mation de Kullback-Leibler comme suit
12(1; !)
= f log {J(À)/îo()} ]o()dÀ.
Dans les prochaines sections, on considère des spécialisations de la statistique
(3.3.1) pour des modèles AR(p) particuliers.
3.3.1. Étude du cas particulier consistant d’un modèle AR(1)
Lors de l’ajustement d’un modèle AR(1), on a montré que
_2
2n 1+2—2cos(À)
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De plus, on a montré que
2ir
Donc,
‘2(M0)
= f
‘ Iog { + _2cos(À) } d,
=
__________
2n J 1 + ç52 — 2cos() J
= flog{1_2}d
27r
—f iog {ï + — 2cos(X)} dÀ. (3.3.2)
En effectuant un développement d’ordre deux en série de Taylor au voisinage
de = 0, pour les termes log{1 2} et log{1 + — 2cos())}, on obtient que
le développement d’ordre deux au voisinage de d = O de log{1 — 2} donne
log {i — 2} = _2 4 + R31,
et par le développement d’ordre deux de log{1 + ç2 — 2q5cos)}, on obtient
log {i + — 2cos()} = — 2cos(À) — { — 2cos()}2 + R32(n),
=
— 2cos(À)
— { _43cos(À)+42cos2()}
+R32.
L’équation (3.3.2) devient alors
12(!;jo) =
f fr - 2cos() - ( - 4 cos() + 42cos2(À)) }
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On s’intéresse à la quantité n12(J; b)
J2(J, b) kf {_2 -
-f{ - 2ncos()d}
+f {n — 43 cos() + 4fl2cOs2()} d + o(1).
Puisque
f cos)d1\ O,
f cos2()d = n,
n43 =
=
on en déduit que:
n12(j; b) = X(4nn2 + 2nnc2) + o(1),
= n(_2n2) + o(1).
2ir
-‘2 9
=
Nous coilsidérons alors la statistique
_n12(b;bo)
-‘2 +o(1),
o-x
qui se présente essentiellement sous la forme d’un carré d’une variable normale
centrée réduite (asymptotiquement). Ainsi, cette statistique est asymptotique-
ment distribuée selon une loi de khi-deux à un degré de liberté, et équivalente
asyrnptotiquement aux statistiques spectrales pararnét riques précédentes.
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3.32. Étude du cas particulier consistant d’un modèle AR(2)
Supposons que le modèle ajusté pour représenter le processus {X} est un
AR(2) et reprenons la métrique de Kullback-Leibler comme définie précédem
ment
12(J; b)
= f
log {J(À)/10(À)} 10(À)dÀ.
On représente un estimateur de la fonction de densité spectrale paramétrique
du processus AR(2) comme
f()=
2n(1
— 2) {i + ? + — 21cos(À) — 22cos(2À) + 2i2cos()}
De même, rappelons que l’estimateur de la fonction de densité spectrale pour un
bruit blanc est représenté par
o_x
J0 — 2ir
Il est clair que
__
-
-
On peut écrire
lo{}
— log {i + + — cos()
— 22 cos(2/\) + 2q12 cos()}.
On pose g() une fonction de et 2 qui est définie comme
9(1,2) =
—log {i + + — 21cos() — 22cos(2) + 2i2cos(À)}.
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Le développement en série de Taylor d’ordre deux de la fonction g(•) au voi
sinage de (i, k2) est donné par
9(&,2) =
- {-.2 - - -
+ 3}2
+ R41.]
- {_2 - + R49n}
- [{ + - cos() - 2 cos(2) + 22 cos(À)}
2
—- { + — cos() — 22cos(2) + 2&2cos(i\)} + R437.].
On s’intéresse à la statistique
j2(J; b) = n f log {!()/bo()} J0()dÀ.
Si on néglige les termes qui convergent vers zéro ainsi que les termes dont l’inté
grale est égale à zéro on obtient
n12(b;bo) = f{2n_2n
+2ncos2() + 2ncos2(2À)} d() + o(1),
= 2n(-n - n) + o(i).
Finalement on obtient
_n12(j;
= n( + + o(Ï). (3.3.3)
Sous l’hypothèse nulle, les estimateurs et 2 sont asymptotiquement: indé
pendants, et suivent respectivement une loi N(O, 1/n). Par conséquent, la statis
tique obtenue en (3.3.3) suit asymptotiquement une distribution de khi-deux à
deux degrés de liberté, et même dans le cas de AR(2), les statistiques utilisants
les trois métriques préconisées sont asymptotiquement équivalentes à n( +
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3.4. ETUDE DU CAS GÉNÉRAL CONSISTANT D’UN MODÈLE AR(p)
Considérons le processus autorégressif {X} d’ordre p. On rappelle que ce
processus admet la représentation suivante
= 1X_1 + 2X_2 +. + çbX_ + at, (3.41)
où {at} est un BB(O,u).
On peut écrire & en fonction des estimateurs des paramètres du modèle
q5i, 2,
..., ,
des estimateurs des autocorrélations (1), (2), ..., 5(p) et de â, du
bruit blanc
=
=
1 =
o-x
Ainsi, nous obtenons
ô-2
=
o-x
—T
= 1 —
. (3.4.2)
Selon les équations du système de Yule-Walker
où = ((1), (2), ..., 1())T et = F/’(O) est la matrice des autocorrélations
échantillonnales.
Par conséquent
(343)
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En manipulant le équations (3.4.2) et (3.4.3) on obtient
=
o-x
= 1- (1)T
=
$ous l’hypothèse nulle
= (1+R—R)’,
= (R+AR)’,
+ O(i//),
= I+O(1//),
car LR = O(1/v’).
Il en résulte que
=
= 1 — + O(n312),
car sous l’hypothèse nulle = O(n’/2).
On peut écrire le modèle (3.4.1) sous la forme
Y=X+a, (3.4.4)
où Y = (X1, ..., X)T, a = (ai a)T et X est une matrice de dimension n x p,
X0 X_1
... X1_,
xi X0
...
X_p
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Vu la grande similitude entre le modèle (3.4.4) et les modèles de régression
linéaire, on peut calculer le vecteur * par la méthode des moindres carrés
= (XTX)XTY.
En fait, les estimateurs * et ont des propriétés similaires et de plus il est
possible de montrer que n1/2(Q — o(1) (Voir Brockwell et Davis, 1991,
p263).
Il s’en suit que
n(xTx)_1,
fxTxy’ XTY
=) .
Or
XTX 1 (XTX 2 2
De plus, sous l’hypothèse nulle
E
(XTX)
=
car sous H0, u = u.
Ainsi, ceci implique que
XTX ï txTx 2 2
n =
aT+JaT,
= (1/)O(1)+I,
= O(i//)+uI,
et on a
(XTX)’
= (uI)’ +O(1/).
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Aussi
XTY /xTYN
J,
n j
=
= v {7(o) + O (1/) },
=
= /y(O) + O (1/) O(1),
= fry(O)+O(1/\/).
Sous l’hypothèse nulle 7(0) du processus est égale à u du bruit blanc. Ainsi
= /(XTX)XTY,
= {(u’)’+oti/)} {+O(i/)},
On en déduit que
Ce dernier résultat nous permet d’écrire
1_T+Op(n3/2),
= 1
—
+ O(n312). (3.4.5)
Nous avons vu dans les deux cas particuliers concernant les modèles AR(1)
et AR(2) que, pour les trois mesures de distance, la statistique du test suit une
distribution de khi-deux dont le degré de liberté dépend de l’ordre du modèle
autorégressif. Dans la suite de ce chapitre nous voulons déterminer la distribution
de la statistique du test dans le cas général d’un modèle autorégressif d’ordre p.
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3.4.1. Statistique de test basée sur la norme quadratique
Considérons un modèle AR(p). L’estimation de la fonction de densité spectrale
s’écrit
-‘2 1
— 2ic
où
= (1 — — — e)(1 — 1e — —
p p p p
= 1+ - 2cos(i) +2Zjjcos{(i -j)À}.
i=1 i1 i=1 j=1
i<j
L’estimation de la distance en norme quadratique entre la densité spectrale
du modèle ajusté est celle du bruit blanc est
Q2(!•!o) f {!_!o()}2d,
{2
2
1
= L (e)J2
-
— k Ç& i
- 4n2 f lI(ei2 - (3.4.6)
Par l’équation (3.4.5) on a:
— 1
—
+ O(n312).
De ce fait l’équation (3.4.6) devient
-‘4
GX I
________________
Q2(!J)
= {1
- To(3/9)
- }
-‘4 î
2
= L(ei2 _1} d+o(1). (3.4.7)
On pose g() une fonction de (i, 2,
..., ) telle que
—T-’
1—g(i, 2,
..., ) = (e_) 2
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Or
= 1+ -2 j cos(iX) + 2Z cos{(i
- j)}.
i=1 i=1 i=1 j=1
i<i
Le développement en série de Taylor d’ordre un de la fonction g(•) au voisinage
de donne:
=
+... + g( — ) + R5.
Sous l’hypothèse nulle (& 2, ..., çb) (O, O, ..., O), et on a
g(O,O,...,O) = 1,
g’(O,O, ...,O) = 2cos(iÀ) Vi = 1, ...,p.
L’équation (3.4.7) devient
2
= f -
f {i + cos(À) + 22 cos(2À) +
+2J) cos(p) + R5n — i} dÀ + o(1),
=
On remarque que les intégrales de forme croisée sont nulles
f cos(k) cos(wÀ)d = O, Vk w,
et
f cos2(k)d=ir,
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Donc
nQ2(I;!o) = 4n{cos2À+...+cos2(p)}d+op(1),
=
On conclut que
nQ2(!; b)
= n( + + + + o(1). (3.4.8)
Une des propriétés du vecteur des estimateurs est qu’il est asymptotique-
ment multinormal, c’est-à-dire que est AN(,n—1uF—’). (Voir Brockwell et
Davis, 1991, p.241).
L’expression de la matrice de variances et covariances F est donnée par
7(0) 7(1)
...
7(73-1)
- 7(1) 7(0) ... 7(73-2)
T_
— 1) y(p — 2) ... 7(0)
Sous l’hypothèse nulle, i = = çb = 0, F = uI. Il en résulte que
est AN(O,n11).
Donc les j sont asymptotiquernent indépendants et AN(0, 1/n), ce qui permet
de dire que la statistique donnée par l’équation (3.4.8) suit asymptotiquement une
distribution de khi-deux à p degrés de liberté.
3.4.2. Statistique de test basée sur la distance de Hellinger
Comme on l’a déjà montré, une statistique reposant sur la distance de Hellin
ger est
H2([j0)
= f {)i/2 - (3.4.9)
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où
- 1
— 27r(e_iÀ)2’
/ T
2 (i—m +Op(n_3/2))
(3.4.10)
— 2n
L’équation (3.4.10) devient
I cxx
_________________
t{
2 (i — + op(n_3/2))
1/2 2
L (ei2 - 1/21}
T 1/2 i2I
— 2 j j (e_2 j — 1] d\ + o(1).
On pose g() une fonction de (q51, q5,
..., ), telle que
iT}1/2
Or
p p p p
= 1+ -2 cos(i,\) + 2jj cos{(i
- j)M.
z=1 i=1 i=1 j=1
Le développement en série de Taylor d’ordre un de la fonction g(.) au voisinage
de donne:
(1) -.
=
—i)+g—)
+.. + g)(
— ) + R6
Sous l’hypothèse nulle
,
..., ) (0,0, 0), et on a
g(0,0,...,0) = 1,
O ,0) = cos(iÀ), Vi = 1,...,p.
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La statistique de test devient
H2(J;J0) = f {i +icos() ±9cos(2) +
+cos(pÀ) + R6 — i} d + o(1).
=
Du fait que les intégrales de la forme croisée sont nulles
f cos(kX) cos(wÀ)dÀ = O, Vk w,
et que
f cos2(k)d=,
on en déduit qe
H2(J;!o) =
=
ce qui permet d’écrire
2nH2(j;jo)
=n(++...+)+o(1).
Cette dernière statistique suit une distribution de khi-deux à p degrés de liberté
puisque les = 1,...,p, sont asymptotiquement indépendants et AN(O, 1/n).
3.4.3. Statistique de test basée sur la critère de Kullback-Leibler
Comme on l’a vu, la mesure de distance en utilisant le critère de Kullback
Leibler peut être calculée comme suit
12(j; b)
= f log {!()/bo(/\) } fo()dÀ. (3.4.11)
On calcule un estimateur de la statistique du critère d’information de Kullback
Leibler sous la forme
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12(J; b)
= f iog {J()/Jo(\)} f0()d,\,
où j(•) représente la fonction de densité spectrale d’un modèle autorégressif
d’ordre p. On peut écrire f()) comme
«2 1
1
— 27r(e—i))2’
(i_ + O(3/2))
27r
où
=1+ -2 j cos(i) + 2 cos{(i
-
i=1 i=1 i=1 j=1
i<i
Le rapport de J(À) sur J0(À) est donnée par:
___
1- + Q(3/2)
1o2”)
= 1_+O(n3/2)
Donc
12(j;jo)
= f1og{1__03/2)}dÀ,
= [1ogf’Jd+o(1).2rr ]_,,. (e_)2 J p
De même, on pose g(•) une fonction de (i, 2 ) telle que
= lo{ }
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=
—2cos(i) +2cos{(i -j)}
i=1 i=1 j=1
i<i
Puisque le développement en série de Taylor au voisinage de zéro de log( 1 +
x) x — x2/2 + + (—1)’x/n, alors le développement d’ordre deux de g()
donne
-
- 2Zjcos(iÀ) + 2qqcos{(i -j)À}
i=1 i=1 i=1 j=1
2
- 2cos(i) +2çjcos{(i
-j)}
i=1 i=1 i=1 j=1
i<j
+R72.
En considérant la statistique j2(j, )), on remarque que les termes en =
ceux en n = O(n’/2), ceux en nj = O(’n’), Vi j, et ceux en
= O(n/2) Vi J.
De plus, les intégrales de la forme t
plr
J cos(kÀ)d)r=O, Vk=1,...,p.
—7r
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011 obtient le résultat suivant
nJ2(J;J) nf[{22_._2}
+ {4cos() + 4cOS2(2) + + 4cos2(P)}] d + o(1),
= n [{-4n - 47r - - 4ir}
+ {2n + 211 + + 2}] + o(1),
nJ2(J;J) n {_n - 2- ..._2} +o(1),
=
On calcule la statistique suivante
nI2(j;!
Cette dernière statistique suit une distribution de khi-deux à p degrés de li
berté, puisqu’elle se présente sous forme de la somme de carrés de p variables
normales centrées réduites et asymptotiquement indépendantes.
Chapitre 4
SIMULATIONS
Dans les chapitres précédents, nous avons étudié des statistiques de test re
posant sur un estimateur paramétrique de la densité spectrale, pour effectuer des
tests de corrélation sérielle. Cependant, du point de vue du statisticien appliqué, il
semble naturel d’invest.iguer le comportement de ces statistiques à l’aide d’études
empiriques. En particulier, il semble particulièrement pertinent d’étudier le ni
veau et la puissance des tests spectraux paramétriques pour des tailles de séries
chronologiques raisonnables. Ainsi, il est d’intérêt de comparer les tests spectraux
paramétriques et les tests spectraux non paramétriques de Hong (1996).
4.1. DEscRIPTIoN DE LA SIMULATION
Pour des modèles de séries chronologiques que nous allons décrire un peu plus
loin, nous avons ainsi calculé les taux de rejet de l’hypothèse nulle
• quand l’hypothèse nulle est vrai,
• pour une alternative fixée,
en utilisant les tests spectraux paramétriques, non paramétriques et finalement les
tests de Box et Pierce, pour les niveaux 5o et 1Oo. Nous avons considéré les tailles
de séries chronologiques n = 128, 256. Pour les tests spectraux paramétriques,
nous avons considéré des AR(p), pour p = 1, 2, ..., Z. Pour les tests spectraux non
paramétriques, nous avons considéré les noyaux de Daniell et de Bartlett. Dans
les études de Hong (1996) et de Duchesne et Roy (2004), ces noyaux sont ceux
qui semblent fournir les puissances les plus élevées.
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Rappelons que les définitions précises des noyaux considérés sont données à
la fin du chapitre 2.
Les processus suivants ont été considérés
= O,2X_2+at, (4.1.1)
X = —O, O9X_y — O, 12X2 + at, (4.1.2)
X = —O, O6X_2 + at + O, lat_i + O, 12a_2 + O, 1a_3, (4.1.3)
X = O, 1X_2 + at + O, l2ati + O, 2a_2, (4.1.4)
où {at} est un bruit blanc gaussien tel que o 1. Les processus (4.1.1) et (4.1.2)
sont des AR(2), et selon notre approche, ces processus seront correctement iden
tifiés lorsque nous ajusterons des AR(p) avec p = 2. Cette situation permettra
de comparer la puissance de l’approche paramétrique et non paramétrique. Alors
que les processus (4.1.1) et (4.1.2) sont des processus purement autorégressifs, les
processus (4.1.3) et (4.1.4) sont des exemples de processus ARMA(p, q), Ainsi,
(4.1.3) est un processus ARMA(2, 3) et (4.1.4) est un ARMA(2, 2). Tous les pro
cessus considérés sont stationnaires et inversibles. En particulier, (4.1.3) et (4.1.4)
admettent des représentations AR(oo) avec des poids qui décroissent de manière
géométrique. Ainsi selon l’approche paramétrique, le p choisit correspond à un
effet de troncature dans la représentation AR(oo).
Dans l’étude de niveau, 5000 réalisations indépendantes ont été générées selon
X at, où {at} est un processus gaussien, et ce pour chaque valeur de n. Les
simulations ont été faites selon les étapes suivantes
1) Pour l’étude de niveau, le bruit blanc gaussien {at} a été généré indé
pendamment, en utilisant la fonction S-PLUS rnormQ. Pour l’étude de
puissance, la fonction S-PLUS arima. sim() a été utilisée afin d’obtenir
les réalisations des modèles ARIVIA.
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2) Pour chaque série chronologique, les tests spectraux paramétriques ont
été calculés, en posant p = 1, 2,.... 7. Le test asymptotique n est
noté $, alors que les tests utilisant la norme quadratique, la métrique de
Hellinger et la mesure de distance de Kullback-Leibler sont dénotés NQ,
HL et KL, respectivement. Les tests sont construits à partir des formules
3.4.6, 3.4.9 et 3.4.11, respectivement.
3) Pour chaque série chronologique, les tests spectraux non paramétriques de
Hong ont été calculés, en utilisant T = [log(n)], [3n°’2], [3n°’3] où n est la
taille échantillonnale. Le test utilisant le noyau de Danieli est noté DN,
alors que le test reposant sur le noyau de Bartlett est dénoté BAR.
4) Finalement, les tests de Box et Pierce dénot.és BP, basés sur ni = 1, 2, ..., 7
délais ont été considérés.
5) Dans le cadre de l’étude de niveau, pour chaque n, pour chaque valeur de
p dans l’approche paramétrique, pour chaque noyau et T dans l’approche
non paramétrique, pour chaque ni dans le test de Box et Pierce, et pour
chaque niveau nominal, nous avons obtenu des 5000 réalisations les taux
de rejets empiriques de l’hypothèse nulle d’absence de corrélation sérielle.
Les résultats en pourcentage sont rapportés dans le tableau 4.3.1. Les
écarts types des niveaux empiriques sont 0,0031 pour le niveau 5% et
0,0041 pour le niveau 10%.
L’étude de puissance a été effectuée d’une manière similaire, sauf que {X}
satisfait maintenant (4.1.1), (4.1.2), (4.1.3) et (4.1.4) et que le nombre de réalisa
tions a été fixé seulement à 2000. Dans les prochaines sections nous discutons les
résultats de l’étude de niveau et de l’étude de puissance.
4.2. DISCUSSION DE L’ÉTUDE DE NIVEAU
Nous commençons par analyser les résultats de l’étude de niveau. Ils sont
présentés clans le tableau 4.3.1. De manière générale, les niveaux des nouveaux
tests sont bien respectés, ainsi que les niveaux des tests de Box et Pierce.
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Les tests spectraux non paramétriques affichent un sur-rejet, surtout pour
n=128. Ce phénomène est connu, comme discuté dans Hong (1996) et Duchesne
et Roy (2004). Comme une fonction de n, les approximations khi-deux et normale
s’améliorent avec la taille de la série chronologique, ce qui était évidemment at
tendue. Cette constatation semble véridique pour les deux niveaux nominaux 5%
et 10%.
Que le test spectral paramétrique fasse mieux que le test non paramétrique
au niveau nominal 5%, qui demeure le plus largement utilisé, est certainement un
argument en faveur de l’approche paramétrique.
4.3. DisCussioN DE L’ÉTUDE DE PUISSANCE
Nous discutons dans cette section les résultats de puissance. Les résultats se
trouvent dans les Tableaux 4.3.2, 4.3.3, 4.3.4 et 4.3.5. Nous avons calculé les puis
sances en utilisant les valeurs critiques asymptotiques (utilisant, ainsi les quantiles
des lois khi-deux et normales), mais également. les valeurs critiques empiriques,
obtenues des 5000 réalisations de l’étude de niveau. Les résultats utilisant les va
leurs critiques asymptotiques se trouvent sous la colonne VCA, alors que ceux
utilisant, les valeurs critiques empiriques se trouvent, sous la colonne VCE.
Commençons par analyser les résultats de puissance se trouvant dans les ta
bleaux 4.3.2 et 4.3.3. Rappelons que dans ces deux situations les processus sont
des AR(2). Concernant le nouveau test, on voit qu’il atteint sa puissance maxi
niale lorsque p = 2, ce qui n’est guère surprenant et en fait rassurant. De manière
générale, les puissances obtenues selon VCA et VCE sont fort similaires, et on
peut affirmer que la meilleure puissance est obtenue avec la métrique quadratique
dans le tableau 4.3.2 et S dans le tableau 4.3.3. Les tests calculés selon les di
vers métriques ont affiché des résultats similaires. La puissance du test spectral
paramétrique avec p = 2 est en fait comparable au test de Box et Pierce avec
ra = 2.
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De manière générale, les tests paramétriques avec p e {2, 3, 4} ont obtenu une
puissance comparable et même parfois légèrement meilleure que les tests spec
traux non paramétriques.
Analysons maintenant les résultats des tableaux 4.3.4 et 4.3.5. Dans ces deux
cas, les processus sont un ARMA(2, 3) et un ARMA(2, 2), admettant une repré
sentation AR(œ). On constate que p = 3 et p = 2 semblent être les valeurs opti
males pour les tests paramétriques, respectivement, pour le modèle ARIVIA(2, 3)
et ARMA(2, 2). On constate aussi, que contrairement au cas où le processus est
autorégressif pur, il y a de nombreuses situations où le test spectral paramétrique
optimal domine largement les tests de Box et Pierce ou encore les tests spectraux
non paramétriques.
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TABLEAu 4.3.1. Niveaux empiriques (¾) (sous l’hypothèse nulle
d’indépendance) basés sur 5000 réalisations d’in bruit blanc
N(0, 1), aux niveaux nominaux 5% et 10%.
n 128 256
( 5% 10% 5% 10%
p = 1 S, 4,98 10,08 9,46
NQ 5.44 10.40 4,96 9,54
fIL 5,14 10,20 4,90 9,52
KL 5,16 10,20 4,90 9,52
2 S 4,6$ 10,44 5,04 9,50
NQ 4,58 10,30 4,86 9,44
fIL 4,34 10,04 4,74 9,44
KL 4,56 10,22 4,90 9,50
3 S, 4,80 9,78 EÔ 9,82
NQ 5,44 10,00 5,14 9,70
HL 4,46 9,42 4,70 9,2$
KL 4,54 9,66 4,76 9,44
4 S, 5,24 10,64 10,00
NQ 5,98 10,76 4,96 9,88
HL 4,54 9,54 4,74 9,34
KL 4,58 9,84 4,78 9,50
5 S 5,24 10,56 10,04
NQ 6,16 11,46 5,08 10,00
HL 4,42 9,12 4,72 9,30
KL 4,56 9,64 4,78 9,52
6 S 5,82 10,78 10,70
NQ 6,14 11,14 5,72 10,24
HL 4,22 8,88 4,94 9,20
KL 4,62 9,46 5,08 9,62
7 S, 6,06 10,80 11,12
NQ 6,34 12,08 6,12 11,32
HL 4,04 8,54 4,90 9,98
KL 4,32 9,24 5,04 10,22
in = 1 BP 4,98 10,08 9,46
2 3,90 9,44 4,52 9,04
3 4,54 8,98 4,60 9,12
4 4,66 8,98 4,44 9,12
5 4,58 8,96 4,62 8,80
6 4,26 8,68 4,70 8,80
7 4,10 8,48 4,82 9,70
T = log(n) DN 6,86 9,82 9,26
BAR 6,90 9,76 6,32 9,20
3n°’2 DN 6,90 10,16 9,46
BAR 6,86 9,98 6,58 9,40
3n°’ DN 6,76 10,38 10,50
BAR 6,64 10,22 58 10,22
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TABLEAu 4.3.2. Nombre de rejets (¾) (sous l’hypothèse alterna
tive) basés sur 2000 réalisations d’un processus AR(2), avec
n 128 256
Û 5% 10% 5% 10%
VC VCE VCA VCE VCA VCE VCA VCE VCA
p = 1 S, 10,10 10.10 16,35 16.35 11,25 10,90 17,65 17.25
NQ 11,10 10,55 16,35 17.00 11,25 11,10 17,65 17,35
HL 10,10 10,30 16,35 16,75 11,25 11,00 17,65 17,25
KL 10,10 10,30 16,35 16,80 11,25 11,00 17,25 17,25
2 S 43,80 42,20 54,40 54,95 77,65 77,70 87,25 86,10
NQ 52,10 51,00 61,55 61,95 81,90 81,60 89,05 88,40
HL 49,60 47,60 59,00 59,10 80,65 79,90 88,65 87,20
KL 48,15 47,05 58,15 58,55 80,45 79,55 88,25 87,10
3 S 37,30 36,00 50,45 49,80 71,25 71,65 81,50 81,15
NQ 43,65 45,00 56,50 56,50 76,30 76,60 85,50 84,85
HL 42,50 40,50 55,00 54,25 75,25 74,60 84,40 83,35
KL 41,85 40,30 54,50 53,55 75,05 74,45 83,80 83,15
4 S, 31,60 31,75 43,70 44,60 66,55 67,20 77,65 77,65
NQ 37,60 40,30 51,50 52,50 72,25 71,75 81,05 80,75
HL 37,20 35,70 50,30 48,80 70,65 69,85 80,15 79,35
KL 36.90 35,55 49.45 49,20 70,45 69,60 79,75 79,10
5 S 27.30 28,90 39,55 40,75 61,70 62,50 74,35 74,35
NQ 34,00 37,70 46,85 49,40 67,75 68,75 78,15 78,15
HL 35.40 33,50 45,75 44,00 67,05 66,15 77,15 76,55
KL 34.35 33.10 45,35 44.55 66,15 65,65 77,45 76,50
6 S 24,30 26.70 36,55 38,20 57,30 59,75 69,45 71,10
NQ 32,85 35,75 43,70 46,55 63,20 65,30 75,05 75,10
HL 33,00 30,55 43,65 42,05 62,65 62,20 74,65 73,20
KL 32,05 30,65 42,50 41,70 62,10 62,20 73,70 73,10
7 S, 22,45 24,45 35,70 36,55 54,65 56,55 66,45 68,75
NQ 31,15 34,65 41,20 44,55 60,10 62,80 71,40 73,65
HL 31,40 27,40 41,35 39,25 59,70 59,25 71,00 70,85
KL 30,30 28,40 40,90 39,70 59,60 59,65 70,75 70,80
n-i = 1 BP 10,10 10,10 16,35 16,35 11,25 10,90 17,65 17,25
2 52,25 48,95 61,50 60,25 81,65 80,50 89,05 87,80
3 43,60 41,65 57,00 54,15 76,65 75,30 85,45 84,20
4 38,80 37,90 52,80 50,60 72,80 70,75 81,35 80,20
5 36,10 35,35 48,10 46,95 68,75 67,05 79,05 77,45
6 35.45 32,70 45,50 43,00 64,45 63,70 76,10 74,20
7 31.00 30,90 43,10 41,00 61,40 61,05 72,75 72,05
T = log(n) DN 41,00 46.85 55,10 54,60 75,90 79,40 84,85 84,30
BAR 38,10 43,70 51,80 51,40 73,10 76,95 83,70 82,30
3n°’2 DN 43,20 48,30 55.30 55,60 74,45 78,30 83,75 83,20
BAR 44,90 46,65 54.40 54,30 73,90 77,65 83,60 82,70
3n°’3 DN 39,25 43,55 50,25 50,85 67,10 71,95 77,45 78,45
BAR 40,10 45,10 52,05 52,25 69,70 74,30 80,10 80,50
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TABLEAu 4.3.3. Nombre de rejets (¾) (sous l’hypothèse alter
native) basés sur 2000 réalisations d’un processus AR(2), avec
= —0, 09, = —0, 12.
n 128 256
a 5% 10% 5% 10%
VC VCE VCA VCE VCA VCE VCA VCE VCA
p = 1 S/, 12,25 12,20 22,55 22,65 25,20 24,20 38,10 36,65
NQ 12,25 13,00 22,55 23,30 25,20 24,60 38,10 37,10
HL 12,25 12,60 22,55 22,95 25,20 24,35 38,10 36,85
KL 12,25 12,65 22,55 23,15 25,20 24,35 38,10 36,95
2 S 36,10 35,00 46,15 46,95 57,45 57,60 71,20 69,95
NQ 29,70 28,70 40,85 41,55 53,10 52,50 66,55 65,55
HL 32,55 30,55 42,40 42,40 55,00 54,40 68,25 67,10
KL 32,95 31,65 43,35 43,70 55,80 55,35 68,70 67,85
3 S, 31,30 30.15 42,65 42,15 50,15 50,85 63,55 63,20
NQ 22,15 23,10 34,95 34,95 44,55 45,05 59,95 58,75
HL 26,10 24,45 38,05 37,20 47,90 47,05 62,05 60,55
KL 27,45 26,10 39,40 38,35 49,30 48,40 62,55 61,50
4 S, 27,50 28,00 38,50 39,15 47,15 47,55 59,00 58,90
NQ 18,00 20,85 31,35 32,50 41,05 40,50 54,75 54,35
HL 23,10 21.70 35,05 34,25 43,70 72,70 57,60 56,20
KL 24,70 23,60 36,35 35,90 44,55 44,10 58,45 57,40
5 $çi 24,50 25,60 34,60 36,15 41,70 42,90 55,75 55,75
NQ 16,25 19,80 27,65 29,50 35,80 36,55 50,30 50,25
HL 21,10 19,25 32,35 30,70 39,25 38,25 53,25 51,15
KL 22,30 21,30 33,10 32,55 39,75 39,30 54,10 52,70
6 S 22,35 24,20 32,80 34,40 39,40 41,20 52,20 53,90
NQ 17,05 19,45 26,80 29,25 32,75 34,65 48,05 48,15
HL 20,20 17,85 30,55 28,85 36,25 30,05 50,70 48,90
KL 20,50 18,95 31,65 30,55 37,60 37,65 50,90 50,15
7 S, 20,55 22,05 30,75 32,00 37,50 39,55 47,90 50,50
NQ 15,30 18,65 25,10 28,00 28,80 32,40 42,20 45,15
HL 18,85 16,10 28,10 25,95 33,60 33,30 46,00 45,95
KL 18,90 17,30 29,05 27,65 35,05 35,15 47,00 47,20
m = 1 3F 12,25 12,20 22,55 22,65 25,20 24,20 38,10 36,65
2 29,20 25,95 40,95 39,45 52,75 50,80 66,45 64,9
3 21,95 20,25 34,90 32,35 45,15 43,45 59,90 58,05
4 18,95 17,95 31,90 29,75 42,25 38,75 54,85 52,75
5 17,45 16,65 28,10 26,70 37,25 35,05 51,20 49,25
6 17,85 15,85 27,90 25,35 34,20 33,30 48,95 46,15
7 17,30 14,95 26,60 24,35 30,60 30,0 43,80 42,75
T = log(n) DN 23,35 29,00 37,45 36,65 48,95 53,70 63,50 62,30
BAR 22,35 27,50 35,80 35,50 47,10 53,20 62,80 61,10
3nU,2 DN 23,10 28,20 35,55 36,00 44,95 49,75 60,15 59,25
BAR 22,40 27,40 35,65 35,60 45,70 51,55 61,05 60,00
3n°’3 DN 20,00 24,85 31,95 32,30 37,70 42,65 49,85 51,15
BAR 21,15 25,70 33,50 34,10 41,30 46,10 53,80 54,45
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TABLEAU 4.3.4. Nombre de rejets (¾) (sous l’hypothèse alterna
tive) basés sur 2000 réalisations d’un processus ARMA(2 ;3), avec
= —0,06, 01 = 0, 1, 02 0, 12 et 03 = 0, 1.
n 128 256
( 5% 10% 5% 10%
VC VCE VCA VCE VCA VCE VCA VCE VCA
p = 1 S 15,25 15,50 24,65 34.65 28.55 27,60 40,00 38,85
NQ 15,25 16,10 24,65 25,15 28,55 28,10 40,00 39,40
HL 15,25 15,45 24,65 24,90 28,55 27,80 40,00 39,20
KL 15,25 1,55 24,65 24,90 28,55 27,85 40,00 39,20
2 B, 18,45 17,30 26,85 27,50 33,05 33,10 48,45 46,50
NQ 15,80 14,95 24,15 24,50 28,85 28,25 43,55 41,90
HL 16,80 15,80 25,50 25,55 30,50 29,55 45,30 43,70
KL 17,20 16,50 26,05 26,25 31,70 30,65 46,05 44,60
3 $b 30,30 29,35 42,20 41,75 58,75 59,20 71,15 70,75
NQ 23,95 25,55 39,10 38,95 50,85 51,40 66,35 65,60
HL 27,40 26,20 39,90 38,75 54,75 53,50 68,85 67,35
KL 28,25 26,85 40,40 39,50 56,20 54,85 69,25 68,40
4 $ 29,05 29,45 40,15 41,40 56.30 56,95 69,50 69,30
NQ 20,00 22,25 32,05 33,55 16,00 45,55 60,70 60,50
HL 25,30 23,45 36,00 35.25 50.55 49,60 64,60 63,35
KL 27,10 25,75 37,40 36,75 52.45 51,95 65,75 64,60
5 S,, 29,60 30,00 39,60 40,55 53,75 54,70 66,45 66,50
NQ 17,75 21,65 29.45 31,90 40.25 41,40 55,50 55,50
HL 22,95 21,10 35,00 33,70 46.65 45,30 60,45 59,40
KL 24,80 23,60 36,40 35,85 48.25 47,85 62,15 61,15
6 Sf1, 27,55 30,85 39,30 41,00 5030 52,35 63,75 64,95
NQ 16,95 20,00 28,15 30,35 31,40 37,00 51,00 51,30
HL 21,85 19,25 34,25 31,60 42,90 42,40 58,05 55,70
KL 22,65 21,10 36,20 35,00 45,65 45,70 58,85 57,50
7 S, 26,90 28,90 38,65 39,20 48,60 50,60 60,20 62,65
NQ 16,60 19,10 26,80 30,30 32,00 35,30 45,75 48,60
HL 20,80 17,15 32,15 28,90 38,65 38,55 53,20 53,10
KL 22,30 20,00 33,65 31,70 42,30 42,40 55,25 55,50
ni 1 BP 15,25 15,15 24,65 24,65 28,55 27,60 40,00 38,85
2 15,80 13,60 24,25 23,50 28,65 27,30 43,35 41,30
3 22,40 21,15 38,35 35,90 50,25 48,60 65,90 64,00
4 19,45 19,25 32,25 30,10 45,45 42,60 60,45 57,95
5 18,95 17,80 29,55 27,95 40,55 38,35 56,30 52,80
6 18,30 16,15 28,80 26.50 35.45 34,25 52,15 48,80
7 17,15 15,15 28,00 25.25 35,25 32,40 46,85 45,80
T7, = log(n) DN 18,00 23,00 30,75 29,90 43,85 49,75 61,35 59,75
BAR 18,10 22,20 29,40 29,00 41,60 47,90 59,20 57,55
3n°’2 DN 21,95 26,40 33,30 33,75 44,20 51,50 61,95 60,85
BAR 20,25 25,90 32,60 32.55 44,20 50,20 61.95 60,45
3n°’3 DN 20.80 25,20 31,70 32,35 39,85 44,00 52,65 53,80
BAR 21,45 25,95 32,65 33,05 41,75 46,75 55,80 56,40
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TABLEAU 4.3.5. Nombre de rejets (%) (sous l’hypothèse alterna
tive) basés sur 2000 réalisations d’un processus ARIVIA(2 ;2), avec
Ç2=O,l, 01=0,12,02=0,2.
n 128 256
c 5% 10% 5% 10%
VC VCE VCA VCE VCA VCE VCA VCE VCA
p = 1 S, 18,95 18,85 29,45 29,45 40,50 39,30 54,05 52,90
NQ 18,95 19,75 29,45 30,05 40,50 40,15 54,05 53,25
HL 18,95 19,25 29,45 29,95 40,50 39,60 54,05 53,15
KL 18,95 19,35 29,45 30,00 40,50 39,75 54,05 53,15
2 S, 36,40 35,30 46,55 47,20 64,00 64,05 76,30 75,00
NQ 29,55 28,40 41,50 42,30 57,00 56,55 71,55 70,65
HL 32,50 30,50 44,10 44,10 60,40 59,25 73,90 72,30
KL 33,15 31,85 44,70 45,05 61,85 60,60 74,60 73,10
3 $,, 33,80 32,95 45,40 45,10 60,50 61,20 72,80 72,50
NQ 21,60 23,00 36,19 36,90 48,80 49,30 65,20 63,90
HL 27,55 25,40 40,55 40,00 55,00 54,05 68,95 67,50
KL 28,80 27,60 42,00 41,30 56,80 55,60 70,15 68,80
4 $ 33,00 33,25 43,10 44,05 59,25 59,70 70,50 70,40
NQ 18,55 20,80 31,25 32,80 44,10 43,65 59,50 58,75
HL 25,00 23,55 37,55 36,00 50,00 48,90 64,65 63,45
KL 27,40 26,45 39,35 38,95 52,35 51,75 66,80 65,50
5 $,, 28,80 29,80 39,90 41,30 54,80 56,15 68,35 68,45
NQ 15,10 18,90 28,25 31,00 28,70 39,75 54,80 54,80
HL 22,25 20,50 34,60 32,80 45,95 44,70 61,10 59,65
KL 24,05 23,20 36,20 35,35 47,85 47,40 63,05 61,95
6 S, 27,50 29,45 38,70 40,10 50.95 53,30 64,25 65,35
NQ 15,00 17,50 26,90 29,65 34,35 36,40 51,25 51,60
HL 21,25 18,75 32,95 30,55 41,90 41,40 58,25 55,80
KL 23,25 21,75 34,35 33,15 44,60 44,70 60,00 59,00
7 $ 25,65 27,70 37,15 38,65 49,20 51,05 61,00 63,10
NQ 14,45 17,65 23,90 27,65 30.70 34,00 44,60 48,30
HL 19,95 15,95 30,70 27,50 38,50 38,30 52,50 52,50
KL 21,20 19,35 32,55 31,15 41,85 41,90 55,15 55,60
m 1 BP 18,95 18,85 29,45 29,45 40,50 39,30 54,05 52,90
2 29,30 26,00 41,35 39,90 56,75 55,00 71,50 69,90
3 21,60 19,85 36,50 34,05 49,15 47,60 65,25 62,55
4 19,25 18,40 31,45 29,10 44,65 41,90 59,70 57,20
5 16,45 15,40 29,40 27,30 39,70 38,00 56,20 53,05
6 16,15 14,45 28,30 25,90 35,50 34,55 52,60 49,35
7 16,05 13,60 25,65 22,65 32,15 31,70 46,85 45,60
T = log(n) DN 25,75 30,90 39,80 39,05 54,80 60,45 70,15 68,25
BAR 25,75 31,00 38,95 38,20 54,90 60,70 70,10 68,25
3n°’2 DN 23,85 28,50 37,45 37,85 49,70 55,90 65,80 64,70
BAR 23,95 28,80 38,55 38,40 52,25 57,40 67,60 66,45
3n°’3 DN 19,20 24,70 32,15 32,90 39,75 45,60 54,70 56,05
BAR 21,40 26,60 34,50 34,70 45,20 50,30 60,30 60,80
CONCLUSION
Dans ce mémoire, nous avons considéré une approche originale pour effectuer
des tests de corrélation sérielle. Notre point de départ a été les tests spectraux
paramétriques de Hong (1996). L’originalité a consisté à considérer un estimateur
paramétriclue de la densité spectrale par opposition à un estimateur non paramé
trique à noyau comme dans Hong (1996). Nous avons pu dégager des nouvelles
statistiques de test, reposant sur l’ajustement d’un AR(p), où p doit être postulé.
Nous avons établi, pour un p fixé, la distribution asymptotique sous l’hypothèse
nulle de ces statistiques de tests, qui sont des lois de khi-deux avec p degrés de
liberté. Nous avons de plus constaté que sous l’hypothèse nulle, les statistiques
de tests sont toutes asymptotiquement équivalentes à la statistique n , où
j, j 1 p sont les estimateurs des coefficients autorégressifs.
Dans l’étude de simulation, nous avons constaté que dans le cadre des mo
dèles purement autorégressifs, le test spectral atteint des puissances maximales
comparables au test de Box et Pierce, lorsque les ordres sont choisis de sorte que
la puissance est maximale. Quand le processus était un ARIVIA, il était possible
d’obtenir une meilleure puissance que les tests de Box et Pierce et. de Hong.
Plusieurs avenues de recherche s’offrent à nous. Dans ce mémoire, nous nous
sommes restreints à considérer des tests de corrélation sérielle sur des données
brutes, et non pas sur des résidus. Il serait pertinent de généraliser le présent tra
vail dans ce contexte. De plus, les tests paramétriques nécessitent le choix de p. Il
serait désirable d’avoir une méthode qui nous permettrait de choisir automatique
ment le p, à l’aide d’un estimateur fr Des critères comme Je critère de type AIC
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ou BIC seraient potentiellement utiles. Cependant, il faudrait vraisemblablement
standardiser les statistiques pour les rendre de distribution asymptotique indé
pendante de p. Hellristiquement, en présumant que p — oo, il devrait être possible
d’obtenir la distribution d’une statistique de la forme (n —p)/(2p)’/2. On
pourrait tenter de justifier l’utilisation de la statistique (n
—
j3)/(2j5)1/2,
qui sous certaines conditions, peut être anticipée être normale.
Nous laissons ces voies de recherche pour des travaux futurs.
ANNEXE
Nous présentons ici le programme développé en S-PLUS qui a été utilisé pour
nos simulations.
#Déclaration des paramètres et initialisations des variables#
ord 1 = 1
ord2=2
ord3=3
ord4=4
ordb=5
ord6=6
ord7=7
it=2000
n=128
pnl=5
pn2=8
pn3=13
ctDNl_matrix(O,it, 1)
mctDNl_matrix(O, it, 1)
vctDNl_matrix(O, it, 1)
mstatDNlmannexe . tex
atrix(O, it, 1)
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t9ODN1_matrix(O,it, 1)
t95DN1_matrix(O,it, 1)
mt9ODNl_matrix(O, it, 1)
mt95DNl_matrix(O, it, 1)
ctDN2_matrix(O,it, 1)
mctDN2_matrix(O, it, 1)
vctDN2_matrix(O, it, 1)
mstatDN2_matrix(O, it, 1)
t9ODN2_matrix(O, it, 1)
t95DN2_matrix(O, it, 1)
mt9ODN2_matrix(O, it,1)
mt95DN2_matrix(O, it, 1)
ctDN3_matrix(O, it, 1)
mctDN3_matrix(O, it, 1)
vctDN3_matrix(O, it, 1)
mstatDN3_matrix(O, it, 1)
t9ODN3_matrix(O, it, 1)
t95DN3_matrix(O, it,1)
mt9ODN3_matrix(O, it, 1)
mt95DN3_matrix(O, it, 1)
ctBAl_matrix(O, it, 1)
mctBAl_matrix(O, it, 1)
vctBAl_matrix(O, it, 1)
mstatBAl_matrix(O, it, 1)
t9OBAl_matrix(O, it, 1)
t95BA1_matrix(O,it, 1)
mt9OBAl_matrix(O, it, 1)
mt95BAl_matrix(O, it, 1)
70
ctBA2_matrix(O, it, 1)
mctBA2matrix(0, it, 1)
vctBA2_matrix(O, it, 1)
mstat3A2_matrix (0, it, 1)
t9O3A2_matrix(O, it, 1)
t95BA2_matrix(0, it,1)
mt9OBA2_matrix(0, it,1)
mt953A2_matrix(O, it, 1)
ctBA3_matrix(0, it, 1)
mctBA3_matrix(O, it 31)
vctBA3_matrix (0, it,1)
mstat3A3_matrix(0, it, 1)
t903A3matrix(0, it,1)
t95BA3_matrix (0, it, 1)
mt9OBA3_matrix(0, it, 1)
mt95BA3_matrix(O, it , 1)
correlat_matrix(0,n-1, 1)
mstat3Pl_matrix(O, it, 1)
mstat3P2_matrixfO, it, 1)
mstatBP3_matrix(0, it, 1)
mstatBP4_matrix(0, it, 1)
mstatBP5_matrix(0, it, 1)
mstatBP6_matrix(0, it, 1)
mstatBP7_matrix(O, it,1)
t9OBP1_matrix(O, i3 1)
t9O3P2_matrix(O, it, 1)
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t9O3P3matrix(O, it, 1)
t9OBP4_matrix(O, it, 1)
t9O3P5_matrix(O, it, 1)
t9OBP6matrix(O, it, 1)
t9O3P7_matrix(O, it, 1)
t95BP1_matrix(O, it, 1)
t953P2_matrix(O, it, 1)
t953P3_matrix(O, it, 1)
t95BP4_matrix(O,it, 1)
t95BP5_matrix(O, it, 1)
t95BP6_matrix(O, it, 1)
t953P7_matrix(O, it,1)
mt9OBPl_matrix(O, it, 1)
mt9OBP2_matrix(O, it, 1)
mt9OBP3_matrix(O, it, 1)
mt9OBP4_matrix(O, it, 1)
mt9O3P5matrix(O, it, 1)
mt9OBP6_matrix(O, it, 1)
mt9OBPZ_matrix(O, it, 1)
mt95BPl_matrix(O, it, 1)
mt953P2_matrix(O, it, 1)
mt95BP3_matrix(O, it, 1)
mt953P4_matrix(O, it, 1)
mt953P5_matrix(O, it, 1)
mt953P6_matrix(O, it,1)
mt953P7_matrix(O, it, 1)
coefl_matrix(O, it, 1)
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coef2_matrix(O, it , 2)
coef3_matrix(O, it , 3)
coef4jnatrix(O, it , 4)
coef5_matrix(O, it,5)
coef6_matrix(O, it,6)
coef7_matrix(O, it , 7)
mstatSlc_matrix(O, it, 1)
mstatS2c_matrix(O, it, 1)
mstatS3c_matrix(O, it, 1)
mstatS4c_matrix(O, it, 1)
mstatS5c_matrix(O, it, 1)
mstatS6c...matrix(O, it, 1)
mstatS7c_matrix(O, it, 1)
mstatShlc_matrix(O, it, 1)
mstatSh2c_matrix(O, it, 1)
mstatSh3c_matrix(O, it, 1)
mstatSh4c_matrix(O, it, 1)
mstatSh5c_matrix(O, it ,1)
mstatSh6c_matrix(O, it, 1)
mstatSh7c_matrix(O, it, 1)
mstatSllc_matrix(O, it,1)
mstatSl2c_matrix(O, it, 1)
mstatSl3c_matrix(O, it, 1)
mstatSl4c_matrix(O, it, 1)
mstatSl5c_matrix(O, it, 1)
mstatSl6c_matrix(O, it, 1)
mstatSl7c_matrix(O, it, 1)
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mstatSbl_matrix(O, it, 1)
mstatSb2_matrix(O, it, 1)
mstat$b3_matrix(O, it, 1)
mstatSb4_matrix(O, it, 1)
mstatSb5_matrix(O, it, 1)
mstatSb6_matrix(O, it, 1)
mstat$bZ_matrix(O, it, 1)
mstatSbbl_matrix(O, it, 1)
mstat$bb2_matrix (O, it, 1)
mstatSbb3_matrix(O,it, 1)
mstatSbb4_matrix(O, it, 1)
mstat$bb5_matrix(O, it, 1)
mstat$bb6_matrix(O, it, 1)
mstatSbb7_matrix(O, it, 1)
t9OSlc_matrix(O,it, 1)
t9OS2c_matrix(O, it, 1)
t90$3c_matrix(O, it, 1)
t90S4c_matrix(O, it, 1)
t90$5c_matrix(O, it, 1)
t9OS6c_matrix(O, it, 1)
t90$Zc_matrix(O, it, 1)
t95Slc_matrix(O, it, 1)
t95S2c_matrix(O, it, 1)
t95S3c_matrix(O, it, 1)
t95S4c_matrix(O, it, 1)
t95$5c_matrix(O, it, 1)
t95$6c_matrix(O, it, 1)
t95$7c_matrix(O, it, 1)
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mt9OSlc_matrix(O, it, 1)
mt9O$2c_matrix(O,it, 1)
mt9OS3c_matrix(O, it, 1)
mt9OS4c_matrix(O, it, 1)
mt9O$5c_matrix(O, it, 1)
mt9O$6c_matrix(O,it, 1)
mt9OSZc_matrix(O, it, 1)
mt95Slc_matrix(O, it, 1)
mt95S2c_matrix(O, it, 1)
mt95S3c_matrix(O, it, 1)
mt9534c_matrix(O, it, 1)
mt95S5c_matrix(O, it , 1)
mt95S6c_matrix(O, it, 1)
mt95$Zc_matrix(O, it, 1)
t9OShlc_matrix(O,it, 1)
t9OSh2c_matrix(O, it, 1)
t90$h3c_matrix(O, it, 1)
t9OSh4c_matrix(O, it, 1)
t9OSh5c_matrix(O,it, 1)
t9OSh6c_matrix(O, it, 1)
t9OSh7c_matrix(O, it,1)
t95$hlc_matrix(O,it, 1)
t95$h2c_matrix(O,it, 1)
t95Sh3c_matrix(O, it, 1)
t95$h4c_matrix(O, it, 1)
t95Sh5c_matrix(O, it, 1)
t95Sh6c_matrix(O, it, 1)
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t95Sh7c_matrix(O, it, 1)
mt9O$hlcmatrix(O, it, 1)
mt9OSh2c_matrix(O, it, 1)
mt9OSh3c_matrix(O, it, 1)
mt9OSh4c_matrix(O, it, 1)
mt9OSh5c_matrix(O, it, 1)
mt9OSh6c_matrix(O, it,1)
mt9OShZc_matrix(O, it, 1)
mt95Shlc_matrix(O, it, 1)
mt95$h2c_matrix(O, it, 1)
mt95Sh3c_matrix(O, it, 1)
mt95Sh4c_matrix(O, it, 1)
mt95Sh5c_matrix (O, it, 1)
mt95$h6c_matrix(O, it,1)
mt95Sh7c_matrix(O, it, 1)
t9OSbl_matrix(O, it, 1)
t9OSb2_matrix(O, it, 1)
t90$b3_matrix(O, it, 1)
t9OSb4_matrix(O, it, 1)
t90$b5_matrix(O, it,1)
t90Sb6_matrix(O, it, 1)
t90Sb7_matrix(O, it, 1)
t95Sb1_matrix(O, it, 1)
t95$b2matrix(O, it, 1)
t95Sb3_matrix(O, it, 1)
t95Sb4_matrix(O, it,1)
t95Sb5_matrix(O, it,1)
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t95Sb6_matrix(O, it, 1)
t95SbZ_matrix(O, it, 1)
mt9OSbl_matrix(O, it, 1)
mt9OSb2_matrix(O, it, 1)
mt9OSb3_matrix(O, it, 1)
mt9OSb4_matrix(O, it, 1)
mt9OSb5_matrix(O, it,1)
mt9OSb6_matrix(O, it,1)
mt9OSbZ_matrix(O, it, 1)
mt95Sbl_matrix(O, it, 1)
mt95Sb2_matrix(O, it, 1)
mt95Sb3_matrix(O, it, 1)
mt95Sb4_matrix(O, it, 1)
mt95Sb5_matrix(O, it,1)
mt95Sb6_matrix(O, it, 1)
mt95SbZ_matrix(O, it, 1)
t9OSlcl_matrix(O, it, 1)
t9OSlc2_matrix(O, it, 1)
t9OSlc3_matrix(O, it, 1)
t90S1c4_matrix(O,it, 1)
t9OSlc5_matrix(O, it,1)
t9OSlc6_matrix(O, it, 1)
t9OSlc7_matrix(O, it, 1)
t95Slcl_matrix(O,it, 1)
t95S1c2_matrix(O, it, 1)
t95S1c3_matrix(O, it, 1)
t95S1c4_matrix(O, it, 1)
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t95S1c5_matrix(O, it, 1)
t95S1c6_matrix(O, it, 1)
t95S1c7_matrix(O, it, 1)
mt9OSlcl_matrix(O, it, 1)
mt9OSlc2_matrix(O,it, 1)
mt9OSlc3_matrix(O, it, 1)
mt9OSlc4_matrix(O, it, 1)
mt9OSlc5_matrix(O, it, 1)
mt9OSlc6_matrix(O, it, 1)
mt9OSlc7_matrix(O, it,1)
mt95SlcLmatrix(O,it, 1)
mt95Slc2_matrix(O, it, 1)
mt95Slc3_matrix(O, it, 1)
mt95Slc4_matrix(O, it, 1)
mt95Slc5_matrix(O, it, 1)
mt95S1c6_matrix(O , it, 1)
mt95S1c7_matrix(O, it, 1)
#Début de la boucle#
for(i=1 it,
{
# Simulation d’un processus ARMA #
proc_arima.sim(n,mode11ist(arc(O.2,O.1),mac(O.12,O.2)))
#Estimation des autocorrélations échantilonnales par la fonction
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acf#
correl_acf(proc,lag =n—1)$acf
correlat_correl [2: n]
correlat2_correl [2: n] 2
varia_var(proc)
# Estimation des coefficients des modèles autorégressifs ajustés#
# Calcul de la fonction de densité spectrale pour les modèles
autorégressif s ajustés#
fl_function(w){ (1-coefl[i,1]*exp((—li)*w))*
(1_coefl[i,1]*exp((li)*w)) }
f2_function(w){(1-coef2[i,1]*exp((-li)*w)-coef2[i,2]*exp((-2i)*w))
*(1_coef2[i,t]*exp((li)*w)-coef2[i,2]*exp((2i)*w))}
f3_function(w){(1-coef3[i,1]*exp((-li)*w)-coef3[i,2]
*exp((-2i)*w)-coef3[i,3]*exp((—3i)*w))*(1-coef3ti,1]
*exp((1i)*w)-coef3[i,2]*exp((2i)*w)—coef3[i,3]*exp((3i)*w))}
coefl[i,1:ordl]_ar(proc, aic=F, order.max=ordl, method=”y”)$ar
coef2[i,1:ord2]_ar(proc, aicF, order.max=ord2, method=hytl)$ar
coef3[i, 1 :ord3l_ar(proc, aicF, order.max=ord3, method=”y”)$ar
coef4[i,1 :ord4]_ar(proc, aicf, order.max=ord4, method=”y”)$ar
coef5[i,1 :ord5]_ar(proc, aic=f, order.max=ord5, method=”y”)$ar
coef6[i,1:ord6]_ar(proc, aic=F, order.max=ord6, method=”y”)$ar
coef7[i,1:ord7]_ar(proc, aicF, order.max=ord7, method=”y”)$ar
f4_function(w){(1-coef4[i,1]*exp((-li)*w)-coef4[i,2]*exp((-2i)*w)
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-coef4[i,3]*exp((-3i)*w)-coef4[i,4]*exp((-4i)*w))*(1-coef4[i,1]
*exp((li)*w)-coef4[i,2]*exp((2i)*w)—coef4[i,3]*exp((3i)*w)
-coef4[i ,4]*exp((4i)*w))}
f5_function(w){(1-coef5[i,1J*exp((-li)*w)-coef5[i,2]*exp((-2i)*w)
—coef5[i,3]*exp((-3i)*w)-coef5[i,4]*exp((-4i)*w)-coef5[i,5]
*exp((-5i)*w))*(1-coef5[i,1]*exp((li)*w)-coef5[i,2]*exp((2i)*w)
_coef5[i,31*exp((3i)*w)_coef5[i,4]*exp((4i)*w)_coef5ti,51*exp((5i)*w))}
f6_function(w){(1-coef6[i,1]*exp((-li)*w)-coef6[i,2]*exp((-2i)*w)
-coef6[i,3]*exp((-3i)*w)-coef6[i,4]*exp((-4i)*w)-coef6[i,5]
*exp((—5i)*w)-coef6[i,6]*exp((-6i)*w))*(1_coef6[i,1]*exp((li)*w)
-coef6[i,2]*exp((2i)*w)-coef6[i,3]*exp((3i)*w)-coef6[i,4]*exp((4i)*w)
-coef6[i,5]*exp((5i)*w)-coef6[i,6]*exp((6i)*w))}
fZ_function(w){(1-coef7 [i, 1] *exp((-li)*w) -coef7[i .2] *exp((-2i)*w)
-coef7[i,31*exp((-3i)*w)-coef7[i,41*exp((_4i)*w)_coef7[i,5]
*exp((-5i)*w)-coef7[i,61*exp((-6i)*w)-coef7[i,7]*exp((-7i)*w))
*(1-coeff[i,1]*exp((li)*w)-coef7[i,2]*exp((2i)*w)-coefZ[i,3]
*exp((3i)*w)-coef7[i,41*exp((4i)*w)—coef7[i,5]*exp((5i)*w)
-coef7[i,6]*exp((6i)*w)-coef7[i,7]*exp((Zi)*w))}
# Fonction qui calcule la distance en norme quadratique#
dif .densitlc_function(w){(1/
dif .densit2c_function(w){(t/
dif densit3cfunction(w) {(1/
dif .densit4c_function(w){(1/
dif .densit5c_function(w){(1/
dif .densit6c_function(w){(1/
dif .densit7c_function(w){(1/
(2*pi))2*(operat1fc(i)/f1(w)-1)2}
(2*pi))2*(operat2fc(i)/f2(w)
-1)2}
(2*pi))2*(operat3fc(i)/f3(w)_1)2I
(2*pi))2*(operat4fc(i)/f4(w)
-1)2}
(2*pi))2*(operat5fc(i)/f5(w)
-1)2}
(2*pi))2*(operat6fc(i)/f6(w)-1)2I
(2*pi) ) 2* (operatzfc (i) /f7 (w) -1) 2}
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# Fonction qui calcule la distance de Hellinger#
dif densithic
function(w){(sqrt((operat1fc(i))/(2*pi*f1(w)))-sqrt(1/(2*pi)))2}
dif .densith2c
_function(w){(sqrt((operat2fc(i))/(2*pi*f2(w)))-sqrt(1/(2*pi)))2I
dif densith3c
_function(w){(sqrt((operat3fc(i))/(2*pi*f3(w)))-sqrt(1/(2*pi)))2I
dif densith4c
_function(w){(sqrt((operat4fc(i))/(2*pi*f4(w)))-sqrt(1/(2*pi)))’2}
dif densith5c
_function(w){(sqrt((operat5fc(i))/(2*pi*f5(w)))-sqrt(1/(2*pi)))2}
dif densith6c
_function(w){(sqrt((operat6fc(i))/(2*pi*f6(w)))-sqrt(1/(2*pi))Y2}
dif densith7c
_function(w){(sqrt((operat7fc(i))/(2*pi*fZ(w)))-sqrt(1/(2*pi)))2}
#Fonction qui calcule la métrique de Kullback Leibler#
dif.densitllc_function(w){(log(operatlfc(i))-log(fl(w)))*(1/(2*pi))I
dif.densitl2c_function(w){(log(operat2fc(i))-log(f2(w)))*(1/(2*pi))}
dif.densitl3c_function(w){(log(operat3fc(i))-log(f3(w)))*(1/(2*pi))}
dif.densitl4c_function(w){(log(operat4fc(i))-log(f4(w)))*(1/(2*pi))}
dif.densitl5c_function(w){(log(operat5fc(i))-log(f5(w)))*(1/(2*pi))}
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dif.densitl6c_function(w){(log(operat6fc(i))-log(f6(w)))*(1/(2*pi))}
dif.densitlzc_function(w){(log(operat7fc(i))-log(f7(w)))*(1/(2*pi))}
#Calcul de la statistique de test basée sur le critère d’information
de Kullback Leibler#
integllc_integrate(dif .densitllc,lower
integl2c_integrate(dif . densitl2c, lower
integl3c_integrate (dif . densitl3c, lower
integl4cjntegrate (dif . densitl4c, lower
integl5c_integrate (dif . densitl5c, lower
integl6c_integrate (dif . densitl6c, lower
integl7c_integrate (dif . densitl7c, lower
mstatsllcti]_(_n)*(integllc)
mstat$12c[i]_(-n)*(integl2c)
mstat$13c[i]_(-n)*(integl3c)
mstatSl4c[i]_(-n)*(integl4c)
mstatSl5c [i] J-n) *(integl5c)
mstatsl6c[i]_(-n)*(integl6c)
mstatsl7c[i]_(-n)*(integlfc)
# Calcul des pourcentages de rejet pour la statistique basée sur le
critère d’information de Kullback Leibler#
if((mstatSllc[i]) >= 2.705543 ) t9OSlcl[i]_t9OSlcl[i]+1
if ( (mstatSl2c [i]) > 4.60517 ) t9OSlc2 [i] _t90Slc2 [i] +1
if f (mstat$13c [i]) > 6.251389 ) t9OSlc3 [i] _t9OSlc3 [il +1
if ( (mstatSl4c ti]) >= 7.77944 ) t9OSlc4 [il _t9OSlc4 [i] +1
if f (mstatSl5c [il) > 9 . 236357 ) t9OSlc5 [il ..t90S1c5 [i] +1
= -pi, upper = pi)$integral
= -pi, upper = pi)$integral
= -pi, upper = pi)$integral
= -pi, upper = pi)$integral
= -pi, upper = pi)$integral
= -pi, upper = pi)$integral
= -pi, upper = pi)$integral
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if ((mstatSl6c Li]) >= 10.64464 ) t9OSlc6 [il _t9OSlc6 [j] +1
if ((mstatSl7c [j]) >= 12.01704 ) t9OSlc7 [i] _t9031c7 Li] +1
if ((mstat$llc Li])
if ((mstat$12c Li])
if ((mstatSl3c[i])
if ((mstatSl4c Li])
if ((mstatSl5c Li])
if ((mstatSl6c Li])
if ((mstatSl7c Li])
> 3.841459
>= 5.991465
>= 7.814728
>= 9.487729
>= 11.0705
>= 12.59159
>= 14.06714
) t95Slcl Li] _t95Slcl [i]+1
) t95S1c2 [il _t95$1c2 Li] +1.
) t95S1c3 Li] _t95S1c3 Li] +1
) t95S1c4[i]_t95S1c4[i]+1
) t95S1c5[i]_t95Slc5Li]+1
) t95S1c6 Li] _t95S1c6 Li] +1
) t9531c7 Li] _t95S1c7 Li] +1
if ((mstatSllcLi])
if ((mstat$12c Li])
if ((mstatSl3c[i])
if ((mstatSl4c Li])
if ((mstatSl5c Li])
if ((mstatSl6c Li])
if ((mstatSl7c Li])
>= 2.7388
>= 4.63819
>= 6.164602
>= 7.734185
>= 9.152225
>= 10.46807
>= 11.77891
) mt9OSlcl Li] _mt9OSlcl Li] +1
) mt9O$1c2[i]_mt9OSlc2Li]+1
) mt9OSlc3 Li] _mt9O$1c3 Li] +1
) mt9OSlc4 Li] _mt9OSlc4 Li] +1
) mt9OSlc5 Li] mt9OSlc5 Li] +1
) mt9OSlc6 Li] _mt9OSlc6 [i] +1
) mt9OSlc7 Li] _mt9OSlc7 Li] +1
if ((mstatSllc Li])
if ((mstatsl2cLi])
if ((mstat$13c[i])
if ((mstatSl4cLi])
if ((mstatSl5c Li])
if ((mstatSl6c Li])
if ((mstatSl7c Li])
>= 3.883983
>= 5.839349
>= 7.60747
>= 9.302321
>= 10.86505
>= 12.29899
>= 13.65259
) mt95Slcl Li] _mt95$lcl Li] +1
) mt95Slc2 Li] _mt95Slc2 Li] +1.
) mt95Slc3 Li] _mt95Slc3 Li] +1
) mt95S1c4 Li] _mt95$1c4 Li] +1
) mt95Slc5 Li] _mt95Slc5 Li] +1
) mt95Slc6[i]_mt95$lc6Li]+1
) mt95S1c7 Li] _mt95Slc7 Li] +1
# Calcul de la statistique de test basée sur la distance de Hellinger#
integhlc_integrate(dif.densithlc,lower = -pi, upper = pi)$integral
integh2c_integrate(dif.densith2c,lower = -pi, upper = pi)$integral
83
integh3c_integrate(dif.densith3c,lower = -pi, upper =
integh4c_integrate(dif.densith4c,lower = -pi, upper
integh5c_integrate(dif.densith5c,lower = -pi, upper =
integh6c_integrate(dif.densith6c,lower = -pi, upper =
integh7c_integrate(dif.densith7c,lower = -pi, upper
mstatShlc[i]_(2*n)*(integhlc)
mstatsh2c[i]_(2*n)*(integh2c)
mstatSh3c [i] _(2*n) *(integh3c)
mstatSh4c [il _(2*n) *(integh4c)
mstatSh5c Ci] _(2*n) *(integh5c)
mstatSh6c[i] _(2*n)*(integh6c)
mstat$h7c [il _(2*n)*(integh7c)
pi)$integral
pi) $integral
pi) $integral
pi)$integral
pi)$integral
# Calcul des pourcentages de rejet pour la statistique de test basée
sur la distance de Hellinger#
if ((mstatShlc Ci])
if ((mstatSh2c [i])
if ((mstatSh3c Ci])
if ((mstatSh4c Ci])
if ((mstat$h5c [j])
if ((mstatSh6c [i])
if ((mstatSh7c[i])
>= 2.705543
>= 4.60517
>= 6.251389
>= 7.77944
>= 9.236357
>= 10.64464
>= 12.01704
) t90$hlc Ci] _t9OShlc [i] +1
) t9OSh2c [il _t9OSh2c [j] +1
) t90$h3c ti] _t9OSli3c Ci] +1
) t9OSh4c[i]_t9OSh4c[i]+1
) t9OSh5c Ci] _t90$h5c [i] +1
) t90$h6c [il _t9OSh6c [j] +1
) t9OShZc [il _t9OSh7c [i] +1
if ((mstatShlc Li])
if ((mstat$h2c[i])
if ((mstatSh3c Ci])
if ((mstatSh4c Li])
if ((mstatSh5c Ci])
if ((mstatSh6c Ci])
>= 3.841459
>= 5.991465
>= 7.814728
>= 9.487729
>= 11.0705
>= 12.59159
) t95$hlc[i]_t95ShlcCi]+1
) t95Sh2c Ci] _t95Sh2c Ci] +1
) t95$h3c [j] t95Sh3c Ci] +1
) t95$h4c Li] _t95Sh4c [i] +1
) t95Sh5c [j] _t95Sh5c [j] +1
) t95Sh6c [i] t95Sli6c [i] +1
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if ((mstatSh7c[i]) >= 14.06714 ) t95Sh7c[iJ_t95Sh7c[i]+1
if ((mstatShlc [i])
if ((mstatSh2c Ci])
if ((mstatSh3c Ci])
if ((mstat$h4c Ci])
if ((mstat$h5c [il)
if ((mstatSh6c Li])
if ((mstatSh7c[i])
if ((mstatShlc Ci])
if ((mstatSh2c Ci])
if ((mstatSh3c [i])
if ((mstatSh4c [il)
if ((mstatSh5c [i])
if ((mstatSh6c [il)
if ((mstatSh7c [il)
>= 2.735133 ) mt9O$hlc[i]_mt9OShlc[i]+1
>= 4.610062 ) mt9OSh2c[i]_mt9OSh2c[i]+1
>= 6.139111 ) mt9O$h3c[i]_mt9OSh3c[iJ+1
>= 7.672303 ) mt9OSh4c[i]_mt9O$h4cCi]+1
>= 9.033402 ) mt9OSh5c[i]_mt9OSh5c[iJ+1
>= 10.31715 ) mt9O$h6c[i]_mt9OSh6c[i]+1
> 11.59758 ) mt9OShZc[i]_mt9O$h7c[i]+1
>= 3.876596 ) mt9SShlc[i]_mt95$hlc[i]+1
>= 5.766422 ) mt95Sh2c[i]_mt9SSh2c[i]+1
>= 7.553443 ) mt95Sh3c[i]_mt95Sh3c[i]+1
>= 9.26047 ) mt95$h4c[i]_mt9SSh4c[i]+1
>= 10.76414 ) mt95$h5c[i]_mt95Sh5c[iJ+1
>= 12.10719 ) mt95$h6c[i]_mt95Sh6c[i]+1
>= 13.36678 ) mt95$h7c[i]_mt95Sh7c[i]+1
# Calcul de la statistique de test basée sur la norme quadratique#
integlc_integrate(dif .densitlc,lower = -pi,
integ2c_integrate (dif . densit2c, lower -pi,
integ3c_integrate (dif . densit3c, lower = -pi,
integ4c_integrate(dif . densit4c, lower = -pi,
integ5c_integrate(dif . densit5c, lower = -pi,
integ6c_integrate (dif . densit6c , lower -pi,
integzc_integrate(dif . densit7c, lower = -pi,
upper = pi)$integral
upper = pi)$integral
upper = pi)$integral
upper pi)$integral
upper = pi)$integral
upper = pi)$integral
upper = pi)$integral
mstatSlc[il_( pi*n)*integlc
$5
mstatS2c [il
_( pi*n) *integ2c
mstatS3c [i] _( pi*n) *integ3c
mstatS4c Li] _( pi*n)*integ4c
mstatS5c [ï] _( pi*n) *integ5c
mstat$6c [j] _( pi*n) *integ6c
mstatS7c Ci]
_( pi*n)*integzc
# Calcul des pourcentages de rejet pour la statistique basée sur la
norme quadratique #
if ((mstatSlc[i])
if ((mstatS2c[i])
if ((mstatS3c [j])
if ((mstatS4c[i])
if ((mstat$5c[i])
if ((mstatS6c[i])
if ((mstatS7c[i])
if ((mstat$lc[i])
if ((mstatS2c [j])
if ((mstatS3c[i])
if ((mstatS4c[i])
if ((mstatS5c[iJ)
if ((mstatS6c[iJ)
if ((mstats7c[iJ)
if ((mstatSlc[i])
if ((mstatS2c[i])
if ((mstatS3c[i])
if ((mstatS4c[i])
if ((mstat$5c[i])
>= 2.705543 ) t90$lc[i]_t90$lc[i]+1
>= 4.60517 ) t9OS2c[i]_t9OS2c[i]+1
>= 6.251389 ) t90$3c[i]_t90$3c[i]+1
>= 7.77944 ) t9084c[i]_t90$4c[i]+1
>= 9.236357 ) t9OS5c[i]_t90$5c[i]+1
>= 10.64446 ) t90$6c[i]_t90S6c[i]+1
>= 12.01704 ) t90$7c[i]_t9OS7c[i]+1
>= 3.841459 ) t95Slc[i]_t95$lc[i]+1
>= 5.991465 ) t95S2c[i]_t95S2c[i]+1
>= 7.814728 ) t95S3c[i]_t95S3c[i]+1
>= 9.487729 ) t95S4c[i]_t95S4c[i]+1
>= 11.0705 ) t95$5c[i]_t95S5c[i]+1
>= 12.59159 ) t95$6c[i]_t95$6c[i]+1
>= 14.06714 ) t95S7c[i]_t95S7c[i]+1
>= 2.768313 ) mt9OSlc[i]_mt9OSlc[i]+1
>= 4.65534 ) mt9OS2c[iLmt9O$2c[i]+1
>= 6.249558 ) mt9OS3c[i]_mt9OS3c[i]+1
>= 7.960308 ) mt9OS4c[i]_mt9O$4c[i]+1
>= 9.588839 ) mt9OS5c[i]_mt9OS5c[i]+1
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if ((mstatS6c[i]) >= 11.04457 )
if ((mstatS7c[i]) >= 12.59857 )
mt9OS6c ti] _mt9OS6c [il +1
mt9OS7c Li] _mt9OSZc [il +1
if ((mstatSlc[i])
if ((mstat$2c[i])
if ((mstatS3c[i])
if ((mstatS4c[i])
if ((mstatS5c[i])
if ((mstatS6c[i])
if ((mstatS7c[i])
>= 3.943508
>= 5.851217
>= 8.005799
>= 9.932914
>= 11.82679
>= 13.21191
>= 14.8679
) mt95$lc[i]_mt95$lc[i]+1
) mt95S2c Ci] _mt95S2c Ci] +1
) mt95$3c [il _mt95S3c Ci] +1
) mt95S4c[i]_mt95$4c[i]+1
) mt95S5c Ci] _mt95$5c [i] +1
) mt95S6c [il _mt95S6c Ci] +1
) mt95$Zc Ci] .jnt95SZc Ci] +1
# Calcul de la statistique du test
du modèle autoregressif ajusté #
basée sur la somme des coéfficients
mstatSbl Ci] _sum( (coef 1 ti, 1: ordl]
mstat$b2 Ci] _sum( (coef2 Ci, 1: ord2]
mstat$b3 Ci] _sum( (coef3 Ci, 1: ord3]
mstat$b4 Ci] _sum( (coef4 [i, 1: ord4]
mstat$b5 Ci] _sum( (coef5 ti, 1: ord5]
mstat$b6 Ci] _sum( (coef6 Ci, 1 : ord6]
mstat$bZ Ci] _sum((coeff [i, 1: ordf]
mstatSbbl [i] _n*mstatSbl [il
mstatSbb2 Ci] _n*mstatSb2 [il
mstat$bb3 Ci] _n*mstatSb3 Ci]
mstat$bb4 Ci] _n*mstatSb4 [i]
mstatSbb5 [il _n*mstatSb5 [il
mstatSbb6 [il n*mstat$b6 [il
mstat$bb7 Ci] _n*mstatSb7 [i]
) 2)
) 2)
) 2)
) 2)
) 2)
) 2)
)2)
# Calcul des pourcentges de rejet de la statistique du test basée sur
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la somme des coéfficients du modèle autoregressif ajusté #
if ((mstat$bbl [il)
if ((mstatSbb2 Ci])
if ((mstat$bb3 ti])
if ((mstatSbb4 Ci])
if ((mstatSbb5 Ci])
if ((mstat$bb6[i])
if ((mstat$bb7[i])
if ((mstatSbbl[i])
if ((mstatSbb2 [il)
if ((mstatSbb3 Ci])
if ((mstatSbb4 Ci])
if ((mstat$bb5 Li])
if ((mstat$bb6 Li])
if ((mstat$bb7[i])
if ((mstatSbbl Ci])
if ((mstat$bb2[i])
if ((mstat$bb3[i])
if ((mstat$bb4 Ci])
if ((mstatSbb5 Ci])
if ((mstatSbb6 Ci])
if ((mstat$bb7 Ci])
if ((mstatSbbl Ci])
if ((mstatSbb2 Ci])
if ((mstat$5b3 Ci])
if ((mstat$bb4[i])
if ((mstat$bb5 Ci])
>= 2.705543 ) t9OSbl[i]_t90$bl[iJ+1
>= 4.60517 ) t9OSb2[i]_t90Sb2[i]+1
>= 6.251389 ) t90Sb3[i]_t9OSb3Ci]+1
>= 7.77944 ) t9OSb4[i]_t9OSb4[iJ+1
>= 9.236357 ) t9OSb5[i]_t90Sb5[i]+1
>= 10.64464 ) t90Sb6[i]_t908b6[i]+1
>= 12.01704 ) t9OSb7[i]_t90Sb7Ci]+1
>= 3.841459 ) t95Sbl[i]_t95Sbl[i]+1
>= 5.991465 ) t95Sb2[i]_t95Sb2Ci]+1
>= 7.814728 ) t95Sb3[i]_t95Sb3[i]+1
>= 9.487729 ) t95Sb4[i]_t95Sb4ti]+1
> 11.0705 ) t95Sb5[i]_t95$b5[i]+1
>= 12.59159 ) t95Sb6[iLt95$b6[i]+1
>= 14.06714 ) t95Sb7[i]_t95Sb7[i]+1
>= 2.709709 ) mt9OSbl[iJ_mt9OSblCi]+1
>= 4.677579 ) mt9OSb2[iLmt9OSb2Ci]+1
>= 6.198612 ) mt9OSb3[i]_mt9O$b3[iJ+1
>= 7.898041 ) mt9OSb4[i]_mt9OSb4[i]+1
>= 9.415601 ) mt9OSb5[i]_mt9OSb5[i]+1
>= 10.87336 ) mt9OSb6[i]_mt9OSb6[i]+1
>= 12.22963 ) mt9O$b7[i]_mt9OSb7[i]+1
>= 3.825645 ) mt95SblCiJ_mt95SblCi]+1
>= 5.84253 ) mt95Sb2[i]_mt95Sb2[i]+1
>= 7.678934 ) mt95Sb3[i]_mt95Sb3[i]+1
>= 9.552131 ) mt95$b4[i]_mt95Sb4[i]+1
> 11.28982 ) mt95$b5[i]_mt95$b5[i]+1
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if ((mstatSbb6[iJ) > 13.09758 ) mt95Sb6[i]_mt95Sb6[iJ+1
if ((mstatSbb7[i]) >= 14.56935 ) mt95Sb7[i]_mt95$b7[i]+1
# Calcul des statistiques de Hong pour les noyaux de Daniell et
Bartlett ainsi que leurs pourcentges de rejet#
ctDNl_( DN(seq(1,n-1)/pnl) )2*(correlat)2
mctDNl_( 1-seq(1,n-1)/n )*( DN(seq(1,n-1)/pn1))2
vctDNl_( 1-seq(1,n-2)/n )*(1-( seq(1,n-2)+1 )/n )
*(DN( seq(1,n-2)/pnl ))‘4
statDNl_( n*sum(ctDNl)-sum(mctDNl) )/sqrt( 2*sum(vctDNl) )
mstatDNl [j] _statDNl
if ((mstatDNl[i]) > 1.281552 ) t9ODN1[i]_t9ODN1[i]+1
if ((mstatDNl[i]) >= 1.250726 ) mt9ODNl[i]_mt9ODNl[i]+1
if ((mstatDNl[i]) >= 1.644854 ) t95DN1[i]_t95DN1[i]+1
if ((mstatDNl[i]) > 1.943695 ) mt95DNl[i]_mt95DNl[i]+1
ctDN2_(DN(seq(1,n-1)/pn2) )2*(correlat)2
mctDN2_(1-seq(1,n-1)/n )*( DN(seq(1,n-1)/pn2))2
vctDN2_(1-seq(1,n-2)/n )*(1-( seq(1,n-2)+1 )/n )
*(DN( seq(1,n-2)/pn2 ))4
statDN2_(n*sum(ctDN2)-sum(mctDN2) )/sqrt( 2*sum(vctDN2) )
mstatDN2 [il _statDN2
if ((mstatDN2[i]) > 1.281552 ) t900N2[i]_t9ODN2[i]+1
if ((mstatDN2[i]) >= 1.294997 ) mt9ODN2[iJ_mt9ODN2[i]+1
if ((mstatDN2[i]) > 1.644854 ) t95DN2[i]_t95DN2[i]+1
if ((mstatDN2[i]) >= 1.907107 ) mt95DN2[iJ_mt95DN2[i]+1
ctDN3_( DN(seq(1,n-1)/pn3) )2*(correlat)2
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mctDN3_( 1-seq(1,n-1)/n )*( DN(seq(1,n-1)/pn3))2
vctDN3_( 1-seq(1,n-2)/n )*(1-( seq(1,n-2)+1 )/n )
*(DN( seq(1,n-2)/pn3 ))4
statDN3_ ( n*sum(ctDN3) -sum(mctDN3) ) /sqrt ( 2*sum(vctDN3) )
mstatDN3 [i] _statDN3
if ( (mstatDN3[i]) > 1.281552 ) t90DN3[i]_t9ODN3[i]+1
if f (mstatDN3[i]) >= 1.309853 ) mt9ODN3[i]_mt9ODN3[i]+1
if ( (mstatDN3[i]) >= 1.644854 ) t95DN3[i]_t95DN3[i]+1
if ( (mstatDN3[i]) > 1.913215 ) mt95DN3[i]_mt95DN3[iJ+1
ctBAl_( 3A(seq(1,n-1)/pnl) )2*(corre1at)2
mctBAl_( 1-seq(1,n-1)/n )*( BA(seq(1,n-1)/pnl))’2
vctBAl_( 1-seq(1,n-2)/n )*(1_( seq(1,n-2)+1 )/n )
*(BA( seq(1,n-2)/pnl ))4
statBAl_( n*sum(ctBAl)-sum(mctBAl) )/sqrt( 2*sum(vctBA1) )
mstatBAl [il _statBAl
if f (mstat3Al [il) >= 1 .281552 ) t9OBAl [j] _t9OBAl [i] +1
if f (mstat3Al[i]) >= 1.259051 ) mt9OBAl[i]_mt9O3Al[i]+1
if f (mstatBAl[i]) > 1.644854 ) t95BA1[i]_t953A1[i]+1
if ( (mstatBAl[i]) > 1.91139 ) mt95BAl[i]_mt953A1[i]+1
ct3A2( BAfseqfl,n-1)/pn2) )2*(corre1at)2
mctBA2( 1-seq(1,n-1)/n )*( BA(seq(1,n-1)/pn2))2
vctBA2_( 1-seq(1,n-2)/n )*(1-( seq(1,n-2)+1 )/n )
*(BA( seq(1,n-2)/pn2 ))‘_4
statBA2_f n*sum(ctBA2)-sum(mctBA2) )/sqrt( 2*sum(vctBA2) )
mstatBA2 [i] statBA2
if ( (mstatBA2 [il) > 1.281552 ) t90BA2 tu _t90BA2 [il +1
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if ( (mstat3A2[i]) >= 1.279001 ) mt9OBA2[iJ_mt9OBA2[i]+1
if f (mstat3A2[i]) >= 1.644854 ) t953A2[i1t953A2[i]+1
if ( (mstatBA2[i]) >= 1.953477) mt95BA2[i]_mt95BA2[i]+1
ct3A3_( BA(seq(1,n-1)/pn3) )2*(corre1atY2
mctBA3_( 1-seq(1,n-1)/n )*( BA(seq(1,n-1)/pn3))2
vctBA3_( 1-seq(1,n-2)/n )*(1-( seq(1,n-2)+1 )/n )
*(BA( seq(1,n-2)/pn3 ))4
statBA&( n*sum(ctBA3) -sum(mctBA3) ) /sqrt f 2*sum(vctBA3) )
mstatBA3 Li] statBA3
if ( (mstatBA3[i]) >= 1.281552 ) t90BA3[i]_t90BA3[i]+1
if ( (mstat3A3[i]) >= 1.297172 ) mt9OBA3[i]_mt903A3[i]+1
if ( (mstatBA3[i]) >= 1.644854 ) t95BA3[i]_t953A3[i]+1
if f (mstatBA3[i]) >= 1.891095 ) mt953A3[i]_mt95BA3[i]+1
# Calcul des statistiques de test de Box et Pierce et leurs
porcentages de rejet#
statBPln*sum(correlat2 [1 : ordi])
stat3P2_n*sum(correlat2 [1 : ord2])
statBP3_n*sum(correlat2 [1 : ord3])
statBP4_n*sum(correlat2 [1 ord4])
stat3P5_n*sum(correlat2 [1 ord5])
stat3P6_n*sum(correlat2 [1 ord6])
statBP7_n*sum(correlat2 ti ordf])
mstatBPl Li] _stat3Pl
mstat3P2 [i] _stat3P2
mstatBP3 [i] _stat3P3
mstatBP4 [i] _stat3P4
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mstatBP5 Li] statBP5
mstat3P6 Ci] _stat3P6
mstatBP7 [il _statBPf
if (
if(
if (
if (
if(
if(
if(
if(
if f
if t
if (
if (
if (
if f
if(
if(
if (
if (
if(
if f
if (
mstat3Pl ti]
mstatBP2 [i]
mstatBP3 [i]
mstat3P4 [il
mstat3P5 [il
mstat3P6 Ci]
mstatBPf [i]
>=
>=
>=
>=
>=
>=
>=
2.705543
4.60517
6.251389
7.77944
9.236357
10.644464
12.01704
>= 3.841459
>= 5.991465
>= 7.814728
>= 9.487729
>= 11.0705
>= 12.59159
>= 14.06714
>=
>=
>=
>=
>=
>=
>
2.709709
4.499091
5.993044
7.525153
8.988319
10.28617
11.58561
mstat3Pl [i]
mstat3P2 [i]
mstatBP3 Ci]
mstatBP4 Ci]
mstatBP5 [i]
mstatBP6 [i]
mstat3P7 [il
) t9OBP1 Ci] _t903P1 Ci] +1
) t9OBP2 Ci] _t9OBP2 [il +1
) t9OBP3 Ci] _t9OBP3 Ci] +1
) t903P4 Ci] _t9OBP4 Ci] +1
) t908P5 Ci] _t903P5 Ci] +1
) t9OBP6 Ci] _t9OBP6 Li] +1
) t90BP7 Li] _t90BP7 Ci] +1
) t95BP1 Ci] _t95BP1 Ci] +1
) t95BP2[i]_t95BP2[i]+1
) t953P3 Ci] _t95BP3 Ci] +1
) t95BP4 Ci] _t95BP4 Ci] +1
) t95BP5 Ci] _t95BP5 Ci] +1
) t953P6 Ci] _t953P6 Ci] +1
) t95BP7 Ci] _t95BP7 Ci] +1
) mt9OBPl Ci] _mt9OBPl Ci] +1
) mt9OBP2 Ci] _mt9OBP2 Ci] +1
) mt9OBP3[iLmt9OBP3Ci]+1
) mt9OBP4 [ii _mt9OBP4 Ci] +1
) mt9OBP5 Ci] _mt9OBP5 Ci] +1
) mt9OBP6 Li] _mt9OBP6 Ci] +1
) mt9OBP7 Li] _mt9OBP7 Ci] +1
) mt95BPl ti] _mt95BPl Ci] +1
) mt95BP2 Li] _mt953P2 Ci] +1
) mt95BP3 Ci] _mt958P3 Ci] +1
mstatBPl Ci]
mstat3P2 Ci]
mstatBP3 Ci]
mstatBP4 [i]
mstatBP5 Li]
mstat3P6 Ci]
mstatBP7 Ci]
mstat3Pl Ci]
mstatBP2 Ci]
mstat3P3 Ci]
if f
if(
if (
>=
>=
>=
3.825645
5.616935
7.60681
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if( mstatBP4[i] >=
if( mstatBP5[i] >
if( mstat3P6[iJ >=
if( mstatBP7[i] >=
9.2875 ) mt95BP4[i]_mt95BP4[i]+1
10.88989 ) mt953P5[iJ_mt95BP5[i]+1
12. 12125 ) mt953P6 [ï] _mt95BP6 [j] +1
13.52573 ) mt953P7[i]_mt95BP7[i]+1
{cat(i, “) , dateO ,
}, grain.size=1O )
#Fin de la boucle#
#fonction noyau de Daniell#
DN_fimction(u)
{
}
UeqO <- (u == 0)
w <- u
w[UeqO] <- 1
w[!UeqO] <- sin(pi * w[Ueq0])/(pi * w[!UeqO])
w
#Fonction noyau de Bartlett#
BA_function(u)
{
U <- abs(u)
Usmc <- (U > 1)
w <- u
w[Usmc] <- O
w[!Usmc] <- 1 - abs(w[!Usmc])
w
}
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