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Abstract 
General purpose circuit simulators find the periodic steady-
state solution of nonlinear networks using transient analysis. 'rhis 
method is computationally expensive for lightly damped circuits 
where the transients could last for hundreds of periods. To solve this 
problem, a frequency domain algorithm is introduced, coined as the 
Generalized Describing Function Method (GDF), which combines the 
simplicity of the classical describing function method and the 
accuracy of the harmonic balance method to carry out harmonic 
analysis. The capabilty to use the SPICE AC analysis as it's front 
end tool ·makes the GDF a prospective general nonlinear circuit 
simulator. The mathematical formulations are presented, the 
computational implementation discussed, and the performance of the 
algorithm is tested on polynomial nonlinearities. The algorithm 
shows exceptionally fast convergence on circuits with low harmonic 
distortion, but the convergence slQws down when the harmonic 
distortion is enlarged. The use of a weighting function to operate on 
the error vector, however, improves convergence considerably. 
1 
Introduction 
The mathematical complexity involved in the study of 
nonlinear networks has always intrigued engineers who venture into 
this field. Voluminous literature has been written on this subject, 
mostly exploring the theoretical issues, although recently practical 
applications have been touched as well. The notoriety of nonlinear 
networks to defy analytical schemes is well documented, and it is 
acknowledged that approximation using computational techniques 
has been the most desirable method of study. In fact, numero.us 
textbooks have been written that deal with computer-aided design 
and simulation of nonlinear circuits. 
Circuit simulators traditionally find the steady-state solution of 
networks using a time domain approach. However, this method 
experiences problems when it is used to study the steady-state 
behavior of even the most common of nonlinear circuits with a 
sinusoidal inpu.t and periodic response. In theory, the periodic 
response can be obtained by integrating the dynamic equations that 
describe the system until the transient components become 
negligible. These could take hundreds of periods in some situations-
for example, in lightly damped sytems such as oscillators-and the 
simulation then becomes expensive. One widely discussed procedure 
to speed up the solution of lengthy transient conditions by 
approaching it as a two-point boundary value problem is called the 
"shooting method" [1], [2]; however, this is also based in the time 
2 
domain, and involves numerical integration of differential equations, 
and therefore is also computationally expensive. It is evident that a 
frequency domain based analysis is needed. 
One of the first enthusiasts of the frequency domain solution 
was Kochenburger [3], who used a harmonic approach to synthesize 
nonlinear contactor servomechanisms. He named his scheme the 
"describing function" method, which is essentially approximating the 
output of the nonlinearity with only the fundamental frequency, and 
assumes that higher harmonics are effectively filtered out by the 
other components of the syste:rp.. This method has become the 
standard analytical tool in the study of nonlinear feedback control 
systems, but is inaccurate in representing circuits whose signals 
have strong harmonic content, and, therefore, has never become 
popular in computer-aided simulations. Another popular frequency 
domain solution technique is the harmonic balance ·method, and is 
basically an extension of the describing function method, in that the 
nonlinearity is represented by a filter function so higher harmonics 
can be carried over in the solution. One of the earliest discussions on 
the harmonic balance method was by Nahkla and Vlach [4], and 
since then this method has appeared extensively in literature. The 
harmonic balance method has been applied as a numerical algorithm 
in various fields of nonlinear circuit study-for example, distortion 
analysis of nonlinear networks [5], and analysis of microwave class-C 
amplifiers [6], and Schottky-diode mixers [7]. However, because it 
has a relatively large number of variables to be optimized, the 
3 
·harmonic balance method has never been implemented in general 
circuit simulators, which, up to this time, still use the time domain 
approach to solve nonlinear netw.orks using variations of classical 
algorithms, like the Newton-Raphson and predictor-corrector 
methods. 
The purpose of this thesis is to introduce a numerical algorithm 
which takes advantage of the simplicity of the describing function 
method and the ability of the harmonic balance method to do 
harmonic analysis, and to present examples of experiments that 
were conducted to test it's performance on different types and levels 
of nonlinearities. An overview of the describing function method is 
given in the first chapter. In chapter 2, the governing equations are 
derived from the harmonic balance point-of-view, which are then 
slightly modified to form the numerical algorithm presented here. In 
chapter 3, the role of the SPICE AC analysis, and other 
computational issues are discussed. Results of the experiments 
conducted are shown in chapter 4. These results can be classified 
into three groups: data gathered by using only the fundamental 
harmonic; those coming from the use of multiple harmonics on 
circuits with small harmonic distortion; and those coming from the 
use of multiple harmonics on circuits with large harmonic distortion. 
Finally, conclusions of the study are presented, together with an 
outline of future research directions. 
4 
Chapter 1 
The Describing Function Method 
The describing function method is used to perform an 
" 
approximate analysis of a given nonlinear system. The linear 
operator which is used to closely match the transfer characteristics of 
a nonlinear element is called the describing function. Different forms 
of signals can be expected to appear at the input of the- nonlinear 
element, and since the describing function is generally a function of 
that signal, we expect to have a specific describing function for each 
input signal form. We will use the classical feedback system with a 
nonlinear forward gain to introduce the basic concepts, and then we 
will discuss how the describing function is derived for one form of 
input signal, that of a sinusoid. For other forms of input signal, refer 
to the discussion by Gelb and Vander Velde [8]. 
1.1 The Principle 
The feedback system shown in Figure 1.la has a nonlinear 
element N(e) as the forward gain, a linear elemeqt G(.) in the 
feedback loop, and is subjected to an input signal u. The ·output 
signal is given as by 
x=N(e) 
The error signal is 
e = u-Gx 
Therefore: 
x =N(u-Gx) 
(1.1) 
(1.2) 
(1.3) 
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Figure 1-1: A feedback system with nonlinear gain.
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Since (1.3) is a nonlinear equation, it's solution cannot not b
e 
expressed in closed form. Before carrying out furth
er analysis, we 
approximate the nonlinearity as follows: 
N(e) =·11(.)e (1.4) 
Where 11(.)e is interpreted as the output of a linear
 time-invariant 
device with the input e and the transfer function 11
(.). The linear 
operator T)(e) is the describing function. It is substitu
ted into the 
system as shown in figure 1.lb. Combining (1._l) and (1.4) we have
 
X = 11(.)e 
(1.5) 
and since e = u-Gx we have 
'Jl(.)u 
x=---
l +'fl(.)G 
(1.6) 
Note that (1.6) has the form of a general feedback equation w
ith the 
forward gain being the operator 11(.). The basic idea here
 would be to 
fmd the optimum value of the operator 11(.) so as to m
ake the linear 
system aproximate it's nonlinear equivalent un
der the given 
circumstances. 
1.2 Sinusoidal Input to the Nonlinearity 
The most popular application for the describing
 function 
method is the prediction of limit cycles of nonl
inear feedback 
systems. In those applications, it is assumed that ther
e is no input to 
the system-that is, only the initial condition is cons
idered. We will 
use this assumption in the system shown in Figure 1
.2; furthermore, 
we will assume that the element G(.) that follows the nonline
arity is 
effectively low-pass, which is common to the power-o
utput device of a 
7 
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Figure 1-2: An oscillator system. 
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control system which atten.1ates the higher harmonics of a periodic 
waveform much more strongly than the fundamental. Let us 
consider the- error signal e(t) which is the input to the nonlinearity to 
be sinusoidal, that is, 
e(t) = V coscot (1.7) 
The steady-state output of the nonlinearity is expected to be periodic 
and nonsinusoidal. Representing the output by it's Fourier series, we 
have 
Ao 00 . 
n(t) = -+ L (A,foskcot+B~inkcot) 
2 k=l 
Where the Fourier coefficients are given by 
2f to+T . 
Ak = - n(t)coskcotdt 
Tt 0 
2f to+T 
Bk= - · n(t)sinkcotdt 
Tt 0 
(1.8) 
(1.9) 
(1.10) 
where T = 21t is the period of the input sinusoid e(t) and t0 is an 
(J) 
arbitrary value of time. We will consider the case where the 
nonlinearity is odd, which gives us A0 = 0. Since we have established 
that G(.) is low-pass and will effectively filter the higher harmonics of 
n(t), the output can be expressed as follows: 
x(t) ~ Ccos(cot+ 0) (1.11) 
Since the higher harmonics of n(t) have little effect on the output, 
they can be ignored with little consequence. Now (1.8) becomes 
n(t) ~ A1 coscot+ B 1sincot 
n(t) = N 1 cos( rot+<\>) 
(1.12) 
.I 
8
1 Where N
1 
= 'IA/+B/ and (\l = -arctanA. Therefore the gain of the 
I 
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nonlinearity can be expressed as follows: 
N 1 eFI> 11(V,ro) =-
V 
(1.13) 
The gain 11(V,ro) is the describing function of the nonlinearity. In this 
case, the describing function 11(V,ro) is the transfer function relating 
the input sinusoid to the first harmonic of the output. The procedure 
deriving it is also called the principle of harmonic balance. Static 
systems generally have a describing function which is a function only 
of the amplitude of the. input, but dynamic systems-for example, 
wh~re the output and input are related through a nonlinear 
differential equati.on-will have a describing function which is a 
function of both the amplitude and the frequency of the input. 
General formulas for the describing functions of a wide class of 
nonlinearities has been developed by Sridhar [9]. For the oscillator 
circuit in Figure 1.2, the error signal can be expressed as follows: 
e(t) = -x(t) ( 1.14) 
Equating the ·phasors of (1.14) we have 
V = -GUro)T)(V,ro)V 
1 = -GUro)11(V,ro) 
(1.15) 
If a limit cycle exists for a particular frequency, ffi, the value of Vin 
(1.15) can be found. 
The describing fu1:1ction technique has proven to be an effective 
analytical tool in the area of nonlinear systems. In this study, the 
concept of the describing function is used in a numerical algorithm 
that can analyze a wide range of nonlinear circuits. The next chapter 
discusses the harmonic balance method, an extension of the 
10 
describing function technique in which multiple harmonics are 
included in the analysis, and the numerical solution that is 
introduced in this study which is coined as "The Generalized 
Describing Function Method". 
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Chapter 2 
Numerical Solution in the 
Frequency Domain 
Numerical techniques utilizing the digital computer hav
e been 
used extensively in the study of nonlinear circuits. Some
 of the most 
popular numerical algorithms include the Newtoil.-R
aphson, the 
Runge-Kutta, and the various predictor-corrector met
hods. These 
and other algorithms are discussed comprehensively in 
the book by 
Chua and Lin [10]. In this chapter, a numerical method called th
e 
Generalized Describing Function Method will be introdu
ced, and 
from here on will be referred to as the GDF. The GDF is an i
terative 
numerical scheme based on the basic principle that wa
s introduced 
in the preceding chapter, that of approximating t
he transfer 
characteristics of a nonlinear element with a linear ti
me-invariant 
operator. The GDF is a frequency domain algorithm, a
s opposed to 
the methods mentioned above which are based on the t
ime domain. 
A good portion of the set of equations that define the GD
F algorithm 
can be ·implemented using the program SPICE, a reliable a
nd well-
documented simulator for linear circuits. Two distinctive
 advantages 
are gained from the capability of the GDF to use the p
rogram, 
SPICE, as it's front end tool: from the programmer's poi
nt of view, it 
eliminates programming an algorithm from its roots; a
nd from the 
user's, it allows one to analyze a wide range of nonlineriti
es. 
We will begin our discussion by introducing the princip
le of 
12 
harmonic balance, where the nonlinearity is approximated· by a filter 
function; hence, harmonics are being carried over in the iterative 
solution. 
2.1 Harmonic Balance 
The method of approximation using harmonic balance was 
developed for nonlinear periodic networks in order to avoid the time 
domain solution of dynamic equations I 4]. The differential equations 
are converted into nonlinear algebraic equations that can be solved 
for a periodic steady-state solution, then computation is carried out 
in the frequency domain [11]. Our purpose here is not to probe 
deeply into the theory of harmonic bala.nce, but rather to use· it to 
introduce the GDF, which is a close variation of the method. Our 
approach; therefore, is to develop equations that will build into .a 
numerical algorithm that can be implemented by the computer. 
It has been shown by Frey [12] that general nonlinear networks 
composed of both resistive and reactive nonlinearities can be 
represented by 
x = Au+BF(x) (2.1) 
where x is generally a vector composed of tree branch voltages and 
link currents, u is a vector of independent sources, A and B are 
matrices composed of components which are constants or linear 
operators, and F(x) is a mapping of Rk~Rk. For the purposes of our 
discussion; however, we will limit ourselves to only one independent 
source u, with F(x) representing the nonlinearity, and x will be 
13 
considered as the output. 
The concept of linear approximation can be illustrated in the 
simplified geometric representation shown in Figure 2-la. The 
nonlinearity F(x) is approximated by a line that intersects it at one 
point, and the x coordinate of this point is the response. In the 
formulation of our equations, we will explicitly include th~ y-intercept 
of the line as shown in Figure 2-lb, represented as Fy, the 
implication of which will be given later. The principle is represented 
as follows: 
F(x)zFy+'Ax 
where "A is the slope. 
(2.2). 
For a sinusoidal input, F(x) will generate a nonsinusoidal 
output and at steady-state can be represented by its Fourier series. 
Since F(x) has the effect of producing harmonics in its output, proper 
modeling can be done by making the linear operator A a filter 
function, producing sinusoids that effectively balance the harmonics 
of the actual nonlinear output. A can now be broken down, as follows: 
N 
A= ~Af-;(ro) (2.3) 
where Ai are ·weights operating on the filter function L/ro). 
Substituting (2.2) into (2.1) yields 
x =Au+BF +BAS: y 
and the error of the approximation is seen to be 
e =x-x 
{2.4) 
(2.5) 
The error can be minimized by -optimizing A. This involves· using a 
14 
(a) 
----------
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--- X 
X 
I Fy 
(h) 
Figure 2-1: Approximating F(x) with a line. 
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reasonable illitial value for A and updating the valu
e by successive 
approximation. Optimization of "A is then realize
d by making the 
ratio of the change in the mean squared error to 
the change in A to 
approach to zero. This concept is put into equation fo
rm as follows: 
dll e 112 = 2<e,. de> - 0 
(2.6) 
dA- . dA-z . l 
where the operator<.,.> represents the inner pro
duct. 
For the purpose of our next discussio~, let us denot
e: 
2_ . dll e II - f(A1, Ai, .. , AN) 
and 
at. c_f/ 
. l 
Sup·pose-
f/(A1 +M1, Ai+~, .. , "-N+MN) = 0 (2.7) 
Expanding (2. 7) by taking the first-two terms of it's Taylor ser
ies, we 
have as fallows: (2.8) 
where J is the Jacobian matrix in the form: 
J= 
where 
16 
a21 a21 _ a2t 
g11=A1A1' g12=A1Ai' g21~AiA1,etc. 
Suppose J is a diagonal matrix, we have 
~A= -1-1/' 
and 
t,,)... =-~alt )-1 
1 dAi dA;2 
(2.9) 
The evaluation of (2.9) will give us the change in A1 for each 
iteration. Here :r has the value given in (2.6). We then get the 
I 
derivative of (2.6) with respect to Ai resulting in 
if-/ _ d211 e 112 
--
dA-2 d'A-2 l l 
if-/ de de d2e 
·-=2(<- ->+<e ->) 
dA-2 dA;' dA; 'd"A-2 
l l 
(2.10) 
Evaluating the variables in (2.10), starting with e where we 
substitute the values of x and x from (2.1) and (2.4)into (2.5), yields 
(2.11) 
or 
e = B(F(x)-Fy-'Ax)+BAe 
Taking the derivative of (2.5) with respect to A; will result in the 
following sequence of equations: 
de dx di 
di\..= d"A.- d'A. 
l l l 
Since x is not a function of A, we eliminate the first term. 
Substituting (2.4) into the second term we get 
17 
rhe numerator of the first term does not change with respect to A, 
which makes it equal to zero, leaving the second term to evaluate 
into 
N 
de " dx 
-=-B[Lf+ LJA,1-] dA, . I d1 . l l= Al 
Inserting A into the equation from its expression from (2.3), we have 
as follows: 
de = - BL~ -B)!!!_ 
d"A- dA-z l 
(2.12) 
or 
de _ -BL- B1 de 
-- ft+~ d"A.. · JA. 
l l 
Consequently getting the derivative of (2.12) with respect to Ai will 
result in 
(2.13) 
or 
d2e =-2BL de +BAd2e 
d"A..2 zdAi d"A..2 
l l 
Note that (2.4), (2.11), (2.12), and (2.13) can be expressed in closed 
form, but we will leave it in jt's present form for the purpose of 
computer implementation, which will be discussed in the next 
chapter. The equations that have been derived· above will be 
arranged to form a numerical algorithm and will be presented in the 
18 
next section. 
2.2 The Generalized Describing Function(GDF) 
Method 
The GDF is a variation of the harmonic balance and is based on 
the simplifying assumption that 
£.= 1 l 
(2.14) 
and 
Ai= A1 
for all l 
What makes the GDF an extension of the classical describing 
-function method is that we can generate higher harmonics with the 
use of FY; thereby, significantly increasing the accuracy of the 
approximation for circuits with large harmonic distortion while 
keeping the level of complexity at a manageable level. This scheme of 
generating harmonics will become evident when we cover circuit 
modeling in the next chapter. For the purpose of our discussion of 
the GDF algorithm, and based on our assumption in (2.14) we can 
drop Li from the equations and make Ai = A. The superscripts in our 
variables indicate -the iteration number. The GDF algorithm is 
described in the following steps: 
1. Make the initial guess x and call it x0. The initial value of A 
will then be solved by getting the instantaneous slope of F(x) at point 
x° (see Figure 2-1), that is 
Ao= F'(x0) 
19 
\ ' 
2. Solve for FY by_using (2.2), that is 
Fy0 = F(x0)-A<>x"0 
3. Our next step would be to. solve x 1 by using {2.4), that is 
x 1 =Au+BF O+B'ADx1 
. y 
4. Having determined the value for x1, we can solve for /),.'}. .. 
which is then used for determining the next value for A by: 
A,l = A,0+!),,.A, , that is, by using (2.9), (2.6), (2.10), (2.11), (2.12), and 
(2.13) as follows: 
/j.A = _ !f___( ~! )-1 
a')...,O aA2 
from (2.9) and 
a2t de 
-= 2<e -> dA 'dA 
from (2.6), also 
a'lf de de d2e 
-= 2(<- ->+<e ->) 
a')....2 dA' dA 'd'A2 
from (2.10), where the variables from above can be evaluated by 
e =B(F(x1)-Fy-A¥)+BAoe 
de_ B-1. B"l 0de dA-- X + I\, dA 
d2e = -2B(de +BA.0d2e) 
dA2 d'A. dA2 
from (2.11), (2.12), and (2.13) respectively. 
5. Go back to step 2, to solve for FY1. 
The computer implementation of this algorithm will be 
discussed in the next chapter, where we incorporate the circuit 
simulator SPICE into the computation. Other computational issues 
20 
like sampling, Fourier transform evaluation and inner product will 
also be discussed. 
21 
Chapter 3 
Computational Issues 
One of the most important criteria in judging the effectiveness 
of a numerical algorithm is it's suitability for computer 
implementation. As previously discussed, time domain based 
algorithms are computationally expensive for long transient 
conditions. The advantage of the GDF over other frequency .domain 
algorithms on the other hand are: it's simplicity for computer 
implementation; and it's flexibility afforded by the capability to use 
SPICE. If the. reader is not familiar with SPICE, refer to [13] and 
[14]. There is a version of SPICE that runs on a microcomputer 
called PSPICE and is documented in [15]. The choice of which 
version to use will depend on the working environment where the 
study is being made. The data used in this paper has been gathered 
using PSPICE. The feature of SPICE that is used is the AC analysis, 
which gives the steady-state frequency response as it's output. Any 
other circuit simulator having the same feature can also be used. The 
first section of this chapter decribes the role of SPICE in one form of 
implementation of the GDF algorithm-which is the one used in this 
study, while. the second section discusses the software issues. 
22 
3.1 Role of SPICE AC analysis 
The AC analysis (also called frequency response analysis) 
procedure is used to calculate node voltages apd branch currents 
over a swept range of frequencies. It is a small-signal analysis, 
where the circuit has already achieved steady state; therefore, the 
circuit is assumed to be free from transient and large-signal 
nonlinearities. The AC analysis outputs the amplitude and phase 
angles of the node and branch currents and it is also possible for the 
output to be expressed in complex form, giving the results in terms of 
real and imaginary components. Our first objective would be to 
arrange the circuit so that it can be expressed in the form of (2.1). 
Then we will model the nonlinear component F(x) with a linear 
equivalent as in (2.2), and since the circuit will now contain all linear 
elements, we can set them up in the SPICE input card. 
We will use the circuit ·shown in Figure 3-la to introduce the 
role of SPICE in our GDF implementation. From the constitutive 
equation of the nonlinerity as shown in Figure 3-la, we can split it 
into a linear and nonlinear part as shown in Figure 3-lb, Where .the 
nonlinearity F(x) is represented by a voltage-controlled current 
source. We then write the circuit equation and express it in the form 
of (2.1), that is 
x=Au+BF(x) 
where 
sCR0 A=--
l+sCR0 
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Figure 3-1: Modeling the nonlinear component. 
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and 
-Ro 
B=---
l+sCR0 
where we have used R0 =1/g0. The linearized equivalent of the circuit 
is shown in Figure 3-2a, and in Figure 3-2b, where the nonlinear 
element is split into an independent source FY and a voltage-
controlled current source tJ: so that the circuit equation can be 
written in the form of (2.4), that is 
x = Au+BFy+B"J.:i 
where the values for A and B are the ones given above. Note that A 
can be complex; therefore, proper modeling is necessary. An example 
of how "J.:i is modeled is outlined in the software documentation. The 
availability of this documentation is given .in the next section. After 
pr9per modeling has been done on Ax, and after having computed the 
values for A and FY using steps 1 and 2 of the GDF algorithm, the 
circuit would now be ready to be set up into the SPICE input card. 
3.1.1 Solution Using the Fundamental Harmonic 
If we assume that we carry only the fundamental harmonic of 
the output of the nonlinearity-i.e., as in the describing function 
method-we can get the value of the voltage (or current) x from the 
output of the AC analysis, and this value would be at the same· 
frequency as the input source u. 
The discussion above has covered the first three steps of the 
GDF algorithm; however, the role of the SPICE AC analysis still 
extends to step 4-that is, in solving for '1A in (2.9). Recalling the 
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Figure 3-2: Splitting the controlled source. 
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equations from step 4 which are (2.11), {2.12) and (2.13), they are 
respectively: 
e =B[F(x)-Fy-AX]+BAe 
de_ -B- B"l de d"A - x+ ~ 
d2e :-- 2Bde + Btv d2e 
d"A2 d"A d'A2 
If we examine the structure of these three equations, and compare it 
with (2.4), we immediately notice their parallelism. Comparing (2.4) 
and (2.11) for example; if we replace x and FY in (2.4) with e and 
F(x)-Fy-AX, while letting Au= 0, we get (2.11). That means we ·can 
use the same circuit shown in Figure 3-2b, replacing the independent 
source FY with F(x)-FY-Ai and letting u = 0, run SPICE again, and 
the output will give the value for e. Replacing FY with - x and 2B: 
') and running SPICE each time, would give : and :: respectively. 
3.1.2 Extension to Higher Harmonics 
We have assumed so far that only the fundamental is at th~ 
output of the nonlinearity and neglected the higher harmonics; 
however, using SPICE, the GDF can also carry over the higher 
harmonics, which is necessary in the case when the circuit has a 
large harmonic distortion. It is possible in the SPICE AC analysis to. 
set the values of the independent sources for a sweep of frequencies. 
S1nce the nonlinearity F(x) has been split into an independent source 
F and a controlled source Ai, if we want to include the harmonics at y . 
the output of the nonlinearity, we have to _set the values of FY for a 
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sweep of frequencies; e.g co 1, 2co1, 3co1, etc. In this event, _SPICE will 
now model FY as a superposition of several independent sinusoidal 
sources in parallel (or in series), as shown in Figure 3-3, in which the 
fyequencies of these sources· are harmonically related.. The 
fundamental of FY has the same frequency as the input u. However, 
since the input does not contain harmonics, we have to run SPICE 
twice: first with FY= 0, with the result containing only the 
fundamental; then run it again with u = 0, where in this case the 
result contains both fudamental and harmonics. We use 
superposition on these results to get the value of x, which will now be 
for a sweep of frequencies. Since we have four equations, (2.4), (2.11), 
(2.12)., and (2.13) to compute, we will have to rnn SPICE eight times 
for each iteration of !iA. There is a way out of this dilemma; however, 
referring to Figure 3-4. We can obtain the transfer function H ( co1) 
with respect to u by making the input Uy= 1, the output of SPICE 
will then be equal to H(w1 ). Using the same procedure, we are able to 
get the transfer function G(co) with respect to FY by making the input 
(Fy)T = 0. An example of how this is set up it the input card is shown 
in the software documentation. Also shown is the PSPICE output 
ftle, where the real and imaginary components are shown with the 
corresponding frequencies. A different command .in the input card 
can also show the output in terms of the magnitude and the phase, 
also formatted with it's frequency. Consequently, we compute for x, e, 
de d2e 
-and-by 
clA d),..,2 
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u = 1 
.T 
G(ro) 
- -------------- --~---, 
Figure 3-4: Solving for the transfer function using a unity input. 
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e(ro) = [F(x(ro))-Ai-Fy(ro)JG(ro) 
:~ (ro) = -x(ro)G(ro) 
d2e ( ro) = 2de ( ro)G( co) 
cfA2 · dA 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
Using this procedure, we can observe that inste
ad of running SPICE 
eight times for each computation of ~A, we only
 run it twice! 
3.2 Software Implementation 
The computer implementation that was used to
 gather data for 
this paper is discussed in this section. Although
, the use of software 
engineering terminology is inevitable when we
 touch programming 
concepts, we will proceed with the discussion w
ithout any reference 
to a specific computer language, keeping the fo
cus on the issues that 
will affect the accuracy of the data being genera
ted. The computation 
of Fourier transforms and inner products are di
scussed in detail, and 
possible sources of errors are acknowledged. The
 philosophy that was· 
used in the design of the programs is to mak
e them reusable for 
future extensions, a notable possibility is th
e harmonic balance 
method. Object-oriented concepts, like modularity, and infor
mation 
hiding have been applied so that portions of 
the programs can be 
extracted for research in closely related fields la
ter on. The software 
containing source codes and executables used i
n this study filed on 
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disks with a ·short documentation 
included, are available from 
Professor Douglas R. Frey of the Com
puter Science and Electrical 
Engineering Department, Lehigh Univ
ersity. 
3.2.1 Program Flow 
The control flow of the implemented G
DF algorithm, which we 
will refer to as "program GDF" is sum
marized on the flowchart in 
Figure 3-5. Program GDF is made into
 a parent process, with three 
programs which are automatically call
ed as child processes, and they 
are: the PSPICE;. program Read Spice
; and program Delta Lambda. 
The editor, which is used to edit the P
SPICE input card can also be 
made into a child process, or can be 
done interactively in case the 
user wants to study the output files 
at the end of each iteration. 
Another observation that can made is
 that the routines of program 
Read Spice can be absorbed into progr
am Delta Lambda; however, it 
is kept separate because it is a genera
l program which can be used 
by any other program that needs to re
ad the outp~t of PSPICE. We 
will go through the blocks of the 
flowchart sequentially. The 
preprocessing portion involves enterin
g the initial values of A and FY 
into a data file which will be read by p
rogram Delta Lambda during 
its execution. Also entered in the data
 file is the value ofthe input 
signal. The next step involves the prep
aration of the PSPSICE input 
card, in which, after the first iteratio
n, only the value of A will be 
edited. PSPICE will now be run autom
atically twice by the program 
GDF, and outputs H(ro1) and G(ro). progra
m Read Spice will be 
executed next, which will just screen the output f
ile of PSPICE and 
32 
--~~~~~-oc~~-;1N-~ --.. ---- . ---. --c· -------)· . 
BEGIN 
- --- --
--
: - - - - - . - - - - . - - - .. - .... - - - ... - . - ... - . - .... ~---- .. ·---~ . 
EDITOR ;· --~~- ... 1. l 
PSPICE 
I READ SPICE 
DELTA LAMBDA 
TRUE 
SPICE INPUT FILE I 
. ·----- - ·-- --- ---
I 
=· -1 - ~ - - -
I 
-. ---· -· V:._ -~ 
CALCULATE 
H(roi and G{ro) 
- - --
- -r- ----- -------- - j 
V 
/ 
.. --- --~ . ·- ·- --· .... ··-· 7· 
ENJ'ER OUPUT I FROM SPICE / 
--- ------
----~--- . 
-~ 
____ ... ___
 .... ______ 
-
.. ·-·· ·-··-- 'v_ .. _ -- .... 
CALCULATE· 
2 
x, F(x), e, de, d e 
. . .. -
·---2 I 
d).. d).. 
-· -- - --
~-- . 
,. - ----. ~~/_ ·-
CALCULATE 
!1."' 
··-···---· ...
. __ __J 
/ TEST 
~~-___,,, CONVERGENCE 
. ··-·-
-···- ~ 
- - - - -
- - - - -
- - - -. - - - - -
- - -·- - - - - -
- - - - -
- -.- - - - - - -
- - - - - -
- ~ - - - - - - - - - -· - - - - - - ~ - - - - - - - -
- - -
Figure 3-5: Flowchart of th~ GDF algorithm as implemented. 
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extracting only the necessary data, put it into files that will be read 
by program Delta Lambda, which will then do all the calculations in 
order to arrive at the value for !iA. The computation of F(x) requires 
special attention because it the involves the Fourier transformation 
from the time domain representation to frequency domain,. which is 
the necessary form of the data. This will be discussed in detail in a 
subsection below. The program Delta Lambda will output the new 
values of A and FY to the. data ftle. The values of the error, the 
derivative of the error and the second derivative of the error is 
·outputed to an error file. The data file and the error file are therefore 
updated after each iteration. The determination of convergence, 
which is the last step, is discussed below. A tree diagram of the data 
structure, and a summary of all the data and file structures and 
routines used in program Delta Lambda are given in the software 
documentation. 
3.2.2 Truncated Fourier Series 
Since we have established the assumption that the input must 
be sinusoidal, the output signal represented as x(ffi) is periodic and 
generally nonsinusoidal, composed of sinusoidal components in the 
form of it's fundamental and ·harmonics. It is always assumed that 
the values are complex, that is 
Re[x i] + lm[x 1], Re[x 2] + Im[x 2], ... , Re[x k] + lm[x k] 
for the respective frequencies: ro1, '°2,, ... , ffik, where k is the number of 
harmonics being carried in the computation. Or expressing it in 
phasor form 
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X l ei<l>1 , X 2ej<l>2, •.. , X ,1j<l>k 
As mentioned above, in order to compute for F(x ), we must express 
this signal in the time domain, that is 
x(t) = X l cos( 001 + $1) + X2COS( <02 + <t>2) +, ... , + 
X ,fOS(<Ok + <pk) 
(3.5) 
This expressio·n is equivalent to a truncated Fourier series. From the 
mathematical point of view, this is not a complete set of orthogonal 
basis signals; however, this is a reasonable approximation for a good 
number of practical circuits where most of the higher harmonics are 
at the noise level, and therefore, are not a factor _in the computation. 
A graphical example of this approximation is shown in Figure 3-6 for 
k= 3, where the periodic nonsinusoidal signal (shown here for two 
periods) in Figure 3-6b results after summing three harmonically 
related sinusoidal signals shown in Fig 3-6a. The computation for 
the nonlinearity will generate more harmonics for F(x )-for example if 
the nonlinearity is related to xthrough a power of n, that is 
F[x(t)] = [x(t)]n 
The resulting signal will generate a strong nth harmonic, and it's 
multiples could also be significant. The signal shown in Figure 3-7a 
is the result of cubing the signal from Figure 3-6b. Signals like this, 
which result from a nonlinear equation, are almost impossible to 
express mathematically; hence, in order to compute for the frequency 
domain representation of such signals (which is what we need), we 
must resort to a numerical computation, specifically sampling at 
discrete time points and evaluating the Fourier coefficients. Shown 
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in Figure 3-7b is the signal from Figure 3-7 a being sa
mpled at a 
window of exactly one period. The window will now be com
posed of N 
real sequences x(mD, where T will be dropped from the notation 
for 
. 
convemence. 
A special mention here with regards to avoiding alias
ing is 
necessary. The highest frequency component th
at can be 
represented by sampling will be ~' and since we do not e
xactly have 
an idea of the frequency content of F(x), we must genera
te the 
maximum number of samples, without sacrificing compu
ting speed. 
For the computations that were done for this paper, this 
was not an 
issue however, because most ofthe high frequencies were
 negligible. 
Aliasing due to "leakage" is also possible if the sampling
 window is 
not exactly one period or a multiple thereof. But again, th
is has also 
been carefully avoided. 
One. way of expressing the sampled nonlinearity F[x(m)] is by 
a 
discrete trigonometric Fourier series, which is 
N/2-1 2 R [A( )] 
F[x(m)] = A(O)+ L IA(q)lcas{ rcqm +tan-I(~e q )} + 
q=l · N lm[A(q)] 
Ac'::. )cosnn 
2 
where the Fourier coefficients are 
N-1' 1 
A(O) = - L x(m) Nm=O . 
2N-I 2 n 
Re[A(q)] = - L x(m)cos( nq ) 
Nm=O N 
. 2N-l 2 n 
lm[A(q)] = -- L x(m)sin( rcq ) 
Nm=O N 
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Figure 3-6: Addition of three sinusoidal signals. 
37 
[x(t)] 3 
Time 
(a) 
x(m) 
N Samples 
Sequence 
(b) 
Figure 3-7: Sampling the signal that resulted from cubi
ng. 
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N-1 
A(;.) = ~ L x(m)co.mn 
2 Nm=O 
The computation for the Fourier coefficients can be done either by 
Discrete Fourier Transform (DFT) or by Fast Fourier Transform 
(FFT), depending on the applicability of either one. The method that 
is applied in the program Delta Lambda is a DFT. The routine has 
been written specifically to be a useful part of the program applicable 
in gathering data for this paper and is not ruesable by itself, and the 
where the maximum number of samples in relation to speed has 
been optimized based on experience with the machine used. If the 
reader is interested, there is a general reusable Fourier transform 
source code that comes with the disk, and is written using the FFT. 
3.2.3 Inner Product 
Having covered the method of obtaining the Fourier transform, 
the next issue to be discussed is the inner product of two signals 
which is necessary for the computation of '1A. The inner product of 
two complex valued signals y(t) and z(t) over the interval ( t 1 , t2 ) is 
given by 
f t2 <y, z > = y(t)z(t)* dt 
f1 
If the bases that define y(t) and z(t) are finite, they can be 
represented by their respective Fourier coefficients written as 
Y1,Y2,···,Yk 
and 
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Furthermore, if these two sets of signals are vectors in Rk, then the 
inner product is computed as follows: 
< y ' z > = Y1 Z1 * + y 2Z2 * + ' ... '+ f 7-k * 
The variables e, :. and :: can be represented in the same way as x 
in (3.5). Since the fundamental and harmonics of these signals·are on 
the same Rk, the inner product between two of them can be co~puted 
as shown above. 
3.2.4 Convergence and Sources of Computing Errors 
The convergence of the GDF algorithm can be measured using 
(2.5), that is 
-
e =x-x 
when : -? 0 we can conclude that we have obtained the best value 
for x. However, the accuracy of x does not only depend on having 
.e = 0, but also on other .factors affecting the precision of the 
computation being carried out. These factors are referred to as 
truncation errors and rounding errors. Truncation errors happen 
when digits are dropped from decimal numbers, and rounding errors 
occur when we round a nuniber to certain significant figures. In the 
implementation of the GDF in this paper, truncation errors do not' 
occur, but rounding errors do. Figure 3-8 helps explain how this 
happens. The flowchart has been simplified to show only two II1ajor 
blocks-that of PSPICE and program Delta Lambda. 
The cause of rounding errors is the data conversion (indicated 
by the broken line) in which real numbers are converted into strings 
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for output in a text file, and is p
erhaps the disadvantage of the G
DF 
method. The first situation wh
ere this happens is when PSPI
CE 
writes it's output to it's data fil
e where it is rounded to a floa
ting 
point of four significant digits( an exam
ple is shown in the software 
documentation). This data is then read
 by program Delta Lambda 
and used for computation. The s
econd time rounding occurs is w
hen 
program Delta Lambda outputs 
it's data file composed of new va
lues 
for A, and FY in a four significan
t floating point format consiste
nt 
with PSPICE, where A is read in
to the PSPICE input card, while
 FY 
is read back by Delta Lambda in
 the next iteration. The values f
or x 
are also written in. the output 
file but are never inputed back
 into 
either program. The rounding _e
rrors can be minimized by increas
ing 
the precision of the output of b
oth programs. The accuracy of 
x is 
therefore limit~d by the precisio
~ of the output PSPICE and De
lta 
Lambda. 
The common mathematical expr
ession for precision errors is 
. 
error 
re latzve error = · true value 
Using the normal ouput of PSPI
CE which is four significant figu
res, 
the relative error would be in the
 order of 10-4 or 0.01 %. Therefor
e if 
the algorithm converges, the cor
rect expression for the value we 
have 
obtained is x + 0.0 I%. The valu
e of e displayed in the tabula
ted 
results was computed using (2.11), and e
ven thoug-h this sometimes 
gets to very small values, the ac
curacy of x still remains in the o
rder 
of 10-4. 
In the next chapter, the results 
are shown for the two groups of 
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nonlinearities. used in this study, those which generate eve
n 
harmonics and those which generate odd harmonics. The use of
 a 
weighting function to improve convergence is discussed, and th
e 
results are also given. 
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Chapter 4 
Results of Numerical Studies 
The objective of the experiments made in this stu
dy was to test 
the performance of the GDF u
nder the following criteria: 
Convergence using only the fun
damental frequency in the 
computation; Convergence when mul
tiple frequencies are used; and 
it's relative accuracy compared to the
 results of a SPICE transient 
analysis. The results of the transie
nt analysi$ feature of SPICE, 
which is a time domain analysis, pro
vides .an excellent comparison 
for the frequency domain based GDF alg
orithm. Therefore, the types 
of circuits chosen were those that c
an be equivalently modeled in 
SPICE. The data gathered using on
ly the fundamental harmonic 
show how the GDF performed tinder diff
erent sizes of input voltage, 
and. those for multiple frequencies sho
w how it performed under two 
types and two levels of harmonic dist
ortion. Two multiple frequency 
generating circuits were used: one w
hich generates significant odd 
harmonics, and one which generates s
ignificant even harmonics. The 
input to the circuits were varied in 
order to test the convergence 
under two conditions: when the total 
harmonic distortion is "small", 
that is when it is less than 3%; a
nd -when the total harmonic 
distortion is "large", which is categor
ized as above 3%, but in these 
experiments, typically between 10 - 12
%. The results showin~ the use 
of weighting functions to improve con
vergence is shown at the end of 
this chapter. 
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4.1 Types of Circuits Studied 
The topology of the circuits used in the experiments is basically 
composed of a capacitor and a nonlinear device characterized by a 
polynomial, and is shown in Figure 4-la. This circuit is flexible 
enough to be used to evaluate the different criteria we have set 
above, and can also be modeled in the SPICE transient analysis for 
comparison of results. The nonlinear element is broken down into it's 
linear and nonlinear component as shown in Figure 4-2b, where we 
have let g0 = 1 and g1 = 1 for simplicity. A saturating nonlinearity, 
where n = 1/3 was used in the single harmonic experiments. The 
saturation prevents the nonlinear element from to 
unreasonably high values when large voltages were applied. This 
nonlinearity was also used in generating odd harmonics for multiple 
frequency experiments. To generate even numbered harmonics, we 
set n = 2, which generally characterizes a frequency doubler circuit, 
although in this case the input was carefully chosen to keep the 
value of the nonlinearity at a reasonable level. When the capacitor 
was set to 1 F, with the fundamental frequency- at 1 Hz, small 
harmonics were produced. In order to produce large harmonic 
distortion, isolation ·was increased by letting the value of the 
capacitor be equal to 0.1 F, while the excitation was varied to get the 
desired size of distortion. 
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4.2 Use of SPICE Transient Analysis for Comparison 
It is possible to calculate the Fourier coefficients of a given 
signal using the transient analysis feature of SPICE. Only part of 
the transient waveform is used for the harmonic decomposition. The 
period of time used is the inverse of the fundamental frequency 
specified. In these experiments, the transient simulation was run for 
10 periods and the segment of the waveform that was used was the 
last period. The % total harmonic distortion is also computed. 
Polynomial nonlinearities can be modeled in SPICE using a 
polynomial controlled source. The equivalent of the n = 1/3 
nonlinearity is shown in Figure 4-2a, where the nonlinearity is 
modeled by the element H· which is a polynomial current controlled 
voltage source. The independent source Vd is a dummy voltage and 
is used just to satisfy the SPICE syntax. The equivalent of the n = 2 
nonlinearity is shown in Figure 4-2b, where the nonlinearity is 
modeled by the element G, which is a polynomial voltage-controlled 
current source. The result of the simulation of these circuits are 
shown together with the GDF results on the tables and plots to be 
discussed in the next section. 
4.3 Convergence of the GDF 
In this section, the results of the experiments that were carried 
out to test the performance of the GDF based on the criteria set 
above is presented. The numerical results are tabulated in the 
Appendix, where the specifications are given on the page preceding 
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sis. 
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each table. A comparison of the results of the GDF, and that of the 
SPICE transient analysis is also given. The convergence of A is 
compared for the different circuits studied for each criteria and are 
plotted on a semi-logarithrp.ic scale. In order to compare the rate of 
convergence, the values of A plotted are the· normalized equiv.alents 
and were computed as follows: 
Al C--)j 
normalized A= I ~A I 
where Al is the value of A in the current iteration, ')./ is the final value 
when A converges, and M is the total change in "A from its initial 
value to its final value. This means that the normalized A initially 
starts at unity, and the faster it appoaches zero on each iteration 
step, the faster it converges. The measure of convergence is the value 
of the error e for the fundamental and the other significant 
harmonics, and both should be in the order of 10-S for the circuit to 
be classified as having converged. A factor of 1 o-5 has also been 
added to the value of the normalized "A in order to set the lower limit 
at this number so that it can be plotted in the semi-logarithmic scale. 
Note that this factor is below the accuracy of computation for our 
experiments, as was discussed in the preceding chapter; hence, this 
is the reason why it is used. The relative accuracy of the ·GDF 
compared to the result of the SPICE transient analysis is also 
plotted in the semi-logarithmic scale, and this is based on values 
given in the Appendix. It should be specifically mentioned that the 
results of the higher harmonics of the GDF is out of phase with that 
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of the SPICE transient analysis, and the reason for this is just the 
difference in convention used by the two methods in doing the 
Fourier analysis. The SPICE transient analysis uses the sine 
function for the time domain representation of the signals in it's 
computatio·n-i.e., Vsin(rot+1t)-while the GDF on the other hand uses 
the more standard cosine function. The fundamental, though, should 
be in phase. 
4.3.1 Fundamental Harmonic 
The order of the nonlinearity that was used· for this experiment 
is n = 1/3, and the reason for this choice has .been given above. The 
experiment was done for three different values of the input voltage u, 
and the results are shown in Table A-1. The convergence of A is 
plotted in Figure 4-3, and is generally very fast for the three sizes of 
input, taking only 6 or less iterations. The comparison with the 
SPICE transient analysis for the output voltages, given in Figure 
4-4, shows good accuracy for the the significant harmonics. 
4.3.2 Small Harmonic Distortion 
The first three experiments that were done here, was to repeat 
the three experiments of the first subsection-that is, using the same 
three input voltages-except this time instead of using only the 
fundamental, we use five harmonics in order to find out if adding 
harmonics to the computation would change the rate of convergence. 
The results are shown in Tables A-2, A-3, and A-4. The plot given in 
Figure 4-5 showing the convergence of A, shows no significant 
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difference from the plot in Figure 4-3. The SPICE compa
rison of the 
output voltage for the input of u = 3.0, given in Figure 4-6,
 also shows 
good agreement in the significant harmonics. Note that th
e harmonic 
distortion for each of these experiments is less than 
3% and is 
classified as "small". 
The next experiment tests the circuit that produces
 even 
harmonic.. The exponent of the nonlinearity in this cir
cuit is n = 2, 
and its topology has been discussed above. The result g
iven Table 
A~5, shows it converges in 9 iterations which is still rela
tively fast, 
and the plot in Figure 4-7, also shows good agreement w
ith SPICE 
for the significant harmonics. 
4.3.3 Large Harmonic Distortion 
As discussed above, the harmonic distortion can be enl
arged 
with increased isolation of the nonlinear element, specific
ally for our 
circuit, by .decreasing the capacitance by an order of mag
nitude. The 
input voltages of 3.0, and 0.6 for the odd and even 
harmonics 
respectively, produced desired distortion which fits our de
scription of 
"large". The odd harmonic result is given in Table A-6, an
d it shows 
that the errors of the significant harmonics did not go d
own to the 
order of 10-5 which is our gauge for convergence. The a
lgorithm in 
this case remained stable, although it was not driving t
he value of 
the errors down either, so the iteration was stopped. The
 number of 
frequencies were decreased to three, to find out if the c
onvergence 
would improve, and it did drive the error of the fundamen
tal down as 
shown in Table A .. 7, but the 3rd harmonic error remained
 an order of 
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magnitude above the standard. The iteration was also stopped 
in this 
case because it was again not driving the errors down any f
arther. 
However, when only one harmonic was used, convergenc
e was 
attained in 16 iterations as shown in Table A-8. 
It was also slow in the even harmonic case, but it did converg
e 
in 23 iterations. Figure 4-8 shows the comparison with SPI
CE for 
this case, and there is a close match in the fundamental, b
ut the 
difference becomes more sizable for higher harmonics. 
The rate of convergence of the four categories are plott
ed 
together in Figure 4-9. This shows that the algorithm is slowed
 down 
by larger harmonic distortions. The large even harmoni
c case 
actually starts slower than the large odd case, but unlike th
e odd 
case, it eventually converges. 
4.4 Use of Weighting Function to Improve 
Convergence 
In this section, experiments are carried out to attai
n 
convergence for the large odd harmonic case, by the use
 of a 
weighting function to operate on the error, first derivative 
of the 
error, and second derivative of the error. Weights are intro
duced 
into the numerical computation to make the accuracy better f
or one 
part of the data than another, and provided they are positive, t
hey do 
not affect the methods or theory of approximation (16]. Any vector 
can be used as the weight-for example (1, 0, 1, 0, l)T. Tables A-10, 
A-11, and A.-12 show the best combinations of weights that wer
e able 
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to attain convergence for the large odd harmon
ic distortion. The 
weight that was used for each is given in the s
pecifications. The 
weights used for Table A.-12 requires special men
tion, they are the 
normalized value of the first three harmonics, w
hile the other two 
harmonics were given zero values. The elements o
f the weight vector 
for Table A-12 were computed as foflows: 
, xn 
xn = for n = 1,2,3 
norn1(x) 
where norm(x) is the norm of the output vector x and is gi
ven by 
norm(x) = ~x12+x22+x32 
The computation for the transform in this case 
used only the first 
three harmonic coefficients because the the value
s of the transform 
are used only for the computations of the error v
ector, and the two 
higher harmonics of the error are neglected anywa
y. It is the results 
from Table A-1_2 that was used for in plots in Figu
res 4-10 and 4-11. 
Figure 4-10 shows a significant improvement in 
the convergence of 
lambda when a weighting function is used, and th
ere is also a good 
match with the SPICE transient analysis resul
ts in Figure 4-11. 
When the normalized weights were tried on the la
rge even harmonic 
case,. the rate of convergence also improved. The
 result of this is 
given in Table A-13. It shows that it converged in 
only 16 iterations, 
compared to 23 when no weights were applied. 
The results of the last two experiments are giv
en in Tables 
A.;.14 and A-15. These circuits are the fast co
nverging small 
harmonic distortion type, and when the weight
ing function was 
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applied on them, the results showed no diversion from previous 
values obtained. The results from Table A-3 and A-14 are also 
plotted in Figure 4-10, and show no significant difference from each 
other. The weighting function as applied in these experiments shows 
that it can improve on slowly converging circuits, while it produces 
similar results for already fast converging circuits. 
The implications of the data gathered in these experiments are 
discussed in the conclusion. 
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Conclusions 
The GDF showed exceptional convergence for different sizes· of 
input voltage using the fundamental frequency, and this was also 
true for multiple frequencies with small harmonic distortion. When 
the harmonic distortion was increased, however, the convergence 
slowed down, especially in the odd harmonic case. This problem was 
corrected with the use of weighting functions to operate on the error 
vectors, and resulted in a considerable improvement of convergence. 
The results of the output voltages of the GDF generally agreed with 
that of the SPICE transient analysis for both the single frequency 
and multiple frequency cases. 
One attempt to explain the deceleration of convergence when 
the harmonic distortion is increased is that too many variables are 
being optimized, and this is also a general problem of the harmonic 
balance method. Weighting the errors magnifies the more important 
data to be optimized, and diminishes the less important ones. This 
explains the improvement of convergence when the weighting 
function is used. Weighting does not have a significant effect on the 
accuracy of the output voltages, nor does it affect the rate of fast 
converging circuits, as shown in the results. Weighting should 
therefore be used on circuits where the algorithm is stable, but is 
slowly converging. 
An interesting result of this work shows the good agreement of 
the GDF and the SPICE transient analysis results on the significant 
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harmonics, while it can be observed that the GDF has generally 
lower values for the insignincant harmonics. The reason for this is 
that SPICE is interpolating between two points, in order to get the 
value for a particular harmonic; hence, accurracy is dependent on the 
number of time points used in the transient analysis. The accurracy 
is improved if more time points are used, but this would also 
lengthen the computation time. This is a general problem of time 
domain based algorithms, and does not happen in the frequency 
domain solution, and hence helps prove the frequency domain 
solution's suitability for periodic steady-state analysis. 
Perhaps the main problem the GDF algorithm has when it is 
implemented using SPICE, is from the user point of view. The 
computational speed is dependent on the execution speed of the 
SPICE program. Using the professional PSPICE version 3.07 on the 
·80386 microcomputer, the SPICE AC analysis timed an average of 
2. 7 seconds for each run, and it is executed twice for each iteration. 
This excludes the overhead time used by the PSPICE program 
(depending on how the directory is formatted) to do it's file swapping. 
The rest of the algorithm took around 5 seconds to execute. However, 
with the fast rate of convergence that was experienced in this study, 
the GDF would still be more economical than a time domain based 
solution for long transient conditions. 
The goal of this paper was to introduce the GDF, and to show 
that the algorithm yields good convergence. Both goals have been 
met, and the next step for a future researcher would be to test the 
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applicability of the algorithm to different types of nonlinearity, and 
to make possible improvements if it shows weaknesses when applied 
to some types. An obvious choice of a circuit is the one that invqlves 
an exponential nonlinearity. This type of nonlinearity can also be 
modeled in the SPICE transient analysis for comparison. Another 
route to take would be the extension of the algorithm to do a 
harmonic balance solution. The equations have been formulated in 
chapter 2, and all the researcher has to to is to extend the software 
that has been implemented to include this type of analysis. 
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Appendix A 
SPECIFICATIONS FOR TABLE A-1 
Circuit: 
Nonlinearity: 
Capacitance (C) : 
Initial A: 
Final A(u=O.SV): 
See Figure 4-1 
F (x) 1/3 
1.0F 
No. of Iterations(u=O.SV): 
1.000E+OO + jO.OOOE+OO 
1.853E+OO - jl.027E+OO 
6 
Final A (u=3. OV) : 
No. of Iterations(u=3.0V): 
7.815E-01 - jl,422E-01 
4 
Final A(u=lO.OV): 
No. of Iterations(u=lO.OV): 
3.200E-01 - jl.194E-01 
"6 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Input Fourier Phase 
Voltage Comp (DEG) 
5.000E-01 4.SOOE-01 2.520E+Ol 
3.000E+OO 2. 908E+OO 1.401E+Ol 
1.000E+Ol 9.802E+OO 1.127E+Ol 
GDF: (from Table A-1) 
Freq Fourier Phase 
(HZ) Comp (DEG) 
5.000E-01 4.522E-01 2.530E+Ol 
3.000E+OO 2. 911E+OO 1.402E+Ol 
1.000E+Ol 9.806E+OO 1.128E+Ol 
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-l 
0 
Input V 
5.000E-01 
3.000E+OO 
1.000E+Ol 
Input V 
5.000E-01 
3.000E+OO 
1.000E+Ol 
Initial FY Final Voltage (x) Final FY 
-5.000E-01 - j5.000E-01 4.088E-01 + jl.932E-01 -1.509E-01 + j4.416E-01 
-5.000E-01 - j5.000E-01 2.824E+OO + j7.053E-01 -7.006E-01 + j2.498E+OO 
-5.000E-01 - j5.000E-01 9.617E+OO + jl.918E+OO -1.0llE+OO + jl.714E+OO 
Errors First Derivative Second Derivative 
3.176E~05 + j3.151E-05 6. lOlE-02 - j4.468E-02 3.399E-03 + j2.507E-02 
-2.180E-05 - j 1.252E-05 · 2.290E-01 - j3.935E-01 9.824E-02 + jl.031E-01 
-5.4 7 4E-05 - j5.256E-05 6.276E-01 - jl.443E+OO 4.098E-01 + j2.949E-01 
Table A-1: The use of only the fundamental harmonic. 
SPECIFICATIONS FOR TABLE A-2 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance(C): 
Initial A: 
Final A: 
Number of Iterations: 
See Figure 4-1 
F (x) l/3 
O.Scos(21t)t 
1.0F 
1.000E+OO + jO.OOOE+OO 
3.349E+OO + j2.785E-01 
6 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
4.SOOE-01 
1.074E-06 
9.323E-03 
Phase 
(DEG) 
2.520E+Ol 
9.00lE+Ol 
1.752E+02 
1.072E-06 8.997E+Ol 
2.776E-03 -1.319E+02 
% Total harmonic distortion: 2.185E+OO 
GDF: (from Table A-2) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
4.SllE-01 
3.174E-07 
9.153E-03 
5.417E-08 
2.741E-03 
Phase 
(DEG) 
2.522E+Ol 
-7.928E+Ol 
-7.130E+OO 
-1.663E+Ol 
-1.389E+02 
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Freq Initial FY Final Voltage (x) Final FY 
1.000E+OO -5.000E-01 - j5.000E-01 4.081E-01 + jl.922E-01 -5.125E-01 - j3.173E-01 
2.000E+OO -5.000E-03 - j5.000E-03 5.905E-08 - j3.119E-07 -3.295E-07 + j6.970E-07 
3.000E+OO -5.000E-03 - j5.000E-03 9.082E-03 - jl.136E-03 -6.180E-02 - jl. 733E-01 
4.000E+OO -5.000E-03 - j5.000E-03 5.190E-08 + jl.550E-08 -2.280E-07 + jl. 719E-07 
5.000E+OO -5.000E-03 - j5.000E-03 -2.064E-03 - jl.803E-03 -4.996E-02 + j7.530E-02 
Freq Errors First Derivative Second Deri
vative 
1.000E+OO -2.076E-05 + j6. 785E-05 4.899E·-02 - j2.979E-02 -5.540E-04 + j 1.456E-02 
2.000E+OO -9.926E-08 + j2. 734E-07 . -2.007E-08 -jl.114E-08 2.441E-O~ - j2.251E-09 
3.000E+OO -2.866E-05 - j2.524E-05 4.197E+OO - j4.520E-04 4.288E-05 + jl.372E-01 
4.000E+OO -5.687E-08 + j6.009E-09 -2.567E-10 - j2.019E-09 1.529E-10 + j5. 729E-12 
5.000E+OO 7.656E-06 + j7.363E-06 -6.217E-05 + j5.649E-05 -2. 783E-06 - j4.157E-06 
Table A-2: Small odd harmonic distortion with input u = 0.5V. 
SPECIFICATIONS FOR TABLE A-3 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance(C): 
Initial A: 
Final A: 
Number of Iteration-s: 
See Figure 4-1 
F (x)· 113 
3.0cos(27t)t 
1.0F 
1.nooE+OO + jO.OOOE+OO 
5.SOSE-01 - jl.838E-.01 
4 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOL TAG ES 
SPICE: 
Freq Fourier· Phase 
(HZ) Comp (DEG) 
1.000E+OO 2.908E+00 1.401E+01 
2.000E+OO 3.056E-05 9.079E+01 
3.000E+OO 1.741E-02 1.367E+02 
4.000E+OO 3.057E-05 9.042E+01 
5.000E+OO 5.160E-03 1.641E+02 
% Total harmonic distortion: 6.307E-01 
GDF: (from Table A-3) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
2.910E+00 
9.184E-09 
1.787E-02 
1.379E-08 
5.390E-03 
Phase 
(DEG) 
1.401E+Ol 
-1.080E+02 
-4.323E+01 
1.763E+02 
1.636E+02 
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Freq Initial FY Final Voltage (x) Final FY 
1.000E+OO -5.000E-01 - j5.000E-01 2.823E+OO + j7.046E-01 -8.002E-02 + j5.378E-01 
2.000E+OO -5.000E-03 - j5.000E-03 -2.832E-09 - j8. 736E-09 1.563E-07 - j2.439E-07 
3.000E+OO -5.000E-03 - j5.000E-03 1.302E-02 - jl.224E-02 -2.443E-01 - j2.193E-01 
4.000E+OO -5.000E-03 - j5.000E-03 -1.376E-08 + j8.953E-10 -1.577E-08 - j4.876E-09 
5.000E+OO -5.000E-03 - j5.000E-03 -5.170E-03 + j 1.523E-03 5.170E-03 + j 1.554E-01 
Freq Errors First Derivative Second Derivative 
1.000E+OO -5.082E-06 - jl.722E-05 2.191E~Ol - j4.072E-01 1.083E-01 + j9.936E-02 
2.000E+OO 2.091E-06 + j2.387E-07 -7.359E-10 + jl.385E-10 -7.250E-12 - jl.216E-10 
3.000E+OO 3.629E-06 - j3.028E-06 -6.044E-04 - j7.626E-04 8.832E-05 - j5.857E-05 
4.000E+OO 1.616E-09 - jl.526E-09 3.298E-11 + j5.850E-11 -4.94 7E-12 + j2.389E-12 
5.000E+OO -2.240E-06 - j3.095E-06 4.124E-05 + jl.717E-04 -1.137E-05 + j2.127E-06 
Table A-3: Small odd harmonic distortion with input u = 3.0V. 
SPECIFICATIONS FOR TABLE A-4 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance(C): 
Initial A: 
Final A: 
Number of Iterations: 
See Figure 4-1 
F (x) l/3 
10.0cos(27t)t 
1.0F 
1.000E+OO + jO.OOOE+OO 
-4.198E-01 - j9.214E-02 
6 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOL TAG ES 
SPICE: 
Freq Fourier Phase 
(HZ) Comp (DEG) 
1.000E+OO 9.802E+OO 1.127E+Ol 
2.000E+OO 3.964E-05 9.610E+Ol 
3.000E+OO 2.615E-02 1.279E+02 
4.000E+OO 3.974E-05 9.310E+Ol 
5.000E+OO 7.774E-03 1.498E+02 
% Total harmonic distortion: 2.812E-01 
GDF: (from Table A-4) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
9.BOSE+OO 
9.384E-09 
2.654E-02 
1.681E-09 
7.957E-03 
Phase 
(DEG) 
1.128E+Ol 
2.616E+Ol 
-5.217E+Ol 
-1.541E+02 
1.492E+02 
75 
Freq Initial FY Final Voltage (x) Final FY 
1.000E+OO -5.000E-01 - j5.000E-01 9.616E+OO + jl.918E+OO 6.293E+OO + j2.182E+OO 
2.000E+OO -5.000E-03 - j5.000E-03 8.423E-09 + j4.137E-09 1.874E-07 + jl.830E-07 
3.000E+OO -5.000E-03 - j5.000E-03 1.628E-02 - j2.097E-02 -3.990E-01 - j2.901E-01 
4.000E+OO -5.000E-03 - j5.000E-03 -1.512E-09 -j7.347E-10 -2.812E-08 + j7.966E-08 
5.000E+OO -5.000E-03 - j5.000E-03 -6.837E-03 + j4.070E-03 · 1.300E-01 + j2.104E-0
1 
Freq Errors First Derivative S
econd Derivative 
1.000E+OO -3.961E-05 - j7.160E-05 4.514E-01 - jl.511E+OO 4.702E-01 + jl.899E-01
 
2.000E+OO -2.388E-08 + jl.028E-08 3.652E-10 - j6.631E-10 1.401E-10 + j6.386E-11 
3.000E+OO -2.456E-07 + j7 .224E-10 -1. lOlE-03 - j9.107E-04 1.074E-04- jl.154E-0
4 
4.000E+OO -1.676E-09 - j4. 755E-10 -3.109E-11 + j6.035E-11 -4.812E-12 - j2.624E-1
2 
5.000E+OO 1.464E-07 + j 1.072E-06 1.273E-05 + j2.244E-04 -1.464E-05 + j7.964E-
06 
Table A-4: Small odd ;harmonic distortion with u = 10.0V. 
SPECIFICATIONS FOR TABLE A-5 
Circuit: 
Nonlinearity: 
Voltage Source (u) :-
Capacitance (C): 
Initial A: 
Final A: 
Number of Iterations: 
See Figure 4-1 
F (x) 2 
0.5cos(27t)t 
1.0F 
1.000E+OO + jO.OOOE+OO 
1.194E+OO - jl.409E+OO 
9 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Freq Fourier Phase 
(HZ) Comp (DEG) 
1.000E+OO 4.959E-01 6.454E+OO 
2.000E+OO 9.745E-03 1.616E+Ol 
3.000E+OO 2.623E-04 2.536E+Ol 
4.000E+OO 1.475E-05 4.243E+Ol 
5.000E+OO 7.456E-06 5.572E+Ol 
% Total harmonic distortion: 1.966E+OO 
GDF: (from Table A-5) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
4.947E-01 
1.039E-02 
3.374E-04 
5.062E-06 
2.383E-03 
Phase 
(DEG) 
9.066E+00 
1.133E+02 
3.589E+Ol 
1.376E+02 
5.904E+Ol 
77 
Freq Initial FY Final
 Voltage (x) Final FY 
l.OOOE+OO -5.000E-01 - j5.000E-01 4.885E-01 + j7. 795
E-02 -6.917E-01 + j5.901E-01 
2.000E+OO -5.000E-03 - j5.000E-03 -4.314E-03 + jl.00
4E-02 1.074E-01 + j2.009E-.02 
. 
3.000E+OO -5.000E-03 - j5.000E-03 2. 734E-04 - jl.97
8E-04 2.286E-03 - j4.419E-03 
4.000E+OO -5.000E-03 - j5.000E-03 -3. 739E-06 + j3.41
3E-06 7.681E-05 + j6.538E-05 
5.000E+OO -5.000E-03 - j5.000E-03 1.226E-07 + j2.04
4E-07 4.818E-06 - j3._344E-06 
Freq Errors rirst
 Derivative Second Derivative 
1.000E+OO -6.994E-06 - jl.291E-05 5.081E-02 - j7. 7
35E-02 l.859E-02 + j2.921E-02 
2.000E+OO -7.736E-06 + jl.136E-05 8.805E-04 + j6.4
16E-04 -l.642E-04 +-jl.446E-04 
3.000E+OO -8.151E-07 - j6.009E-07 1.597E-05 - jl.63
0E-05 1.860E-06 + j2.463E-06" 
4.000E+OO -1.013E-08 + jl.048E-07 1.516E-07 + j2.
088E-07 -2.288E-08 + j 1.294E-08 
5.000E+OO -4.138E-09 + j3.970E-09 8. 767E-09 - j4
.242E-09 2.810E-10 + j7.447E-10 
Table A-5: Small even harmonic distortion with u =
 0.5V. 
SPECIFICATIONS FOR TABLE A-6 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance(C): 
Initial A: 
Final A: 
Number of Iterations: 
See Figure 4-1 
F (x) l(3 
3.0cos(27t)t 
O.lF 
1.000E+OO + jO.OOOE+OO 
3.319E+OO + j5.960E-01 
27(Converging very slowly) 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
7.597E-01 
l.129E-05 
8.007E-02 
1.129E-05 
2.489E-02 
Phase 
(DEG) 
7.300E+Ol 
9.000E+Ol 
8.028E+OO 
9.000E+Ol 
1.660E+02 
% Total harmonic distortion: 1.117E+Ol 
GDF: (from Table A-6) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
7.749E-01 
1.746E-08 
6.802E-02 
1.297E-09 
2.053E-02 
·phase 
(DEG) 
7.699E+Ol 
2.435E+Ol 
1.340E+02 
-1.412E+02 
8.856E+Ol 
79 
00 
0 
Freq 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Freq 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Initial FY Final Voltage (x) Final FY 
-5.000E-01 - j5.000E-01 1. 7 44E-01 + j7.550E-01 1.503E-Ol - jl.583E+OO 
-5.000E-03 - j5.000E~03 1.591E-08 + j7.201E-09 -1.401E-07 - j6.021E-08 
-5.000E-03 - j5.000E-03 -4. 728E-02 + j4.890E-02 3.690E:-01 - jl.612E-02 
-5.000E-03 - j5.000E-03 -1.0llE-09 - j8.123E-10 7. 907E-08 - j 1. 903E-08 
-5.000E-03 - j5.000E-03 5.168E-04 + j2.052E-02 1.186E-01 - j4. 7 44E-02 
Errors First Derivative Second Derivative 
4.034E-03 - j2.637E-03 8.495E-02 + jl.498E-01 -5.518E-02 - j5.311E-02 
1.423E-08 - j 1.095E-08 3.461E-09 - j3.858E-10 -1.108E-09 + j8.369E-10 
7.611E-04 - j4.414E-03 -4.805E-04 + j 1.177E-02 -2.587E-11 - j5.065E-11 
-5.345E-09 + jl.089E-08 -1.901E-10 + j3.744E-11 2. 799E-11 - j5.065E~ll 
-4.143E-03 - j4.234E-03 2.244E-03 + j 1.424E-03 -6.306E-04 + j2. 761E-04 
Table A-6: Large odd harmonic distortion with u = 3.0V. 
SPECIFICATIONS FOR TABLE A-7 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance(C): 
Initial A: 
Final A: 
Number of Iterations: 
See Figure 4-1 
F (x) l/3 
3.0cos(27t)t 
O.lF 
1.000E+OO + jO.OOOE+OO 
3.325E+00 + j5.932E-01 
18(Converging very slowly) 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3 .. OOOE+OO 
Fourier 
Comp 
7.597E-01 
1.129E-05 
8.007E-02 
Phase 
(DEG) 
7.300E+01 
9.000E+Ol 
8.028E+00 
% Total harmonic distortion: 1.117E+01 
GDF: (from Table A-7) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
Fourier 
Comp 
7.726E-01 
1.153E-06 
6.821E-.02 
Phase 
(DEG) 
7.712E+01 
4.382E+01 
1.367E+02 
81 
Freq Initial FY Final Voltage (x) Final FY 
1.000E+OO -5.000E-01 - j5.000E-01 1. 772E-01 + j7 .532E-01 1.536E-01 - jl.588E+OO 
2.000E+OO -5.000E-03 - j5.000E-03 8.323E-07 + j7.986E-07 -1. 722E-06 - j2.843E-06 
3.000E+OO -5.000E-03 - j5.000E-03. -4. 96 lE-02 + j4. 682E-02 3.870E-01 - j2.086E-02 
Freq Errors First Derivative Second Derivative 
1.000E+OO · -4. 785E-05 + j3. 738E-05 8.348E-02 + jl.506E-01 -5.397E-02 - j5.443E-02 
2.000E+OO -2.491E-07 - j4. 708E-07 2.250E-07 + j5. 760E-08 -9.027E-08 + j2.434E-08 
3.000E+OO -1.345E-03 + jl.081E-04 -1.345E-03 + jl.196E-02 -2.365E-03 - j3.539E-03 
Table A-7: The use of only .3 harmonics in the large odd case. 
SPECIFICATIONS FOR TABLE A-8 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance (C) : 
Initial A: 
Final A: 
Number of Iterations: 
See Figure 4-1 
F (x) l/3 
3.0cos(2n)t 
O.lF 
1.000E+OO + jO.OOOE+OO 
3.346E+OO + j4.616E-01 
16 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Freq 
(HZ) 
1.000E+OO 
Fourier 
Comp 
7.597E-01 
GDF: (from Table A-8) 
Freq 
(HZ) 
1.000E+OO 
Fourier 
Comp 
7.639E-01 
Phase 
(DEG) 
7.300E+Ol 
Phase 
(DEG) 
7.526E+Ol 
83 
Freq Initial FY Final Voltage (x) Final FY 
1.000E+OO -5.000E-01 - j5.000E-01 1.944E-01 + j7.387E-01 -3.967E-01 -jl.537E+OO 
Freq Errors First Derivative Second Derivative 
l.OOOE+OO -7 .330E-05 - j9 .829E-05 . 8.219E-02 + j l.494E-01 -5.181E-02 - j5.575E-02 
Table A-8: The use of only the fundamental in th.e large odd case. 
SPECIFICATIONS FOR TABLE A-9 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance(C): 
Initial A: 
Final A: 
Number of Iterations: 
See Figure 4-1 
F (x) 2 
0.6cos(21t)t 
O.lF 
1.000E+OO + jO.OOOE+OO 
3.387E+OO + jl.338E+OO 
23 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE. GDF OUTPUT VOLTAGES 
SPICE: 
Freq Fourier Phase 
(HZ) Comp (DEG) 
1.000E+OO 3.513E-01 5.187E+Ol 
2.000E+OO 3.593E-02 1.364E+02 
3.000E+OO 6.SlOE-03 -1.484E+02 
4.000E+OO 1.103E-03 -7.573E+Ol 
5.000E+OO 1.925E-04 1.106E+00 
% Total harmonic distortion: 1.141E+01 
GDF: (from Table A-9) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
3.202E-01 
1.831E-02 
1.251E-03 
8.573E-05 
5.888E-06 
Phase 
(DEG) 
5.871E+Ol 
-1.318E+02 
-1.510E+02 
-1.712E+02 
1.684E+02 
85 
Freq Initial FY Final Vol
tage (x) Final FY 
1.000E+OO -5.000E-01 - j5.000E-01 1.633E-01 + j2. 736E-01 -
1.913E-01 - jl.150E+OO 
2.000E+OO -5.000E-03 - j5.000E-03 -1.221E-02 - jl.365E-02
 -1.678E-04 + jl.079E-01 
3.000E+OO -5.000E-03 - j5.000E-03 -l.904E-03 -j6.072E-04
 1.205E-03 + j9.109E-03 
4.000E+OO -5.000E-03 - j5.000E-03 -8.4 73E-05 - j 1.307E-05
 2.672E-04 + j7.228E-04 
5.000E+OO -5.000E-03 - j5.000E-03 -.5. 786E-06 + j 1.181E-06
 3.669E-05 + j5.142E-05 
Freq Errors First D
erivative Second Derivative 
1.000E+OO -3.531E-05 - jl.757E-05 5.484E-02 + j3. 777E-02. 
-2. 725E-02 - j5.003E-03 
2.000E+OO 1.803E-05 + j7.435E-07 -3.090E-03 - j3.427E-04
 8.588E-04 - j6.136E-04 
3.000E+OO 1.588E-06 -j6.684E-07 -1.551E-04 + j7.018E-
05 9.853E-06 - j4.527E-05 
4.000E+OO 1.880E-07 - jl.067E-07 -5.850E-06 + j7.510E-
06 -8.239E-07 - jl.947E-06 
5.000E+OO 1. 752E-08 - jl.500E-08 -1.182E-07 + j5.340E
-07 -8.166E-08 - j6.04 7E-08 
Table A-9: Large even harmonic distortion with u = 0.6V
. 
SPECIFICATIONS FOR TABLE A-10 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance (C) : 
Initial A: 
Final A: 
Number of Iterations: 
Weights: 
See Figure 4-1 
F (x) l/3 
3.0cos(2n)t 
O.lF 
1.000E+OO + jO.OOOE+OO 
1.845E+OO + j2.217E-01 
15 
(1, 0, 0, O, O)T 
COMPARISON OF SPICE TRANSIENT ANA
LYSIS AND 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Freq Fourier Phase 
(HZ) Comp (DEG) 
1.000E+OO 7.597E-01 7.300E+Ol 
2.000E+OO 1.129E-05 9.000E+Ol 
3.000E+OO 8.007E-02 8.028E+OO 
4.000E+OO 1.129E-05 9.000E+Ol 
5.000E+OO 2.489E-02 1.660E+02 
% Total harmonic distortion: 1.117E
+Ol 
GDF: (from Table A-10) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
7.772E-01 
3.372E-08 
8.944E-02 
l.492E-08 
2.680E-02 
Phase 
(DEG) 
7.722E+Ol 
1.389E+02 
1.365E+02 
-3.781E+Ol 
9.580E+Ol 
87 
00 
00 
Freq 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Freq 
1.000E+OO 
2.-000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Initial FY Final Voltage (x) Final FY 
-5.000E-01 - j5.000E-01 1.719E-01 + j7.580E-01 1.503E-01 - jl.552E-01 
-5.000E-03 - j5.000E-03 -2.542E-08 + j2.216E-08 -2.693E-08 + jl.224E-08 
-5.000E-03 - j5.000E-03 -6.489E-02 + j6.156E-02 3.413E-Ol - j9.239E-03 
-5.000E-03 - j5.000E-03 1.179E-08 - j9.149E-09 -1.487E-08 + jl.569E-08 
-5.000E-03 - j5.000E-03 -2. 710E-03 + j2.666E-02 1.211E-01 - j6.422E-02 
Errors First Derivative Second Derivative 
9. 772E-07 - j2.094E-06 1.285E-01 + j2.280E-01 -1.269E-01 - jl.224E-01 
O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
O.OOOE+OO + jO.OOOE+OO . O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE.+00 
Table A-10: Large odd harmonic distortion with weight= (1, 0, 0, 0, O)T. 
SPECIFICATIONS FOR.TABLE A-11 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance (C) : 
Initial A: 
Final A: 
Number of Iterations: 
Weights: 
See Figure 4-1 
F (x) l/3 
3.0cos(21t)t 
O.lF 
1.000E+OO + jO.OOOE+OO 
1. 841E+00 + j2. 21·6E-01 
17 
(1, O, 1, O, O)T 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Freq Fourier Phase 
(HZ) Comp (DEG) 
1.000E+OO 7.597E-01 7.300E+01 
2.000E+OO 1.129E-05 9.000E+Ol 
3.000E+OO 8.007E-02 8.028E+00 
4.000E+OO 1.129E-05 9.000E+Ol 
5.000E+OO 2.489E-02 1.660E+02 
% Total harmonic distortion: 1.117E+01 
GDF: (from Table A-11) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
7.771E-01 
3.487E-08 
8.940E-02 
1.137E-08 
2.679E-02 
~-
Phase 
(DEQ) 
7.722E+01 
8.506E+01 
1.366E+02 
8.185E+01 
9.589E+01 
89 
<O 
0 
Freq 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Freq 
-1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Initial FY Final Voltage (x) Final FY 
-5.000E-01 - j5.000E-01 1. 719E-01 + j7.579E-01 1.557E-01 - j4.141E-01 
-5.000E-03 - j5.000E-03 3.005E-09 + j3.474E-08 -8.661E-08 - j6,283E-08 
-5.000E-03 - j5.000E-03 -6.501E-02 + j6.137E-02 3.413E-01 - j8.542E-03 
-5.000E-03 - j5.000E-03 1.613E-09 + jl.126E-08 -2.692E-08 - jl.808E-08 
-5.000E-03 - j5.000E-03 -2. 751E-03 + j2.665E-02 1.212E-01 - j6.406E-02 
Errors First Derivative Second Derivative 
-3.375E-06 - j4.190E-05 1.288E-01 + j2.283E-01 -1.273E-01 - jl.226E-01 
O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
-5.349E-05 + jl.630E-05 -1. 936E-03 + j2.334E-02 -7.415E-03 - j9. 782E-03 
O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
Table A-11: Large odd harmonic distortion with weight= (1, 0, 1, 0, O)T. 
SPECIFICATIONS FOR TABLE A-12 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance (C) : 
Initial A: 
Final A: 
Number of Iterations: 
Weights: 
See Figure 4-1 
F (x) I{3 
3.0cos(27t)t 
O.lF 
1.000E+OO + jO.OOOE+OO 
1.846E+OO + j2.216E-01 
13 
Normalized Output 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Freq Fourier Phase 
(HZ) Comp (DEG) 
1.000E+OO 7.597E-01 7.300E+Ol 
2.000E+OO 1.129E-05 9.000E+Ol 
3.000E+OO 8.007E-02 8.028E+OO 
4.000E+OO 1.129E-05 9.000E+Ol 
5.000E+OO 2.489E-02 1.660E+02 
% Total harmonic distortion: 1.117E+Ol 
GDF: (from Table A-12) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
7.769E-01 
7.020E-08 
8.976E-02 
1.373E-08 
2.684E-02 
Phase 
(DEG) 
7.723E+Ol 
8.801E+Ol 
1.365E+02 
1.686E+02 
9.573E+Ol 
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Freq Initial FY Final Voltage (x) Final FY 
1.000E+OO -5.000E-01 - jS.OOOE-01 1.717E-01 + j7.577E-01 1.553E-01 - j4.175E-01 
2.000E+OO -s.oooE-03 - js·.oooE-03 -2.442E-09 + j7.016E-08 -3.342E-08 - jl.022E-07 
3.000E+OO -5.000E-03 - jS.OOOE-03 -6.515E-02 + j6. l 75E-02 3.421E-01 - j9.810E-03 
4.000E+OO -5.000E-03 - jS.OOOE-03 -1.346E-08 + j2. 721E-09 1.335E-08 + j4.630E-08 
5.000E+OO -5.000E-03 - jS.OOOE-03 -2.678E-03 + j2.671E-02 1.210E-01 - j6.445E-02 
Freq Errors First Derivative Second Derivative 
1.000E+OO 3.392E-05 + j4.361E-05 1.275E-01 + j2.263E-01 -1.249E-01 - jl.206E-01 
2.000E+OO 1.975E-15 - j4.383E-15 1.030E-15 + jl.596E-15 -9.217E-23 - j4.557E-23 
3.000E+OO 2.165E-05 - jl.253E-05 -2.197E-04 + j2.685E-03 -9. 772E-05 - j 1.288E-04 
4.000E+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
5.000E+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
Table A-12: Large odd harmonic distortion with normalized weights. 
SPECIFICATIONS FOR TABLE A-13 
Circuit: 
Nonlinearity: 
See Figure 4-1 
F (x) 2 
Voltage Source(u): 0 • 6cos (21t) t 
O.lF Capacitance(C): 
Initial A: 
Final A: 
Number of Iterations: 
l~OOOE+OO + jO.OOOE+OO 
1.878E+OO + j4.228E-01 
16 
Weights: Normalized Output 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Freq Fourier Phase 
(HZ) Comp (DEG) 
1.000E+OO 3.513E-01 s· .187E+Ol 
2.000E+OO 3.593E-02 1.364E+02 
3.000E+OO 6.SlOE-03 -1.484E+02 
4.000E+OO 1.103E-03 -7.573E+Ol 
5.000E+OO 1.925E-04 1.106E+OO 
% Total harmonic distortion: 1.141E+Ol 
GDF: (from Table A-13) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier Phase 
Comp (DEG) 
3.193E-01 5.911E+Ol 
2.579E-02 -1.218E+02 
2.837E-03 -1.325E+02 
3.204E-04 -1.534E+02 
1.489E-05 -1.524E+02 
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Freq Initial FY Final Voltage (x) Final FY 
l.OOOE+OO -5.000E-01 - j5.000E-01 1.639E-01 + j2. 740E-01 -1.835E-01 - j5.840E-01 
2.000E+OO -5.000E-03 - j5.000E-03- -1.359E-02 - j2.192E-02. -6.975E-03 + j9.162E-02 
3.000E+OO -5.000E-03 - j5.000E-03 -1.918E-03 - j2.090E-03 -1.061E-03 + jl.205E-02 
4.000E+OO -5.000E-03 - j5.000E-03 -2.622E-04 - jl. 783E-04 1.603E-05 + jl.612E-03 
5.000E+OO -5.000E-03 - j5.000E-03 -1.320E-05 - j6.895E-06 2.128E-05 + j8.896E-05 
Freq Errors First Derivative Second Derivative 
1.000E+OO -1.576E-06 + j3.661E-05 8.064E-02 + j6.546E-02 -6.389E-02 - j2.202E-02 
2.000E+OO 6.067E-07 +.jl.107E-07 -5.399E-04 - j2.187E-04 2.553E-05 - j6.409E-06 
3.000E+OO 3.032E-09. + j2.397E-08 -5.885E-06 + jl.370E-08 1.643E-08 - jl.807E-08 
4.000E+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
5.000E+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
Table A-13: Large even harmonic distortion with normalized output weights. 
SPECIFICATIONS FOR TABLE A-14 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance(C): 
Initial A: 
Final A: 
Number of Iterations: 
Weights: 
See Figure 4-1 
F (x) l/3 
3.0cos(27t)t 
1.0F 
1.000E+OO + jO.OOOE+OO 
7.817E-01 - j1.452E-01 
4 
Normalized Output 
COMPARISON OF SPICE TRANSIENT ANALYSIS AND 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
2.908E+OO 
3.056E-05 
1.741E-02 
3.057E-05 
5.160E-03 
Phase 
(DEG) 
1.401E+Ol 
9.079E+Ol 
1.367E+02 
9.042E+Ol 
1.641E+02 
% Total harmonic distortion: 6.307E-01 
GDF: (from Table A-14) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
2.910E+OO 
2.153E-07 
1.779E-02 
9.00lE-09 
5.361E-03 
Phase 
(DEG) 
1.402E+Ol 
3.997E+Ol 
-4.302E+Ol 
-5.873E+Ol 
1.644E+02 
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Freq Initial FY Final Voltage (x) Final FY 
• 1.000E+OO -5.000E-01 - j5.000E-01 2.823E+OO + j7.047E-01 ., 7.048E-01 + j2.672E-01 
2.000E+OO -5.000E-03 - j5.000E-03 1. 650E-07 + j 1.383E-07 -2.296E-07 + j6.142E-08 
3.000E+OO -5.000E-03 - j5.000E-03 1.301E-02 - jl.214E-02 -2.468E-01 - j2.180E-01 
4.000E+OO -5.000E-03 - j5.000E-03 4.672E-09 - j7.694E-09 5. 799E-08 - j5.228E-08 
5.000E+OO -5.000E-03 - j5.000E-03 -5.162E-03 + jl.445E-03 5.345E-02 + jl.560E-Ol 
Freq Errors First Derivative Second Derivative 
· 1.000E+OO 3. 07 5E-05 - j 1. 056E-05 2.290E-01 - j3.935E-01 9.831E-02 + jl.302E-01 
2.000E+OO -1.238E-14 - jl.164E-14 9.580E-16 - j8.588E-16 8.461E-24 + jl.278E-23 
3.000E+OO 3.707E-08 + jl.735E-08 -3.582E-06 - j4.667E-06 3.299E-09 - j2.060E-09 
4.000E+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
5.000E+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
Table A-14: Small odd harmonic distortion with normalized output weights. 
SPECIFICATIONS F.OR TABLE A-15 
Circuit: 
Nonlinearity: 
Voltage Source(u): 
Capacitance(C): 
Initial A: 
Final A: 
Number of Iterations: 
Weights: 
See Figure 4-1 
F (x) 2 
0.5cos(2n)t 
1.0F 
1.000E+OO + jO.OOOE+OO 
1.092E-00 + j8.171E-01 
7 
Normalized Output 
COMPARISON OF SPICE TRANSIENT ANALYSIS AN
D 
THE GDF OUTPUT VOLTAGES 
SPICE: 
Freq Fourier Phase 
(HZ) Comp (DEG) 
1.000E+OO 4.959E-01 6.454E+OO 
2.000E+OO 9.745E-03 1.616E+Ol 
3.000E+OO 2.623E-04 2.536E+Ol 
4.000E+OO 1.475E-05 4.243E+Ol 
5.000E+OO 7.456E-06 5.572E+Ol 
% Total harmonic distortion: 1.966E+OO 
GDF: (from Table A-15) 
Freq 
(HZ) 
1.000E+OO 
2.000E+OO 
3.000E+OO 
4.000E+OO 
5.000E+OO 
Fourier 
Comp 
4.948E-01 
l.039E-02 
2.981E-04 
4.196E-06 
l.114E-07 
Phase 
(DEG) 
9.056E+OO 
l.130E+02 
3.524E+Ol 
l.370E+02 
6.066E+Ol 
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Freq Initial FY Final Voltage (x) Final FY 
l.OOOE+OO -5.000E-01 - j5.000E-01 4.866E-01 + j7. 788E-02 -5.958E-01 + j3.092E-01 
2.000E+OO -5.000E-03 - j5.000E-03 -4.058E-03 + j9.560E-03 1.131E-Oi + j2.436E-02 
3.000E+OO -5.000E-03 - j5.000E-03 2.435E-04 + j 1. 720E-04 2.32 lE-03 - j4.434E-03 
4.000E+OO -5.000E-03· - j5.000E-03 -3.066E-06 + j2.864E-06 6.910E-05 + j5.858E-05 
5.000E+OO -5.000E-03 - j5 .. 000E-03 5.465E-08 + j9. 708E-08 2.492E-06 - jl.690E-06 
Freq Errors First Derivative Second Derivative 
l.OOOE+OO 3.227E-06 - jl.588E-05 4.226E-02 - j7 .320E-02 .1.820E-02 + j2.242E-02 
2.000E+OO -2.357E-08 + jl.159E-07 1.627E-05 + jl.090E-05 -5.192E-08 + j5.252E-08 
3.000E+OO -3.901E-10 + j2.698E-10 7.342E-09 - j8.008E-09 5.113E-13 + j6.047E-13 
4.000E+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
5.000E+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO O.OOOE+OO + jO.OOOE+OO 
Table A-15: Small even harmonic distortion with normalized output weights. 
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