For a large class of noncoercive operator inclusions, including those generated by maps of S k type, we obtain a general theorem on the existence of solutions. We apply this result to a particular example. This theorem is proved using the method of Faedo-Galerkin approximations.
Introduction
One of the most effective approaches to investigate nonlinear problems, represented by partial differential equations, inclusions and inequalities with boundary values, consists of their reduction into differential-operator inclusions in infinite-dimensional spaces governed by nonlinear operators. In order to study these objects, the modern methods of nonlinear analysis have been used [Duvaut & Lions, 1980; Gajewski et al., 1974; Lions, 1969; Chikrii, 1997] . Convergence of approximate solutions to an exact solution of the differentialoperator equation or inclusion is frequently proved on the basis of the property of monotonicity or pseudo-monotonicity of the corresponding operator. In applications, as an example of a pseudomonotone operator, the sum of a radially continuous monotone bounded operator and a strongly continuous operator was considered in [Gajewski et al., 1974] . Concrete examples of pseudomonotone operators were obtained with elliptic differential operators for which only the terms containing the highest derivatives satisfy the monotonicity property [Lions, 1969] . The papers [Browder, 1977; Browder & Hess, 1972] became classical in the given direction of investigations. In particular, in the work [Browder & Hess, 1972] Skrypnik's idea of passing to subsequences in classical definitions [Skrypnik, 1990] , which was used for stationary and evolution inclusions by several authors (see [Kasyanov & Melnik, 2005; Kasyanov et al., 2008; Melnik, 2000; Melnik & Zgurovsky, 2002] and the citations there), enabled to consider the class of w λ 0 -pseudomonotone maps, which includes, in particular, the class of generalized pseudomonotone on W multivalued operators. Also, the sum of two w λ 0 -pseudomonotone maps continues to be w λ 0 -pseudomonotone. Let us remark that any multivalued map A : Y → C v (Y * ) naturally generates the upper and, accordingly, lower form:
The properties of the given functionals have been investigated by Zgurovsky and Melnik (see Melnik, 2000; Melnik & Zgurovsky, 2002] ). Thus, together with the classical coercivity condition for single-valued maps, i.e.
A(y), y
which ensures some important a priori estimates, one can define the property of +-coercivity (and, accordingly, −-coercivity) for multivalued maps, i.e.
[A(y), y]
Clearly, +-coercivity is a weaker condition than −-coercivity. The recent development of the monotonicity method in the theory of differential-operator inclusions and evolutionary variational inequalities ensures the existence of solutions of the associated equations if the operator is −-coercive, quasibounded and generalized pseudomonotone (see for example [Carl & Motreanu, 2003; Denkowski et al., 2003; Hu & Papageorgiou, 1997 , 2000 Naniewicz & Panagiotopoulos, 1995; Guan et al., 2003] and the citations there). Further, the results of Melnik [2006] allowed to consider evolution inclusions with +-coercive w λ 0 -pseudomonotone quasibounded multimappings (see [Kasyanov & Melnik, 2005; Kasyanov et al., 2008; Zgurovsky et al., 2008] and the citations there).
In this paper, we introduce a differentialoperator scheme for the investigation of noncoercive nonlinear boundary-value problems for which the terms of the operator corresponding to the highest derivatives do not satisfy a monotony condition. In this framework the property S k of a multivalued operator will be essential. In this way, we obtain a new theorem of existence of solutions for evolution inclusions.
A
Now we consider a simple example of S k type operator. Let Ω = (0, 1), Y = H 1 0 (Ω) be the real Sobolev space with dual space Y * = H −1 (Ω) (see for details [Gajewski et al., 1974] 
Then the multivalued map
satisfies the property S k ; it is +-coercive, but not −-coercive; it is not generalized pseudomonotone and (−A) is not generalized pseudomonotone too (see [Kapustyan et al., 2008] for details). We remark that stationary inclusions for multimappings with the S k property were considered by Kapustyan, Kasyanov and Kogut [Kapustyan et al., 2008] , whereas evolution inclusions for +-coercive w λ 0 -pseudomonotone quasibounded maps were studied in [Kasyanov & Melnik, 2005; Kasyanov et al., 2008; Zgurovsky et al., 2008] . We note that the results of this paper are new for evolution equations too.
Preliminaries: On Some Classes of Multivalued Maps
In this section we will consider some classes of multivalued maps, which are necessary in order to prove the theorem of existence of solutions for evolution inclusions. It is known that for any multivalued maps A, B : Y ⇒ Y * the following properties hold Melnik, 2000; Melnik & Zgurovsky, 2004] :
is positively homogeneous convex and lower semicontinuous if and only if there exists a multi-
Further, y n y in Y will mean, that y n converges weakly to y in Y .
Let W be some normalized space continuously embedded into Y . Let us consider a multivalued map A : Y → C v (Y * ). We shall introduce some important classes of maps.
it follows the existence of a subsequence
Setting of the Problem
Let V, H be real Hilbert spaces. We consider the inner product (·, ·) in H and identify this space with its conjugate H * . Let the embedding V ⊂ H be compact and dense. Then we obtain the following chain of compact and dense embeddings:
where V * is the topologically adjoint space to V. Let us denote a finite interval of time by S = [0, T ], and let
The linear space W = {y ∈ X | y ∈ X * } is a Hilbert space with the norm y W = y X + y X * , where y is the derivative of y ∈ X in the sense of the space of distributions D * (S; V * ) [Gajewski et al., 1974] . For an arbitrary v ∈ X and f ∈ X * let us consider
Here ·, · V : V * × V → R is the canonical pairing, which coincides with the inner product (·,
In the sequel, for simplicity, we shall use the last notation even if f ∈ X * . For a multivalued (in the general case) map A : X ⇒ X * let us consider the problem
where u 0 ∈ H and f ∈ X * are arbitrary fixed elements. The goal of this work is to prove the solvability for the given problem by the Faedo-Galerkin method.
Let us introduce a class of subsets of X * , which will be denoted by H(X * ). We shall say that B ∈ H(X * ), if for an arbitrary measurable set E ⊂ S and for arbitrary u, v ∈ B the inclusion u + (v − u)χ E ∈ B is true. Here and further for
0, elsewhere.
Lemma 3.2. B ∈ H(X * ) if and only if for all
⊂ B, and for arbitrary measurable pairwise disjoint subsets {E j } n j=1 of the set S such that
Let us remark that ∅, X * ∈ H(X * ), and that for all f ∈ X * the constant function h(t) ≡ f belongs to H(X * ). On the other hand, if K : S ⇒ V * is an arbitrary multivalued map, then
At the same time for an arbitrary v ∈ V * \0 (i.e. an element which is not equal to 0) the closed convex
In order to prove the solvability for problem (1) we will obtain some auxiliary statements.
Let us consider a complete system of vectors
. . , λ j → ∞ as j → ∞, and (·, ·) V is the natural inner product in V .
Thus {h i } i≥1 is a special basis [Temam, 1988] .
, for each m ≥ 1, on which we consider the inner product induced from H, denoted by (·, ·). Due to the equivalence of H * and H it follows that [Lions, 1969, p. 70] .
Further let I : X → X * be the canonical embedding.
Let us fix λ ∈ R. Let us set ϕ λ (t) = e −λt , t ∈ S. For an arbitrary y ∈ X * , let us define y λ (as a map from S into V * ) in the following way: y λ (t) = ϕ λ (t)y(t) for a.e. t ∈ S. Let us remark that (y λ ) −λ = y, for all y ∈ X * . Also we define the element ϕ λ y by (ϕ λ y)(t) = y(t)ϕ λ (t) for a.e. t ∈ S. 
Let us remark that as the functional ω → [A(y) + λy, ω λ ] + is semiadditive, positively homogeneous and lower semicontinuous (as the supremum of linear and continuous functionals), A λ (y λ ) is defined correctly.
Lemma 3.4. If the map
Let us consider now multivalued maps which map X m into X * m .
Noncoercive Evolution Inclusions for S k Type Operators 2827
Definition 3.5. The multivalued map A :
it follows that d ∈ A(y).
Lemma 3.6. The multivalued map A :
Proof. Let us prove the necessity. Let y n y in
Let us prove the sufficiency. Let
The lemma is proved.
m . Due to the fact that A is (W m , X * m )-weakly closed we have that g ∈ A(y). Therefore,
Since the embedding W m into X m is compact, from Lemmas 3.6 and 3.7 follows the below corollary.
Corollary 3.8. If the multivalued map
A : X m → C v (X * m ) satisfies the property S k on W m , then A λ is λ 0 -pseudomonotone on W m .
Main Results
In the next theorem, using the Faedo-Galerkin method, we will prove the existence of solutions for problem (1). Proof. We shall divide the proof in several steps.
Step 1. A preliminary estimate
At first let us show that there exists a real nondecreasing function γ: R + → R such that γ(r) → +∞ as r → +∞, it is bounded from below on bounded sets and for any y ∈ X,
For an arbitrary r > 0 let us set 
In virtue of the boundedness of A, it follows thatγ is bounded from below on bounded sets. 
Then,γ : R + → R is a bounded from below function on bounded sets of R + , it is a nondecreasing function such thatγ(r) → +∞, as r → ∞, and γ(t) ≤γ(t), for any t ≥ 0.
Let us fix an arbitrary y ∈ X. Since A is the operator of the Volterra type, for all t ∈ S we have
where y Xt = y t X , and
For an arbitrary let d ∈ A(y)
Let us remark that h(t) ≥ min{γ(0), 0} y X and
Let us show that
In virtue of Lemma 3.2 we will obtain that d =
If n → +∞, then taking the supremum with respect to d 1 ∈ A(y) and d 2 ∈ A(y) in the last inequality we will obtain (4). From (4) it follows that
From the continuity of ϕ(·, d) on S it follows that S d is a nonempty closed set for an arbitrary d ∈ A(y).
From the continuity of ϕ(·, d) on S it follows that S d is closed.
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Let us prove now that the system
for j = 1, . . . , n, and
Let us remark that E j is measurable for any j = 1, . . . , n,
Therefore, in virtue of Lemma 3.2 we have d ∈ A(y) and for some 
So, for all y ∈ X,
If we set γ(r) = e −2λTγ (r) − 2λc 1 T, then we will obtain (2). From (2), the properties of the real function γ and the conditions of the theorem, follows the existence of r 0 > 0 such that γ(r 0 ) > f λ X * ≥ 0 and also that for any y ∈ X,
Therefore, for all y ∈ X satisfying y λ X = r 0 we have
Step 2. Finite-dimensional approximations
We shall consider now a sequence of finitedimensional approximative problems by the FaedoGalerkin method.
For any m ≥ 1 let I m ∈ L(X m ; X) be the canonical embedding of X m into X, and I * m be the adjoint operator to I m . Then
Let us consider the following maps [Kasyanov & Melnik, 2005] :
Let us remark that
Indeed, in virtue of Lemma 3.3 for any y, w ∈ X m ,
So, from (5), (7), Lemma 3.4, Corollary 3.8 and the conditions of the theorem, applying similar arguments as in [Kasyanov & Melnik, 2005, pp. 115-117; Kasyanov et al., 2006, pp. 197-198 ], we will obtain the following properties:
We note that (j3) is a consequence of (5) 
which is defined by the rule: L m y = y , ∀ y ∈ W 0 m , where the derivative y we consider in the sense of the space of distributions D * (S; H m ). From [Kasyanov & Melnik, 2005, Lemma 5, p. 117] for the operator L m the next properties are true:
Therefore, conditions (j1)-(j6) and Theorem 3.1 from guarantees the existence of at least one solution z m ∈ D(L m ) of the problem:
which can be obtained by the method of singular perturbations. This means (see (7)) that y m := (z m ) −λ ∈ W m is a solution of the problem
where R = r 0 e λT .
Step 3. Passing to the limit From (8) it follows that for any m ≥ 1 there exists
Let us prove now that (up to a subsequence) the sequence of solutions of (8) converges to a solution of (1). Again, we divide this proof in some substeps.
Step 3a. The boundedness of A and (8) imply that {d m } m≥1 is bounded in X * . Therefore, there exists c 1 > 0 such that
Let us prove the boundedness of {y m } m≥1 in X * . From (9) it follows that y m = I * m (f − d m ), ∀ m ≥ 1, and taking into account (6), (8) and (10) we have
In virtue of the continuous embedding W ⊂ C(S; H) we obtain the existence of c 3 > 0 such that
Step 3b. In virtue of estimates (10)- (12), due to the Banach-Alaoglu theorem, and taking into account the continuous embedding W ⊂ C(S; H) and the compact embedding W ⊂ Y , follows the existence of subsequences
and elements y ∈ W , d ∈ X * , for which the next convergences take place:
in H for each t ∈ S, y m k (t) → y(t) in H for a.e. t ∈ S, as k → ∞.
From here, as y m k (0) =0, ∀ k ≥ 1, we have y(0) =0.
Step 3c. Let us prove that
Let ϕ ∈ D(S), n ∈ N and h ∈ H n . Then for all k ≥ 1 such that m k ≥ n we have
where ψ(τ ) = h · ϕ(τ ) ∈ X n ⊂ X. Let us remark that here we use the properties of Bochner's integral (see [Gajewski et al., 1974, Theorem IV.1.8] 
The last convergence follows from the weak convergence d m k to d in X * . From (13) we have Since m≥1 H m is dense in V we have that
Step 3d. In order to prove that y is a solution of problem (1) it remains to show that y satisfies the inclusion y + A(y) f , and in virtue of (14) it is enough to prove that d ∈ A(y).
From (13) follows the existence of {τ l } l≥1 ⊂ S such that τ l T as l → +∞ and
for any l ≥ 1 and w ∈ X such that w(t) = 0 for a.e. t ∈ [τ l , T ]. Let us fix an arbitrary τ ∈ {τ l } l≥1 . Let us set
