Noise reduction in images, also known as image smoothing, is an essential and rst step before further processings are done on the image. The key to image smoothing is to preserve important features while removing noise from the image. Gaussian function is widely used in image smoothing. Recently it has been reported that exponential functions (value of the exponent is not equal to 2) perform substantially better than Gaussian functions in modeling and preserving image features. In this paper we propose family of exponential functions, that include Gaussian when the value of the exponent is 2, for image smoothing. We experiment with a variety of images, arti cial and real, and demonstrate that optimal results are obtained when the value of the exponent is within a certain range.
Introduction
Any image acquired by optical, eletro-optical or electronic means is likely to be degraded by the sensing environment. The degradation may be in the form of sensor noise, blur due to camera misfocus, relative object-camera motion, random atmospheric turbulence, and so on. Image restoration is concerned with ltering the observed image to minimize the e ect of degradation. In this paper we focus our attention on the process of noise removal. This aspect of image restoration is known as smoothing. Smoothing operations are used primarily for diminishing spurious e ects that may be present in a digital image. It is a recognized fact that noise must be removed from an image before it is processed further with other operators. For example, consider the edge detection operator. A prominent source of performance degradation in such operators is the presence of noise in the input image. In the next section we describe the noise model and various types of noise. A brief survey of noise smoothing techniques is presented in section 3. We introduce the family of exponential functions and discuss their suitability with respect to the problem at hand in section 4. Experimental results are presented next. Conclusions are discussed in section 5.
Noise Models
A camera uses a lens to form an image that is recorded on a photosensitive lm. Images acquired with an electronic camera are typically corrupted with noise due to the camera's sensor and its associated electronics. Photographs of images contain noise due to the nite size of the silver halide grains that are part of the chemical photographic process. Another source of photographic noise is due to the dust that collects on the optics and the negatives during the development process. The point-to-point transmission of video images is another source of noise. For example, video images transmitted via satellites orbiting the earth are susceptible to electro-magnetic interference due to the sunspot activity on the sun. In this section we discuss various types of uncorrelated noise that are commonly encountered in real images 7] . A general model for such system can be expressed as 3] v(x; y) = f 2 w(x; y)] + (x; y) w(x; y) = Z Z 1 ?1 h(x; y; x0; y0)u(x; y)dx0 dy0 (x; y) = f 1 f 2 (w(x; y))] 1 (x; y) + 2 (x; y) The term u(x; y) represents the object (also called the original image), and v(x; y) is the observed image. The image formation system is modeled by the linear system, where h(:) is its impulse response. The functions f 1 (:) and f 2 (:) are generally nonlinear and represent the characteristics of the image recording mechanism. The term (x; y) represents the additive noise, which has an image-dependent random component, f 1 f 2 (w)] 1 , and an image-independent random component, 2 . This general noise model is applicable in many situations. The classi cation of noise is based upon the shape of the probability density function (or the histogram for the discrete case) of the noise. We describe various types of noise using the histogram.
Uniform noise: Uniform noise produces noise values with equal probability in the range of p and q. The Salt-and-pepper noise: The following sources give rise to this type of noise.
1. For images captured by an electronic camera, the malfunctioning pixels usually produce pixels with gray-levels of either white or black. This adds black and white pixels to an image, giving the image a salt-and-pepper appearance. 2. The dust and lint that appears on the optics during acquisition of an image causes salt-and-pepper noise.
The histogram is given by
otherwise: where the probability of the occurrence for the salt-and-pepper noise is 2p, G p and G s are the gray-level values for the pepper noise and the salt noise respectively. In other words, there will p% of the pixels at gray-level G p and p% of the pixels at gray-level G s . Salt-and-pepper noise belongs to the family of noise called the outlier noise Noise is random with mean zero and at each pixel it is uncorrelated. Noise must be reduced while preserving the important image features (e.g., edges)
These methods use some form of averaging to remove noise. The justi cation is that in the process of averaging, since the noise satis es the above assumptions, it will be neutralized. However, methods based on averaging idea also blurs an image. Next, we discuss some of the commonly used techniques for image smoothing 2].
Neighborhood Averaging: This is an example of spatial-domain technique. Given an N N image v(x; y), the procedure is to generate a smoothed image f(x; y) whose grey level at every point (x; y) is obtained by averaging the grey level values of the pixels of v contained in a prede ned neighborhood of (x; y). The degree of blurring produced by this method is strongly proportional to the size of the neighborhood used. One of the principal di culties of this method is that it blurs edges and other sharp details.
Averaging of Multiple Images: Instead of computing the average over a xed neighborhood in an image, this method forms an image, f(x; y) = 1=M P M i=1 v i (x; y) by averaging M number of di erent noisy version of the same image. It follows that the expected value of g is given by Eff(x; y)g = f 2 (w(x; y)) and the variance of f can be expressed in terms of the variance of the noise , Median Filtering: In median ltering the grey level value of a pixel (x; y) is replaced by the median of the gray level values in a neighborhood of that pixel, instead of by the average. This method is particularly e ective when the noise pattern consists of strong spikelike components, and where the characteristic to be preserved is the edge sharpness. The median m of a set of values is such that half of the values in the set are less than m and half are greater than m. Note that the principal function of median ltering is to force points with distinct intensity value to be more like their neighbors. This eliminates spikes (that appear isolated in the area in the lter mask) and preserves edges.
Lowpass Filtering: Edges in an image contribute heavily to the high-frequency content of its Fourier transform. Thus an alternate approach is to achieve smoothing via the frequency domain by attenuating a speci ed range of high-frequency components in the transform of the given image. The following equation describes the process
The problem is to select a function H(u; v) that yields the smoothed image S(u; v) by attenuating the high frequency components of the observed transformed image V (u; v). Several low-pass ltering approaches are found in the literature 2, 3]. We focus on a speci c low-pass lter namely, the Gaussian lter. Gaussian function has the following properties that make it particularly useful in early vision processing.
1. In two dimensions, Gaussian function is rotationally symmetric. This means that the amount of smoothing performed by the lter will be uniform in all direction. 2. The Gaussian lter smoothes by replacing an image pixel with a weighted average of the neighboring pixels such that the weight given to neighbor decreases monotonically with distance from the central pixel. This property helps in preserving neighborhood characteristics. 5. Two-dimensional Gaussian lters can be implemented very e ciently because they can be decomposed into two one-dimensional lters.
The Family of Exponential Density Functions
We consider functions of the following form.
g
where constant K 1 is a normalization factor. The exponent m is strictly a positive number. The expression for K 1 involves the exponent m and the constant K 2 . The constant K 2 is a function of the variance of g(x). We discuss below some of the properties of 2-dimensional exponential function that make it attractive from implementation point-of-view. The Gaussian function is shown as a special case from the derived results for the exponential function. Thus convolution of a 2-dimensional exponential function g(x; y) with an image f(x; y) can be performed by two 1-dimensional exponential functions with no restriction on the order.
Cascading Exponential Functions:
We compute the convolution of a 1-dimensional exponential function with itself. Unlike Gaussian, the result of the convolution is not another exponential function.
g(x) g(x) = A number of factors directly or indirectly in uenced our decision to consider the family of parameterized exponential function for image smoothing. We present a brief discussion on a few of them.
Zhu and Mumford ( 8, 9] ) suggest that the Gaussian-based lters are not appropriate for edge/feature detection. They focus on (derivative) lters that are used on a data base of diverse natural images. The interesting nding is that natural images possess certain structure irrespective of their origin. The histogram of the rst derivative of an individual image shows striking structural resemblance to the histogram of the rst derivative averaged over a large number of images. The average histogram, which is quite di erent from a Gaussian distribution, appears to have high kurtosis and heavier tail. This suggests that a lter that mimics this histogram characteristics is more likely to preserve image structure when applied to an image than a Gaussian lter. The lter that best ts this description is an exponential function with the value of the exponent smaller than one. Recently, a mixture of exponential density functions, of the form given in (4) , is shown to model the probability density of acoustic feature vectors in the space of phonetic units in a more e ective manner than a mixture of Gaussian densities ( 1] ). Furthermore, experimental results indicate that the optimal values of the exponent m are smaller than one. This provides support in favor of using exponential functions to represent signal characteristics. Thus, the family of exponential functions (m < 1), as compared to Gaussian function, performs better in :
(1) preserving important signal features when used as a lter (2) representing a signal when used as modeling function. We conducted a large number of experiments on a set of noisy images to explore the role of the family of exponential functions as a lter. The results are very promising.
Experimental Results
We created a set of lters filter Description of the Experiment: Noise is added to the signal. This noisy signal is then convolved with the lters. We measure the noise variance of the ltered signal. As expected, the value of m and the lter size (when it is implemented) show certain dependence. Thus, to get a clear idea, we experimented with di erent window and grid sizes on images. The results shown here are for optimal window and grid size that works for all images. We observe that noise variance characteristics for all real 1-dimensional signals and real and arti cial images are almost identical. So, we present one representative plot for 1-dimensional signals and one for images. A rather surprising result is that the arti cial and real images produce similar amount of reduction in noise (as measured from the noise-variance graph) for same values of m. 
Conclusion
We study the performance of family of exponential functions in the context of image smoothing. A diverse set of natural and arti cial images are used in our experiment. There is strong indication that values of exponent m in 0.5, 1.0] signi cantly performs better in preserving the images features while reducing noise content. 
