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Abstract—Most studies on why-question answering system 
usually used the keyword-based approaches. They rarely 
involved domain ontology in capturing the semantic of the 
document contents, especially in detecting the presence of the 
causal relations. Consequently, the word mismatch problem 
usually occurs and the system often retrieves not relevant 
answers. For solving this problem, we propose an answer 
extraction method by involving the semantic similarity measure, 
with selective causality detection. The selective causality detection 
is applied because not all sentences belonging to an answer 
contain causality. Moreover, the motivation of the use of 
semantic similarity measure in scoring function is to get more 
moderate results about the presence of the semantic annotations 
in a sentence, instead of 0/1. The semantic similarity measure 
employed is based on the shortest path and the maximum depth 
of the ontology graph. The evaluation is conducted by comparing 
the proposed method against the comparable ontology-based 
methods, i.e., the sentence extraction with Monge-Elkan with 0/1 
internal similarity function. The proposed method shows the 
improvements in term of MRR (16%, 0.79-0.68), P@1 (15%, 
0.76-0.66), P@5 (14%, 0.8-0.7), and Recall (19%, 0.86-0.72). 
Keywords— why-question answering; ontology-based sentence 
extraction; semantic similarity measure; Monge-Elkan similarity; 
sentence scoring 
I. INTRODUCTION  
Why-question is a complex (i.e., non-factoid) question. 
Different from a factoid question that has a short answer (i.e., 
some phrases), the why-question needs a textual explanation 
answer (i.e., sequence of some sentences).  
Most studies on why-question answering system usually 
used the keyword-based approaches. They rarely involved 
domain ontology in capturing the semantic of the document 
contents, especially in detecting the presence of the causal 
relations. Consequently, the word mismatch problem usually 
occurs and the system often retrieves not relevant answers. 
For solving this problem, we propose an answer extraction 
method by involving the semantic similarity measure, with 
selective causality detection. The selective causality detection 
is applied because not all sentences belonging to an answer 
contain causality. 
Thus, the main contribution of this research is a scoring 
method for extracting the sentences that contain answers to a 
why question. The scoring method employs the semantic 
similarity measure between the semantic annotations of 
sentences and of a why-question, with selective causality 
detection. Semantic annotations of a sentence or a question are 
semantic entities that annotate the sentence or the question, 
respectively. The selective causality detection is applied 
because not all sentences belonging to the extracted answer 
candidates (i.e., paragraphs) contain causality.  
Moreover, the motivation of using the semantic similarity 
in the scoring function is to get more moderate results about the 
presence of the semantic annotations in a sentence, instead of 
0/1.  A semantic entity is said to be present in a sentence, not 
only if there are exactly similar terms occur but also if there are 
other terms that semantically similar occur in the sentence. In 
this research, the exactly similar terms are defined as the terms 
that label the similar semantic entity. The semantically similar 
terms are defined as the terms that have the semantic similarity 
value between them less than a specific threshold. 
In our research, the sentence extraction is the second step of 
answer extraction phase of the three phase why-QA method 
(i.e., question analysis [2], document retrieval, and answer 
extraction). The first step of the answer extraction is a 
paragraph extraction that has a scoring formula similar to the 
document ranking formula. 
The proposed method is applied in a specific domain (i.e., 
Text Retrieval domain). The Text Retrieval domain ontology 
used is this research has been built by [2]. The domain lexicon 
of the Text Retrieval ontology is used as a basis for identifying 
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the semantic annotations of sentences. Moreover, the ontology 
schema is employed to measure the semantic similarity 
between two semantic entities. 
The evaluation is conducted by comparing the proposed 
method against the comparable ontology-based methods, i.e., 
the sentence extraction with Monge-Elkan with 0/1 internal 
similarity function, and against the baseline method, i.e., the 
sentence extraction with semantic-annotation-detection-based 
ranking. 
The rest of this paper is structured as follows. The related 
works in answer extraction for why-question answering is 
presented in Section 2. Section 3 explains the proposed 
ontology-based sentence extraction method. The results and 
discussion are explained in Section 4. Finally, the conclusion of 
this paper is presented in Section 5. 
II. RELATED WORKS 
Most of the proposed why-question answering methods 
based on document collection are keyword-based methods, see 
Table 1. Mori et al. (2008) identified the answer candidates 
(ACs) as the longest series of sentences corresponding to a 
seed that satisfies the conditions, such as the seed is in the 
series sentences and every sentence has a score greater than a 
threshold.  Nakakura & Fukumoto (2008) identified the ACs by 
extracting all paragraphs in the top-30 documents that match 
with the extraction patterns. 
In the scoring task, since the appropriateness of long ACs 
can be estimated by a combination of, at least, the two 
measures including the relevance of the ACs to the topic of the 
question and the appropriateness of the writing style of the ACs 
[5], some researchers [3, 6, 7] have tried to define scoring 
function by combining the two measures.  Soricut & Brill, 
(2006) used the N-gram co-occurrences statistics to define the 
relevance score and used the statistical question/answer 
translation to define the appropriateness of writing style score.   
TABLE  1.  SUMMARY OF WHY-QUESTION ANSWERING APPROACHES  
 Reference Answers Extraction Scoring 
(Soricut & Brill, 
2006) 
Segmenting documents into 
sentences. 
Combination of relevance 
and appropriateness score 
(Mori et al., 2007) Combination of  lexical 
chains and lexico-syntactic 
patterns.  
Combination of relevance 
and appropriateness score 
(Murata et al., 
2007) 
Segmenting all one-, two 
and three continuous 
paragraphs into sentences  
TF, distance between the 
question terms and length 
of AC of terms  
(Shima & 
Mitamura, 2007) 
Segmenting documents into 
sentences 
machine learning  
(Higashinaka & 
Isozaki, 2008) 
Segmenting documents into 
sentences  
SVM ranker  
(Mori et al., 2008) The longest series of 
sentences corresponding to 
a seed  
Maximal sentence score of 
the series 
(Nakakura & 
Fukumoto, 2008) 
Matching extraction 
patterns 
Cosine similarity measure  
(Verberne et al., 
2010) 
Disjoint and sliding passages Several machine learning 
techniques  
(Oh et al., 2012) Segmenting documents into 
sentences 
Murata methods and SVM 
(Oh et al., 2013) Similar to Oh et al., 2012 Murata methods and re-
ranking using SVM  
On the other hand, Mori et al., (2007) used the document 
score from the search engine to define the relevance score and 
used the lexico-syntactic patterns and extracted clue predicates 
to define the appropriateness of writing style score.  However, 
Mori et al., (2008) used the document score measured by using 
Web search engine results to define the relevance score and 
using correlation value to define appropriateness of writing 
style score. Nakakura & Fukumoto, (2008) used cosine 
similarity measure between the retrieved ACs and the question 
to rank the ACs. 
 Other researchers [8-12] used the relevance of a document 
with respect to the question measure as a basis for ranking the 
ACs by utilizing the machine learning techniques.   
Similar to the most previous researches (see Table 1), we 
extract answers by segmenting   paragraphs within the 
retrieved documents into sentences. In contrast to some 
previous researches, the sentence scoring only employs a 
relevance score, without involving the appropriateness measure 
for each sentence. The reason is that not all of the sentences 
relating to an answer contain causality.  Consequently, it is not 
effective to apply the appropriateness of writing style (i.e., 
causality style) for each sentence.  
Different from the previous researches that did not involve 
a semantic similarity, the relevance score of a sentence of our 
proposed method is based on the semantic similarity measure. 
The semantic similarity is the similarity between the semantic 
annotations of the question and the semantic annotations of the 
sentence, with selective causality detection.  
In the answer selection task, most of researchers only 
selected one AC, the best scoring of the ACs, as a final answer 
[3, 6-8, 10, 11].  Other researchers presented the N-top ACs as 
the final answers [4, 9, 13].  Different from the studies, our 
proposed method selects the sequences of sentences from some 
passages (i.e., ACs). The proposed sentence selection method 
uses two specific threshold values to determine whether a 
paragraph contains answers and whether a sentence in the 
selected paragraph is extracted as an answer or not. 
III. THE PROPOSED METHOD 
A. Task Definition 
Given a question q and its corresponding paragraphs P = 
{p1, p2, …, pn}. The answer extraction is defined as a task to 
select relevant answers from the paragraphs. Specifically, some 
sentences that are relevant to the question are selected from 
each paragraph. The sentence is assumed to be relevant if its 
scoring value is greater than a specific threshold. The scoring 
sentence considers the semantic similarity measure between 
semantic annotations of a question and semantic annotations of 
the sentence (SenSA). 
There are three sets of semantic annotations of a question, 
which are a set of original semantic annotations (OSA), a set of 
additional semantic annotations (ASA), and a set of causality 
annotations (CA) [2]. The OSA is identified from the original 
question (i.e., inputted question), and the ASA is identified 
through the query expansion process. Elements of CA annotate 
causality expressions contained in the question. 
Proc. EECSI 2017, Yogyakarta, Indonesia, 19-21 September 2017
295
The answer is concatenation of sequences of the selected 
sentences regarding the sentences order got from each 
paragraph. For example, suppose the selected sentences from 
p1 = {s11, s12, …, 
11ms }, from p2 = {s21, s22, …, 22ms }, …, 
from pt = {} (i.e., there is no relevant sentence from paragraph 
pt), …, and from pn = {sn1, sn2, …, 
nnms }. Thus, the answer is 
A = {s11, s12, …, 
11ms , s21, s22, …, 22ms , …, sn1, sn2, …, nnms }. 
B. Method 
The proposed sentence scoring method based on semantic 
similarity measure defines a scoring formula as a linear 
combination of three semantic similarities. The first similarity 
is a semantic similarity between a set of question focuses (i.e., 
identified from OSA) and SenSA.  The second similarity is a 
semantic similarity between ASA and SenSA.  The third 
similarity is a similarity between CA and SenSA.  
Suppose Sim is the presence of causality in a sentence. 
Sim(sSA, CA) is equal to 1, if the sentence contains a causality, 
and equal to 0 if the sentence does not contain a causality. 
SemSim is the semantic similarity between two set of concepts. 
The semantic-similarity-based scoring function is given by, 
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where λi ∈ [0, 1] and λ1 + λ2 + λ3 = 1. It is set that λ1 = 0.35, λ2 
= 0.50, and λ3 = 0.15 because they work well in our 
experiments. The terms s, q, sSA, qSA, and qf stand for a 
sentence, a question, a set of semantic annotations of the 
sentence, a set of semantic annotations of the question, and 
question focuses, respectively.  SemSim is given by, 
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where semantic similarity between two concepts (i.e., 
SemSim(x1,x2)) uses the semantic similarity measure based on 
the shortest path and the maximum depth [14]. The shortest 
path (min_path) can be measured by calculating the minimum 
number of edges separating both concepts [15]. 
NSemSim(xi,yj) is a normalized semantic similarity between xi 
and yj.  
In this research, the shortest path between concept (i.e., 
referring to as class in the domain ontology) A and concept B 
is defined as the minimum number of rdfs:subClassOf relation 
that link concept A and concept B. The SPARQL query 
processing is used to identify the shortest path between 
concepts (e.g., concept A and B). In this research, maximum 
depth of the domain ontology is 7. Thus, the SPARQL query is 
constructed to identify whether the shortest path is 0, or 1, or 
…, or 7, or there is no rdfs:subClassOf relation that link 
concept A and concept B.  
Equation (2) is a hybrid similarity that combines token-
based similarity and internal similarity function (e.g., the 
semantic similarity measure) for finding the best match of each 
token (i.e., concept). This approach is similar to Monge-Elkan 
similarity [16], where the internal function is the normalized 
semantic similarity function. 
The proposed sentence extraction method uses two 
threshold values. The first threshold value (0.49) is used to 
determine which paragraphs will be selected and the second 
threshold value (0.25) is used to determine which sentences 
belonging to the paragraph will be selected.  
A paragraph is selected if there is a sentence belonging to 
the selected paragraph that contains causality (i.e., causality 
score = 1) and has similarity score greater than the first 
threshold value. Fig 1. presents the pseudo-code to extract 
some sentences from an extracted paragraph.  A sentence is 
extracted if the similarity score of the sentence is greater than 
the second threshold value (see step 7 in Fig. 1). 
 
Fig.  1. Pseudo-code of the select sentence function. 
C. Experiments 
The evaluation is conducted by comparing the proposed 
method against a comparable ontology-based methods that is 
the sentence extraction with Monge-Elkan with 0/1 internal 
similarity function (i.e., the alternative method), and against a 
baseline method that is the sentence extraction with semantic-
annotation-detection-based ranking. 
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The Monge-Elkan with 0/1 internal similarity function 
method: The scoring formula of this method is similar to the 
semantic-similarity-based ranking (see (1)), but the internal 
similarity function (the normalized semantic similarity, i.e., 
NSemSim function in (2)) is replaced by Sim function (equals 
to 1 if two strings are exactly similar and 0 otherwise). 
The semantic-annotation-detection-based ranking: The 
scoring formula of this method is defined as a linear 
combination of three similarities: first, a similarity between 
QFocus and SenSA (i.e., equal to 1 if all elements of QFocus 
are present in SenSA, and 0 otherwise); second, a similarity 
between ASA and SenSA (i.e., equal to 1 if at least one of 
elements of ASA is present in SenSA, and 0 otherwise); and 
third, a similarity between CA and SenSA (i.e., equal to 1 if at 
least one of elements of CA is present in SenSA, and 0 
otherwise). Thus, the semantic-annotation-detection-based 
scoring formula is given by, 
 
( )
( ) ( ) ( )CA,2SimASA,2Sim,1Sim
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λλλ ++=
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(5) 
where λ ∈ [0,1] and λ1 + λ2 + λ3 =1. In this research, the λ1, 
λ2, and λ3 are set as follows: λ1 = 0.35, λ2 = 0.50, and λ3 = 
0.15. It is because they perform well in our experiment. 
Similar to the semantic-similarity-based sentence selection, 
the Monge-Elkan with 0/1 internal similarity function and the 
semantic-annotation-detection-based sentence extraction 
method also use two threshold values. The first threshold 
value is used to determine which paragraphs will be selected, 
and the second threshold value is used to determine which 
sentences belonging to the paragraph will be extracted. The 
first threshold value is also set to be 0.49 and the second 
threshold value to be 0.25. 
The proposed sentence extraction method is evaluated by 
using the dataset of the pairs of a question and the 
corresponding a list of relevant answers. The list of relevant 
answers is a list of sentence ID. The sentence ID is 
constructed by concatenating the document ID, the paragraph 
ID, and the sentence ID, sequentially. For instance, a sentence 
ID DOC0039PAR0779SEN0001 is the ID of the first sentence 
of the paragraph that has ID DOC0039PAR0779. On the other 
words, the document ID is DOC0039, the paragraph ID is 
DOC0039PAR0779, and the sentence ID is 
DOC0039PAR0779SEN0001. 
The evaluation is performed by conducting some 
experiments to measure the effectiveness and efficiency of the 
methods. The effectiveness of the methods is estimated by 
calculating the five standard evaluation measures, MRR (Mean 
Reciprocal Rank), P@1, P@5, Precision, and Recall of each 
method [17-19]. Moreover, the efficiency of the methods is 
estimated by calculating the runtime of the system when the 
method is executed. 
In this research, because the sentences that contain answer 
are more than one, and the system should retrieve all the 
relevant answers, the system should position all of the relevant 
answers at “the first rank”.  Consequently, in this research, 
“the first rank” is defined as not only the actual first position 
but also other positions depend on the number of the relevant 
answers. If the number of the relevant answers is M, the 
answer that is in the 1st, the 2nd, …, or the Mth position has the 
ranking at “the first rank”. If the answer is in the (M+1)th, the 
(M+2)th, …, or the (M+i)th position, the answer is ranked at 
“the second rank”, “the third rank”, …, or “the (i+1)th rank”, 
respectively. Hence, the formula of MRR and P@k [17-19] are 
modified as, 
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where M is the number of questions, N is the number of 
relevant answers (i.e., the value of N is variety depend on the 
questions).  
ji
ji R
MRR
,
,
1
= , where Ri,j stands for the rank of 
the jth relevant answer for the ith question. P@ki,j stands for the 
precision at k for the ith question of the jth relevant answer, 
which is 1 if the jth relevant answer is found in the top-k 
answers (i.e., the answers to the ith question), and 0 otherwise. 
The evaluation performances are the average values of 
each measure. The formula of the average measure, f , is 
given by, 
 
M
f
f
M
i
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 (8) 
where M stands for the number of iterations (i.e., 20), fi is the 
function of MRR, P@k (k = 1, 5, 10), and RunTime of the ith 
iteration. 
The experiments are conducted by generating randomly 
10, 20, 30, and 40 questions from the why-question collection 
in 10 iterations, where the total number of questions available 
is 5921 why-questions. The question collection is constructed 
through three steps, firstly, why-questions (i.e., the general 
domain questions) is collected from the Web; secondly, the 
why-questions are analyzed to identify general patterns of the 
why-questions; and thirdly, the why-questions in a specific 
domain (i.e., Text Retrieval) are generated using the general 
patterns [2]. The general domain why-questions are collected 
from the Verberne’s data collection [20]. This collection of 
why-questions is based on the Webclopedia question 
collection [21]. Other Verberne’s data collection used is user-
generated why-questions that obtained from the Microsoft 
RFP data set [22].  
In the evaluation process, a question is executed over a list 
of experimented relevant paragraphs. The lists of 
experimented relevant paragraphs are obtained from the 
paragraph extraction process of the why-question answering, 
which is our previous research. 
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IV. RESULTS AND DISCUSSIONS 
Table 2 shows the evaluation results of the proposed 
sentence extraction against the two other methods. Values in 
bold correspond to the best results for the corresponding 
metrics. As can be seen, for all variety number of data used, the 
average values of MRR of the proposed method (i.e., around 
0.79) are higher than the average values of MRR obtained from 
the alternative and the baseline method (i.e., around 0.68).  In 
average, the relevant sentences extracted by using the proposed 
method,   are at position 1/0.79 = 1.26 or in average at the 1st or 
the 2nd rank position (i.e., ideal result should be at the first 
rank). 
As shown in Table 2, the P@1 value resulted by the 
proposed method is around 0.76. It means 76% of the 
sentences extracted are at the first rank position. On the other 
words, if there are N relevant sentences, 0.76*N sentences that 
have a position in the rank 1 until the rank N of the ranked 
results are relevant. Compared to the alternative method, the 
proposed method can improve the P@1 about 15% (0.76-
0.66). The baseline method shows the P@1 (0.59) smaller 
than the alternative method. 
Furthermore, the proposed method shows that 80% of the 
total sentences extracted by the proposed method are the top-5 
sentences (P@5=0.80), better than the alternative method, 
which only around 70% of the sentences extracted, are the top-
5 sentences. The baseline method returns P@5 (0.76) better 
than the alternative method. 
TABLE  2. COMPARISON RESULTS OF THE PROPOSED SENTENCE EXTRACTION 
METHODS AGAINST THE OTHER METHODS 
 Metrics 
The 
Proposed 
Method 
The 
Alternative 
Method 
The Baseline 
Method 
Data=10 
MRR 0.770353 0.663619 0.685405 
P@1 0.736341 0.625354 0.617107 
P@5 0.799198 0.709012 0.761058 
Precision 0.707390 0.777973 0.580176 
Recall 0.856699 0.709012 0.819953 
RunTime (s) 207.022280 8.227720 8.715520 
Data=20 
MRR 0.801243 0.716835 0.653711 
P@1 0.775452 0.689924 0.575951 
P@5 0.813567 0.748332 0.754535 
Precision 0.715970 0.789894 0.614831 
Recall 0.865512 0.753332 0.815653 
RunTime (s) 204.647150 8.333785 8.698520 
Data=30 
MRR 0.788261 0.675622 0.648712 
P@1 0.767409 0.656700 0.580917 
P@5 0.794559 0.694586 0.729630 
Precision 0.699685 0.829231 0.586305 
Recall 0.851411 0.724586 0.810445 
RunTime (s) 180.590090 8.034453 8.431870 
Data=40 
MRR 0.817463 0.680311 0.696240 
P@1 0.796530 0.657758 0.635496 
P@5 0.827133 0.704942 0.770414 
Precision 0.729733 0.805082 0.624732 
Recall 0.872966 0.719942 0.827983 
RunTime (s) 191.402290 8.265127 8.582880 
The proposed method shows 19% improvements in term of 
Recall (0.86-0.72) over the alternative method. The proposed 
method also shows the improvements both in term of 
Precision (15%, 0.70-0.61) and in term of Recall (6%, 0.86-
0.81) over the baseline method. However, the alternative 
method is better than the proposed method in term of 
Precision (14%, 0.8-0.7). 
Based on the experiment results, it can be said that the use 
of the semantic similarity for estimating the relevance of a 
sentence with respect to a question can improve the 
performance of the sentence extraction system. The reason for 
that is because there are usually more sentence terms which 
are semantically similar to the question terms than the 
sentence terms which are only labeledly-similar  (i.e., they 
label the same semantic entity) to the question terms. The two 
terms are semantically similar if they do not only label the 
same semantic entities but also label different semantic 
entities that semantically similar (i.e., the semantic similarity 
value between the semantic entities is less than a specific 
threshold).  
However, the exact (0/1) internal similarity function (i.e., 
the alternative method) returns the best performance in term of 
Precision (0.80). The reason for that is that if the alternative 
method returns a sentence (with small Recall, about 0.72), the 
sentence contains entities that are labeledly-similar to most 
entities in OSA and ASA. Thus, the possibility of retrieving 
relevant sentences is high (Precision is about 0.80). 
The overall of the experiment results of the proposed 
sentence extraction method are good (mostly>0.75) but 
Precision (Precision = 0.70). It is because the questions used 
in the experiments are in well-ordered forms, the question 
patterns, and the concepts and relations contained in the 
questions are recognized by the system.   
However, the Precision of the proposed method is only 
0.70; it means that the system extracts fairly high amount 
(30%) of non-relevant sentences. It shows that the sentence 
ranking approach still cannot effectively select only the 
relevant sentences. Thus, even though most of the relevant 
sentences extracted (can be seen from the Recall value that 
around 0.86), but the significant number of the non-relevant 
sentences also extracted. The scoring method should be 
modified to get more effective approach. 
Besides estimating the effectiveness of the proposed 
methods by comparing the methods based on the five 
performance metrics (i.e., MRR, P@1, P@2, Precision, and 
Recall) as explained above, the efficiency of the methods is 
also estimated by comparing the average values of runtimes 
among the four methods. As can be seen in Table 2, the 
efficiency of the proposed method is the lowest returning 
runtime about 200 seconds, compared to the alternative and 
the baseline method returning runtime about 8.2 and 8.5 
seconds, respectively. It means that the proposed method 
consumes time around 24 times longer than the others.  
The reason why the runtime of the proposed method is 
extremely high is that the method involves the semantic 
similarity, where the implementation of the semantic 
similarity computation is time-consuming. As have been 
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explained, the semantic similarity is estimated by using 
repeated SPARQL query processing over the knowledge base 
of the domain ontology underlying the system. 
V. CONCLUSION AND FUTURE WORKS 
In the sentence extraction, the use of the semantic 
similarity can improve the performance of the system, but the 
Precision. The best results in term of MRR (0.79), P@1 
(0.76), P@5 (0.80), and Recall (0.86), are returned by the 
proposed sentence extraction method which employs a scoring 
method that involves a semantic similarity measure with 
selective causality detection. However, the highest result of 
Precision (0.80) is returned by Monge-Elkan with the 0/1 
internal function method. The reason is that if the method (i.e., 
the alternative method) returns a sentence, the sentence will 
contain entities that are labeledly-similar to most entities in 
OSA and ASA. Consequently, the possibility of retrieving 
relevant sentences (i.e., w.r.t. precision) is high. 
Besides the strengths of the proposed sentence extraction 
method, there are some noticeable weaknesses of the proposed 
method. The performance overhead of the proposed method is 
200s, as the method involves semantic similarity computation. 
The semantic similarity is estimated by using repeated 
SPARQL query processing over KB, which is time-consuming.  
Out of the drawbacks, this research has proved that the 
semantic similarity measure can be employed to improve the 
sentence extraction performance of a why-QA system. 
To reduce the performance overhead, the method for 
estimating the semantic similarity measure can be modified by 
using other techniques, instead of the shortest path algorithm 
based on SPARQL query processing (i.e., by using Dijkstra 
algorithms or investigating other algorithms). 
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