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Abstract
One of the most important questions in quantum information theory is the so-called separability
problem. It involves characterizing the set of separable (or, equivalently entangled) states
among mixed states of a multipartite quantum system. In this thesis we study the generalization
of this problem to types of quantum correlations that are defined in a manner analogous to
entanglement. We start with the subset of set of all pure states of a given quantum system and
call states belonging to the convex hull of this subset “non-correlated” states. Consequently,
the states laying outside the convex hull are referred to as “correlated”.
In this work we focus on cases when there exist a symmetry group acting on the relevant Hilbert
space that preserves the class of “non-correlated” pure states. The presence of symmetries allows
to obtain a unified treatment of many types of seemingly unrelated types of correlations. The
symmetries also give the possibility to use the powerful methods of differential geometry and
representation theory to study various properties of so-defined correlations: What is more, there
exist many physically-interesting classes of correlations that posses continuous symmetries. In
this work we apply our general results to particular types of correlations: (i) entanglement of
distinguishable particles, (ii) particle entanglement of bosons, (iii) “entanglement” of fermions,
(iv) non-convex-Gaussian correlations in fermionic systems, (v) genuine multiparty entangle-
ment, and finally (vi) refined notions of bipartite entanglement based on the concept of the
Schmidt number.
The thesis is organized as follows. We first present the necessary physical and mathematical
background in Chapters 1 and 2. In Chapters 3-6, which form the core of the thesis, we
investigate the natural problems and questions concerning the types of correlations defined
above. In Chapter 3 we provide exact polynomial criteria for characterization of various types
of correlations for pure quantum states. The Chapter 4 deals with cases in which it is possible
to use the criteria from Chapter 3 to give a complete analytical characterization of correlated
mixed quantum states. In Chapter 5 we derive a variety of polynomial criteria for detection of
correlations in mixed states. In Chapter 6 we use the criteria derived in the previous chapter
and the technique of measure concentration to study typical properties of correlations on sets
of isospectral density matrices. The thesis concludes in Chapter 7 where we summarize the
main contributions of the thesis and state the open problems related to results presented in the
thesis.
Streszczenie
Jednym z najważniejszych problemów w teorii informacji kwantowej jest opisanie zbioru sta-
nów splątanych (bądź równoważnie - separowalnych) złożonego układu kwantowego. Splątanie
kwantowe nie jest jednak jedynym typem korelacji, który pojawia się w mechanice kwantowej.
Tematem przewodnim niniejszej rozprawy jest opis ogólniejszych typów korelacji, które mogą
być zdefiniowane w sposób analogiczny do splątania. Od stany matematycznej problem jest
następujący. Z pośród wszystkich stanów czystych danego układu kwantowego wybieramy
pewien podzbiór stanów, zwanych stanami nieskolerowanymi. Konkretna postać stanów nie-
skolerowanych zależy od danego problemu fizycznego. Mając dany stan mieszany pytamy się,
czy można go zapisać jako kombinację wypukłą nieskolerowanych stanów czystych. Jeśli jest
to możliwe, taki stan nazywamy nieskorelowanym. W przeciwnym wypadku określamy go jako
skorelowany.
W tej pracy będziemy rozpatrywać przypadki, w których na przestrzeni Hilberta rozważanego
układu fizycznego działa ciągła grupa symetrii zachowująca zbiór nieskolerowanych stanów
czystych. Obecność symetrii pozwala traktować w ujednolicony sposób różne typy korelacji.
Co więcej, pozwala ona na stosowanie zmetod geometrii różniczkowej oraz teorii reprezentacji
grup i algebr Liego do opisu różnych własności zbioru stanów skolerowanych. W niniejszej
rozprawie zastosujemy te ogólne metody do badania następujących typów korelacji: (i) splątanie
cząstek rozróżnialnych, (ii) splątanie cząstkowe bozonów, (iii) „splątanie” fermionów, (iv) nie
Gaussowskie korelacjei w układach fermionowych, (v) właściwe splątanie kwantowe (genuine
multiparty entanglement), (vi) uogólnienie splątania dwucząstkowego bazujące na pojęciu rzędu
Schmidta.
Praca podzielona została na osiem rozdziałów. Pierwsze dwa stanowią wstęp i wprowadzone
są w nich pojęcia fizyczne i matematyczne, które używane są w dalszej cześć rozprawy. W
następnych czterech rozdziałach, stanowiących główną część rozprawy rozpatrujemy naturale
zagadnienia pojawiające się w kontekście próby opisu zbioru stanów skorelowanych. W Roz-
dziale 3 wyprowadzamy wielomianową charakteryzację szerokiej klasy nieskorelowanych stanów
czystych. Rozdział 4 jest poświęcony opisowi sytuacji, w których wielomianowa charakteryza-
cja stanów czystych nieskorelowanych pozwala na pełny analityczny opis mieszanych stanów
nieskorelowanych. W Rozdziale 5 wyprowadzamy, korzystając z wyników Rozdziału 3, rodzinę
wielomianowych kryteriów wykrywających skorelowane stany mieszane. Rozdział 6 poświęcony
jest badaniu typowych własność stanów skorelowanych na zbiorach izospektralnych macierzy
gęstości. W Rozdziale 7 znajduje się podsumowanie najważniejszych wyników pracy oraz po-
dana jest lista otwartych problemów związanych z jej tematyką. Rozdział 8 zawiera dowody
wyników, które zostały przedstawione bez uzasadnienia w głównej części pracy.
Structure of the thesis
The thesis is organized as follows. The whole material is divided into eight chapters which we
list below together with a short description of their content.
• Chapter 1: Introduction. We give here the motivation and the context for the research
presented in the thesis. We also sketch the main problems that will be treated in the
subsequent chapters as well as ideas that will be used to solve them.
• Chapter 2: Mathematical preliminaries. We present here the methods of differential
geometry and representation theory of Lie groups that will be used in the thesis. We also
establish the mathematical notation that will be used latter.
• Chapter 3: Multilinear criteria for detection of general correlations for pure
states. In this chapter we provide exact multilinear criteria for characterization of various
types of correlations for pure quantum states.
• Chapter 4: Complete characterization of correlations in mixed states. We discuss
here the cases in which it is possible to use the criteria from Chapter 3 to give an analytical
characterization of correlations in mixed quantum states.
• Chapter 5: Polynomial criteria for detection of correlations for mixed states. We
derive a variety of polynomial criteria for detection of correlations in mixed states.
• Chapter 6: Typical properties of correlations. We use here the polynomial criteria de-
rived in the previous chapter to study typical properties of correlations on sets of isospectral
density matrices.
• Chapter 7: Conclusions and outlook. We summarize here the main contributions of this
thesis. We also state the most important open problems related to the results presented in
the thesis.
• Chapter 8: Appendix. We give here the proofs of the results presented in Chapters 3-6
whose justification was omitted in the main text.
The structure of the chapters that contain the original research (Chapters 3-6) is the following.
Each of them begins with the introduction to the topic that will be covered in a given Chapter.
This introduction is illustrated by an informally-stated Problems around which the rest of
the chapter concentrates. The chapter is further divided into sections and subsections which
correspond to specific aspects of the given topic. The chapter concludes with the summary of
obtained results and a list of open problems related to the content of the chapter.
Throughout the thesis the most important results will be stated in the form of Theorems,
Lemmas, Propositions or Corollaries. These names correspond to the subjective grading
which the author attributes to the obtained results. Some of results might have been published
elsewhere but in a different context or with the use of different methods. If we are aware of this
we state the appropriate reference. By Facts we will always denote results that were known
before.
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Selected symbols and abbreviations used in the thesis.
Symbol Explanation
H Hilbert space associated to the considered physical system
HA ⊗HB Tensor product of Hilbert spaces HA and HB
Cd A standard d dimensional complex Hilbert space
|ψ〉 Vector from the considered Hilbert space
I Identity operator on the relevant Hilbert space
Symk (H) k-fold symmetrization of the Hilbert space H
Psym,k Orthogonal projector onto Symk (H)
Psym Orthogonal projector onto Sym2 (H)∧k (H) k-fold anti-symmetrization of the Hilbert space H
Pasym,k Orthogonal projector onto
∧k (H)
Pasym Orthogonal projector onto
∧2 (H)
D (H) Set of mixed states on Hilbert space H
D1 (H) Set of pure states on Hilbert space H
Hd The Hilbert space of L distinguishable particles
Hb The Hilbert space of L bosons
Hf The Hilbert space of L fermions
HFock
(
Cd
)
Fermionic d mode Fock space
M Non-correlated pure states
Mc A convex hull of non-correlated pure states (non-correlated mixed states)
Mdist Pure separable states of L particles
Mb Pure separable states of L bosons
Mf Projectors onto L partite Slater determinants
Mg Pure fermionic Gaussian states
A Non-negative operator on SymL (H) defining the setM
End (H) The set of linear operators on H
Herm (H) The set of Hermitian operators on H
tr (X) Trace of the operatator X ∈ End (H)
SU (H) Special unitary group on H
Ω The set of isospectral density matrices Ω
K The symmetry group in question (usually compact and simply-connected)
k Lie algebra of a compact Lie group K
g Complex semisimple Lie algebra
h Cartan subalgebra of g
Π, pi A representation of a Lie group, respectively Lie algebra
λ A weight of a
µ Haar measure on SU (H)
TQC Topological quantum computation
FLO Fermionic linear optics
Ω Set of isospectral density matrices in H (for the specified ordered spectrum)
ηcorrΩ Fraction of correlated states on Ω (with respect to the measure induced from µ)
1. Introduction
1.1. General motivation
The notion of quantum correlations does not have a well defined meaning. Usually one uses the
term “quantum correlations” to refer to statistical properties of quantum states, describing a
particular physical system, that do not have a classical analogue. Consequently, the concept of
quantum correlations depends both on the system as well as on the particular physical property
in question. Consider the example of bipartite entanglement. In this case the physical system
consists of two distinguishable particles (located in spatially separated laboratories). It turns
out that quantum mechanics allow statistical correlations among sub-systems of a compound
quantum systems that forbid the attribution of properties to the individual parties, even if
these are far apart from each other and the global state is well defined [1]. The perception
of the phenomenon of entanglement changed drastically over the years. In the famous EPR
paper [2] entanglement was considered as an argument against the completeness of quantum
mechanics. Nowadays, entanglement is considered as an important physical resource [3, 4] that
can be used to perform tasks that would be impossible in a completely classical world. It
is therefore natural to characterize the set entangled quantum states. Although this task is
relatively easy for pure states, the problem becomes in general very difficult [3, 5] when one
wants to characterize entangled mixed states.
This thesis will be concerned with the description of entanglement and types of correlations
that are defined in the analogous manner. In our considerations will use extensively technical
tools of differential geometry and representation theory of Lie groups and Lie algebras as many
types of correlations studied (see Subsection 1.1.2 and Section 1.2) can be conveniently treated
within this formalism.
In this section we give a motivation and the context for the work presented in the rest of the
Thesis. This section is organized as follows. In Subsection 1.1.1 we review the concept of
entanglement, a prototypical example belonging to the class of “quantum correlations” that
will be studied in this thesis. In Subsection 1.1.2 motivate types of correlations (other than
entanglement) that will be studied in latter chapters. We also explain how differential geometry
and Lie groups naturally appear in studies of these kind of problems. We conclude this section
in Subsection 1.1.3 where we present briefly examples of correlations that do not fit into the
framework considered in this thesis: quantum nonlocality and quantum discord. Throughout
this section we will assume the standard notation used in the field of quantum information (see
Section 2.1 for the introduction of the notation used in this thesis).
1.1.1. Entanglement of distinguishable particles
The phenomenon of quantum entanglement is one of the most intriguing features of quantum
mechanics, not present in the realm of classical physics. It is a direct consequence of the
superposition principle applied to the composite quantum system.
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Let us introduce the concept of entanglement on the simplest example of two spin 1
2
particles
(qbits). The Hilbert space corresponding to this system is a tensor product of Hilbert spaces
corresponding to each particle,
H = HA ⊗HB ,
where HA,B ≈ C2 and the subscripts A,B refer to different particles. In this space we can chose
a basis consisting of four states: |0〉|0〉, |0〉|1〉, |1〉|0〉 and |1〉|1〉, where vectors |0〉, |1〉 form a
standard basis of C2. We say that a pure quantum state |ψ〉 ∈ C2⊗C2 is separable if and only
of it can be written in the form
|ψ〉 = |ψA〉|ψB〉 , (1.1)
where |ψA,B〉 ∈ HA,B are normalized single-particle states. Pure states that do not have the
form (1.1) are called entangled. An important example of an entangled state is so-called Bell
state
|Ψ〉 = 1√
2
(|0〉|1〉 − |1〉|0〉) . (1.2)
Even the thought the state |Ψ〉 is a pure, it is impossible to associate pure states to subsystem
associated to each particle. In order to make sense of the preceding statement we recall the
notion of the local observables acting on a composite quantum system. The local observables
associated to the particle A have the form
XA = X ⊗ IB ,
where X is an arbitrary Hermitian operator on HA and IB is the identity operator on HB.
Analogously, local observables associated to particle B are
YB = IA ⊗ Y ,
where Y is an arbitrary Hermitian operator on HB and IA is the identity operator on HA. The
expectation values of local observables on the state |Ψ〉 are given by
〈Ψ|X ⊗ IB|Ψ〉 = 1
2
tr (X) , 〈Ψ|IA ⊗ Y |Ψ〉 = 1
2
tr (Y ) , (1.3)
where tr (·) is a trace of the operator. By the virtue of Eq.(1.3) the expectation values of local
measurements performed on a system in state |Ψ〉 depend on local observables only through
traces ofX and Y respectively. Consequently, it is impossible to associate pure states |ψA〉, |ψB〉
that would describe the “local states” of particles A and B respectively. In fact, the only choice
of local states consistent with (1.3) is to associate maximally mixed states to each particle (see
Subsection 2.1).
The state |Ψ〉 can be also used to demonstrate the essential idea of the EPR paradox and is
an example of a state exhibiting quantum nonlocality (see Subsection 1.1.3). The definition of
entanglement for mixed quantum states is more involved. A two qbit mixed state ρ is said to
be separable if and only if it can expressed as a probabilistic mixture of pure separable states.
In other words
ρ =
N∑
i=1
pi|ψi〉〈ψi| , (1.4)
where pi ≥ 0,
∑N
i=1 pi = 1 and the states
1 |ψi〉〈ψi| are separable (note that the presentation 1.4
is in general non-unique). A mixed state ρ is called entangled if and only if it is not separable.
1 Throughout this thesis we identify pure quantum states with orthonormal projectors onto one dimensional
subspaces in the Hilbert space of a system. However, for the sake of simplicity, we will ignore in this chapter
the difference between states (denoted by |ψ〉〈ψ|) and their vector representatives (denoted by |ψ)〉.
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We now sketch, following [6], the reasoning leading to this definition of entanglement in general
mixed states. Let us notice that for the product pure qbit states (i.e. states of the form
ρ = ρA ⊗ ρB ) the joint measurements of quantum observables corresponding to each particle
factorize
tr ([ρA ⊗ ρB]X ⊗ Y ) = tr (ρAX) · tr (ρBY ) .
Therefore the statistics measurements of observables associated to each particle are described
by independent random variables (for any choice of single particle observables X, Y ). Conse-
quently, if the state of the system is of the form ρA⊗ρB, then the simultaneous measurement of
local observables correspond to performing the separate experiments on two separate systems
(described respectively by the state ρA and ρB ). The correlations can be introduced into the
system if one has a generator of states that generates, with the probability pj, a product state
ρjA⊗ ρjB ( i = 1, . . . ,M ). Now the quantum state describing the statistical ensemble generated
in this way is given by
ρ =
M∑
j=1
pjρ
j
A ⊗ ρjB . (1.5)
The observation that every state ρ of the form (1.5) can be casted in the form (1.4) and vice
versa motivates the definition of entanglement introduced above 2. We have presented the
concept of entanglement on the example of two qbit system. The generalization to multipartite
setting and general single particle Hilbert spaces is straightforward.
The quantum entanglement is not only a peculiarity of quantum mechanics. It is one of the
cornerstones of the field of quantum information and can be used as a resource to perform tasks
that classically are either impossible or very inefficient to implement. The examples include:
quantum teleportation [8], superdense coding [9] and quantum key distribution [10, 11] and
precise quantum metrology [12]. Although these applications are the primary reason for the
interest in entanglement, we limit ourselves only to giving a short list given above. For an
overview of the role of entanglement in quantum information and quantum computing see [3].
Let us conclude our considerations by a simple, yet profound observation. The separability
problem, i.e. a problem to decide whether a given mixed quantum state is entangled or not,
admits an important symmetry. The set of pure separable states is invariant under the trans-
formations of the form3
|ψ〉〈ψ| → |ψ′〉〈ψ′| = UA ⊗ UB|ψ〉〈ψ|U †A ⊗ U †B ,
where UA and UB are arbitrary unitary operators acting on particle A and B respectively.
Unitary operator of the form UA ⊗ UB form a group called the local unitary group LU. This
group encodes unitary local evolutions of a composite system. Every two pure separable states
can be transformed onto each other by the conjugation via some element of a local unitary
group. Therefore the property of being entangled is invariant under the action of the local
unitary group. The local unitary group is the product of Lie groups, LU = SU (2) × SU (2),
and thus is itself a Lie group4. The above reasoning establishes a connection between the
separability problem and the theory of Lie groups and differential geometry. In this part we
give a list of concrete types of correlations that will be investigated and discuss briefly their
physical relevance.
2 For the alternative motivation of such a definition, involving the possible application of an entangled state
to certain quantum information processing tasks using LOCC protocols, see [7].
3 We focused on the case of two qbits but the analogous statements hold also for the multipartite scenarios
and for the arbitrary single particle Hilbert spaces.
4 The group SU (2) denotes the group of complex unitary 2× 2 matrices having a unit determinant.
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1.1.2. A generalized separability problem
Throughout this thesis we will be studying types of correlations that can be defined formally in
analogous manner to entanglement of distinguishable particles. For this type of correlations one
first specifies a class of “non-correlated” pure states. The correlated states are then defined as
states that cannot be represented as probabilistic combinations of pure “non-correlated states”.
Correlations in systems with fixed number of non-distinguishable particles.
There exist different approaches to define entanglement for systems consisting of fixed number
of identical bosons or fermions. This is caused by the fact that in these systems the underlying
Hilbert space is no longer a product of Hilbert spaces of individual subsystems but rather a
symmetric and antisymmetric part of it. Moreover, due to non-distinguishablility of bosons
and fermions it is impossible to access operationally individual particles (via local operations
or measurements). The Hilbert spaces associated to system of L bosons and respectively L
fermions are
Hb = SymL (H) , Hf =
∧L
(H) , (1.6)
where H is a single-particle Hilbert space. By the virtue of (1.6) most pure bosonic and
every pure fermionic state can be treated as an entangled state of a system of L identical
distinguishable particles. But since the access to the designated subsystems is restricted by
indistinguishably, what is the use of this kind of entanglement? For this reason the particle
entanglement described above is treated sometimes as a mathematical artifact [13, 14], not
as a useful resource (like the usual entanglement of distinguishable particles). In this thesis
we will not discuss further the problem of the definition of the concept of entanglement for
non-distinguishable particles which is a subject of an ongoing debate (c.f. [14, 15, 16]). Instead,
using the analogy with the case of entanglement, we will investigate the notions of correlations
defined with the use of the simplest pure states available in Hb and Hf respectively.
In the case of L identical bosons we will study particle entanglement. In this scenario non-entangled
pure states are of the form form
|ψ〉 = |φ〉⊗L , (1.7)
where |φ〉 is an arbitrary normalized vector from the single particle Hilbert space H describ-
ing a single bosonic particle. Just like in the case of distinguishable particles, non-correlated
(non-entangled) mixed states are defined as probabilistic mixtures of states of the form (1.7).
Such a definition is motivated by the fact that it is useful many physical contexts.
• In a recent paper [16] it was shown that particle entanglement of bosons can be activated,
via the procedure of mode splitting, to the “true” entanglement of distinguishable particles.
• Product bosonic states (1.7) appear as variational states in the Hartree-Fock method applied
to weakly interacting bosonic systems [17].
• Entangled bosonic states (in a sense of the above definition) are necessary to achieve “Heisen-
berg scaling” quantum metrology with L photonic states [12].
• States of the form (1.7), for finite dimensional Hilbert space H, are precisely coherent states
of the group SU (N) in SymL (H), where N = dim (H). For N = 2 we recover Bloch coherent
states [18, 19] for spin s = N−1
2
.
In systems consisting of L identical fermions we define non-correlated pure states as states that
can be expressed as a single Slater determinant,
|ψ〉 = |φ1〉 ∧ |φ2〉 ∧ . . . ∧ |φL〉 , (1.8)
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where vectors {|φi〉}Li=1 are arbitrary normalized and pairwise orthogonal states form the single
particle Hilbert space H. As before non-correlated (“separable”) mixed fermionic states are de-
fined as states being convex combinations of Slater determinants. Such a definition is motivated
by the following observations:
• States of the form (1.8) are the simplest tensors available in Hf [20, 21].
• Slater determinants are used as variational class of states in the Hartee-Fock method applied
to fermionic (e.g., electron) systems [17].
• Slater determinants (1.8) are, for finite dimensional Hilbert space H, precisely coherent
states of the group SU (N) in
∧L (H), where N = dim (H).
Non-convex-Gaussian correlations in fermionic systems
Another interesting type of correlations that can be defined in an analogous manner to entan-
glement are non-convex-Gaussian correlations in fermionic systems [22]. In this scenario one
considers a fermionic system in which fermions can occupy d modes, but the total number of
particles can be arbitrary5. Consequently, the appropriate Hilbert space associated to this sys-
tem is d mode Fermionic Fock space6 HFock
(
Cd
)
. We fix the class of non-correlated pure states
to consist of pure fermionic Gaussian states [22, 23]. Consequently, the set pf non-correlated
mixed states consists of convex-Gaussian states, i.e. states that are probabilistic (convex) com-
binations of pure Gaussian states. This kind of correlations is relevant for models of quantum
computation based on fermionic Linear Optics [22] and Topological Quantum Computation
with so-called Ising anyons [24] (see Section 4.2 for details). Moreover, pure fermionic Gaussian
states are also used as variational states in Bogolyubov-Hartee-Fock mean field theory [17, 25].
Lastly, pure Gaussian states are also called “pure spinors” and are “coherent sates” of spinor
representations of the Lie group Spin (2d).
A unified picture
The examples of correlations given above (entanglement, particle entanglement of bosons, “en-
tanglement” of fermions, non-convex-Gaussian fermionic correlations) share an important com-
mon feature. In each of these examples there exist a continuous symmetry group acting on the
Hilbert space of the system in question and the class of non-correlated pure states consists of
“coherent states” of the action of this group [26]. For this reason the so-defined correlations
are invariant under the action of this group (in the case of entanglement this group is the local
unitary group). Exactly the same situation occurs in the case of coherent optical sates7 [19]. In
this scenario the non-correlated mixed states are states possessing the positive P representation
(in the context of quantum optics such states are also called classical states).
A unified perspective for studing such types of correlations was put forward in [27]. In the
cited article authors introduced in the notion of “generalized entanglement” defined by spec-
ifying “non-entangled” states as convex combinations of general coherent states of compact
simply-connected Lie groups (see also [28]). In this work we will study mainly these types of
correlations, focusing on the generalized separability problem, i.e. a problem to characterize
(for a given scenario) the set of non-correlated mixed states. We will investigate the following
aspects of this problem (see Section 1.2 for details).
5 Due to the Fermi exclusion principle the number of particles present in such a system cannot exceed d.
6 For the precise definitions of this space and other objects that appear in this part see Subsections 2.4.4
and 3.1.5).
7 In this case the relevant Hilbert space is the Bosonic Fock space and the coherent states are generated
from the vacuum by the action of displacement operators.
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1. Characterization of the set of non-correlated pure states via zeros of polynomial in state’s
density matrix.
2. An analytical characterization for the set of non-correlated mixed states (in special cases).
3. Derivation of the family of polynomial criteria detecting correlations in mixed states of the
system in question.
4. How typical are correlated states among all mixed states of the considered quantum system?
In addition to the correlations defined via coherent states of a suitable symmetry group, we will
also study the generalized separability problem for more general classes of states. In particular
we will study the “refined” notions of entanglement:
• Genuine multiparty entanglement for multipartite systems of distinguishable particles [3, 5]
• Refined classification of bipartite entanglement based on the notion of the Schmidt number
of a quantum states [29].
In the above cases one also defines the suitable classes non-correlated pure states (see Subsec-
tions 3.3.1 and 3.3.2 for details ) which are preserved by the action of the relevant symmetry
group.
We would like to emphasize the importance of the role of symmetry groups in the scheme
presented above. The presence of the symmetries allow us to use methods belonging to the
realm of differential geometry and representation theory of Lie groups and Lie algebras. These
methods allow to tackle problems that otherwise would have been very difficult or impossible
to solve. Such mathematical techniques have been used before in entanglement theory. The
following aspects of entanglement were successfully treated via geometric and group-theoretic
methods.
• Local unitary equivalence of multipartite pure states8. This problem has been investigated
with the usage of symplectic geometry [30, 31] as well as the method of group-invariant
polynomials [32, 33, 34].
• Characterization of various classes of entanglement in pure states for the multipartite setting
[35, 36, 37, 38, 39].
However, to our knowledge, the geometric and group-theoretic methods were not applied sys-
tematically to study the generalized separability problem. Filling up this gap is the aim of this
thesis.
In the end of this part we would like to mention that the results presented in work are of the
independent interest in pure mathematics. The class of the non-correlated mixed states in the
generalized separability problem is an example of an orbitope [40]. An orbitope is defined as
a convex hull of an orbit of a linear action of a Lie group acting in a vector space. Orbitopes
have became recently a subject of active mathematical studies [40, 41, 42, 43].
1.1.3. Quantum nonlocality and quantum discord
Not all types correlations of appearing in the quantum information theory have the form pre-
sented in the preceding paragraph. Here we illustrate this fact by briefly discussing two examples
of such correlations: quantum nonlocality [44] and quantum discord [45].
8 We say that two pure states |ψ〉〈ψ| and |ψ′〉〈ψ′| are locally unitary equivalent if and only if one can be
transferred onto another by some local unitary operation.
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Quantum nonlocality
In order to introduce the concept of quantum nonlocality we first define the so-called Bell
scenario. Consider two observers (called Alice and Bob) that are located in specially separated
laboratories and can perform independent experiments on a certain physical system. We assume
that during each experimental run each observer can independently chose one of 2 observables
(we denote Alice’s and Bob’s observables by x1, x2 and y1, y2 respectively) that can give 2 differ-
ent results9 (labeled by a1, a2 and b1, b2 for Alice and Bob respectively). Under the assumption
that each measurement setup is equally probable the statistics of joint measurement of Alice
and Bob are completely described via the collection of conditional probabilities
p (ab|xy) , a ∈ {a1, a2} , b ∈ {b1, b2} , x ∈ {x1, x2} , y ∈ {y1, y2} .
The collection of probabilities p (ab|xy) is said to be admit a local model if and only if for each
measurement setting xy we have
p (ab|xy) =
∫
Λ
p (a|x, λ) p (b|y, λ) p (λ) dλ , (1.9)
where Λ is the space of “hidden parameters” equipped with the measure p (λ) dλ. Functions
p (a|x, λ) and p (b|y, λ) describe the results of measurements of Alice and Bob, conditioned on
the knowledge of the hidden variable λ ∈ Λ.
Assume now that the conditional probabilities p (ab|xy) come from quantum mechanics, i.e.
there exist a two qbit state ρ such that
p (ab|xy) = tr (Exa ⊗ Eybρ) ,
where operators {Exa}a=a1,a2 and {Eyb }b=b1,b2 describe local measurements of Alice and respec-
tively, Bob for each choice of the measurement setting xy (for fixed xy and each pair of indices
a, b operators Exa , E
y
b are rank one orthonormal projectors in C2). Let us inverse the picture
and take as a primary object the two qbit quantum state ρ. A state ρ posses a local hidden
variable model (LVM) 10 if and only if for every choice of local measurements {Exa}a=a1,a2 and{Eyb }b=b1,b2 the corresponding sets of conditional probabilities p (ab|xy) admit are local (in a
sense of Eq.(1.9)).
States that do not admit a local hidden variable model are said to exhibit quantum nonlocality.
An example of such a state is already the mentioned maximally entangled Bell state |Ψ〉 (see
Eq.(1.2)). This fact was used in the famous Bell paper [46] to show that some predictions of
quantum mechanics cannot be reproduced by theories admitting local hidden variables (under-
stood in a sense of Eq.(1.9)).
States that admit LMV form a convex set. However this set is not a convex hull of some class
of pure states. In particular in [6] it was showed that in the set of states admitting LMV is
strictly larger than the set of separable states.
9 The generalization to arbitrary number of measurement setting and measurement outcomes is straight-
forward.
10 We do not describe here the philosophical justification for the name “local hidden variable model”,
focusing only on the technical definition of this concept. For a complete justification see for example [44].
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Quantum discord
Let us first recall the concept of the mutual information of two discrete random variable A,B,
characterized by the joint probability distribution pA,B (a, b) (indices a, b run over some implicit
discrete set of indices). We denote by pA (a) (pB (b)) the marginal distribution of the random
variable A (respectively B). The mutual information, denoted by I (A,B), is defined by
I (A,B) = H (A) +H (B)−H (A,B) , (1.10)
where H (A) is the Shannon entropy of the random variable A,
H (A) = −
∑
a
pA (a) ln (pA (a)) .
and H (A,B) is the joint entropy of variables A andB,
H (A,B) = −
∑
a,b
pA,B (a, b) ln (pA,B (a, b)) .
The mutual information I (A,B) can be considered as a measure of how much more information
is obtained during a singe measurement of two variables A,B jointly, as opposed to measuring
variables A,B separately. The mutual information can be also considered as an indicator of
correlations between X and Y as it is non-negative and vanish if and only the joint probability
distribution has the product form, pA,B (a, b) = pA (a) · pB (b). There exist another equivalent
formula for the mutual information,
I (A,B) = H (A)−H (A|B) , (1.11)
where H (A|B) is the conditional entropy given by
H (A|B) =
∑
b
pB (b)
[
−
∑
a
pA (a|b) ln (pA (a|b))
]
,
where pa (a|b) = pA,B(a,b)pB(b) is the probability of the random variable A conditioned on the value
of the random variable B.
The concept of quantum discord, introduced independently in [47] and [48], stems form the
fact that two classically equivalent formulas (1.10) and (1.11) for I (A,B) do not give the same
results in the quantum domain. In quantum mechanics the immediate generalization of the
I (A,B) is quantum mutual information defined on the two party state ρAB (we apply the
usual convention: symbols A and B refer to different subsystems of a composite system). It is
given by
I
(
ρAB
)
= S
(
ρA
)
+ S
(
ρB
)− S (ρAB) ,
where S (ρ) = −tr (ρln (ρ)) is the von-Neumann entropy of the density matrix ρ and ρA, ρB
denote one particle reduced density matrices of the state ρAB. Another possible generalization
of I (A,B) involves Eq.(1.11) and uses the notion of quantum conditional entropy. In difference
to the classical case, in quantum mechanics the conditional entropy of a state ρXY depends on
the measurement scenario used in the second subsystem
S (A| {Eb}) =
∑
b
pbS
(
ρA|b
)
, (1.12)
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where {Eb} is a collection of generalized measurements11 performed in the subsystems B,
pb = tr
(
I⊗ EbρAB
)
and ρA|b = 1pb trB
(
I⊗ EbρAB
)
(for the definition of partial trace trB (·)
see Subsection 2.1). Using (1.12) and (1.11) one obtains another generalization of I (A,B),
J (A| {Eb}) = S
(
ρA
)− S (A| {Eb}) .
The quantum discord, denoted by D (A|B), is now defined by [47, 48]
D (A|B) = max
{Eb}
[
I
(
ρAB
)− J (A| {Eb})] ,
where the optimization is over all generalized local measurements on the subsystem B. The
quantum discord is a measure of correlations more general than entanglement. It is non-negative
and invariant under the action of local unitary group [45]. Moreover, non-correlated states
(states with the vanishing quantum discord) must be of the form of so called quantum-classical
states, i.e.
ρAB =
∑
i
piσi ⊗ |i〉〈i| , (1.13)
where {pi} is a probability distribution, σi are arbitrary quantum states on the first subsystem
and {|i〉} form the orthonormal basis of the Hilbert space associated to the second subsystem.
States of the form (1.13) do not form a convex set [48]. Consequently, correlations defined with
the usage of quantum discord cannot be captured in the framework presented in Subsection
1.1.2. Interestingly enough, the class of quantum classical states can be effectively described
with the framework of symplectic geometry [50].
1.2. Outline of the thesis
Throughout this work we will be studing the notion of correlations which comes from the
generalization of the entanglement problem (see Section 1.1). We start with the subsetM of
the set of all pure states D1 (H) on the Hilbert space H of interest,
M⊂ D1 (H) . (1.14)
In what follows we will refer toM as to the set of “non-correlated” pure states. Consequently,
all states that do not belong to M are called correlated. One can imagine that (just like the
case of the entanglement problem, whereM consisted of pure separable states) we have an easy
access to “free” ore “simple” states from the classM. In analogy to the case of entanglement we
extend the notion of correlations to the realm of mixed states D (H) of the considered system.
We now define the class on “non-correlated” mixed states, denoted byMc, as states that can
be obtained as probabilistic mixtures (convex combinations) of pure states from the set M
(treated as a subset of D (H)),
Mc =
{∑
i
pi|ψi〉〈ψi|
∣∣∣∣∣ ∑
i
pi = 1, pi ≥ 0 , |ψi〉〈ψi| ∈ M
}
. (1.15)
In the language of convex geometry the resulting set is called the convex hull of the set M
(which explain the notation we used). Just like in the case of pure states we define mixed
correlated states as states that do not belong to the set Mc. The pictorial representation of
the above construction is given in Figure 1.1.
11 The generalized measurements in quantum mechanics are given by a positive operator-valued measure
[49], i.e. a collection of non-negative operators {Eα} such that
∑
αEα = I. The probability of the outcome α
if the system is in the state ρ is given by pα = tr (Eα).
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Figure 1.1. Pictorial representation of the definition of correlated states (with respect to the choice of
M)
In the above discussion we did not specified the structure of the setM, the class of “correlations”
it represents, nor the concrete physical system of interest. In fact, on the technical level, we
simply associated the “lack of correlations” to states belonging toM and extended this notion
to the problem of entanglement. However we want to stress that the language introduced above
allows to study at the same footing many types of correlations that bear a physical meaning
(see Section 1.1 for the list of examples). Throughout the thesis we will limit ourselves to classes
of states M that can be defined as the zero set of a non-negative homogenous polynomial in
the state’s density matrix
|ψ〉〈ψ| ∈ M ⇐⇒ tr
([
|ψ〉〈ψ|⊗k
]
A
)
= 0 , (1.16)
where A is the non-negative operator on the k-fold symmetrization of the Hilbert space H.
In fact the expression tr
([
|ψ〉〈ψ|⊗k
]
A
)
, for a suitable choice of the operator A, can be used
to define arbitrary homogenous non-negative polynomial12 in pure state |ψ〉〈ψ|. The equation
(1.16) will be the leitmotif that will be used throughout the thesis. In Chapters 3-6, which
form the core of the thesis, we will investigate the natural problems and questions concerning
the types of correlations defined above.
In Chapter 3 we will show that many classes of pure states naturally appearing in quantum
information and quantum many body physics can be defined via the condition (1.16), for a
suitable choice of the polynomial P . The examples include:
1. Product states for L distinguishable particles.
2. Product states for L bosons.
3. Slater determinants for L fermions.
4. Pure fermionic Gaussian states.
5. Multipartite states that do not exhibit genuine multiparty entanglement.
6. Bipartite states with a bounded Schmidt rank.
The notions of correlations corresponding to each choice of the class of non-coherent states
were discussed in Section 1.1. In fact this is not an accident that many classes of pure states
12 By a homogenous polynomial P defined on a set of Hermitian operatorX we understand a function which
is a homogenous polynomial in matrix elements 〈i|X|j〉 of the operator X. For instance, for 2 × 2 Hermitian
matrix X =
(
a b
b∗ c
)
an exemplary homogenous real polynomial is P (X) = a2 + |b|2 + c2.
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relevant to quantum physics can be characterized by the condition (1.16). We show that this
is a consequence of the existence of the symmetry group that can be used to define the class
M. To be more precise we show that it is possible to construct a polynomial P for classes of
states which consist of “the generalized Perelomov coherent states” of the symmetry group K
irreducibly represented in the (usually finite-dimensional) Hilbert space H (see Figure 1.2).
Figure 1.2. An graphical presentation of the set of “generalized Perelomov coherent states”M⊂ D1 (H)
viewed as an orbit of the action of the symmetry group K through the state |ψ0〉〈ψ0| ∈ D1 (H). The
group K is irreducibly represented, via the representation Π, in the Hilbert space H.
We focus mostly13 on situations when the group K is compact and simply-connected. This class
of groups is broad enough to cover cases 1-4 from the list above. Moreover, this restriction allows
us to use the representation theory of semisimple Lie algebras14. This technical tool allows us
to write down explicitly the operator A that characterizes a given class of pure states.
In Chapter 4 we ask in witch cases the characterization (1.16) allows for a simple analytical
characterization of the set of non-correlated mixed statesMc. We partially answer this question
by classifying all the cases when Perelomov coherent states of compact simply-connected Lie
groups can be characterized by a single anti-unitary conjugation. This allows to characterize
the setMc analytically via the Uhlmann-Wotters construction (c.f. the discussion of Wotters
concurrence in Subsection 2.2). We also apply our results to characterize analytically the set
of pure fermionic Gaussian states for four fermionic modes. As pointed out in Section 1.1 this
has a consequence in the theory of quantum computation.
In Chapter 5 we use the characterization (1.16) of pure uncorrelated states to derive polyno-
mial criteria cor detection of correlation in mixed states. In particular, starting just from the
condition (1.16) we provide a universal way to construct “nonlinear witnesses of correlations”
in mixed states. This is a new method of constructing witnesses of correlations different than
entanglement. Moreover, for classes 1-4 from the list above we describe completely the structure
of bilinear group-invariant criteria detecting correlations.
Chapter 6 deals the following question: are correlated states defined via Eq.(1.16) and the
above construction typical among all possible mixed states of the system? We answer this
question partially by estimating from below the fraction of correlated states on the manifold of
13 A part of Chapter 3 is also devoted to cases when H is infinite-dimensional and K is not even a Lie
group.
14 As explained in Chapter 2 to every compact simply-connected Lie group K one can associate a complex
semisimple Lie algebra g.
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isospectral density matrices15. In order to achieve these bounds (they depend on the polynomial
P from Eq.(1.16)) we use the criteria introduced in Chapter 5 and the technique of concentration
of measure.
The chapters we listed above are related to each other and shed a light on the mathematical
structure of correlations defined via the choice of pure statesM given by Eq.(1.16). Many tech-
niques that we use in this thesis comes form differential geometry and representation theory of
Lie groups. As these branches of mathematics are not commonly used in quantum information
theory we present the necessary background in these fields inChapter 2. The relations between
Chapters 3-6, with indicated aspects in which differential geometry and representation theory
are employed, are presented in Figure 1.3.
Figure 1.3. A graphical presentation of the connections between the core chapters of the thesis, with
indicated applications of differential geometry and representation theory of Lie groups and Lie algebras.
The indices labeling arrows have the following meaning: (i) Actions of Lie groups on spheres, (ii) Con-
centration of measure on manifolds of isospectral density matrices, (a) Perelomov coherent states, (b)
Representation theory of compact Lie groups, (c) Structure of irreducible representations of semisimple
Lie algebras, (d) dimensions of certain irreducible representations of semisimple Lie algebras.
15 The manifold of isospectral density matrices consists of states in the considered Hilbert space that have
a fixed spectrum. It is equipped with the natural invariant measure coming form the Haar measure on the
unitary group of the Hilbert space.
2. Mathematical preliminaries
The purpose of this chapter is to present the mathematical concepts and the terminology that
will be used in the rest of the thesis. In the first part of the chapter we sketch the standard
algebraic formulation of quantum mechanics. We use this opportunity to establish the notation
that will be used throughout the text. In the second part of the chapter we give a survey
of basic facts from differential geometry and theory of Lie groups and Lie algebras. In the
third section we review methods of entanglement theory that are relevant for this thesis. The
third section contains some basic material from differential geometry. In the last part of the
chapter we briefly describe representation theory of Lie groups and algebras, with emphasis on
the representation theory of compact simply-connected Lie groups and semisimple Lie algebras.
We will not be concerned here with functional-analytical details and more advanced differential
geometry. Whenever necessary, appropriate mathematics will be presented in relevant parts of
the thesis.
2.1. Standard mathematical structures of quantum mechanics
The basic object in quantum mechanics is a complex separable Hilbert space H which is asso-
ciated with every physical system.
Definition 2.1. A complex Hilbert space H is a complex vector space equipped with the 11
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linear product 〈·|·〉 such that the space is complete with respect to the norm ‖ψ‖ = √〈ψ|ψ〉
induced by the inner product. A Hilbert space is called separable if it has a countable basis.
In the context of quantum information theory one usually deals with finite dimensional Hilbert
spaces and for this reason we do not need to bother with the separability condition in most
cases considered in this thesis. Nevertheless, when necessary, functional-analytic details related
to infinite-dimensional Hilbert spaces will be provided. Throughout the rest of this chapter
we assume that the dimension of H is finite. We adopt the usual physical convention that the
inner product 〈·|·〉 is anti-linear in the first argument and linear in the second argument,
〈αφ|ψ〉 = α¯〈φ|ψ〉, 〈φ|αψ〉 = α〈φ|ψ〉, φ, ψ ∈ H, α ∈ C .
We will also use the “bra-ket” physical notation which is in agreement with the above convention.
For any vector ψ ∈ H we identify ψ with the “ket” |ψ〉. By the “bra” 〈ψ| we understand the
linear form on H given by the pairing H 3 φ→ 〈ψ|φ〉 ∈ C. To every Hilbert space H we have
associated the space of linear operators acting on H which we denote by End (H) and a space
of invertible linear operators GL (H). For every operator A ∈ End (H) we define its Hermitian
conjugate A† via the relation,
〈φ|Aψ〉 = 〈A†φ|ψ〉 , |φ〉, |ψ〉 ∈ H .
Throughout the thesis we will also use the notation commonly used in the folklore of quantum
mechanics: 〈φ|Aψ〉 ≡ 〈φ|A|ψ〉.
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The space End (H) carries a natural Hilbert space structure given by the Hilbert-Schmidt inner
product,
〈A|B〉HS = tr
(
A†B
)
, A,B ∈ End (H) .
In the above expression tr (·) denotes the trace of the linear operator. In quantum mechanics
the special role is played by Hermitian operators, i.e., operators A ∈ End (H) satisfying the
condition A† = A. We denote the set of Hermitian operators by Herm (H). Hermitian operators
are diagonalizable and have real eigenvalues, i.e. they can be presented as
A =
∑
i
λi|ψi〉〈ψi| , (2.1)
where λi denote real eigenvalues of A and |ψi〉〈ψi| denote the orthonormal projectors onto one
dimensional subspaces spanned by the normalized eigenvectors |ψi〉 ∈ H (〈ψi|ψi〉 = 1). Vectors
{|ψi〉} form the orthonormal basis of H. Note that we can have λi = λj for i 6= j. In such a
case the spectrum of A is said to be degenerated.
Definition 2.2. A set of non-negative operators on H, Herm+ (H), consists of Hermitian
operators satisfying 〈ψ|A|ψ〉 ≥ 0 for all |ψ〉 ∈ H. Equivalently, non-negative operators can be
characterized as Hermitian operators that have non-negative eigenvalues. We will write A ≥ 0
for A ∈ Herm+ (H).
We will write A ≥ B if operators A,B ∈ Herm (H) satisfy A − B ≥ 0. General states of a
quantum system can be characterized as subsets of Herm+ (H).
Definition 2.3. Pure states on H are defined as rank-1 orthogonal projectors acting on H.
General mixed states on H are defined as operators ρ satisfying ρ ≥ 0 and Tr (ρ) = 1. We
denote sets of pure and mixed states by D1 (H) a D (H) respectively.
Observables on a quantum system H (assuming no super-selection rules are present) are iden-
tified with Hermitian operators A ∈ Herm (H). In general the value of the physical quantity
associated to an operator A is not specified before the actual measurement takes place. Possible
values of measurements of A are elements of its spectrum. Assume that the system is in a mixed
state ρ. The probability that as a result of the measurement one obtains the value λ is given
by tr (ρPλ), where Pλ is the projector onto the subspace spanned by eigenvectors of A for which
the corresponding eigenvalue equals λ (see (2.1)). Consequently, the expectation value of the
observable described by the operator A is given by tr (ρA).
Another important class of operators on H are unitary operators, i.e. operators U ∈ End (H)
which satisfy U † = U−1. The set of unitary operators is closed under composition and forms a
group which we denote by U (H). One parameter family of unitary operators specify the time
evolution of an isolated quantum system. It is given by
ρt = e
−itHρ0eitH , (2.2)
where ρ0 is the initial state of the system and ρt is the state of the system at time t. Operator
H is a distinguished Hermitian operator known as the Hamiltonian of the system1. Hermiticity
of H ensures that the time evolution operator Ut = e−itH is unitary, U †t = U
−1
t . If we are
allowed to perform an arbitrary evolution on a quantum system system the set of possible
transformations are given by ρ→ UρU †, where U ∈ U(H).
So far we have discussed only isolated quantum systems. If a quantum system consists of two
subsystems A and B, the total Hilbert space is given by the tensor product HA ⊗ HB, where
1 In (2.2) we assumed that we work in unit system in which the Planck constant equals one, ~ = 1
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HA and HB are Hilbert spaces describing subsystems A and B respectively. For the general
discussion and definition of the tensor product of Hilbert spaces see [49]. Here we present only
basic properties of HA⊗HB and omit their proofs. The space HA⊗HB is spanned by vectors
of the form ψ ⊗ φ, where ⊗ : HA ×HB → HA ⊗HB is a nontrivial bilinear mapping. Vectors
of the form ψ⊗ φ are called separable vectors or simple tensors. The inner product 〈·|·〉HA⊗HB
on HA ⊗HB is defined in terms of the inner products of Hilbert spaces describing subsystem
A and B: 〈·|·〉HA and 〈·|·〉HB . For simple tensors we have
〈ψ1 ⊗ φ1|ψ2 ⊗ φ2〉HA⊗HB = 〈ψ1|ψ2〉HA〈φ1|φ2〉HB .
The inner product between arbitrary vectors from HA ⊗HB is defined by demanding linearity
in the second and anti-linearity in the first argument of 〈·|·〉HA⊗HB . In what follows we will drop
the subscripts in the inner products corresponding to different subsystems. Also, in the Dirac
“bra-ket” notation introduced earlier we will use interchangeably, unless it causes a confusion,
the following forms:
〈ψ ⊗ φ| ≡ 〈ψ| ⊗ 〈φ| ≡ 〈ψ|〈φ| , |ψ ⊗ φ〉 ≡ |ψ〉 ⊗ |φ〉 ≡ |ψ〉|φ〉 .
Assume now that the joint system is in the state ρ ∈ D (HA ⊗HB). We want to compute
the expectation value of an observable A ∈ Herm (HA ⊗HB) which is local, i.e. takes the
form A = IA ⊗ A˜, where IA is the identity on HA and A˜ ∈ Herm (HB). It turns out that the
expectation value of ρ on such A can by expressed via the “local part” of ρ. More precisely, for a
given ρ ∈ D (HA ⊗HB) there exist a unique state ρB ∈ D (HB) such that for all A˜ ∈ Herm (HB)
we have,
tr
[
ρ
(
IA ⊗ A˜
)]
= tr
(
ρBA˜
)
. (2.3)
Operator ρB is called the partial trace (over the subsystem A) of ρ. In what follows we will use
the notation ρB = trA (ρ). The operation of partial trace is R-linear in ρ and can be extended
to the C-linear mapping trA : End (HA ⊗HB)→ End (HB) which preserves Hermiticity. In an
analogous manner we define the partial trace over subsystem B. The same construction can
be introduced for systems that consist of many subsystems. In such cases the total Hilbert
space has a structure of multiple tensor product H = H1 ⊗ . . . ⊗HL, where L is a number of
subsystems.
We now describe the most general dynamics that the quantum system, described by the initial
state ρ0 ∈ D (H), can undergo. Let ρ denote the state after the evolution and let Λ be the
map defining this evolution. We demand that the evolution to be linear in ρ and thus respects
the linear structure on End (H). Also, whatever happens during the evolution, the final state
ρ must remain positive semi-definiteness if the evolved state ρ˜ has to be interpreted as some
density matrix. The evolution must be thus described by the so-called positive map. The
following definition takes into account the possibility that the output state of a given process
might not be defined on the same Hilbert space.
Definition 2.4. The space of positive maps between End (H1) and End (H2), denoted by
P (H1,H2), is defined as the set of linear mappings Λ : End (H1) → End (H2) such that for
A ≥ 0 we have Λ (A) ≥ 0. We will use the notation P (H,H) = P (H).
Another invariant during the hypothetical evolution must be the trace ρ. Nevertheless, posi-
tivity and trace-preservation are just necessary but not a sufficient conditions requested from
a map representing quantum evolution. The system in question can be always treated as a
part of a composite system described by the Hilbert space H⊗Henv, where Henv describe some
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environment. Under the evolution the state of a compound system, initially equal ρ′ = ρ⊗ρenv,
must also evolve keeping the positive semi-definiteness intact, even if ‘nothing happens’ to the
environment itself. It means that the map Λ ⊗ IHenv (representing lack of actual evolution of
the environment) must also be a positive map acting on density states of the system plus the
environment. A map Λ fulfilling this condition for all auxiliary Hilbert spaces Henv is called a
completely positive map (in short CP map). We denote the set of completely positive maps
between End (H1) and End (H2) by CP (H1,H2).
Definition 2.5. A positive map Λ ∈ P (H1,H2) is called completely positive if and only if it
satisfies Λ⊗ Ip ∈ P (H1 ⊗ Cp, H2 ⊗ Cp) for all natural p.
A CP map which is trace preserving is called a quantum channel. The set of all quantum
channels Λ : End (H)→ End (H), which we denote by CP0 (H) can be viewed as a set consisting
of all possible evolutions that states from ρ can undergo2. Latter on in the thesis we will need
some basic properties of CP maps which we state here for completeness. The criterion for being
a CP map is given by the Jamiołkowski-Choi mapping.
Fact 2.1. (Jamiołkowski-Choi [49]) There is one to one correspondence between completely
positive maps on N dimensional complex Hilbert space H and non-negative positive operators
on H ⊗ H. The isomorphism is given by the Jamiołkowski-Choi mapping J : CP (H) →
Herm+ (H⊗H),
J (Λ) = (I⊗ Λ) (|Ψ〉〈Ψ|) , (2.4)
where I is the identity operator on H, Λ ∈ CP (H) and |Ψ〉 = ∑i=Ni=1 |i〉|i〉 for some fixed
orthonormal basis {|i〉}i=Ni=1 of H.
Checking the complete positivity can be thus reduced to determining whether the corresponding
operator J (Λ) acting on H ⊗ H is positive semi-definite. To this end we need the inverse of
the Jamiołkowski-Choi mapping J−1 : Herm+ (H⊗H)→ CP (H). It is given by the following
formula, (
J−1 (A)
)
(ρ) = tr1
[(
ρT ⊗ I)A] , (2.5)
where A ∈ Herm+ (H⊗H), ρ ∈ End (H), tr1 : End (H⊗H) → End (H) is the partial trace
over the first factor of H⊗H, and ρT is a transpose of the operator ρ in the basis {|i〉}i=Ni=1 . We
will also use the so-called Kraus decomposition (see [49]) of CP maps.
Fact 2.2. For each Λ ∈ CP (H) there exist a set of operators Tα : H → H (α ∈ A, where A is
the set of indices) such that for all ρ ∈ End (H),
Λ (ρ) =
∑
α∈A
TαρT
†
α . (2.6)
The map Λ expressed in the form of Kraus decomposition (2.6) is manifestly CP. Operators
Tα appearing in (2.6) are called Kraus operators. Decomposition (2.6) is by no means unique.
Note however, that in the special case of the unitary evolution (which is, of course a CP map)
Λ (ρ) = UρU † it is enough to consider just one Kraus operator Tα = U .
Not all operations important in quantum mechanics are represented by linear operators. An
important example is a class of antiunitary operators.
2 It is important to mention that a restriction of a channel Λ ∈ CP0 (HA ⊗HB) to a subsystem HA in
general does not lead to a completely positive map, provided the initial sate of a total system is not separable
[49].
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Definition 2.6. A mapping θ : H → H is called antiunitary if and only if for all |ψ〉, |φ〉 ∈ H,
a, b ∈ C
θ (a|ψ〉+ b|φ〉) = a∗θ|ψ〉+ b∗θ|φ〉
and
〈θψ|θφ〉 = 〈ψ|φ〉∗ . (2.7)
Antiunitary operators are important as they describe symmetries of quantum systems such as
the operation of time reversal [51]. The structure of antiunitary operators was given by Wigner
[52]. He showed that every antiunitary operator θ has the form θ = UK, where U is an unitary
operator and K is a complex conjugation is some fixed orthonormal basis {|i〉}i=Ni=1 of H,
K
(
N∑
i=1
ai|i〉
)
=
N∑
i=1
a∗i |i〉 . (2.8)
The class of antiunitary operators will be extensively used in Chapter 4 as they allow, in certain
cases, to describe analytically classes of mixed correlated states (in a sense used throughout
this thesis, see Section 1.1).
2.2. Methods of entanglement theory
As it was indicated in Chapter 1, this thesis focuses mostly on the generalized separability
problem, i.e. a problem to characterize the set of separable (or equivalently entangled) states.
Many of the tools used in the context of the separability problem can be also applied to its
generalization. In this section we present a quick survey of basic facts from the theory of
entanglement detection, focusing on the bipartite and finite dimensional case. See [5] for the
review of methods used to detect entanglement.
Let us start with the formal definition of bipartite separable states. A set of separable bi-
partite states S ⊂ D (Cd1 ⊗ Cd2) is defined as a convex hull of pure product states Md ⊂
D1
(
Cd1 ⊗ Cd2).
.S =Mcd =
{∑
i
pi|ψi〉〈ψi|
∣∣∣∣∣ ∑
i
pi = 1, pi ≥ 0 , |ψi〉 = |φAi 〉|φBi 〉
}
. (2.9)
Due to the importance of the concept of entanglement (see Subsection 1.1.1) one would like
to have a universal method to detect whether arbitrary state ρ ∈ D (Cd1 ⊗ Cd2) is separable
or not. Entanglement detection have been proven to be very hard from the perspective of the
theory of computational complexity. Let ‖·‖ denote the trace norm on Herm (Cd1 ⊗ Cd2).
Problem. (WMSP (), Weak membership problem for separability) Given a density matrix
ρ ∈ D (Cd1 ⊗ Cd2) with the premise that either (i) ρ ∈ S or (ii) minσ∈S ‖ρ− σ‖ ≥ , decide
which is the case.
In [53] it was proven that the above problem is NP-hard for  = exp (−O (d)), where d =√
d1d2. This result was later improved in [54] where the NP-hardness was proven for  =
O
(
1
poly(d)
)
, where poly (d) denotes some polynomial of finite degree in d. The intuitive meaning
of NP-hardness of WMSP () is that every problem from the class of NP can be reduced to
WMSP () in the polynomial time [55]. This in turn strongly suggest the hardness of WMSP ()
since for many problems belonging to the class NP there are no known effective (polynomial
time) algorithms that solve them (a well known example is the traveling salesman problem).
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Entanglement witnesses and positive maps
For the reason presented above one suspects that in general separability problem is “hard”.
Therefore it is natural to relax our expectations and focus only on partial characterization of the
set of separable/entangled states. The basic tool for detecting entanglement are entanglement
witnesses [56, 57].
Definition. A Hermitian operator W ∈ Herm (Cd1 ⊗ Cd2) is called entanglement witness if
and only if
1. tr (|ψ〉〈ψ|W) ≥ 0 for all pure separable states |ψ〉〈ψ| ∈ Md.
2. tr (ρW) < 0 for some entangled state ρ ∈ D (Cd1 ⊗ Cd2).
The set of entanglement witnesses will be denoted by W .
From the definition of the entanglement witness it follows that tr (σW) ≥ 0 for all separable
states σ ∈ S. Consequently, if for a given mixed state ρ ∈ D (Cd1 ⊗ Cd2) we can find an
entanglement witness W˜ ∈ W such that tr
(
ρW˜
)
< 0, then we can infer that ρ is entangled. In
such a situation we say that the entanglement witness W˜ detects the state ρ. The following fact
shows that with the help of entanglement witnesses we can describe the whole set of separable
states S.
Fact 2.3. ([56]) Every entangled state ρ ∈ D (Cd1 ⊗ Cd2) is detected by some entanglement
witness W ∈ W.
The proof of the above relies on the fact that the set of separable state S, understood as a
subset of Herm
(
Cd1 ⊗ Cd2) is closed (in the standard trace norm on Herm (Cd1 ⊗ Cd2)) and
convex. Therefore, for an operator X ∈ Herm (Cd1 ⊗ Cd2), outside S, there exist a hyperplane
separating this point from S. Let us note that the analogous result holds for every convex
and closed subset S˜ of D (H), where H is a finite-dimensional Hilbert space. For this reason
one can introduce the “generalized correlation witnesses” for the scenarios introduced in Chap-
ter 1 (provided the set of non-correlated states M is closed). The result analogous to Fact
2.3 holds also in this generalized setting. The similar considerations can be repeated in the
infinite-dimensional setting but the proof requires Hahn-Banach separation theorem [58].
An elegant characterization of entanglement witnesses can obtained via applying the following
theorem3.
Fact 2.4. (Characterization of entanglement via positive maps [56]) Let ρ ∈ D (Cd1 ⊗ Cd2).
The state ρ is separable if and only if for any natural d and for any positive map Λ ∈ P (Cd1 ,Cd)
an operator (Λ⊗ Id2) (ρ) is positive. In fact it suffices to check the positivity of (Λ⊗ Id2) (ρ) for
Λ ∈ P (Cd1 ,Cd2).
Since (Λ⊗ Id2) (ρ) is automatically positive if Λ is completely positive, the result given in Fact
2.4 motivates an interest in positive but not completely positive maps. Bellow we discuss two
examples of maps that are positive but not completely positive: the transposition map and the
reduction map. They give rise to important criteria for detection of entanglement.
3 In Section 2.1 we introduced the isomorphism between CP (H) and Herm+ (H⊗H). In fact formulas
(2.4) and (2.5) can be used to define isomorphism J : End (End (H))→ End (H⊗H). Analogous formulas can
be used to get the isomorphism (also called Jamiołkowski-Choi isomorphism)
J˜ : End (End (H1) ,End (H2))→ End (H1 ⊗H2) .
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The transposition map T : End
(
Cd
) → End (Cd) is defined by first specifying the basis (not
necessarily orthonormal) {|i〉}di=1 of Cd. The action of T is first defined on rank one operators
T (|i〉〈j|) = |j〉〈i|
and than extended by linearity to the whole End
(
Cd
)
. In other words, if we identify X ∈
End
(
Cd
)
with its representation in some basis, the transposition map maps X to its transposi-
tion. It is a known fact [56, 59] that T ∈ P (Cd) but T /∈ CP (Cd). Therefore, by the virtue of
Fact 2.4, the transposition map can be used to formulate the criterion for entanglement. This
criterion, called a positive partial transposition (PPT) or Peres-Horodecki criterion, takes the
following form
ρ ∈ S =⇒ (T ⊗ Id2) (ρ) ≥ 0 . (2.10)
If we expand a bipartite state ρ in a natural basis of a tensor product Cd1 ⊗ Cd2 ,
ρ =
∑
i,j,k,l
ρi,kj,l |i〉〈j| ⊗ |k〉〈l|
we see that
(T ⊗ Id2) (ρ) =
∑
i,j,k,l
ρi,kj,l |j〉〈k| ⊗ |k〉〈l| =
∑
i,j,k,l
[
ρT1
]j,k
i,l
|i〉〈j| ⊗ |k〉〈l|,
where
[
ρT1
]j,k
i,l
= ρj,ki,l . This motivates the name of the criterion. By the virtue of (2.10), if a
given state does not have a positive partial transposition then it is automatically entangled.
The importance of PPT criterion comes from the fact that for low dimensional single particle
Hilbert spaces the PPT criterion gives the complete characterization of separability.
Fact 2.5. ([56]) Let ρ ∈ D (Cd1 ⊗ Cd2) and let d1 ·d2 ≤ 6. Then the following equivalence holds
ρ ∈ S ⇐⇒ (T ⊗ Id2) (ρ) ≥ 0 .
For systems with higher dimensions the PPT criterion is not strong enough to solve a separa-
bility problem. In particular for d1 · d2 > 6 there exist mixed states that posses positive partial
transposition despite being entangled. Such states are called PPT entangled states4.
Another example of a map which is positive but not completely positive is a reduction map
[60] R : End (Cd)→ End (Cd). It is defined by the following expression
R (X) = Tr (X) Id −X . (2.11)
From Fact 2.4 we infer the following criterion for entanglement
ρ ∈ S =⇒ Id1 ⊗ ρ2 − ρ ≥ 0 , (2.12)
where ρ2 = tr1 (ρ). The reduction map is positive but not completely positive. Moreover in
[60] it was proven that R is decomposable, i.e.
R = Λ1 + Λ2 ◦ T (2.13)
where Λ1,2 ∈ CP
(
Cd
)
and T is a transposition map defined above. From Eq.(2.13) it easily
follows that R cannot detect PPT entangled sates.
4 The states which are PPT entangled for an important class of states. In particular they exhibit so-called
bound entanglement [3]. However, we will not study this class of states in this thesis.
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Other criteria for detection of entanglement
In this part we discuss briefly a number of criteria for entanglement which are not given by an
entanglement witness or a positive map.
The first example is the criterion for entanglement based on Renyi entropy [61]. Quantum
Renyi entropy of order α ∈ (0,∞) is given by5
Sα =
1
1− α ln (tr (ρ
α)) .
The criterion takes the following form
ρ ∈ S =⇒ Sα (ρ2) ≤ Sα (ρ) , α ∈ (0,∞) . (2.14)
The violation of the inequality Sα (ρ2) ≤ Sα (ρ) for some α is therefore an indicator that a
state ρ is entangled. The criterion (2.14) was proven in [61]. It was showed that the inequality
Sα (ρ2) ≤ Sα (ρ) follows from the inequality Id1 ⊗ ρ2 − ρ ≥ 0. Consequently, PPT entangled
states cannot violate the inequality Sα (ρ2) ≤ Sα (ρ).
We now discuss the method of entanglement detection based on so-called convex roof extension.
We decide to describe this concept in the general setting as we will make use of it in Chapter
8.2 of this thesis. Let V be a real, finite-dimensional vector space. Let E ⊂ V be a compact
subset of W and let Ec be its convex hull (due to compactness ofM it is also compact). Let
f : E → R be a continuous function. We define its convex roof extension [62], denoted by f∪,
by
f∪ (x) = inf∑
k pkxk=x
∑
k
pkf (xk) , (2.15)
where the infimum is taken over all possible convex decompositions of x onto vectors from the
set of extremal points E . Let E0 ⊂ E be some compact subset of the set of extremal points and
let Ec0 ⊂ C be its convex hull. If f |E0 = c and f |E\E0 > c, then f∪ (x) = c if and only if x ∈ Ec0 .
Therefore f∪ can serve as an identifier of the set Ec0 . In the context of separability problem
D (Cd1 ⊗ Cd2) correspond to Ec whereas pure states D1 (Cd1 ⊗ Cd2) correspond to E . Separable
pure statesMd play the role of E0 and therefore the set of separable states S can be identified
with Ec0 . Assume now that we have a function g : D1
(
Cd1 ⊗ Cd2)→ R that g (|ψ〉〈ψ|) ≥ 0 and
g (|ψ〉〈ψ|) = 0 if and only if |ψ〉〈ψ| ∈ M. Then the convex roof extension g∪ can be used as an
indicator of entanglement. Functions satisfying the desired properties are known. An example
is entanglement of formation [63] Ef given by6
EF (|ψ〉〈ψ|) = H (tr1 (|ψ〉〈ψ|)) . (2.16)
To sum up, the problem of characterization of S is equivalent to computation of a convex roof
g∪ (ρ) = inf∑
k pk|ψk〉〈ψk|=ρ
∑
k
pkg (|ψk〉〈ψk|) (2.17)
for the suitably chosen function g. Unfortunately the explicit computation of g∪ is possible only
for special functions in low dimensional cases (see [62] for a review of the concept of convex
roof extensions). The physically relevant examples of such situations include entanglement of
5 For α→ 1 quantum Renyi entropy converges to von-Neumann entropy H (ρ).
6 In Chapter 3 we give a number of such functions for the problem of entanglement and its generalizations.
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formation and concurrence for two qbits. The concurrence [64] C : D1 (C2 ⊗ C2)→ R is defined
by the following formula:
C (|ψ〉〈ψ|) = |〈ψ|σy ⊗ σy|ψ∗〉| ,
where σy =
(
0 i
−i 0
)
and |ψ∗〉is the complex conjugate of a vector |ψ〉 written in a standard
basis of C2⊗C2, {|0〉|0〉, |0〉|1〉, |1〉|0〉, |1〉|1〉}. The convex roof extension of C (we dropped the
superscript for simplicity) is given [64] by the formula7
C (ρ) = max {0, λ1 − λ2 − λ3 − λ4} , (2.18)
where λi are eigenvalues of the Hermitian operator R =
√
ρρ˜, where
ρ˜ = σy ⊗ σyρ∗σy ⊗ σy ,
and ρ∗ denotes the complex conjugation of the matrix ρ written in the standard basis of C2⊗C2.
Since the problem of computing of the convex roof is difficult one can also hope to gain some
information about entanglement by deriving lower bounds of the convex roof extensions of the
relevant functions. This approach was initiated in [65] and where authors derived efficiently
computable lower bounds for the convex roof of the bipartite concurrence. It was latter devel-
oped further in [66, 67, 68]. For the extension to the scenario of generalized entanglement (c.f.
Section 1.1) see [69].
Let us finish our considerations with the brief explanation of the method of symmetric exten-
sions [70]. Let us label the Hilbert spaces associated to subsystems of the bipartite system
by HA and HB respectively. The idea of the method of symmetric extensions comes from the
following observation. If a state ρ ∈ D (HA ⊗HB) is separable then it admits a symmetric
extension to HA⊗
(
H(1)B ⊗ . . .⊗H(k)B
)
for any natural k. In other words for each k there exist
a state ρ(n) ∈ DHA ⊗
(
H(1)B ⊗ . . .⊗H(k)B
)
such that
1. The state ρ(k) is symmetric under exchange of subsystems B1, . . . , Bk.
2. trB2,...,Bk
(
ρ(k)
)
= ρ.
In [70] it was proven that checking whether a state ρ posses a symmetric extension to HA ⊗(
H(1)B ⊗ . . .⊗H(k)B
)
can be directly formulated as a semidefinite programme. Semidefinite
programs are optimization problems that can not only be solved efficiently, but under weak
conditions the global optimality of the found solution, can also be proven to be optimal. Con-
sequently, the problem of finding ρ(k) can be directly tackled with standard numerical packages,
and if no extension is found, the algorithm can also prove that no extension exists, consequently
the state must be entangled. Due to the symmetry requirements, the number of parameters
in the semidefinite program increases only polynomially in the number of extensions. The
method of symmetric extensions delivers a hierarchy of separability criteria, as the existence
of symmetric extension to k + 1 parties automatically ensure the existence of the symmetric
extension to k parties. Authors of [70] used the quantum de-Finetti theorem to show that
the hierarchy is complete: any entangled state is detected in some step of the hierarchy. The
method from [70] has been latter on developed in a series of papers [71, 72, 73, 74].
7 The convex roof extension of EF can be computed explicitly from Eq.(2.18) (see [64] for details).
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2.3. Differential geometry, Lie groups and Lie algebras
Lie groups and Lie algebras have been accompanying quantum mechanics ever since the begin-
ning of this theory, starting from the pioneering work of Wigner [51]. The role of these objects
is prominent as, just like in the classical setting, they describe symmetries and conservation
laws in quantum systems. Although Lie groups and Lie algebras appear naturally in quantum
mechanics, the proper language of this theory seems to be that of functional analysis and linear
algebra. It turns out however, that many concepts and structures appearing in quantum theory
have a natural geometrical interpretation. Application of methods of differential geometry and
topology in quantum mechanics has led not only to its elegant formulation but also enabled the
discovery of many important physical phenomena (among others: celebrated Aharonov-Bohm
effect, Berry phase and the existence of anyons [75]). The aim of this part is to give basic defi-
nitions and facts form differential geometry and the theory of Lie groups and algebras that will
be applied in other parts of the thesis. In the course of the presentation of general structures we
will also give examples of concrete objects that will be used latter. For a survey of application
of geometric and topological methods in quantum mechanics see excellent textbooks [76] and
[77]. For a neat introduction to the theory of Lie groups and Lie algebras see [78]. The modern
account to application of the theory of Lie groups in physics can be found in [79, 80].
2.3.1. Differential geometry
In this section we outline concepts and facts from differential geometry that will be used in
other parts of the thesis. We do not give any proofs nor reasoning leading to the presented
results. Interested reader is welcomed to consult the relevant specialized literature [77, 81].
Basic definitions and examples
Definition 2.7. A differential manifold M is a topological space which is provided with the
family of pairs {(Uα, φα)}α∈A, where
• Family {Uα}α∈A is the open covering of N : each Uα ⊂M is open and ∪α∈AUα =M;
• Mappings φα : Uα → RN are homeomorphisms onto open subsets φα (Uα) ⊂ RN ;
• Mappings from the family {φα}α∈A satisfy compatibility conditions: whenever Uα∩Uβ 6= ∅,
a function
φα ◦ φ−1β
∣∣
φβ(Uα∩Uβ) : φβ (Uα ∩ Uβ)→ φα (Uα ∩ Uβ) ,
is infinitely differentiable.
Intuitively speaking above conditions mean thatM “locally looks” like the open subset of RN
(the number N is called the dimension of the manifoldM). A pair (Uα, φα) is called a chart.
Let us list basic examples of differential manifolds. Some of them will be used in latter chapters
of the thesis.
• Real coordinate space Rk. The space Rk is a manifold of dimension N = k.
• Unit sphere Sk in k + 1 dimensions. The sphere Sk is a manifold of dimension N = k. It
is defined by
Sk =
{
(x1, . . . , xk+1) ∈ Rk+1|
i=k∑
i=1
x2i = 1
}
.
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• Set of isospectral density matrices in finite dimensional Hilbert space H of dimension
D. The set of isospectral density matrices is defined by
Ω{p1,...,pD} = {ρ ∈ D (H) |Sp (ρ) = (p1, . . . , pD)} ,
where Sp (ρ) denotes the ordered spectrum of ρ, i.e. p1 ≥ p2 ≥ . . . ≥ pD ≥ 0. For
sp (ρ) = (1, 0, . . . , 0) we Ω{p1,...,pD} = D1 (H). This family of manifolds will be extensively
used throughout the thesis (see Chapters 3-6). The manifold Ω{p1,...,pD} will be discussed in
Subsection 2.3.3 in the context of the action of a Lie group SU (N) on the set of density
matrices D (H).
Smooth maps, tangent and cotangent spaces
Definition 2.8. A function f on M is called a smooth map from M to R if and only if for
all coordinate functions φα a function f ◦φ−1α is a smooth real-valued function on φα (Uα). The
set of smooth functions onM is denoted by F (M).
It is also important to introduce smooth mappings (functions) between differential manifolds.
Definition of smooth mapping between two manifoldsM and N is analogous to the definition
of a smooth functions onM.
Definition 2.9. LetM and N be manifolds having atlases {(Uα, φα)}α∈A and {(Vβ, ψβ)}β∈B.
Assume that dimM = N1 and dimN = N2. A mapping f : M → N is called smooth if and
only if mappings ψβ ◦ f ◦ φ−1α : φα (Uα) → ψβ (Vβ) are smooth (as mappings between open
subsets of RN1 and RN2 respectively) whenever f(Uα) ∩ Vβ 6= ∅. The set of smooth functions
betweenM and N is denoted by F (M, N ).
A special class of smooth functions consists of curves onM i.e smooth mappings γ : U →M,
where U is the open subset of R. Definition of smooth functions on the differentiable manifold
is indispensable for introducing concepts of a tangent space and a cotangent space.
Definition 2.10. A tangent space to a manifoldM at the point p ∈ M, denoted by TpM, is
a vector space consisting of linear mappings V : F (M) → R satisfying the Leibniz property:
V (f · g) = f(p)X (g) + V (f) g (p) , where f, g ∈ F (M).
The space TpM is a real vector space of finite dimension equal to N , the dimension of the
manifold itself. Every element V ∈ TpM can be expressed uniquely as a linear combination of
basis vectors8
V =
N∑
i=1
V i
∂
∂xi
, (2.19)
8 Each coordinate system φα =
(
x1 (·) , . . . , xN (·)) covering the neighborhood of p gives rise to the basis of
TpM. Let
(
x1(p), . . . , xN (p)
)
denote the coordinates of the point p. The basis of TpM is given by the set of
operators of “partial derivative”,
{
∂
∂xi
∣∣
p
}N
i=1
, defined by
∂
∂xi
∣∣
p
(f) =
∂
(
f ◦ φ−1α
)
∂xi
∣∣∣∣∣
(x1,...,xN )=(x1(p),...,xN (p))
,
where f ∈ F (M) and f ◦ φ−1α on the right hand side of the above expression is treated as a usual smooth
function on Uα ⊂ RN . In what follows, unless it causes a confusion, we will drop the subscript p in ∂∂xi
∣∣
p
.
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Let us remark that on the intuitive level tangent vectors can be interpreted as generalized
directional derivatives of smooth function computed at the point p ∈M.
We now define the cotangent space, the vector space dual to a tangent space.
Definition 2.11. A cotangent space to a manifoldM at the point p ∈M, T ∗pM is defined as
a vector space dual to TpM, i.e. T ∗pM = (TpM)∗.
Just like the tangent space, the cotangent space T ∗pM is a real vector space of finite dimension
N . In the coordinate system φα =
(
x1 (·) , . . . , xN (·)) defined in the neighborhood of p ∈ M
the basis of T ∗pM is given by
{
dxi|p
}N
i=1
, defined by conditions〈
dxi
∣∣
p
,
∂
∂xj
∣∣∣∣
p
〉
= δij ,
where 〈ω, V 〉 denotes the pairing of ω ∈ T ∗pM with V ∈ TpM and δij denotes the Kronecker
delta. An alternative interpretation of vectors dxi|p comes from the fact that in the coordinate
system φα they can be identified with the usual derivatives of functions xi (·) computed at(
x1, . . . , xN
)
=
(
x1(p), . . . , xN(p)
)
. In what follows, unless it leads a confusion, we will drop
the subscript p in dxi|p. Every element ω ∈ T ∗pM can be expressed uniquely as a linear
combination of basis vectors,
ω =
N∑
i=1
ωidx
i . (2.20)
Let us remind that due to the paring T ∗pM× TpM 3 (ω, V ) → 〈ω, V 〉 ∈ R, we can interpret
TpM as a space dual to T ∗pM, TpM≈
(
T ∗pM
)∗.
Assume now that we have a smooth mapping between two manifolds f : M→ N . For every
p ∈M we have the induced linear mapping f ∗ : TpM→ Tf(p)N defined by,
f ∗V (F ) = V (F ◦ f) ,
for F ∈ F (N ) and V ∈ TpM. Analogously, we have a linear map being a transpose of f ∗,
f∗ : T ∗f(p)N → T ∗pM. It is defined via the condition
〈f∗ω, V 〉 = 〈ω, f ∗V 〉 ,
for ω ∈ T ∗f(p)N and V ∈ TpM. Let and f : M → N and g : N → K be smooth mappings
between differential manifolds. The following identities hold:
(g ◦ f)∗ = g∗ ◦ f ∗, (g ◦ f)∗ = f∗ ◦ g∗ ,
where the domains of the involved mappings are implicit.
Vector fields and one-forms
Definition 2.12. A tangent bundle to the manifoldM, TM, is defined by
TM =
⋃
p∈M
{(p, v) | v ∈ TpM} .
On TM we have a natural projection pi : TM → M given by pi ([p, v]) = p. A tangent
bundle TM can be equipped with a differential structure that makes from it a 2N dimensional
manifold and for which the projection pi : TM→M is a smooth mapping.
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The concept of a tangent bundle can be used to define, among other things, vector fields on a
manifoldM.
Definition 2.13. A vector field X on a manifold M is a smooth mapping X : M → TM
which satisfies the condition pi (X (p)) = p for each p ∈ M. The collection of all vector fields
onM is denoted by X (M).
Informally one can think of a vector field X as a smooth mapping that assigns to any point
p ∈ M exactly one vector Xp in the corresponding tangent space TpM. In what follows we
will identify, for the sake of simplicity, a vector Xp ∈ TpM with the element of the associated
element of the tangent bundle X (p) = (p, Xp). The set of vector fields X (M) posses a
natural structure of a vector space over real numbers. Moreover, for any f ∈ F (M) and
X ∈ X (M) the object f · X, defined by (f ·X) (g) = fX (g) (for g ∈ F (M)), is again a
vector field9 The set of vector fields X (M) is equipped with the Lie bracket of vector fields,
[·, ·] : X (M)×X (M)→ X (M), defined by,
[X, Y ] (f) = X (Y (f))− Y (X (f)) ,
for X, Y ∈ X (M), F ∈ F (M). Lie bracket is bilinear, antisymmetric and satisfies the Jacobi
identity (2.28).
Definition 2.14. A cotangent bundle to the manifoldM, T ∗M, is defined by
T ∗M =
⋃
p∈M
{
(p, ω) |ω ∈ T ∗pM
}
.
Just like in the case of tangent bundle on cotangent bundle we have the projection pi : T ∗M→
M given by pi ([p, ω]) = p (in order not to complicate the notation we will consequently use the
same symbol for projections defined on TM and T ∗M respectively). Analogously, cotangent
bundle T ∗M can be given a differential structure that makes from it a 2N dimensional manifold
and for which the projection pi : T ∗M→M is a smooth mapping.
Analogously to the concept of vector fields differential one-forms are defined as sections of the
cotangent bundle.
Definition 2.15. A one-form ω on a manifoldM is a smooth mapping ω :M→ T ∗M which
satisfies the condition pi (ω (p)) = p for each p ∈ M. The collection of all 1-forms on M is
denoted by Ω1 (M).
From the informal perspective the one-form ω is a smooth mapping that assigns to any point
p ∈ M exactly one covector ωp in the corresponding cotangent space T ∗pM. In what follows
we identify, for the sake of simplicity, a covector ωp ∈ T ∗pM with the associated element of
the cotangent bundle ω (p) = (p, ωp). Every smooth function F ∈ F (M) defines, in a natural
manner, one-form dF ∈ Ω1 (M), given by
〈dFp, V 〉 = V (F ) , (2.21)
for V ∈ TpM. One form dF can be also interpreted as a derivative of the function F .
9 Actually, this action of F (M) on gives X (M) the structure of a ring over F (M).
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General tensor fields
Notions of the tangent vectors and covectors can be extended to tensors of arbitrary type. By
taking multiple tensor powers of TpM and T ∗pM to each point of the manifoldM we attach a
vector space T (m,n)p M consisting of tensors of the type (n, m),
Tmn, pM = (TpM)⊗m ⊗
(
T ∗pM
)⊗n
. (2.22)
Any element T ∈ Tmn, pM can be interpreted as a multilinear form on m copies of T ∗pM and n
copies of TpM,
T :
(
T ∗pM
)×m × (TpM)×n → R .
Using the notation from (2.19) and (2.20) we express T ∈ Tmn, pM in the following manner
T =
N∑
i1=1
. . .
N∑
im=1
N∑
j1=1
. . .
N∑
jn=1
Ti1...imj1...jn
∂
∂xi1
⊗ . . .⊗ ∂
∂xim
⊗ dxj1 ⊗ . . .⊗ dxjn , (2.23)
where vectors of the form ∂
∂xi1
⊗ . . . ⊗ ∂
∂xim
⊗ dxj1 ⊗ . . . ⊗ dxjn form the basis of (TpM)⊗m ⊗(
T ∗pM
)⊗n. Analogously to cases of the tangent and the cotangent bundle it is possible to
define a general tensor bundle T mn, pM which is a Nm+n+1 manifold. As before, we have a
natural projection pi : T mn, pM → M which is a smooth mapping. We will be particularly
interested in sections of the bundle T mn, pM (tensor fields of the type (m, n) onM). The reason
for that comes from the fact that many interesting geometrical structures on the manifoldM
can be interpreted as tensor fields onM.
Definition 2.16. A tensor field of the type (m, n) on a manifold M is a smooth mapping
T :M→ T mn, pM which satisfies the condition pi (T (p)) = p for each p ∈ M. The collection of
all tensor fields of the type (m, n) is denoted by T mn (M).
2.3.2. Elements of Riemannian geometry
The Riemannian structure is a way to introduce the natural distance on a manifold. It also
allows to transfer to the realm of manifolds many concepts known from the euclidean geometry
(such as the parallel transport or the volume form). We will touch the subject of Riemannian
geometry only superficially, limiting ourselves only to listing the structures that will be used in
the thesis.
Definition 2.17. A Riemannian metric g on a manifold M is a tensor field of type (0, 2),
g ∈ T 02 (M), such that for every p ∈ M the linear map gp : (TpM)⊗2 → R is positive definite
and symmetric:
gp (V, W ) = gp (W, V ) for each V,W ∈ TpM ,
gp (V, V ) ≥ 0 and gp (V, V ) = 0 if and only if V = 0, for V ∈ TpM .
Intuitively, a Riemannian metric g attach to each tangent space TpM an euclidean inner product
gp. The length of V ∈ TpM is defined via the expression
√
gp (V, V ).
Given a smooth curve γ : [0, 1]→M we can define its length by
Lγ =
∫
[0, 1]
√
g
(
dγ
dt
,
dγ
dt
)
dt .
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Given a connected manifold M one defines the distance between two points p, q ∈ M as the
infimum over the curves γ that start at the point p and end at the point q,
d (p, q) = inf
γ: γ(0)=p, γ(1)=q
Lγ .
Existence of a metric g allows to introduce a measure µ onM. Let us first express the Riemann
metric in coordinates
(
x1, . . . , xN
)
associated to some chart (Uα, φα). The metric g on Uα is
specified by the matrix-valued function on φα (Uα): gij = g
(
∂
∂xi
, ∂
∂xj
)
. On every chart (Uα, φα)
the measure µ is defined by specifying the value of integrals on smooth functions f with the
support10 in Uα, ∫
M
fdµ =
∫
φα(Uα)
f
(
φ−1α
(
x1, . . . , xN
))√
det (gij)dx
1 . . . dxN . (2.24)
The integral on the right hand side of (2.24) is the usual Lebesgue integral11 over the open
subset φα (Uα) ⊂ RN . it Integral for the general function f ∈ F (M) can by defined by “gluing
together” integrals of the form (2.24) for different charts. If the manifoldM is compact then
its measure is finite,
µ (M) =
∫
M
dµ = C <∞ .
When the metric tensor g is rescaled by some α > 0, the measure µ changes accordingly,
g → g′ = α · g =⇒ µ→ µ′ = αN2 µ . (2.25)
Consequently, by the appropriate rescaling of the metric g the measure µ on a compact manifold
M can be chosen to be probabilistic i.e µ (M) = 1.
Having a metric g and a function F ∈ F (M), we define the gradient of F as the unique vector
field ∇F ∈ X (M) satisfying the equation
dF = g (∇F, ·) , (2.26)
where the above expression is understood as the equality of two one-forms.
2.3.3. Lie groups and Lie algebras
Definitions and examples
Definition 2.18. A Lie group G is a group that has a structure of a differentiable manifold
such that the group operations,
· : G×G→ G, (g1, g2)→ g1 · g2 ,
(·)−1 : G→ G, g → g−1 ,
10 The support of the function f is defined by {p ∈M| f (p) 6= 0}cl, where the superscript cl denotes the
closure.
11 The intuition behind this definition of a measure µ comes from the fact that applied to the “infinitesimal
cube” it gives the right result, µ
(
φ−1α
(×Ni=1 [xi0, xi0 + ∆xi])) ≈ det (gij)∏Ni=1 ∆xi.
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are smooth mappings.
Throughout the thesis we will adopt the multiplicative notation for the group law. By e we
will denote the neutral element of the group. Usually, unless it causes a confusion, we will drop
the multiplication symbol ·. Let us introduce left and right actions of a Lie group on itself. For
any g ∈ G its left and right action on elements of G are defined by,
Lg : G→ G , x→ gx ,
Rg : G→ G , x→ xg . (2.27)
The above smooth mappings satisfy
Lg1 ◦ Lg2 = Lg1g2 , Rg1 ◦Rg2 = Rg2g1 , Lg1 ◦Rg2 = Rg2 ◦ Lg1 ,
For all g1, g2 ∈ G.
The basic example of a Lie group is a general linear group GL (N, R). It is defined as a set of
invertible real N ×N matrices with the natural group law coming from matrix multiplication.
Before proceeding to the definition of a Lie algebra of a Lie group let us present first the strictly
algebraic definition of a Lie algebra.
Definition 2.19. A real finite-dimensional Lie algebra is a finite-dimensional vector space g
over R equipped with antisymmetric bilinear operation (called the Lie bracket) [·, ·]g : g×g→ g
satisfying the Jacobi identity,[
X, [Y, Z]g
]
g
+
[
Z, [X, Y ]g
]
g
+
[
Y, [Z, X]g
]
g
= 0 , (2.28)
for all X, Y, Z ∈ g.
Lie algebras can be also defined over the field of complex numbers. Also, Lie algebras can be
infinite-dimensional. The definitions are analogous to the one presented above. Although Lie
algebras are interesting objects to study on their own, in this thesis we will be particularly
interested in Lie algebras associated with Lie groups.
Definition 2.20. The Lie algebra of a Lie group G is a real vector space g consisting of the
left invariant vector fields on G, i.e. the vector fields satisfying L∗gX = X for all g ∈ G. The
Lie bracket structure on g is given by the commutator of vector fields,
[X , Y ]g = [X, Y ] (in a sense of vector fields on G) ,
for X, Y ∈ g.
Actually, every finite-dimensional real Lie algebra g is a Lie algebra of some Lie group G [82].
For this reason in what follows, unless it causes a confusion, we will drop the subscript g when
referring to a Lie bracket of a Lie algebra. Because of the condition of the left invariance and
the transitivity of the action of G on itself we have Xg = L∗gXe for X ∈ g. As a result every
X ∈ g is uniquely specified by its value at the neutral element e. Thus, we have the linear
isomorphism of real vector spaces g ≈ TeG. In what follows we will consequently use this
identification. Throughout the thesis we will be using only matrix Lie groups which are Lie
groups of particularly simple structure.
Definition 2.21. A matrix Lie group G is a closed12 subgroup of the group GL (N, R) for
some natural number N .
12 With respect to the topology on GL (N, R) induced form the norm on End
(
RN
)
.
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Because every closed subgroup of a Lie group automatically inherits the structure of a Lie group
[79], the above definition makes sense. Every matrix Lie group G is an embedded13 submanifold
of End
(
RN
)
for some natural number N . Consequently, the tangent space TeG can be treated
as a subspace of End
(
RN
)
. For this reason Lie algebras of matrix Lie groups have a simple
description as vector subspaces of End
(
RN
)
. In what follows exp : End
(
RN
) → GL (N, R)
denotes the exponential of matrices.
Fact 2.6. Let g be a Lie algebra of the matrix Lie group G ⊂ GL (N, R). Lie algebra g is
described by the condition,
X ∈ g ⇐⇒ exp (tXe) ∈ G , for sufficiently small t . (2.29)
The value of the vector field X ∈ g at g ∈ G is given by Xg = Xeg, where the former expression
should be understood is a sense of matrix multiplication.
Explicit computation of the Lie bracket of X, Y ∈ g gives
[X, Y ]e = [Xe, Ye]Mat , (2.30)
where [Xe, Ye]Mat is the usual commutator of operators, [A, B]Mat = AB − BA, for A,B ∈
End
(
RN
)
. In what follows we will be interested in values of X ∈ g only at the neutral
element of the group. For this reason, unless we state otherwise, we will identify X ∈ g with
Xe ∈ TeG ⊂ End
(
RN
)
. Moreover, unless it causes a confusion, we will make no distinction
between various types of Lie brackets. We will also use the convention e = I, where I is the
identity matrix of the appropriate dimension. Below we give examples of matrix Lie groups
and the corresponding Lie algebras that will be used in the description of various classes of
correlations in quantum systems. In each case considered below the Lie bracket structure is
given by (2.30).
1. General linear group and special linear group The general linear group GL(N, R) is
defined as a group of invertible real N ×N matrices,
GL(N, R) = {g ∈MN×N (R) | det (g) 6= 0} . (2.31)
By the virtue of the Fact 2.6 its Lie algebra, gl (N, R) corresponds the space of all N × N
matrices,
gl (N, R) = {X ∈MN×N (R)} = End
(
RN
)
. (2.32)
In what follows we will use the notation gl (N, R) and End
(
RN
)
interchangeably. The (real)
dimension of gl (N, R) equals N2. The special linear group SL(N, R) consists of invertible
matrices having the unit determinant,
SL(N, R) = {g ∈MN×N (R) | det (g) = 1} . (2.33)
The Lie algebra of SL (N,R), sl (N, R) , consists of N ×N real traceless matrices,
sl (N, R) = {X ∈MN×N (R) | tr (X) = 0} . (2.34)
The (real) dimension of sl (N, R) equals N2 − 1. In what follows we will be considering the
complex analogue of SL(N, R) and sl (N, R),
SL(N, C) = {g ∈MN×N (C) | det (g) = 1} ,
sl (N, C) = {X ∈MN×N (C) | tr (X) = 0} . (2.35)
13 A manifold N is an embedded submanifold of a manifoldM if there exist bijective differential mapping
F : N →M.
35
The Lie algebra sl (N, C) can be interpreted as a Lie algebra over the field of complex or real
numbers. We have dimC (sl (N, C)) = N2 − 1, dimR (sl (N, C)) = 2N2 − 2.
2. Unitary and special unitary group The unitary group in dimension N is defined as a
set of N ×N unitary matrices,
U (N) =
{
g ∈MN×N (C) | gg† = I
}
. (2.36)
The Lie algebra of U (N), u (N), corresponds to the space of all N×N anti-Hermitian matrices,
u (N) =
{
X ∈MN×N (C) |X† = −X
}
. (2.37)
The algebra u (N) is a real Lie algebra of dimension N2.
At this point we would like to make a remark concerning the difference between conventions
used by physicists and mathematicians in the definition of the Lie algebra of the matrix Lie
group being a subgroup of the unitary group. In the physical literature in such cases one usually
defines the Lie algebra g via
X ∈ gPhys ⇐⇒ exp(iX) ∈ G . (2.38)
The above is in contrast to the condition (2.29). As a consequence of (2.38) we have i [X, Y ] ∈
gPhys, for X, Y ∈ gPhys. Adapting the “physical” convention to the case of the unitary group
we get that u (N)Phys consisting of Hermitian matrices. In what follows we will consequently
use the mathematical convention for the definition of a Lie algebra.
The special unitary group SU (N) and the corresponding Lie algebra su (N) are defined anal-
ogously as the special linear group and its Lie algebra,
SU(N) =
{
g ∈MN×N (C) | gg† = I, det (g) = 1
}
,
su (N) =
{
X ∈MN×N (C) |X† = −X, tr (X) = 0
}
. (2.39)
The real Lie algebra su (N) has dimension N2 − 1.
3. Orthogonal and special orthogonal groups The orthogonal group O (N) is defined
via,
O(N) =
{
g ∈MN×N (R) | ggT = I
}
, (2.40)
where XT denotes the transpose of the matrix X. The Lie algebra of O (N), o (N), consists of
antisymmetric real matrices,
o (N) =
{
X ∈MN×N (R) |XT = −X
}
. (2.41)
The dimension of o (N) equals N(N−1)
2
. The special orthogonal group SO (N) and its Lie algebra
are defined by
SO(N) =
{
g ∈MN×N (R) | ggT = I, det (g) = 1
}
,
so (N) = o (N) =
{
X ∈MN×N (R) |XT = −X
}
. (2.42)
The equality o (N) = so (N) comes from the fact that the condition tr (X) = 0 is automatically
satisfied for real antisymmetric matrices.
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Geometrical and algebraic properties of Lie groups and Lie algebras
Definition 2.22. A Lie group homomorphism between Lie groups G and H is defined as
a smooth mapping Φ : G → H which is at the same time a homeomorphism of groups:
Φ (g1g2) = Φ (g1) Φ (g2) for arbitrary g1, g2 ∈ G. If, in addition, Φ is a diffeomorphism of
manifolds, then Φ is called the isomorphism of Lie Groups.
We have an analogous notion of a Lie algebra homomorphisms and isomorphisms.
Definition 2.23. A Lie algebra homomorphism between Lie algebras g and h is a linear map-
ping φ : g→ h that preserves a lie bracket: φ ([X, Y ]) = [φ (X) , φ (Y )] for all X, Y ∈ g. If, in
addition, φ is invertible, then it is called an isomorphism of Lie algebras.
Fact 2.7. Every homomorphism of Lie groups Φ : G → H induces the homomorphism of the
associated Lie algebras Φ∗ : g→ h. The induced homomorphism φ is specified uniquely by
Φ∗ (X) = ddt
∣∣
t=0
Φ (exp [tX]) , X ∈ g . (2.43)
Definition 2.24. A (finite-dimensional) representation of a Lie group14 is a homomorphism
Π : G→ GL (H)
from a Lie group G to GL (H), where H is some finite dimensional, complex or real, vector
space called the carrier space of the representation. Analogously, representations of Lie algebras
are defined as homomorphisms from a Lie group g to End (H). In what follows we will use
symbols Π and pi to denote representations of respectively Lie groups and Lie algebras.
In what follows, unless it causes the ambiguity, we will refer to the carrier space H as to
the representation itself. Also, unless we state otherwise, we will implicitly assume that the
dimension of the carrier spaces of considered representations is finite. We will also refer to, for
the sake of simplicity, the carrier space H having in mind the representation Π (or pi) of the
group (respectively its Lie algebra).
Many representation-theoretic properties of Lie groups (and the associated algebras) depend
on their topological properties.
Definition 2.25. A matrix Lie group group G is connected if and only if any two elements
g1, g2 ∈ G can be connected by a continuous path. In other words there exist a continuous
curve γ : [0, 1]→ G such that γ (0) = g1 and γ (1) = g2.
Examples of connected matrix Lie groups include: U (N), SU(N), SL (N, R) and SO(N).
Examples of disconnected Lie groups include: GL (N, R) and O (N).
An important topological notion, stronger than the one of connectedness, is simple-connectedness
of Lie groups. Intuitively, a Lie group is simply-connected if and only if every continuous loop
on it can be contracted (in a continuous fashion) to a point. A formal definition reads as follows.
Definition 2.26. A matrix Lie group G is simply connected if for every continuous loop
γ : [0, 1] → G there exist a continuous mapping Aγ : [0, 1] × [0, 1] → G such that for all
0 ≤ s, t ≤ 1 Aγ (0, t) = γ(t), A (s, 0) = A (s, 1) and A (1, t) = A (1, 0).
14 By dropping the condition that G is a Lie group we obtain the usual definition of a representation of a
group (without assumed additional structure).
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Examples of simply connected matrix Lie groups include: SU(N), SL (N,R) and SL (N,C).
The most relevant (for the purpose of this thesis, see Subsection 3.1.5) example of a Lie group,
which is not simply-connected is SO (N). A representation Π of a Lie group G in a vector
space H induces, via (2.43) the representation pi = Π∗ of its Lie algebra in H. The importance
property of being a simply-connected Lie group stems from the fact that for simply-connected
Lie group G every representation pi of g comes from some representation of the group G.
Fact 2.8. Let G be a simply connected Lie group and let g be its Lie algebra. Then, given a
representation pi of Lie algebra g in a vector space H, there exist a unique representation Π of
the Lie group G such that pi = Π∗. In other words the representation Π is uniquely specified by
the condition
exp (pi (X)) =
d
dt
∣∣∣∣
t=0
Π (exp [tX]) , X ∈ g .
The above fact is important in practice as it is often more convenient to study representations
of the Lie algebras rather than that of Lie groups. An important example [78] of a Lie group
such that not every representation of its Lie algebra can be lifted to a representation of a group
is the group SO (3). Lie algebra so (3) is isomorphic to su (2), the Lie algebra of SU (2). Due
to simply-connectedness of SU (2), every representation of so (3) comes from some represen-
tation of SU (2). In fact for every connected Lie group G there exist a “universal cover” G′
i.e simply-connected Lie group whose representations are in one-to-one correspondence with
representations of g.
Fact 2.9. Given a connected Lie group G there exist a universal covering group G′, i.e. a
simply-connected Lie group G′ such such that there exist a homomorphism Φ : G→ G′ (called
the covering homomorphism) such that the induced Lie algebra homomorphism Φ∗ : g → g′ is
a Lie algebra isomorphism.
Another property of some Lie groups, which simplifies a great deal their representation theory
(see Section 2.4 below), is compactness.
Definition 2.27. A matrix Lie group G ⊂ GL (N, R) is compact if and only if it is (as a set)
bounded and closed subset of GL (N, R).
Examples of compact matrix Lie groups include: U (N), SU(N), O(N), and SO(N). Examples
of non-compact matrix Lie groups include: GL (N, R), GL (N, C), SL (N, R) and SL (N, C).
The relevance and usefulness of the notion of compactness for representation theory will be
discussed in Section 2.4. Here we state only some basic analytical and geometrical features of
matrix Lie groups.
Fact 2.10. ([78]) On a compact matrix Lie group G there exist a bi-invariant Haar measure
µ, i.e. a Borel measure on G such that for any Borel subset15 A ⊂ G and any g ∈ G we have
µ (A) = µ (gA) = µ (Ag) , (2.44)
where: gE = {x ∈ G|x = ga, a ∈ A}, Ag = {x ∈ G|x = ag, a ∈ A}. The measure µ is finite,
µ (G) <∞ and is unique (up to a constant multiplicative factor).
15 For the introduction to the measure theory see for example [58].
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In what follows we will always assume that the Haar measure on G is normalized, i.e. µ (G).
The concept of the Haar measure enables to introduce integration over the considered Lie group
16,
F (G) 3 f →
∫
G
dµ(a)f (a) ∈ R . (2.45)
By the virtue of 2.44 we have∫
G
dµ(a)f (ha) =
∫
G
dµ(a)f (ah) =
∫
G
dµ(a)f (a) , (2.46)
for all h ∈ G. Intuitively, one can think of the Haar measure µ as of the “most homogenous”
measure on G (it is an analogue of the Lebesgue measure on RN). Existence of µ gives rise
to many invariant geometric structures on G. The concept of Haar measure (in the case of
G = U (N)) will be used extensively in Chapter 6 where this measure will be used to typical
properties of correlations in multiparty quantum systems.
Fact 2.11. On a compact matrix Lie group G there exist a bi-invariant metric g ∈ T 02 (G) i.e
an inner product satisfying
L∗ag = R
∗
ag = g , for all g ∈ G . (2.47)
A metric g is unique up to scaling by a positive factor.
The existence of bi-invariant metric relies on the existence of bi-invariant finite measure 2.44.
On the other hand, the Haar measure 2.44 can be recovered from the bi-invariant inner product
g as a canonical measure induced on G by the metric (2.24).
Action of Lie groups on manifolds
Let us conclude our considerations by defining the action of Lie groups on manifolds. We say
that the group G acts on a set X if there exist a mapping
τ : G×X → X , (g, x)→ τg (x) ∈ X
that for all g1, g2 ∈ G and for all x ∈ X satisfies τg1g2 (x) = τg1 (τg2 (x)) and τe (x) = x. We will
use the commonly used notation τg (x) ≡ g.x. If X = M is a manifold, G is a Lie group and
the mapping τ is smooth we say that the Lie group G acts on the manifold M. For a given
element x ∈M the set
G.x = {g.x| g ∈ G}
is called the orbit of the action of G through x. Let Stab (x) ⊂ G denotes the stabilizer group
of x,
Stab (x) = {g ∈ G| g.x = x} .
The orbit G.x can be identified with the set the coset space G/Stab (x) of the equivalence
relation in G,
g1 ∼ g2 ⇐⇒ g1 = g2h, for someh ∈ Stab (x) .
Let us denote by [g] the equivalence class of the element g ∈ G, [g] = gStab (x). The group G
acts on G.x = G/Stab (x) in a natural manner. This action is defined by
g1. [g] = [g1g] , for all g1 ∈ G and [g] ∈ G.x .
16 We assume, in order to omit measure-theoretic details, that f is a smooth function on G. Obviously
integration can be also defined for more general classes of functions.
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The orbit G.x posses a natural structure of the manifold [83] which is compatible with the
action of G on it. This action is transitive, i.e. for arbitrary p, q ∈ G.x there exist g˜ ∈ G such
that p = g˜.q. Orbits of the action of the Lie group G are also called homogenous spaces of G.
The following homogenous spaces will be used throughout the thesis:
• The manifold of isospectral density matrices Ω{p1,...,pD} in D dimensional Hilbert space H.
Ω{p1,...,pD} = {ρ ∈ D (H) | Sp (ρ) = (p1, . . . , pD)} ,
where sp (ρ) denotes the ordered spectrum of ρ, i.e. p1 ≥ p2 ≥ . . . ≥ pD ≥ 0. The Lie group
SU (H) acts naturally in the vector space of Hermitian operators Herm (H) via conjugation17
X → UXU † , X ∈ Herm (H) , U ∈ SU (H) .
The manifold Ω{p1,...,pD} can be then interpreted as an orbit of the action of SU (H) through
the state ρ0 = diag (p1, . . . , pD) ∈ Herm (H). In particular we see that the set of pure states
D1 (H) is also a manifold since D1 (H) = Ω{1,0,...,0}.
• Orbits of the action of the Lie subgroups of G ⊂ U (H) in D1 (H). In particular the sets of
“non-correlated pure states” considered in this thesis will be of the form
Π (K) .|ψ0〉〈ψ0| =
{
|ψ〉〈ψ|| |ψ〉〈ψ| = Π (k) |ψ0〉〈ψ0|Π (k)† , k ∈ K
}
,
where |ψ0〉〈ψ0| is some fixed pure state, K is a compact simply-connected Lie group K and
Π : K → U (H) is a irreducible representation of K in H.
2.4. Representation theory of Lie groups and Lie algebras
In this section we give a survey of the representation theory of Lie groups and Lie algebras.
Representation theory of Lie groups and algebras is a vast and beautiful field and we will
present only parts of it that will be used in the forthcoming chapters. For a more detailed
treatment of the subject consult the relevant literature [78, 79, 82]. The section is structured as
follows. We begin with recalling the standard representation-theoretic notions like irreducible
representations, unitary representations, Schur lemma and basic operations on representations.
In the latter part we discuss the structural theory of compact simply-connected Lie groups and
semisimple Lie algebras and their representation theory. Next give a detailed description of
the representation theory of the group SU (N) and the concept of Schur-Weyl duality which
links the representation theory of SU (N) with that of the discrete permutation group Sm.
Representation theory of SU (N) will be used extensively in all remaining Chapters. In the
last part of this section we present briefly some necessary facts from representation theory of
Spin (2d) that will be useful for discussing fermionic Gaussian states in Chapters 3, 4 and 5.
2.4.1. Basic representation theory
Definition 2.28. Let Π : G→ GL (H) be a representation of a group G. Representation Π is
called reducible if and only if there exist a proper subspace V ⊂ H which is preserved by G, i.e.
Π (g)V ⊂ V for all g ∈ G. If the representation Π is not reducible than it is called irreducible.
Analogously we define the notion of reducible and irreducible representation of a Lie algebra.
17 Instead of the action of SU (H) we could have equivalently consider the action of U (H).
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In the study of representations of a given group G it is convenient to introduce the concept of
intertwining maps. Given two representations
Π1 : G→ GL (H1) , Π2 : G→ GL (H2)
of the group G we say that a linear map F : H1 → H2 intertwines representations Π1 and Π2
if and only if
F ◦ Π1 (g) = Π2 (g) ◦ F
for all g ∈ G. Representations Π1 and Π2 are said to be equivalent if and only if there
exist an invertible linear map F that intertwines Π1 and Π2. Intertwining maps between
representations of Lie algebras are defined analogously. A very useful tool in the study of
irreducible representations of groups and Lie algebras is Schur Lemma.
Fact 2.12. (Schur Lemma) Let F, F ′ be intertwining mappings between two complex irreducible
representations Π1 and Π2 of the group G. Then
F = αF ′ ,
where α is a complex number (possibly equal 0). Analogous result holds for intertwining maps
between irreducible finite dimensional representations of a Lie algebra g.
Given a pair of representations Π1, Π2 of the group G, we can define their direct sum Π1 ⊕Π2
and the tensor product Π1 ⊗ Π2. These are representations of the group G defined in the
following manner,
Π1 ⊕ Π2 : G→ GL (H1 ⊕H2) , g → Π1 (g)⊕ Π2 (g) , (2.48)
Π1 ⊗ Π2 : G→ GL (H1 ⊗H2) , g → Π1 (g)⊗ Π2 (g) . (2.49)
Analogously, for a pair of two representations
pi1 : g→ End (H1) , pi2 : g→ End (H2)
of a Lie algebra g, we can define their sum pi1⊕pi2 and the representation pi1⊗pi2 (whose carrier
space is H1 ⊗H2)
pi1 ⊕ pi2 : g→ End (H1 ⊕H2) , X → pi1 (X)⊕ pi2 (X) , (2.50)
pi1 ⊗ pi2 : g→ End (H1 ⊗H2) , X → pi1 (X)⊗ I+ I⊗ pi2 (X) . (2.51)
The construction of the tensor product of representations can be also defined if we have a pair
of representations of two different groups,
Π1 : G1 → GL (H1) , Π1 : G2 → GL (H2) .
The tensor product of representations Π1⊗Π2 is a representation of the group G1×G2 defined
in a natural way
Π1 ⊗ Π2 : G1 ×G2 → GL (H1 ⊗H2) , (g1, g2)→ Π1 (g1)⊗ Π2 (g2) . (2.52)
Similarly we define the “tensor product” of a pair of representations of two different Lie algebras.
Fact 2.13. Let Π1 : G1 → GL (H1), Π2 : G2 → GL (H2) be two irreducible representations of
groups G1 and G2 respectively. Then the representation Π1 ⊗ Π2 : G1 × G2 → GL (H1 ⊗H2)
(defined as in Eq.(2.52)) is irreducible.
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Definition 2.29. A finite-dimensional representation Π : G → GL (H) of the group G is
called completely reducible if and only if there exists a natural number K and irreducible
representations Πi : G→ GL (Hi), i = 1, . . . ,M , such that
H = H1 ⊕ . . .⊕HM , Π = Π1 ⊕ . . .⊕ ΠM . (2.53)
The concept of completely reducible representations of Lie algebras is defined in the analogous
manner.
Fact 2.14. Let Π : G → GL (H) be a completely reducible representation of a Lie group G.
Then the induced representation pi = Π∗ : g → End (H) of a Lie algebra g = Lie (G) is also
completely reducible.
Let us introduce a convenient operation, useful in representation theory: a complexification of
a real Lie algebra. Given a real Lie algebra g we define its complexification as a complex vector
space, denoted by gC, being a complexification of g as a vector space18 and endowed with a Lie
product [·, ·]Cdefined by
[X + i · Y, Z + i · T ]C = [X,Z]− [Y, T ] + i · ([X,T ] + [Y, Z]) , (2.54)
where i is an imaginary unit, X, Y, Z, T ∈ g, and [·, ·] denotes the Lie bracket on g. Above
definition ensures that gC together with the bracket [·, ·]C is a Lie algebra over the field of
complex numbers. In what follows we will consequently drop the superscript C when referring
to the Lie product on gC. In general, the complexification of a real matrix Lie algebra g is
given by allowing complex combinations of elements form g while keeping the same matrix
commutator. An important example of this construction is the relation su (N)C = sl (N, C)
(see Subsection 2.3.3). Given a representation pi of a real Lie algebra g, it is possible to extend
it to the representation of gC, denoted by piC, in a natural manner,
piC : gC → End (H) , gC 3 X + i · Y → pi (X) + i · pi (Y ) ,
where X, Y ∈ g. The complexified representation piC is often simpler to investigate than pi
itself. On the hand, from piC one can often regain the relevant representation theoretic data
about pi.
Fact 2.15. A finite-dimensional representation pi : g → End (H) of the Lie algebra g is com-
pletely reducible if and only if the complexified representation piC : gC → End (H) is completely
reducible. Moreover, we have
pi = pi1 ⊕ . . .⊕ piM , piC = piC1 ⊕ . . .⊕ piCM . (2.55)
Therefore, in order to find decomposition onto irreducible components we can either decompose
pi ore piC.
In quantum mechanics (but also in pure representation theory) special role is played by unitary
representations of groups, i.e. representations taking values in unitary operators on some Hilbert
space,
Π : G→ U (H) . (2.56)
18 A complexification of a real vector space V with a basis {|vi〉}i=Ni=1 is a complex vector space VC = V ⊗C
where multiplication by scalars is extended to the field of complex numbers and as set {|vi〉}i=Ni=1 remains a
basis. for the formal definition see [79].
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Using (2.43) one easily checks that in the case when G is a Lie group, the induced representation
pi = Π∗ of a Lie algebra g = Lie (G) takes values in anti-Hermitian operators (we call such
representation anti-Hermitian),
pi : g→ i · Herm (H) . (2.57)
The relevance of unitary representations in physics comes from the fact that they describe
symmetries of quantum systems [79] (that will be the case also in this thesis). On the mathe-
matical side it is often possible to consider a given representation as a unitary representation
(with respect to the suitably chosen inner product).
Fact 2.16. Unitary representations of groups are completely reducible. Every representation
Π : G→ U (H) of a compact Lie group G is a unitary representation with respect to a suitably
chosen inner product.
A given Lie group G acts in a natural manner on its Lie algebra g via the so-called adjoint
representation, denoted by Ad. For simplicity we assume that we deal with matrix Lie groups
but the general construction can be repeated also for the general Lie groups. The adjoint
representation of the matrix Lie group G is given by
Ad : G→ GL (g) , AdgX = g ·X · g−1 , (2.58)
where X ∈ g, g ∈ G and the expression AdfX = g · X · g−1 is to be understood in a sense
of multiplication of matrices. In what follows we will use the customary notation for the
adjoint representation, identifying Ad (g) ≡ Adg. The action of G on g induces, via (2.43),
the representation of g on itself, also called the adjoint representation and denoted by ad.
Straightforward computation leads to the following expression,
ad : g→ End (g) , adYX = [Y, X] , (2.59)
where X, Y ∈ g and [·, ·] is the Lie bracket in g. In what follows we will use the customary
notation, identifying adY ≡ ad (Y ). The adjoint representation ad of a Lie algebra is, as we will
see in the next subsection, a useful tool in the representation theory of semisimple Lie algebras.
The Killing form Kill is a bilinear symmetric form on a (real) Lie algebra g defined by19
Kill : g× g→ R, Kill (X, Y ) = tr (adX ◦ adY ) , (2.60)
where X, Y ∈ g. One easily checks that Kill is indeed symmetric (it follows from the fact that
tr (A ◦B) = tr (B ◦ A) for arbitrary linear operators A,B ∈ End (g) ) and that the following
identities hold
Kill (AdgX,AdgY ) = Kill (X, Y ) , (2.61)
Kill (adZX, Y ) = −Kill (X, adZY ) , (2.62)
For X, Y, Z ∈ g and g ∈ G. Equation (2.61) means that Kill is invariant under the action of
G on g via Ad. Condition (2.62) follows easily from (2.61) and shows that for all Z ∈ g the
mapping adZ : g→ g is skew-symmetric (with respect to the symmetric form Kill).
Fact 2.17. (Cartan criterion) A real Lie algebra g is a Lie algebra of some compact Lie group
G if and only if Kill (X,X) ≤ 0 for all X ∈ g.
19 If the Lie algebra g is defined over C then B takes values in C
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2.4.2. Representation theory of compact simply-connected Lie groups and
semisimple Lie algebras
Compact simply-connected Lie groups form an important class of groups whose representation
theory is very well understood [78]. Notions introduced in this subsection will be used through-
out the thesis as we will make use almost exclusively compact simply-connected Lie groups
(with particular emphasis on groups SU (N) and Spin (2d) - see Subsections 2.4.3 and 2.4.4
below).
Let us start with a definition of the simple complex Lie algebra. In order to define it we need a
notion of an ideal in a Lie algebra. An ideal I in a (complex or real) Lie algebra g is a subspace
of g such that
[X, Y ] ∈ J
for all X ∈ J and Y ∈ g. Every Lie algebra g possesses two trivial ideals: null ideal{0} and g
itself.
Definition 2.30. A complex Lie algebra g is called simple if it is nonabelian and does not
posses nontrivial ideals.
We will now give a list of equivalent definitions of semisimple complex Lie algebras
Definition 2.31. A complex Lie algebra g is called semisimple if and only if the following
equivalent (the proof of the equivalence can be found in [82]) conditions are satisfied
• Lie algebra g is a direct sum of simple Lie algebras
g = g1 ⊕ . . .⊕ gm .
• The Killing form Kill of g is non-degenerate:
Kill (X,X) = 0 ⇐⇒ X = 0 .
• We have g = kC, where k = Lie (K) is a Lie algebra of compact simply-connected Lie group
K.
From the third point from the list above and Facts 2.8, 2.15 and 2.16 we get the following
characterization of representations of semisimple Lie algebras. In the following, unless we
specify otherwise, symbols g,k and K will have the meaning described in Definition 2.31.
Fact 2.18. Let g be a semisimple complex Lie algebra. Then, the following hold
• Every representation pi : g→ End (H) is completely reducible:
pi = pi1 ⊕ . . .⊕ pin , H = H1 ⊕ . . .⊕Hn , (2.63)
where pii : g → Hi are irreducible representations. Subspaces Hi are also carrier spaces of
irreducible representations of k and K respectively.
• Each irreducible representation pi of g defines a unique irreducible representation of k de-
noted, by the abuse of notation, also by pi (and vice versa).
• Each irreducible representationpi of g defines a unique irreducible representation of K de-
noted by Π (and vice versa).
By the virtue of the above Fact one can study interchangeably representations of g, k and K.
Directly from the definition of semisimple complex Lie algebra we have.
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Fact 2.19. Let H be a one-dimensional carrier space of a representation pi of a semisimple
complex Lie algebra g. Then the representation pi must be trivial, i.e. pi (X) = 0 for all X ∈ g.
We have the analogous results for one-dimensional representations of compact simply-connected
Lie group K (in this case to every k ∈ K a representation Π associates the identity operator),
or its Lie algebra, k = Lie (K)).
In what follows we will present a brief survey of abstract structure theory of semisimple Lie
algebras and their representation theory. Before that we will, however, discuss briefly the
simplest example of a semisimple Lie algebra: sl (2,C) which is a complexification of su (2), a
Lie algebra of a compact simply-connected Lie group K = SU (2) (see subsection 2.3.3). During
the presentation of the case of sl (2,C) we will introduce the terminology that will be used
during the discussion of general semisimple Lie algebras.
Recall that that the Lie algebra su (2) consists of traceless anti-Hermitian 2× 2 matrices. Let
us chose the following basis of this Lie algebra
τx =
(
0 i
i 0
)
, τy =
(
0 1
−1 0
)
, τz =
(
i 0
0 −i
)
.
Notice that τα = iσα (α = x, y, z), where σα denote the standard Pauli matrices. In the
complexified algebra su (2)C = sl (2,C) we chose the following basis
E+ =
(
0 1
0 0
)
, E− =
(
0 0
1 0
)
, H =
(
1 0
0 −1
)
. (2.64)
Notice that E± = 12 (σx ± iσy) correspond to the usual ladder operators20 in quantum mechanics
and that H = σz. Let us write down the commutation relation for the operators from Eq.(2.64).
[E+, E−] = H, [H,E+] = 2E+, [H,E−] = 2E− . (2.65)
Let us introduce now some terminology. One dimensional complex subspace spanC {H} is
called the Cartan algebra of sl (2,C). Operators E+ and E− are called respectively positive
and negative root vectors. In what follows we will rephrase in the mathematical language the
usual discussion of the structure of irreducible finite-dimensional representations of sl (2,C).
Let pi : sl (2,C)→ End (H) be a finite dimensional representation of Lie algebra sl (2,C). From
Fact (2.18) it follows that pi is induced from the unitary representation of the Lie group SU (2).
Consequently, the operator pi (H) is Hermitian and thus diagonalizable. Let |ψλ〉 denote the
eigenvector of pi (H) corresponding to the eigenvalue λ. From the commutation relations (2.65)
we have
pi (H) pi (E+) |ψλ〉 = (λ+ 2) pi (E+) |ψλ〉 ,
pi (H) pi (E−) |ψλ〉 = (λ− 2) pi (E−) |ψλ〉 . (2.66)
Therefore either pi (E+) |ψλ〉 = 0 or pi (E+) |ψλ〉 is an eigenvector of pi (H) with the eigenvalue
λ + 2 (the analogous statement holds for pi (E−) |ψλ〉). Eigenvectors of the operator pi (H) are
called weight vectors and the corresponding eigenvalues are called weights. Weight vectors |ψλ〉
satisfying pi (E+) |ψλ〉 = 0 are called the highest weight vectors. Respectively weight vectors
satisfying satisfying pi (E−) |ψλ〉 = 0 are called the lowest weight vectors.
We now describe the structure of irreducible representations of sl (2,C). Let m ≥ 0 be a
non-negative integer. We define an irreducible representation pim : sl (2,C)→ End (H) in m+1
20 Recall that the ladder operators do not belong to the Lie algebra su (2).
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dimensional Hilbert space H. A representation pim is specified uniquely by the highest weight
|ψ0〉 ∈ H having the following properties
pim (H) |ψ0〉 = m|ψm〉 , pim (E+) |ψ0〉 = 0 , pim (E−) |ψ0〉 6= 0 . (2.67)
We have
H = spanC
{
{|ψk〉}k=mk=0
}
,
where |ψk〉 = pim (E−)k |ψ0〉 satisfy pim (H) |ψk〉 = (m− 2k) |ψk〉 and pim (E−) |ψm〉 = 0. The
action of pim (E+) on |ψk〉 can be deduced from 2.65 and from the fact that we require pim
to be a representation of sl (2,C). The representation described above is equivalent to the
well-known spin 2m representation of sl (2,C). Moreover, every finite-dimensional irreducible
representation of sl (2,C) is equivalent to pim specified by Eq.(2.67) for some m ≥ 0.
We can now move to the presentation of the representation theory of semisimple complex Lie
algebras. We will only glimpse this beautiful subject. Almost all definitions and Facts which
we state below stem from a comprehensive book of Brian C. Hall [78].
Definition 2.32. The Cartan subalgebra h ⊂ g is a complex subalgebra of g characterized by
either of the following equivalent conditions:
• h = tC, where t is a Lie algebra of a maximal torus T in the Lie group K21.
• h is an abelian subalgebra of g satisfying self-normalizing property,
[X, Y ] ∈ h =⇒ Y ∈ h , (2.68)
for all X ∈ g and all Y ∈ h.
Note that form (2.68) and form the fact that h is abelian it follows that [X, Y ] ∈ h implies
Y = 0. The dimension of h is called the rank of g (or equivalently, the rank of k or K) and will
be denoted by r. The
Fact 2.20. (Hall [78]) On a semisimple Lie algebra g there exist a 11
2
linear inner product
〈·|·〉such that the adjoint action of K on g is unitary,
〈AdkX|AdkY 〉 = 〈X|Y 〉 , (2.69)
for all X, Y ∈ g and all k ∈ K.
In what follows we will assume that we have chosen a fixed K-invariant inner product 〈·|·〉 on
g. The facts that we are going to present do not depend on this choice. For the cases of groups
K = SU (N) and K = Spin (2d) (and the corresponding semisimple Lie algebras) that will be
used throughout this thesis (c.f. Chapters 3, 5 and 6) we will use a concrete K-invariant inner
product on g = Lie (K)C(see Subsections 2.4.3 and 2.4.4).
Form the Fact 2.20 it follows that the adjoint representation of a Lie algebra k on g is anti-Hermitian,
k→ i · Herm (g) , X → adX . (2.70)
Consequently, form the definition of the Cartan subalgebra it follows that g decomposes onto
joint eigenspaces of mutually commuting operators adH , where H ∈ h. The decomposition
reads,
g = h⊕
⊕
α
gα , (2.71)
21 A torus T in a compact Lie group K is a compact connected abelian subgroup of K. A maximal torus
in K is a torus which is not contained in any other torus of K.
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where the subspace gα is spanned by X ∈ g such that there exist a nonzero element α ∈ h∗
(the space dual to h) for which
adH(X) = α(H)X , (2.72)
for all H ∈ h. Such α ∈ h∗ are called roots whereas gα are called root spaces. The collection of
all roots of a Lie algebra g will be denoted by R (g). From (2.70) we conclude that for H ∈ t we
have α (H) ∈ i · R (in other words α (H) is purely imaginary). The following fact summarizes
important properties of roots and root vectors.
Fact 2.21. Let gα and R (g) be as above.
1. For α ∈ R (g) only multiples of α that belong to R (g) are α and −α.
2. The set of roots R (g) spans h∗.
3. Subspaces gα are one dimensional and manually orthogonal (with respect to inner product
(2.69)). Moreover for X ∈ gα, Y ∈ gβ we have
[X, Y ] ∈ gα+β, (2.73)
where it is assumed that gα+β = {0} whenever α + β /∈ R (g).
As we will see bellow roots and root vectors play a crucial role in the representation theory of
g (and thus, by virtue of Fact 2.18, in the representation theory of k and K). We now proceed
with a few more technicalities necessary to state the highest weight theorem (see Fact 2.25), a
theorem that characterizes all irreducible representations of semisimple complex Lie algebras
g.
Fact 2.22. It is possible to chose the basis of h∗, denoted ∆ = {αi}ri=1 (elements of this set are
called positive simple roots), in such a way that every root α ∈ R (g) has the decomposition
α =
r∑
i=1
miαi ,
where numbers ni are integers, either all non-negative or all non-positive. Roots such that for
all i, mi ≥ 0 (respectively for all i, mi ≤ 0) are called positive roots (respectively negative roots).
We have the following decomposition (called a root decomposition) of a Lie algebra g,
g = n− ⊕ h⊕ n+. (2.74)
In the above the subspaces n± are spanned by the root vectors corresponding to the positive and,
respectively, the negative roots. By the virtue of (2.73) subspaces n± are actually subalgebras of
g.
A choice of positive simple roots ∆ introduces on h∗ the relation of partial order. It is defined
in the following way.
α  β ⇐⇒ α− β =
r∑
i=1
xiαi , xi ≥ 0 , (2.75)
where α, β ∈ h∗.
In what follows we will consequently identify h with h∗ via the (antilinear) pairing ϕ induced
by the AdK-invariant inner product (2.69),
ϕ : h→ h∗ , ϕH1 (H2) = 〈H1, H2〉 , (2.76)
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whereH1, H2 ∈ h. For the sake of simplicity, will not be using the mapping ϕ explicitly. Instead,
we will just refer to α ∈ h∗ as to an element of h by writing α (H) = 〈α,H〉. Consequently
roots will be identified with elements of,R (g) ⊂ h.
A convenient way of description of a representation of g, pi : g → End (H), uses the notion of
weight vectors, i.e. simultaneous eigenvectors of representatives of all elements from the Cartan
subalgebra h. It means that |ψλ〉 ∈ H is a weight vector if:
pi(H)|ψλ〉 = 〈λ,H〉 |ψλ〉 , (2.77)
where H ∈ h and λ ∈ h is called the weight associated to the weight vector |ψλ〉. The set
of all weight that correspond to weight vectors in H are denoted by wt (pi). Subspaces of H
corresponding to the same weight are called the weight spaces and are denoted by Hλ.
Fact 2.23. Let pi : g→ End (H) be a representation of semisimple complex Lie algebra g. Let
Hλ, gα and wt (pi) be as above.
1. The set weight vectors span H.
2. Subspaces Hλ are manually orthogonal (with respect to the K-invariant inner product on
H). Moreover for X ∈ gα, |ψ〉 ∈ gβ we have
pi (X) |ψλ〉 ∈ Hλ+α, (2.78)
where it is assumed that Hλ+α = {0} whenever λ+ β /∈ wt (pi).
We say that a weight λ0 is the highest weight if and only if λ0  λ for all weights λ in the
representation22 pi. The corresponding weight vector is called the highest weight vector and will
be denoted by |ψλ0〉 or simply |ψ0〉.
Definition 2.33. An element µ of h is called an integral element if 2 〈µ,α〉〈α,α〉 is an integer for all
α ∈ ∆. If 2 〈µ,α〉〈α,α〉 is a non-negative integer then µ is called a dominant integral element23.
It turns out that weights are automatically integral elements.
Fact 2.24. ([78]) Let pi : g → End (H) be the representation of the semisimple complex Lie
algebra g. Every weight λ ∈ h is an integral element.
Definition 2.34. A representation pi : g→ End (H) is called a highest weight cyclic represen-
tation if there exist |ψλ0〉 ∈ H such that
• |ψλ0〉 is a highest weight vector in the representation pi;
• pi (X) |ψλ0〉 for all X ∈ n+;
• The smallest invariant subspace of H is whole H.
Fact 2.25. (The highest weight theorem [78]) Let g be a semisimple complex Lie algebra. The
following holds
1. Every irreducible finite dimensional representation pi of g has a highest weight λ0, i.e.
λ0 − λ =
r∑
i=1
xiαi , xi ≥ 0 ; (2.79)
for all weights λ of pi.
22 Note that not all representations pi admit the existence of the highest weight.
23 The condition that 2 〈µ,α〉〈α,α〉 is integer depends upon the identification (2.76). However this requirement is
invariant if we think of µ as an element of h∗.
48
2. Irreducible representations pi, pi′ having the same highest weight are equivalent.
3. Every highest weight λ0 is a dominant integral element24.
4. Every irreducible representation pi is a highest weight cyclic representation.
In what follows we will use the symbol piλ0 and to refer to a representation of the Lie algebra
g that is characterized to a highest weight λ0. The carrier space of this representation will be
denoted byHλ0 . Let us remark that in the above discussion we chose some additional structures
in order to describe the structure of irreducible representations of semisimple complex Lie
algebras: compact real form k, Cartan subalgebra h, set of positive simple roots ∆, K-invariant
inner product 〈·, ·〉. However, it can be shown that different choices result with equivalent
results [78].
Throughout the thesis we will use Fact 2.25 extensively as the majority of considered cases
will correspond precisely to the setting in which a compact simply-connected Lie group K
(and thus also a Lie algebra g = kC) is irreducibly represented in a Hilbert space Hλ0 . In
the next two subsections we will describe in detail how the machinery introduced above works
for two compact simply-connected Lie groups SU (N) (the corresponding semisimple complex
Lie algebra is sl (N,C) = su (N)C) and Spin (2d) (the corresponding semisimple complex Lie
algebra is so (N,C) = so (N)C).
We conclude this subsection with introducing the Casimir operator of a Lie algebra g. This
concept will be used extensively in Chapter 3. A Casimir operator C2 is not an element of a
Lie algebra g but a so-called universal enveloping algebra U (g). For the sake of completeness
let us briefly introduce concept of U (g). The universal enveloping algebra U (g) is the “smallest
associative algebra” generated by g. Intuitively speaking U (g) is a complex vector which is
generated by formal products of elements from g, subject to the relation coming from the Lie
bracket. In other words every element of A ∈ U (g) is a finite sum of products of the form
X1 ·X2 · . . . ·Xk ,
whereXi ∈ g and it is assumed that the product ·U (g)×U (g)→ U (g) respects the commutation
relation generated by the Lie bracket,
X · Y − Y ·X = [X, Y ] .
For the formal definition of U(g) see [79]. Every representation pi : g→ End (H) induces a rep-
resentation p˜i : U (g) → End (H) of the universal enveloping Lie algebra defined on monomials
in the following way
p˜i (X1 ·X2 · . . . ·Xk) = p˜i (X1) p˜i (X2) . . . p˜i (Xk)
and extended to the whole U(g) by linearity. For the sake of simplicity in what follows we
use the symbol pi while referring to representations of either Lie algebra or the corresponding
universal enveloping algebra. Let 〈·, ·〉 be K-invariant 11
2
-linear inner product on g. Let use
the same symbol to denote the K-invariant inner product on k ⊂ g. Let {Xi}dim(k)i=1 be the
orthonormal basis of k. The Casimir invariant is defined in the following way
C2 = −
dim(g)∑
i=1
X2i (2.80)
It can be checked that C2 commutes with all elements of g and therefore belongs to the center
of U(g). As a result, due to Schur lemma (see Fact 2.12), representations of C2 act as a
24 Not every weight λwhich is dominant integral element comes from a highest weight vector.
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multiplication by a scalar on every irreducible representation of g (the scalar depends upon the
considered representation). It is perhaps instructive to mention at this point that in the case
of SU (2) the second order Casimir equals (up to the positive constant depending on the choice
of the inner product on su (2)) the square of the total angular momentum,
L2 =
1
4
(
σ2x + σ
2
y + σ
2
z
)
,
where σx, σy, σz denote the standard Pauli matrices. The representation of L2 for the repre-
sentation of SU (2) labeled by the total spin j equals j (j + 1). For the general semisimple Lie
algebra and the representation labeled by the highest weight λ0, the representation of the C2,
piλ0(C2) is given by the formula:
piλ0(C2) = (λ0 + 2δ, λ0)I , (2.81)
where I is the identity operator on Hλ0 , δ = 1
2
∑
α∈∆ α and (·, ·) is the inner product on h
induced from the inner product 〈·, ·〉 on g.
2.4.3. Representation theory of the SU (N) and Schur-Weyl duality
In this part we state necessary facts concerning the representation theory of SU (N) that we em-
ploy in Chapters 3-6 to describe correlations of distinguishable particles, fermions and bosons.
Representation theory of SU (N) is closely related to the representation theory of symmetric
groups. This relation is known under the name Schur-Weyl duality” [82, 84, 85]. First we
present the classification of all irreducible representations of SU (N) and the representation
theory of symmetric group of L elements, SL. Then we turn to their concrete realizations
as sub representations of
(
CN
)⊗L. Schur-Weyl duality is employed here to give the pairing of
irreducible representations of SU (N) and the symmetric group SL that acts on
(
CN
)⊗L in a
natural manner.
Highest weights of SU (N)
Lie group SU (N) fits into the formalism presented in Subsection 2.4.2 - it is compact and
simply-connected. Therefore, finite-dimensional irreducible representations of the group, its
complexification and the corresponding Lie algebras are in one to one correspondence. The Lie
algebra of SU (N), su(N), consists of traceless anti-Hermitian matrices acting on CN :
su(N) =
{
X ∈MN×N (C) |X† = −X, trX = 0
}
. (2.82)
The Lie algebra t of a maximal torus in SU (N) can be chosen to consist of diagonal, traceless
and anti-Hermitian matrices:
t =
{
X ∈MN×N (C) |X - diagonal, X† = −X, trX = 0
}
. (2.83)
The complexification of su(N) consists of complex traceless matrices:
su(N)C = sl(N,C) = {X ∈MN×N (C) | trX = 0} . (2.84)
The corresponding complexified Cartan subalgebra tC = h consists of diagonal traceless matri-
ces:
tC = h = {X ∈MN×N (C) |X - diagonal, trX = 0} . (2.85)
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On sl(N,C) we have an SU (N)-invariant skew-linear inner product given by the Hilbert-Schmidt
inner product given by:
〈X, Y 〉HS = tr
(
X†Y
)
, (2.86)
for X, Y ∈ sl(N,C). We chose the following set of simple positive roots ∆ ⊂ h:
∆ = {E1,1 − E2,2, E2,2 − E3,3, . . . , EN−1,N−1 − EN,N} , (2.87)
where: Ei,j = |i〉〈j| and |i〉 denotes the i’th element of the standard basis in CN . This choice of
positive roots ∆ corresponds to
n+ = spanC {Ei,j|i < j} (strictly upper triangular matrices)
and
n− = spanC {Ei,j|i > j} (strictly lower triangular matrices)
Moreover, one easily checks that the positive root corresponding to the root vector Ei,j (i 6= j)
equals Ei,i−Ej,j. Let now pi : sl (N,C)→ End (H) denotes the representation of sl (N,C) in a
Hilbert space H. As it was explained in the previous subsection any weight λ ∈ h encodes the
simultaneous eigenvalues of representatives of operators pi (Ei,i − Ei+1,i+1) on a weight vector
|ψλ〉:
pi (Ei,i − Ei+1,i+1) |ψλ〉 = λi|ψλ〉 i = 1, . . . , N − 1 . (2.88)
where λi labels (real) eigenvalue of the operator Ei,i − Ei+1,i+1. From Fact 2.24 it follows that
for each weight λ the corresponding λi are integers. The highest weights λ ∈ h are dominant
integral elements, i.e. every coefficient λi is non-negative. Let us introduce the following
relabeling of the highest weights of sl (N,C):
λ ≡
(
λ˜1, . . . , λ˜d−1
)
, (2.89)
where
λ˜i =
d−1∑
k=i
λk .
Notice that numbers
{
λ˜i
}d−1
i=1
satisfy λ˜1 ≥ λ˜2 ≥ . . . ≥ λ˜d−1. Therefore they form a partition
of a number |λ| = ∑d−1k=i λ˜i which we call the length of the weight λ. For the highest weight
λ we denote the corresponding irreducible representation of sl(N) as HλN . We observe that
dominant integral weights of length L ∈ N correspond to partition of the number m onto array
of N − 1 non-negative and non-increasing integers. We shall write λ ` L when we refer to
such partitions. One can also represent λ by a Young diagram - a collection of boxes arranged
in left-justified rows, with non increasing lengths when looked from top to the bottom. For
example, Young tableau corresponding to λ = (4, 2, 1) is:
.
For the purpose of the latter discussion we define the height of the Young diagram, d(λ), as a
number of rows composing the diagram. The above interpretations of highest weights of SU (N)
establish the link between representation theory of SU (N) and that of permutation groups. In
the rest of this section this section we will denote by HλN the irreducible representation of
SU (N) characterized by the highest weight λ.
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Representations of the permutation group SL
All irreducible representations of the permutation group SL can be labeled by Young diagrams
of size L. Let us briefly describe the construction of irreducible representation Vλ corresponding
to shape λ ` L. A Young tableaux is obtained from the Young diagram by filling it with numbers
from the set 1, . . . , L (with no repetitions). For instance from λ = (4, 2, 1) we can construct
the following Young tableau:
7 3 1 2
4 5
6
.
Let V λ be a complex vector space formed by formal linear combinations of all L! Young tableaux
of the shape λ. Permutation group SL acts on different Young tableaux by permuting numbers
that fill them. This action can be extended (by linearity) to the whole V λ making it the carrier
space of the representation of SL. Representation Sλ is obtained as a quotient of V λ under the
equivalence relation defined as follows. First, one identifies Young tableaux that have the same
numbers in their rows. For example:
1 3 5 7
2 4
6
∼
1 5 3 7
4 2
6
.
Moreover, two Young tableaux having the same numbers in their columns are identified up to
the sign of the permutation that transforms one onto another. For example:
1 3 5 7
2 4
6
∼ −
2 3 5 7
1 4
6
.
The resulting quotient of the space V λ respects the action of the group SL will be denoted by
Vλ. It can be checked that the space Sλ has a basis formed by standard Young tableaux [82].
Standard young tableau is a tableau whose entries in each row and each column are increasing
(when read from left to the right and from the top to the bottom). For example
1 2 3 5
4 7
6
is a standard Young tableau.
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Schur-Weyl duality
Consider the diagonal representation Π⊗L : SU (N) → U
((
CN
)⊗L) of a Lie group SU (N)
in
(
CN
)⊗L,
Π⊗m (U) (|φ1〉 ⊗ |φ2〉 ⊗ . . .⊗ |φL〉) = U |φ1〉 ⊗ U |φ2〉 ⊗ . . .⊗ U |φL〉 , (2.90)
where |φi〉 ∈ CN , i = 1, . . . ,m. On
(
CN
)⊗L we have also a natural representation of the
symmetric group SL,
ρ (σ) (|φ1〉 ⊗ |φ2〉 ⊗ . . .⊗ |φL〉) = |φσ−1(1)〉 ⊗ |φσ−1(2)〉 ⊗ . . .⊗ |φσ−1(L)〉 , (2.91)
where σ ∈ SL. The Schur-Weyl duality describes the pairing between irreducible represen-
tations of SU (N) and SL that appear in
(
CN
)⊗L. In this paragraph we state main ideas
associated with this duality. Let us first note that[
ρ (σ) , Π⊗L (U)
]
= 0 , (2.92)
for all σ ∈ SL and all U ∈ SU (N). Actually a much stronger condition holds. In order to state
this result let us first define the concept of the commutant. LetH be a finite dimensional Hilbert
space and let S ⊂ End (H) be a subset of linear operators on H which is closed under Hermitian
conjugation25 (for s ∈ S we have s† ∈ S). The commutant of S, denoted by comm (S), consists
of all operators that commute with elements of S:
Comm(S) = {X ∈ End (H) | [X, s] = 0, ∀s∈S} . (2.93)
One checks that comm(S) form a C∗ algebra26 in End (H). Let C [ρ (SL)] and C
[
Π⊗L (SU (N))
]
be C∗ algebras of operators in
(
CN
)⊗L generated by the image of the representation ρ and Π⊗L
respectively. The relation between representation of SL and SU (N) is given by the following
fact.
Fact 2.26. (Schur-Weyl duality [82]) Let Π⊗L and ρ be defined as above. The following equal-
ities hold:
Comm
(
Π⊗L (SU (N))
)
= C [ρ (SL)] ,
Comm (ρ (SL))= C
[
Π⊗L (SU (N))
]
. (2.94)
Moreover, the Hilbert space
(
CN
)⊗L treated as a carrier space of the representation of the group
SL × SU (N) decomposes onto irreducible components as follows(
CN
)⊗L ≈ ⊕
λ ` L
d(λ) ≤ N
Vλ ⊗HλN , (2.95)
where≈ is the equivalence of representations and Sλ ⊗ HλN is an irreducible representation of
SL × SU (N).
25 Actually it is possible to define the concept of the commutant of the set S without this requirement.
However, all the cases that will be considered by us are of this form.
26 A C∗ algebra in End (H) is a vector subspace of End (H) which us closed under operator composition
and taking the Hermitian conjugate.
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The Meaning of the tensor product Vλ ⊗ HλN in (2.95)is the following: SL acts on the first
factor of the tensor product whereas SU(N) acts in the second one.
Remark. The Schur-Weyl duality is usually stated in the form of duality between the action of
SL and U (N) (or GL (N)). However, due to the equalities27
Comm
(
Π⊗L (SU (N))
)
= Comm
(
Π⊗L (U (N))
)
,
C
[
Π⊗L (SU (N))
]
= C
[
Π⊗L (U (N))
]
,
equations (2.94) remain valid if we replace the group SU (N) by U (N). In the beginning of this
section we saw that irreducible representations HλN of SU (N) are labeled by λ ` L satisfying
the condition d (λ) ≤ N − 1. For L ≥ N in Eq.(2.95) we have Young diagrams having the
height d (λ) = L. It turns out (see that discussion of Schur-Weyl duality in [86]) we have
the equivalence of irreducible representations HλN ,Hλ′N of SU (N) characterized by the Young
diagrams λ, λ′ (d (λ) ≤ N , d (λ′) ≤ N ) satisfying
λ = λ′ +m
 N︷ ︸︸ ︷1, . . . , 1
 . (2.96)
A decomposition (2.95) can be considered as a generalization the well-known decomposition
CN ⊗ CN = Sym2 (CN)⊕∧2 (CN). In this case we have
Comm
(
Π⊗2 (SU (N))
)
= SpanC {I⊗ I,S} , (2.97)
where I⊗I is the identity operator on CN⊗CN and S is the standard swap operator. Note that
the case with L = 2 is exceptional in a sense that
(
CN
)⊗2 is a multiplicity-free representation28
of SU (N). For L > 2 this is no longer the case as representations Vλ are not one dimensional.
For every standard Young tableau T of the shape λ the corresponding vector vT ∈ Vλ defines
an irreducible subrepresentations of SU (N) of type HλN : Hλ,TN ≈ vT ⊗ HλN . Linear subspace
Hλ,TN ⊂
(
CN
)⊗L is uniquely characterized by the action of SL on the vector vT . According
to the construction of the representation Vλ, the vector vT is symmetric under the action of
σ ∈ SL, when σ preserves the rows of T . Similarly vT is completely antisymmetric under the
action of σ that independently act on different columns of T . For example the Young tableau
T =
1 2 3 5
4 7
6
(2.98)
defines the subspace Hλ,TN of
(
CN
)⊗7 which is totally symmetric under independent permuta-
tions within sets of indices (in a sense of Eq. (2.91)) forming rows of T : {1, 2, 3, 5}, {4, 7}and
{6}. Similarly, Hλ,TN is totally antisymmetric under independent permutations within indices
forming columns of T : {1, 4, 6}, {2, 7} and {5}. For the general Young tableau T one can
construct the projector onto Hλ,TN , Pλ,T :
(
CN
)⊗L → (CN)⊗L. It is given by the formula [84]:
Pλ,T = α (λ)P+r(T )P
−
c(T ), (2.99)
27 The representation Π⊗L of U (N) is defined in analogous manner as the representation of SU (N).
28 A representation is multiplicity-free if and only if it decomposition onto irreducible components does not
contain two copies of the same irreducible representation.
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where P+r(T ) is the projector onto subspace of
(
CN
)⊗L totally symmetric under permutations that
preserve rows of T and P−c(T ) is the projector onto the subspace that is totally antisymmetric
under permutations that preserve columns of T . Scalar factor α (λ) can in Eq. (2.99) is a
rational number depending upon the shape of the Young tableau T . It ensures that (Pλ,T )2 =
Pλ,T (operators P+r(T ) and P
−
c(T ) do not commute in general). The scalar α (λ) can be computed
according to the formula [84]
α (λ) =
cλ · rλ
gλ
. (2.100)
The meaning of symbol that appear in (2.100) is the following
cλ =
nc(λ)∏
i=1
ci! , rλ =
nr(λ)∏
i=1
ri! ,
where {ci}nc(λ)i=1 ({ri}nr(λ)i=1 ) is a set consisting of number of boxes that appear in each column
(respectively each row) of the Young diagram λ. The scalar gλ is given by the “hook” rule:
enter into each box of λ the number of boxes below and to the left of the box, including the
box itself. Then gλ is the product of the numbers in all the boxes.
A particularly simple examples of Young tableaux are these coming only form a Young diagram
having only one row or one column. In terms of the notation (2.89) these are
λb = (L, 0, . . . , 0) , λf =
 L︷ ︸︸ ︷1, 1, . . . 1, 0, . . . , 0
 .
The representations that correspond to these Young diagrams are: the standard “bosonic”
representation of SU (N) and respectively the standard “fermionic” representation of SU (N)
(see Section (2.4.3)). The projectors that correspond to the appropriate Young tableaux Tb, Tf
are
Pλb,Tb = P
sym
{1,...,L} and Pλf ,Tf = P
asym
{1,...,L}.
We now give the formula for the dimension of HλN and the scalar in terms of the Young diagram
λ (in accordance to (2.96) we now allow weights to have the height d (λ) at most N).
Fact 2.27. ([84]) The dimension of the irreducible representation HλN of the group SU (N) is
given by the by
dim
(HλN) = fλ (N)gλ . (2.101)
In the above formula gλ is as in (2.100) and fλ (N) is the polynomial in N obtained from the
λ by multiplying the numbers written in the boxes of λ, according to the following rules:
1. The upper left box contains N .
2. The numbers in a row increase by one when reading from left to right..
3. The numbers in a column decrease by one when reading from top to bottom.
2.4.4. Spinor representations of Spin (2d)
In this part we introduce group-theoretic tools useful for description of non-Gaussian corre-
lations in fermionic systems (see Subsection 3.1.5). We first define the group Spin (N) and
introduce its spinor representations: H+Fock
(
Cd
)
and H−Fock
(
Cd
)
of the group Spin (2d). Then
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we describe these representations from the perspective of the highest weight theory introduced
in Subsection 2.4.2.
From Subsection 2.4.2 we know that there is one to one correspondence between irreducible
finite dimensional representations of: compact simply-connected Lie group K, its Lie algebra k
and semi-simple complex Lie algebra g = kC. Let us consider the compact Lie groupK = SO (N)
(N > 2). It is known [78] that SO (N) is not simply-connected. However, the complexified
Lie algebra g = so (N)C is semi-simple [78]. Not every irreducible representation of so (N) will
then lift to the representation of SO (N) (as in the simplest case of the group SO (3) and its Lie
algebra so (3) ≈ su (2)). However, due to the fact that SO (N) is compact and simply connected
there exist [78] its universal cover, i.e. a compact simply-connected Lie group S˜O (N) such that
there exist a surjective homomorphism of Lie groups
h : S˜O (N)→ SO(N) (2.102)
and Lie
(
S˜O (N)
)
= Lie (SO (N)) = so (N). In what follows we will refer to S˜O (N) as the
Spin group Spin (N). We will not describe this group more explicitly here. For N = 3 we have
Spin (3) ≈ SU (2). For the general N the group Spin (N) can be given a concrete realization
via the use of Clifford algebras [86].
Let us now focus one the Lie algebra so (2d) of the group Spin (2d)29 (d > 1). Bellow we
describe, after [78], the root structure of so (2d)Cand the structure of its highest weights. The
Lie algebra of Spin (2d) consists of real 2d× 2d antisymmetric matrices
so (2d) =
{
X ∈MN×N (R) |XT = −X
}
The Lie algebra t of a maximal torus in so (2d) is spanned by d two by two block diagonal
matrices
t= SpanR (θ1, . . . , θd) ,
where θi = −|2i− 1〉〈2i| + |2i〉〈2i− 1|. The complexification of so (2d) consists of 2d × 2d
complex antisymmetric matrices
so (2d)C = so (2d,C) =
{
X ∈MN×N (C) |XT = −X
}
.
The corresponding complexified Cartan subalgebra tC = h is given by
h = SpanC (θ1, . . . , θd) . (2.103)
In the matrix language every operator operators X ∈ h has a block-diagonal form. Each of d
block corresponds to one θi and has the form(
0 ai
−ai 0
)
,
for αi ∈ C. On so (2d,C) we have an Spin(2d)-invariant skew-linear inner product given by the
Hilbert-Schmidt inner product given by:
〈X, Y 〉HS = tr (X∗Y ) ,
29 The coherent states of the group Spin (2d) in its spinor representations will be identified with fermionic
Gaussian states (see Subsection 3.1.5).
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where (·)∗ denotes the complex conjugate and X, Y ∈ so (2d,C). We hose the following set of
positive simple roots ∆ ⊂ h:
∆ = {αi}di=1 , (2.104)
where
αi =
i
2
(θi − θi+1) , i = 1, . . . , d− 1 ,
and
αd =
i
2
(θi + θi+1) .
Before we describe the positive and negative root spaces let us introduce the mapping
[·]kl : M (2,C)→ so (2d,C) , 1 ≤ k < l ≤ d
that associates to any matrix C ∈ M (2,C) a block matrix [C]kl ∈ so (2d,C) that have the
matrix C in the block (k, l) and the matrix −CT in the block (k, l) defined in the following.
We can now describe positive and negative roots corresponding to (2.104)
n+ = SpanC
{
[C]kl
∣∣∣ C = ( 1 0−i 0
)
orC =
(
0 i
0 1
)
, 1 ≤ k < l ≤ d
}
, (2.105)
n− = SpanC
{
[C]kl
∣∣∣ C = (1 0
i 0
)
orC =
(
0 −i
0 1
)
, 1 ≤ k < l ≤ d
}
. (2.106)
We now briefly describe the spinor representations of Spin (2d). The physical significance of
these representations will be explained in subsection 3.1.5. Consider a Fermionic Fock space
with d dimensional single particle Hilbert space,
HFock
(
Cd
)
=
d⊕
k=0
k∧(
Cd
)
,
On this space we define a set of 2d Majorana operators,
c2k−1 = ak + a
†
k , c2k = i
(
ak − a†k
)
, k = 1, . . . , d ,
where ak,a†k denote the standard annihilation and creation fermionic operators. Majorana
operators are Hermitian, traceless and satisfy the following anticommutation relations
{ck, cl} = 2δkl . (2.107)
We define the spinor representation pis of so (2d) by defining it on a standard basis of so (2d)
given by the operators
Lkl = |k〉〈l| − |l〉〈k| , , (1 ≤ k < l ≤ 2d .
We set
pis (Lkl) =
1
2
ckcl , (1 ≤ k < l ≤ 2d) . (2.108)
It turns out that the above mapping actually defines a representation of so (2d). Consequently,
by the virtue of Fact 2.8, the representation pis induces a representation Πs : Spin (2d) →
U
(HFock (Cd)) of group Spin (2d). The representation Πs encodes exactly the parity-preserving
Bogolyubov transformations on HFock
(
Cd
)
(c.f. Subsection 3.1.5 ). Application of (2.108) to
operators θi forming the Cartan subalgebra h shows that
pis (θi) =
i
2
(2nˆk − I) , (2.109)
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where nˆk is the occupation mode operator associated to mode k and I is the identity operator
on HFock
(
Cd
)
. Consequently, the standard Fock states |n1, . . . , nd〉 (see Section 3.1.5 for the
explanation of this notation) are weight vectors of so (2d). Applying again (2.108) to (2.105)
we get
pis (n+) = SpanC
{
{akal| 1 ≤ k < l ≤ d} ,
{
aka
†
l
∣∣∣ 1 ≤ k < l ≤ d}} . (2.110)
From the above equation an the characterization of the highest weight vectors (see Fact 2.25)
it follows that in HFock
(
Cd
)
we have two (up to a scalar factor) highest weight vectors
|ψ+0 〉 = |0〉 (the Fock vacuum) , |ψ−0 〉 = |0, . . . , 0, 1〉 .
The irreducible representations of Spin (2d) corresponding to these highest weight vectors30 are
Π+s : Spin (2d)→ U
(H+Fock (Cd))
and
Π−s : Spin (2d)→ U
(H−Fock (Cd))
respectively.
30 We define H+Fock
(
Cd
)
as a subspace of HFock
(
Cd
)
spanned by states with even number of excitations.
Analogously, H+−Fock
(
Cd
)
is a subspace of HFock
(
Cd
)
spanned by states with odd number of excitations
3. Multilinear criteria for detection of general
correlations for pure states
In this chapter we present a unified method for describing various classes of pure states that
define physically interesting types of quantum correlations. The scheme, in which we define
correlations for mixed states, has already been discussed in Chapter 1 but we present it here
briefly for completeness. The general idea is that we start from the class of “not-correlated” pure
statesM ⊂ D1 (H) and define non-correlated (with respect to the choice ofM) mixed states
as states that can be expressed as convex mixtures of states belonging toM. Mathematically
this corresponds to taking the convex hull, Mc, in the set of all density matrices D (M).
Consequently, correlated states are defined as all mixed states that are outsideMc.
Clearly, the so-defined concept of correlations depends upon the choice of the considered class
M. As we will see, with the appropriate choice ofM we can capture many interesting classes
of correlations in multipartite quantum systems. In the current Chapter we will address the
following problem.
Problem 3.1. LetM ⊂ D1 (H) be a class of non-correlated pure states. Given a pure state
|ψ〉〈ψ| ∈ D1 (H) decide whether it belongs toM.
Let us illustrate the above problem on a simple example. Consider a system of two qbits,
H = C2 ⊗ C2, and let M consists of separable states. Let |+〉 = 1√
2
(|0〉+ |1〉), where |0〉, |1〉
form a standard basis of C2.Obviously a vector |ψ〉 = |+〉|+〉 defines a separable state. However,
when we express it in the standard basis C2 ⊗ C2 we get
|ψ〉 = 1
2
(|0〉|0〉+ |0〉|1〉+ |1〉|0〉+ |1〉|1〉) ,
and it is no longer obvious that |ψ〉〈ψ| is separable1. Our aim is to give a basis-independent
criterion for deciding whether an arbitrary pure state |ψ〉〈ψ| belongs to M. Obviously, the
solution to Problem 3.1 depends on both the classM and the relevant Hilbert space H. In the
present chapter we solve Problem 3.1 by describing the physically-interesting classes of pure
states as null sets of some real homogenous polynomials defined on the relevant Hilbert spaces
H. This approach, at the first glance, seems to be rather abstract and high-level. Nevertheless,
in latter chapters of the thesis we will show that such a characterization can be used to derive
non-trivial criteria for detection of the correlations for general mixed states.
The chapter is organized as follows. In Section 3.1 we will focus on the situation when the class
of pure states M consists of “generalized coherent states” of a compact simply-connected Lie
groupK [26, 87, 88, 89]. In this case it is possible to characterize the classM as the zero set of a
singleK-invariant quartic (quadratic in the density matrix) polynomial. Many interesting types
of correlations can be defined in this way. Examples include: entanglement of distinguishable
1 Obviously, theory of quantum information offers us tools (Schmidt decomposition, reduction to one-body
density matrices etc.) with the help of which we can solve this problem. However in general the class M can
be very different from the class of separable states.
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particles [6], entanglement in bosonic [16, 21] and fermionic [20, 21, 90] systems, as well as
“non-Gaussian” correlations in fermionic systems [22, 24, 91]. In all these cases the dimension of
the relevant Hilbert spaces is finite. In Section 3.2 we discuss entanglement of distinguishable
particles, bosons and fermions, without the restriction on dimensions of the single particle
Hilbert spaces. Also in these cases the relevant classes of pure states can be characterized as
the zero sets of a single quartic polynomial. In Section 3.3 we discuss classes of pure states
M that can be described as zeros of homogenous polynomials of degree higher than two in
the density matrix. Via such homogenous polynomials we can cover all the classes mentioned
above, as well as other classes that cannot be described by polynomials of too low degree.
We focus on classes of pure states that give rise to a more detailed description of quantum
entanglement. In the bipartite setting we describe polynomials defining the class of pure states
having the Schmidt number at most n [29, 92]2. The corresponding class of correlated states
consists of mixed states with Schmidt number bigger then n. In the multipartite setting we
deal with the class of “absolutely separable” pure states, i.e. states that remain separable in
all possible bipartitions of the composite Hilbert space [3, 5]. States that cannot be written
as convex combinations of “absolutely separable” pure states are called genuinely multipartite
entangled. The chapter concludes with Section 3.4 where we summarize the obtained results
and present some open problems.
The content of this chapter can be treated as an extension of works [26], [69] and [89] where
authors describe classes of non-correlated pure states via a single quartic (quadratic in the
density matrix)K-invariant polynomials. The presented approach has the following advantages:
• Simple and computable description of polynomials describing the relevant classes of
“non-correlated” pure states discussed in [26], [89] and [69].
• Treatment of broader classes of correlations than in cases described in [26], [69] and [89]
(e.g., fermionic Gaussian states).
• It uses the higher order polynomials in order to describe more complicated types of entan-
glement or correlations.
The results presented in Sections 3.1 and 3.2 constitute parts of the papers: [93, 94]. The
results presented in Subsection 3.3 will contribute to the forthcoming paper [95].
Finally, let us mention that during the discussion of polynomial description of subsequent classes
of statesM⊂ D1 (H) (and thus, the corresponding types of correlations) we will introduce the
notation and terminology that will be used in the remaining chapters of the thesis.
3.1. Quadratic characterization of coherent states of compact
simply-connected Lie groups
In this section we discuss the Perelomov generalized coherent states of a compact simply-connected
Lie group K [26, 87, 89]. We first show, using facts from representation theory, that in this
situation the set of coherent statesM is the zero set of a single K-invariant quartic (quadratic
in the density matrix) polynomial on the relevant Hilbert space H. In other words the following
holds,
|ψ〉〈ψ| ∈ M ⇐⇒ 〈ψ|〈ψ|A|ψ〉|ψ〉 = 0 , (3.1)
2 We focus on the system of qdits meaning that the relevant Hilbert space is H = Cd1 ⊗ Cd2 . The natural
number n cannot exceed d = max {d1, d2}
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where A is the K-invariant orthonormal projector onto some subspace of H⊗H 3. In the latter
part of the section we will present the algebraic form of the operator A for four physically
relevant classes of coherent states: product states of distinguishable particles, product bosonic
states, Slater determinants (in systems with fixed number of fermions) and fermionic Gaussian
states.
Figure 3.1. Pictorial representation of the expression 〈ψ|〈ψ|A|ψ〉|ψ〉 defining, via Eq. (3.1), class of
generalized coherent statesM.
Let us define precisely the concept of generalized coherent states for compact simply-connected
Lie groups [26, 88]. Let K be a compact simply-connected Lie group and let
Π:K → U (Hλ0) , k → Π (k) (3.2)
be an irreducible representation of K characterized by the highest weight λ0. Due to the
compactness of K (see Section 2.4) the dimension of Hλ0 is finite. Let |ψ0〉 be a normalized
highest weight vector in Hλ0 . The set of the generalized coherent states, Mλ0,K is defined as
the orbit of K through the state |ψ0〉〈ψ0| ∈ D1
(Hλ0),
Mλ0,K =
{
Π (k) |ψ0〉〈ψ0|Π (k)† | k ∈ K
}
. (3.3)
Where we have used the subscripts K and λ0 to express the fact that the set of coherent states
depends both on the group K and on its irreducible representation (labeled by λ0). In what
follows we will usually drop these subscripts for the sake of simplicity (we will be working with
the fixed representation Hλ0 of a fixed group K).
There exists a simple, purely algebraic characterization of the set M, given by Liechtenstein
[96] which we now briefly describe. Let pi = Π∗ be the induced representation of the Lie algebra
k in Hλ0 ,
pi:k→ i · Herm (Hλ0) , X → pi (X) .
Let h be the Cartan subalgebra of kC, i.e. the complexification of some maximal torus t ⊂ k
(see Section 2.4 for details). The representations Π and pi can be promoted, by the usual
construction (see Section 2.4), to the representation on Hλ0 ⊗Hλ0 ,
Π⊗ Π : K → U (Hλ0 ⊗Hλ0) , k → Π (k)⊗ Π (k) , (3.4)
pi ⊗ pi : k→ i · Herm (Hλ0 ⊗Hλ0) , X → pi (X)⊗ I+ I⊗ pi (X) . (3.5)
Proposition 3.1. The representation Π ⊗ Π is, in general, reducible. The decomposition of
Hλ0 ⊗Hλ0 onto irreducible components reads,
Hλ0 ⊗Hλ0 = H2λ0 ⊕
⊕
β<2λ0
Hβ , (3.6)
where H2λ0 denotes the representation characterized by the highest weight 2λ0 and
⊕
β<2λ0
Hβ
denotes the direct sum of all other irreducible subrepresentations of the group K in Hλ0 ⊗Hλ0.
3 Expression 〈ψ|〈ψ|A|ψ〉|ψ〉 = tr (|ψ〉〈ψ| ⊗ |ψ〉〈ψ|A) is to be understood as a degree four real polynomial on
the Hilbert space H (or the degree two polynomial in the density matrix |ψ〉〈ψ|)
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Proof. It is enough to show that 2λ0 is a highest weight and that in Hλ0 ⊗Hλ0 there exist only
one irreducible representation of K characterized by the highest weight 2λ0. This however is
equivalent to showing that in Hλ0⊗Hλ0 there exist only one weight vector corresponding to the
highest weight 2λ0. Let wt
(Hλ0 ,Π) denotes the set of weights corresponding to weight vectors
in Hλ0 . By the definition of the tensor product of representation we have
wt
(Hλ0 ⊗Hλ0 ,Π⊗ Π) = {λ+ µ ∣∣λ, µ ∈ wt (Hλ0 ,Π)} . (3.7)
From (3.7) we get that for arbitrary λ˜ ∈ wt (Hλ0 ⊗Hλ0 ,Π⊗ Π) and from the definition of the
highest weight (2.79) applied to the highest weight λ0 we get
2λ0 − λ˜ =
r∑
i=1
xiαi , xi ≥ 0 ,
where {αi}ri=1 = ∆. Consequently, we by the theorem of the highest weight (c.f. Fact 2.25)
and the fact that every finite-dimensional representation of K is completely reducible (c.f.
Eq.(2.53)) we get that 2λ0 is a highest weight. There is only one weight vector |ψ〉 in Hλ0⊗Hλ0
that characterized by the weight 2λ0. Note that for λ, µ ∈ wt
(Hλ0 ,Π) we have the following
implication,
2λ0 − µ− λ = 0 ⇐⇒ λ = µ = λ0 .
which is a consequence of the fact that λ0 is the unique highest weight in Hλ0 . As all weight
vectors in Hλ0⊗Hλ0 are linear combinations of simple tensors |ψλ〉|ψµ〉, where |ψλ〉, |ψµ〉 ∈ Hλ0
are weight vectors corresponding to weights λ, µ ∈ wt (Hλ0 ,Π) we conclude that the only weight
vector characterized by highest weight vector is |ψ〉 = |ψ0〉|ψ0〉.
Let {Xi}dim(k)i=1 be the orthonormal (with respect to the chosen AdK-invariant inner product on
k) basis of the Lie algebra k and let C2 = −
∑dim(k)
i=1 X
2
i be the second order Casimir operator of
a semisimple Lie algebra k (see Eq. 2.80 ). Let L2 denote the representation4 of C2 in Hλ0⊗Hλ0
L2 : Hλ0 ⊗Hλ0 → Hλ0 ⊗Hλ0 , L2 = −
N∑
i=1
(pi (Xi)⊗ I+ I⊗ pi (Xi))2 . (3.8)
The operator L2 commutes with Π(k) ⊗ Π(k) for each k ∈ K so, by the Schur lemma, it is
proportional to the identity operator on each irreducible component Hβ in the decomposition
(3.6). According to (2.81) we have
L2|Hβ = (β, β + 2δ) I|Hβ , (3.9)
where (·, ·) : h× h→ C is the AdK-invariant inner product on h (c.f. Subsection (2.4.2)).
Fact 3.1. ([96]) The set of generalized coherent statesM can be characterized by the following
condition
|ψ〉〈ψ| ∈ M ⇐⇒ L2|ψ〉|ψ〉 = (2λ0, 2λ0 + 2δ) |ψ〉|ψ〉 . (3.10)
Using (3.9) and (3.10) we get the following proposition.
Proposition 3.2. The set of generalized coherent statesM can be characterized by the following
condition
|ψ〉〈ψ| ∈ M ⇐⇒ 〈ψ|〈ψ| (Psym − P2λ0) |ψ〉|ψ〉 = 0 , (3.11)
where Psym is a projector onto the two-fold symmetric tensor power of Hλ and the operator
P2λ0 : Hλ0 ⊗Hλ0 → Hλ0 ⊗Hλ0 is the orthonormal projector onto the irreducible representation
H2λ0 ⊂ Hλ0 ⊗Hλ0.
4 As it was noted in the Section 2.4 every representation of Lie algebra k induces the representation of the
universal enveloping algebra U (k) which contains C2.
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It follows that the operator A = Psym − P2λ0 is invariant under the action of K,
Π(k)⊗ Π(k)AΠ†(k)⊗ Π†(k) = A , for all k ∈ K . (3.12)
Consequently, the function
C2 : D1
(Hλ0) 3 |ψ〉〈ψ| → 〈ψ|〈ψ|A|ψ〉|ψ〉 = tr ([|ψ〉〈ψ|⊗2]A) ∈ R ,
is a polynomial invariant5 under the action of the group K. From (3.11) and (3.12) we easily
conclude the criterion (3.1) presented at the beginning of this Section.
We present here, following [28], an alternative point of view on the Fact 3.1. This perspective
will sheds some light on the physical interpretation of generalized coherent states of compact
simply-connected Lie groups. Racall that due to the fact that representation Π is unitary,
operators pi (X) (X ∈ k) are anti-Hermitian and do not represent physical observables. Let us
therefore introduce the following notation6:p¯i (X) = ipi(X). Let us consider now the generalized
variance, VarK (|ψ〉〈ψ|), of a state |ψ〉〈ψ| ∈ D1
(Hλ0) defined by
VarK (|ψ〉〈ψ|) =
dim(k)∑
i=1
(〈ψ|p¯i (Xi)2 ψ〉 − 〈ψ|p¯i (Xi)ψ〉2) , (3.13)
where elements of Xi ∈ k are defined as in (3.8). One can think of VarK (|ψ〉〈ψ|) as of the
generalized measure of uncertainty associated to a state |ψ〉〈ψ|while measuring Hermitian op-
erators which are representatives of the orthonormal basis of k. The variance VarK (|ψ〉〈ψ|) can
be expressed via the expectation value of the Casimir L2,
VarK (|ψ〉〈ψ|) = (λ0, λ0 + 2δ)−
dim(k)∑
i=1
〈ψ|p¯i (Xi)ψ〉2 , (3.14)
= 2 (λ0, λ0 + 2δ)− 1
2
〈ψ|〈ψ|L2|ψ〉|ψ〉 . (3.15)
In the above the first line follows from the fact that
∑dim(k)
i=1 p¯i (Xi)
2 is the representation of the
Casimir inHλ0 . The second line is a consequence of (3.8). From (3.15) we see that VarK (|ψ〉〈ψ|)
is invariant under the action of the group K,
VarK (|ψ〉〈ψ|) = VarK
(
Π (k) |ψ〉〈ψ|Π (k)†
)
.
Fact 3.1 can be now deduced from the following fact which characterizes coherent states as
states that minimize the variance VarK (|ψ〉〈ψ|).
Fact 3.2. Let VarK (|ψ〉〈ψ|) be the generalized K-invariant variance defined above. The follow-
ing equality holds
min
|ψ〉〈ψ|∈D1(Hλ0)
VarK (|ψ〉〈ψ|) = (λ0, 2δ) . (3.16)
Moreover, VarK (|ψ〉〈ψ|) = (λ0, 2δ) if and only if |ψ〉〈ψ| = Π (k) |ψ0〉〈ψ0|Π (k)†, for k ∈ K.
5 Function C2 is an example of a polynomial invariant of the action of the group K in D (Hλ0). For the
comprehensive study of application of invariant polynomials in the context of entanglement see [33].
6 It is necessary to introduce the additional imaginary unit factor due to the fact that throughout the thesis
we decided to use a “mathematical” definition of a Lie algebra.
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From the above fact we have
max
|ψ〉〈ψ|∈D1(Hλ0)
〈ψ|〈ψ|L2|ψ〉|ψ〉 = (2λ0, 2λ0 + 2δ) , (3.17)
and 〈ψ|〈ψ|L2|ψ〉|ψ〉 = (2λ0, 2λ0 + 2δ) if and only if |ψ〉〈ψ| is a coherent state.
We now apply (3.11) to describe, by a single polynomial condition, four physically-relevant
classes of pure states:
• Product states,
• Symmetric product states
• Slater determinants
• Pure fermionic Gaussian states.
Motivation for the study of above listed classes of states was presented in Section 1. As we
present the polynomial characterization of these classes we will introduce the necessary notation
and group-theoretical formalism needed for the description of these classes them (that will be
used also in other parts of the thesis). Results presenting the polynomial characterization of
each class of states are stated in the form of lemmas whose proofs can be omitted without
affecting the understanding of the rest of the thesis.
3.1.1. Product states (non-entangled pure states)
In the case of L distinguishable particles, the Hilbert space of states is the tensor product of the
Hilbert spaces of single particles H1, . . . ,HL of dimensions N1, . . . , NL, which we conveniently
identify with the complex spaces of the same dimensions,
Hd = H1 ⊗ · · · ⊗ HL = CN1 ⊗ . . .⊗ CNL =
L⊗
i=1
CNi . (3.18)
We take the group K as the group of local unitary operations i.e as the direct product of
special unitary groups SU(Nk), each acting independently in the respective one-particle space
Hk = CNk7. Therefore we have
K = LU = SU(N1)× . . .× SU (NL) = ×Li=1SU(Ni) ,
Πd(U1 . . . , UL)|ψ1〉 ⊗ · · · ⊗ |ψL〉 = U1|ψ1〉 ⊗ · · · ⊗ UL|ψL〉 . (3.19)
In the notation above we made explicit that the group K acts on the Hilbert space Hd via the
particular representation Πd, defined here by its action on simple tensors. Representation Πd is
a tensor product of the defining (and thus irreducible) representations of groups SU (Ni). From
the Fact (2.13) it follows that the representation Πd is actually irreducible. One easily checks
that in this case generalized coherent states are precisely product states,
Md = {|ψ〉〈ψ| ∈ D1 (Hd) | |ψ〉 = |ψ1〉|ψ2〉 . . . |ψL〉, |ψi〉 ∈ Hi} . (3.20)
We now describe explicitly the operator A that defines, via (3.11), the set Md. Let us first
introduce some notation:
Hd ⊗Hd =
(
i=L⊗
i=1
Hi
)
⊗
(
i=L′⊗
i=1′
Hi
)
, (3.21)
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Figure 3.2. Graphical illustration of the tensor product Hd ⊗ Hd for L = 5. Note that Hi ≈ Hi′ for
i = 1, . . . , L
where L = L′ and we decided to label spaces from the second copy of the total space with
primes in order to avoid ambiguity.
The action of K on Sym2 (Hd) is given by the restriction to the symmetric (with respect to
the interchange of copies of Hd) tensors of the action defined on Hd ⊗Hd (Eq. (3.4)). Let us
also introduce the symmetrization operators P+ii′ : Hd ⊗Hd → Hd ⊗Hd that project onto the
subspace of Hd ⊗ Hd completely symmetric under interchange spaces labeled by i and i′ (the
operators of anti-symmetrization P−ii′ are defined analogously).
Lemma 3.1. Under the introduced notation the closed expression for the projector operator
P2λ0 (see (3.11)) for the case of K = ×L(SU(N)) and Hλ0 = Hd reads
P2λ0 = Pd = P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′ . (3.22)
Consequently, by the virtue of (3.11) we have the following characterization of the set of product
states
|ψ〉〈ψ| ∈ Mdist ⇐⇒ C2dist (|ψ〉〈ψ|) = 〈ψ|〈ψ|
(
Psym − P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′
) |ψ〉|ψ〉 = 0 . (3.23)
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Figure 3.3. Graphical illustration he action of the operator Pd in Hd ⊗Hd. Red circles correspond to
symmetrizations in the relevant factors of the space Hd ⊗Hd.
Proof of Lemma 3.1. The proof of (3.22) is the following. First, notice that for separable |ψ〉
we have Pd|ψ〉 ⊗ |ψ〉 = |ψ〉 ⊗ |ψ〉. Secondly, we have the equivalence of representations of K,
P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′
(
Sym2 (Hd)
) ≈ Sym2 (H1)⊗ Sym2 (H2)⊗ . . .⊗ Sym2 (HL) .
Therefore, subspace P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′
(
Sym2 (Hd)
)
is an irreducible representation of K.
Talking into account criterion (3.11) and the fact that the separable states are exactly the
coherent states of K finishes the proof.
7 As a group of local unitary transformations we could have also taken can take the group K ′ = U(N1)×
. . .×U(NL). However, for physical applications the global phase of the wave function does not play a role and
hence the distinction between K and K ′ is irrelevant.
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3.1.2. Symmetric product states (non-entangled pure states of bosons)
The Hilbert space describing L bosonic particles in N modes has the structure Hλ0 = Hb =
SymL (H), where H ≈ CN is the single particle Hilbert space. The relevant symmetry group
is a compact simply-connected Lie group K = SU(N) represented on Hb via the irreducible
representation Πb describing an arbitrary “single-particle” evolution
Πb(U) (|ψ1〉 ∨ · · · ∨ |ψL〉) = U |ψ1〉 ∨ · · · ∨ U |ψL〉, (3.24)
where |ψ1〉 ∨ · · · ∨ |ψL〉 denotes the (normalized) projection onto SymL (H) of the vector8
|ψ1〉 ⊗ · · · ⊗ |ψL〉. In the notation for the highest weights of SU (N) introduced in Subsection
(2.4.3), the representation Πb is labeled by the highest weight λ0 = (L, 0, . . . , 0). The set of
generalized coherent states coincides with the set of symmetric product states,
Mb =
{|ψ〉〈ψ| ∈ D1 (Hb) | |ψ〉 = |φ〉|φ〉 . . . |φ〉 , |φ〉 ∈ CN} . (3.25)
We proceed with giving the explicit form of the operator A describing Mb. We first embed
SymL (H) in the Hilbert space of L identical distinguishable particles,
SymL (H) ⊂ H1 ⊗ . . .⊗HL , (3.26)
where Hi ≈ H. We have the analogous embedding of SymL (H) ∨ SymL (H),
SymL (H) ∨ SymL (H) ⊂
(
i=L⊗
i=1
Hi
)
⊗
(
i=L′⊗
i=1′
Hi
)
= Hd ⊗Hd ,
where, as before, L = L′. Let Psym{1,...,L} : Hd⊗Hd → Hd⊗Hd be the projector onto the subspace
of Hd⊗Hd which is completely symmetric with respect to the interchange of spaces labeled by
indices from the set {1, 2, . . . , L}. We define Psym{1′,...,L′} in the analogous way.
Lemma 3.2. Under the introduced notation a closed expression for the projector operator P2λ0
(see (3.11)) for the case of K = SU(N) and Hλ0 = Hb reads
P2λ0 = Pb =
(
P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′
) (
Psym{1,...,L} ◦ Psym{1′,...,L′}
)
, (3.27)
The operators P+ii′ are the same as in (3.22) and it is understood that P2λ0 acts on the space
Hd ⊗Hd. By (3.11) we have the following characterization of the set of product bosonic states
|ψ〉〈ψ| ∈ Mb ⇐⇒ C2b (|ψ〉) = 〈ψ|〈ψ| (Psym − Pb) |ψ〉|ψ〉 = 0 . (3.28)
Before we prove Lemma 3.2 let us note that we may write
Pb|SymL(H)⊗SymL(H) = P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′ ,
as for any |Ψ〉 ∈ SymL (H)⊗ SymL (H) we have
(
Psym{1,...,L} ⊗ Psym{1′,...,L′}
)
|Ψ〉 = |Ψ〉.
Proof of Lemma 3.2. We show that the operator Pb :
⊗2LH →⊗2LH, given by
Pb =
(
P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′
) (
Psym{1,...,L} ◦ Psym{1′,...,L′}
)
,
equals P2λ0 . Notice that Pb
(
SymL (H) ∨ SymL (H)) ⊂ SymL (H)∨SymL (H). Moreover, Pb is a
projector onto Sym2L (H), a completely symmetric subspace of Hd ⊗Hd. Subspace Sym2L (H)
is an irreducible representation of K labeled by the highest weight λ0 = (2L, 0, . . . , 0). For a
coherent bosonic state |ψ〉 ∈ Hb, we have Pb|ψ〉 ⊗ |ψ〉 = |ψ〉 ⊗ |ψ〉. As a result, by criterion
(3.11), Pb = P2λ0 .
8 It is clear that vectors of the form |ψ1〉 ∨ · · · ∨ |ψL〉 span SymL (H).
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Figure 3.4. Graphical illustration of the action of the operator Pb in Hd ⊗Hd. Red circles correspond
to symmetrizations in the relevant factors of the space Hd ⊗Hd.
3.1.3. Slater determinants
The Hilbert space describing L fermionic particles in N modes is9 Hλ0 = Hf =
∧L (H),
where H ≈ CN (obviously we have to assume that L ≤ N). As a symmetry group we take
again K = SU(N). The group K is represented on Hf via the irreducible representation Πf ,
describing an arbitrary “single-particle” evolution,
Πf (U) (|ψ1〉 ∧ · · · ∧ |ψL〉) = U |ψ1〉 ∧ · · · ∧ U |ψL〉, (3.29)
where |ψ1〉 ∧ · · · ∧ |ψL〉 denotes the projection onto
∧L (H) of the vector |ψ1〉 ⊗ · · · ⊗ |ψL〉
(it is clear that vectors of the form |ψ1〉 ∧ · · · ∧ |ψL〉 span
∧L (H)). The representation Πf is
characterized by the highest weight
λ0 =
 L︷ ︸︸ ︷1, . . . , 1, 0, . . . , 0
 .
The set of generalized coherent states coincides with the set consisting of projectors onto Slater
determinants,
Mf =
{|ψ〉〈ψ| ∈ D1 (Hf ) | |ψ〉 = |φ1〉 ∧ |φ2〉 ∧ . . . ∧ |φL〉, |φi〉 ∈ CN , 〈φi|φj〉 = δij} . (3.30)
This time the explicit computation of the operator A describing the set Mf in a bit more
complicated but nevertheless can be done analytically. Just like in the case of bosons (see
(3.26)) we have
L∧
(H) ⊂ H1 ⊗ . . .⊗HL,
L∧
(H) ∨
L∧
(H) ⊂
(
i=L⊗
i=1
Hi
)
⊗
(
i=L′⊗
i=1′
Hi
)
= Hd ⊗Hd . (3.31)
By Pasym{1,...,L} : Hd⊗Hd → Hd⊗Hd we denote the projector onto the subspace of Hd⊗Hd which
is completely asymmetric with respect to interchange of spaces labeled by indices from the set
{1, 2, . . . , L}. We define Pasym{1′,...,L′} in the analogous way.
Lemma 3.3. Under the introduced notation a closed expression for the projector operator P2λ0
(see (3.11)) for the case of K = SU(N) and Hλ0 = Hf reads
P2λ0 = Pf = α
(
P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′
) (
Pasym{1,...,L} ◦ Pasym{1′,...,L′}
)
, (3.32)
where α = 2
L
L+1
and it is understood that P2λ0 acts on the space Hd ⊗ Hd. By (3.11) we have
the following characterization of the set of projectors onto Slater determinants
|ψ〉〈ψ| ∈ Mf ⇐⇒ C2f (|ψ〉) = 〈ψ|〈ψ| (Psym − Pf ) |ψ〉|ψ〉 = 0 . (3.33)
9 By
∧L
(H) we denote the L-fold anti-symmetrization of the Hilbert space H.
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In analogy to the case of bosons we have
Pf |∧L(H)⊗∧L(H) = αP+11′ ◦ P+22′ ◦ . . . ◦ P+LL′ ,
since for any |Ψ〉 ∈ ∧L (H)⊗∧L (H) we have (Pasym{1,...,L} ◦ Pasym{1′,...,L′}) |Ψ〉 = |Ψ〉.
states
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Figure 3.5. Graphical illustration he action of the operator Pf . Red circles correspond to symmetriza-
tion in the relevant factors of the space Hd ⊗ Hd. Blue rectangles enclose factors on which we have
antisymmetrization.
Proof. The proof is presented in Section 8.1 of the Appendix (see page 157).
3.1.4. Physical interpretation of the invariant polynomial for distinguishable
particles, bosons and fermions
Expressions for the invariant polynomial C2 (|ψ〉〈ψ|) = 〈ψ|〈ψ|A|ψ〉|ψ〉 that detects coherent
states (in a sense of 3.1) depend, in the case of distinguishable particles, bosons and fermions,
only upon 〈ψ|〈ψ|P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′ |ψ〉|ψ〉 (see Eq. (3.23), (3.28) and (3.33)). One can show
(c.f. [97]) that for arbitrary L-particle states the following expression holds,
〈ψ|〈ψ|P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′ |ψ〉|ψ〉 = 2−L
(∑
k
tr
(
ρ2k
)
+ 2
)
, (3.34)
where the summation is over all different 2L−2 proper subsystems of L-particle systems and ρk
is the reduced density matrix describing the particular subsystem k. Notice that the expression
(3.34) is also valid for bosons and fermions because we can formally embed bosonic and fermionic
Hilbert spaces in
⊗L (CN).
Although in our approach we cared only whether a given multiparty pure state is “classical” or
not, it is tempting to ask what are the “maximally entangled” states corresponding to measures
C2dist, C2b and C2f in each of three considered contexts. Equation (3.34) enables us to formally
answer this question. Clearly, C2dist, C2b and C2f will be maximal once for each proper sub-
system k the corresponding reduced density matrix will be maximally mixed. For the case of
distinguishable particles states |ψ〉〈ψ| satisfying this condition are called “absolutely maximally
entangled states”. The problem of deciding whether for a given L and N such states at all exist
is in general unsolved [98]. Therefore, one cannot hope for an easy characterization of states
that maximize C2dist, C2b or C2f (or equivalently, minimize (3.34) once |ψ〉 ∈ Hdist, Hb or Hf
respectively). Nevertheless, the characterization of “absolutely maximally entangled” bosonic
and fermionic states is certainly an interesting open problem.
Let us mention also the connection of the polynomials C2dist, C2b and C2f to the results known
before. In the case of distinguishable particles the function Cdist (|ψ〉〈ψ|) coincides with the
multiparty concurrence considered before in [67, 68]. In these papers the authors derived
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lower bounds for the convex roof extension of Cdist (|ψ〉〈ψ|), which is the faithful indicator of
entanglement for mixed states10 Polynomials C2b and C2f were also derived in [89] for the case
of L = 2 particles.
3.1.5. Pure Fermionic Gaussian states
The discussion of the case of pure fermionic Gaussian states needs to be preceded by a more
thorough introduction then the cases considered before in this section. The reason for this is
a rather involved definition of the class of fermionic Gaussian states. Because of that, despite
the extensive use of fermionic Gaussian states in physics (see Section 1.1 and Section 4.2)
their group-theoretical interpretation is not well-known. It is perhaps worth mentioning that
in the mathematical literature pure fermionic Gaussian states are referred to as “pure spinors”
[99, 100]. This subsection is organized as follows. We first present the setting and notation
necessary to define pure Fermionic Gaussian states. Then we will give standard “physical”
definitions of general (mixed and pure) Fermionic Gaussian states. We then show that pure
fermionic Gaussian states, of d mode fermionic system can be identified with the Perelomov
coherent states11 of the of the group Spin (2d) in its spinor representations12. In the next part
of we give (using results of a recent paper of de Melo, Ćwikliński and Terhal [22]) an explicit
form of the operator A that allows to characterize the set of pure Gaussian states, denoted
by G, via Eq.(3.11), as a zero set of a polynomial invariant under the group of Bogolyubov
transformations. Finally, due to the group-theoretical characterization of pure Gaussian states,
the results concerning the operator A presented in [22] can be understood from the perspective
of a general framework introduced in this Section.
Let us consider a fermionic system whose particles can be in d modes. If there is no restriction
for the number of particles the relevant Hilbert space associated to a system is the fermionic
Fock space which we denote HFock
(
Cd
)
. Mathematically HFock
(
Cd
)
is defined by
HFock
(
Cd
)
=
d⊕
k=0
k∧(
Cd
)
,
where
∧0 (Cd) is a one dimensional space spanned by the Fock vacuum which we denote by
|0〉. To every choice of the orthonormal basis {|φk〉}k=dk=1 of the single-particle Hilbert space Cd
one associates the standard creation and annihilation operators: a†k, ak, k = 1, . . . , d, satisfying
canonical anticommutation relations, {
ak, a
†
l
}
= δklI , (3.35)
where k, l = 1, . . . , d and {·, ·} denotes the standard anticommutator of operators, {A,B} =
AB+BA. The Fock spaceHFock
(
Cd
)
has dimension 2d and is spanned by the set of orthonormal
Fock states:
|n1, . . . , nd〉 =
(
a†1
)n1 · · ·(a†d)nd |0〉 , (3.36)
where nk = 0, 1, k = 1, . . . , d, are the occupation numbers of the modes characterized by the
single particle states |φk〉 ∈ Cd. For each k = 1, . . . , d the operator of the particle number in
10 For the definition of the convex roof extension of a function see Subsection 4.1.1.
11 Strictly speaking pure Gaussian states will be identified with the disjoint union of the coherent states of
Spin (2d) in the direct sum of two irreducible representations.
12 The group Spin (2d) is a compact simply-connected Lie group (see Subsection (2.4.4)) which is isomorphic
to the group of above-mentioned Bogolyubov transformations.
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the mode k is given by nˆk = a†kak. Due to the fact that Fock states (3.36) form a basis of
HFock
(
Cd
)
, every linear operator A ∈ End (HFock (Cd)) can be written as a polynomial in the
creation and annihilation operators.
It will be convenient to describe fermionic Gaussian states via so-called Majorana fermion
operators [22, 23],
c2k−1 = ak + a
†
k , c2k = i
(
ak − a†k
)
,
k = 1, . . . , d. Majorana operators are Hermitian, traceless and satisfy the following anticom-
mutation relations,
{ck, cl} = 2δkl , (3.37)
where k, l = 1, . . . , d. Because creation and annihilation operators can be expressed uniquely via
the Majorana operators every operator X ∈ End (HFock (Cd)) can be written as a polynomial
in {ci}di=1 13,
X = α0I+
2d∑
k=1
∑
1<l1<l2<...<lk≤2d
αl1l2...lkcl1cl2 . . . clk , (3.38)
where coefficients α0 and αl1l2...lk are in general complex. It what follows we will consider only
even operators, i.e. operators commuting with the total parity operator14
Q =
d∏
k=1
(−1)nˆk =
d∏
k=1
(
I− 2a†kak
)
= id
2d∏
k=1
ck . (3.39)
The operator Q has the eigenvalues ±1 and the whole Fock space decomposes onto manually
orthogonal eigenspaces of Q,
HFock
(
Cd
)
= H+Fock
(
Cd
)⊕H−Fock (Cd) , (3.40)
where H+Fock
(
Cd
)
and H−Fock
(
Cd
)
are spanned by states with respectively even and odd num-
ber of excitations. The corresponding orthonormal projectors onto these subspaces are P± =
1
2
(I±Q). Even operators Endeven
(HFock (Cd)) form a subalgebra of End (HFock (Cd)) that
respect the direct sum (3.40),
Endeven
(HFock (Cd)) = End (H+Fock (Cd))⊕ End (H−Fock (Cd)) . (3.41)
Application of the anticommutation relations (3.37) and (3.38) shows that X is even if and
only if it can be written as a polynomial in Majorana operators involving only monomials of
even degree,
X = α0I+
d∑
k=1
ik
∑
1≤l1<l2<...<l2k≤2d
αl1l2...l2kcl1cl2 . . . cl2k , (3.42)
where all the coefficients α0 and αl1l2...l2k are real. Let Deven
(HFock (Cd)) denote the set of even
mixed states on HFock
(
Cd
)
. For an even mixed state ρ ∈ Deven
(HFock (Cd)) the correlation
matrix M (ρ) = [Mkl (ρ)] is defined by
Mkl (ρ) =
i
2
Tr (ρ [ck, cl]) , k, l = 1, . . . , 2d . (3.43)
13 One can show that the complex algebra generated by polynomials in Majorana operators is isomorphic
with the complex Clifford algebra Cl (2d,C) (see Subsection 2.4.4).
14 This requirement can be understood as a kind of a superselection rule imposed on a system in question
[101].
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One checks thatM (ρ) is real and antisymmetric and therefore (see Eq.(2.42)) can be considered
as an element of the Lie algebra so (2d). The general Gaussian states, denoted by Gauss ⊂
Deven
(HFock (Cd)), are defined as states ρ ∈ Deven (HFock (Cd)) of the form
ρ = K · exp
(
i
∑
k 6=l
hklckcl
)
, (3.44)
where the 2d × 2d matrix h = [hkl] is real and antisymmetric (h ∈ so (2d)) and K is the
normalization constant. By virtue of the fermionic Wick theorem [17, 23] Gaussian states are
fully determined by their correlation matrix M . The correlation matrix of a Gaussian state ρ
satisfies (see [22, 23])
M (ρ)M (ρ)T ≤ I2d ,
where I2d is the 2d×2d identity matrix. Our main object of interest are pure fermionic Gaussian
states, which we denote byMg. By the virtue of the following fact the classMg is effectively
characterized by orthogonal correlation matrices.
Fact 3.3. [22] The class of pure fermionic Gaussian states Mg consists precisely of states
ρ ∈ Deven
(HFock (Cd)) that have orthogonal correlation matrix.
|ψ〉〈ψ| ∈ Mg ⇐⇒ M (ρ)M (ρ)T = I2d . (3.45)
We now introduce an important symmetry group acting on HFock
(
Cd
)
called the group of
Bogolyubov transformations and denoted by B. The group B is generated by arbitrary Hamil-
tonians quadratic in the creation and annihilation operators
H = i
2d∑
k,l=1
Hklckcl ,
where the matrix H = [Hkl] is real and antisymmetric. In other words we have
B =
{
U ∈ U (HFock (Cd)) |U = exp(i(i∑
k 6=l
Hklckcl
))}
. (3.46)
The class of unitary operations B is also called sometimes Fermionic Linear Optics [23, 91, 22].
Elements of B commute with the operator of total parity Q (Eq.(3.39)). Rigorously speaking
in Eq.(3.46) we should have taken as B the closure (with respect to, say, the norm topology
in U
(HFock (Cd))) of the set consisting of finite products of operators of the form exp (iH).
However one can show that due to the simple-connectedness and compactness of the group
Spin (2d) (see Subsection 2.4.4) that these two definitions of B coincide. Moreover, directly
from the definition of B we get that for U ∈ B the following properties hold
UclU
† =
2d∑
k=1
Rkl (U) ck ,
M
(
UρU †
)
= R (U)M (ρ)R (U)T , (3.47)
where R (U) ∈ SO (2d). Moreover, the mapping U → R (U) is surjective, i.e. every special
orthogonal transformation can appear in (3.47) for a suitable choice of U ∈ B. In Subsection
2.4.4 it was shown that the group of Bogolyubov transformations B can be realized as a spinor
representation of the group Spin (2d). To be more precise we have B = Πs (Spin (2d)), where
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Πs : Spin (2d) → U
(HFock (Cd)) is a so-called spinor representation of Spin (2d) (see Subsec-
tion 2.4.4 for more details). The spinor representation is reducible and decomposes onto two
irreducible components corresponding to subspaces of HFock
(
Cd
)
spanned by the Fock states
with respectively even and odd number of excitations,
Πs = Π
+
s ⊕ Π−s , (3.48)
where
Π±s : Spin (2d)→ U
(H±Fock (Cd)) .
are representations described in detail in Subsection 2.4.4. Note that Eq.(3.48) is in agreement
with the observation that B commutes with the total parity operator. The pure fermionic
Gaussian states are closely related to coherent states of Spin (2d) in representations Π±s as
specified in the following proposition.
Proposition 3.3. Let Mg ⊂ D1
(HFock (Cd)) be the class of pure fermionic Gaussian states
defined as above. Let |ψ±0 〉 ∈ H±Fock
(
Cd
)
be some fixed highest weight vectors15 of the represen-
tations Π±s . LetM±g ⊂ D1
(H±Fock (Cd)) be the orbits of Spin (2d) through the states
|ψ±0 〉〈ψ±0 | ∈ D1
(H±Fock (Cd)) .
Then,
Mg =M+g ∪M−g , (3.49)
where elements of D1
(H+Fock (Cd)) and D1 (H−Fock (Cd)) are treated as elements of D1 (HFock (Cd))
in a natural manner by the virtue of the decomposition (3.40).
Proof. We present the proof of Proposition 3.3 in Section 8.1 of the Appendix (see page 159).
The graphical representation of Eq.(3.49) is presented on Figure 3.6.
Figure 3.6. Graphical representation of the relationMg =M+g ∪M−g ,M+g ∩M−g = ∅.
We now present, after [22, 23], the characterization of pure fermionic Gaussian states Mg
as the null set of the Spin (2d)-invariant polynomial defined via the projector A acting on
Sym2
(HFock (Cd)) (c.f. Eq.(3.11)). This characterization is completely analogous to the one
presented previously in this section. The only difference comes from the fact that the relevant
15 Without the loss of generality we can take |ψ+0 〉 = |0〉 (Fock vacuum) and |ψ−0 〉 = |0, 0, . . . , 1〉 (excitation
only in the last mode |φ1〉).
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representation of the symmetry group Πs is reducible and decomposes onto two irreducible
representations. Let us define the operator Λ ∈ Herm (HFock (Cd)⊗HFock (Cd))
Λ =
2d∑
k=1
ci ⊗ ci . (3.50)
A straightforward computation shows that Λ is Spin (2d)-invariant, i.e.
[Πs (g)⊗ Πs (g) ,Λ] = 0
for all g ∈ Spin (2d).
Fact 3.4. ([22, 23]) Let P0 denotes the projector onto the null eigenspace of the operator Λ.
Then, the following equivalence holds
|ψ〉〈ψ| ∈ Mg ⇐⇒ (Psym − P0) |ψ〉|ψ〉 = 0 . (3.51)
The projector A = Psym − P0 is manifestly Spin (2d)-invariant. The following proposition
presents P0 directly in terms of Majorana operators.
Proposition 3.4. . The closed-form expression for P0, the projector onto the null eigenspace
of Λ (see Eq.(3.50)), in terms of the Majorana operators reads
P0 =
1
22d
d∑
k=0
fk,d

∑
X ⊂ {1, . . . , 2d}
|X| = 2k
∏
i∈X
ci ⊗ ci
 , (3.52)
where the inner summation is over all subsets X of the set {1, . . . , 2d} with the cardinality
|X| = 2k and
fk,d = (−1)k (2k)! (2d− 2k)!
d!k! (d− k)! . (3.53)
Proof. The proof is given in Section 8.1 of the Appendix (see page 159).
Remark. The projectors P2λ0± (appearing in Eq.(3.11) ) associated to representations Π±s can be
obtained from P0 by restricting it to the subspaces H±Fock
(
Cd
)⊗H±Fock (Cd).
3.2. Quadratic characterization of the generalized coherent states in
the infinite dimensional Hilbert spaces
In this section we provide polynomials that detect correlations of pure quantum states when
dimensions of the relevant Hilbert spaces are infinite. We will cover the following types of
correlations, defined by the suitable choice of the class of “non-correlated” pure states M (as
explained in Section 1 and in the beginning of this chapter).
• Entanglement in system of distinguishable particles;M =Md - pure product states;
• Entanglement in system of finite number of bosons;M =Mb - symmetric product states;
• “Entanglement” in system of finite number of fermions; M = Mf - symmetric product
states;
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The section is organized as follows. We first make a few technical remarks about infinite
dimensional setting. In the rest of the section we prove that the criteria for correlations are
given by formally the same expressions is in the finite dimensional case (see Equations (3.23),
(3.28) and (3.33)).
A separable Hilbert space H is, by definition, a Hilbert space in which it is possible to chose a
countable basis. Almost all Hilbert spaces that occur in physics are separable [58]. Examples
include all finite dimensional Hilbert spaces or the space space of square integrable (with respect
to the Lebesgue measure) functions on Rd, L2
(
Rd, dx
)
. In this section we consider only sepa-
rable Hilbert spaces. The space of pure states of a quantum system is a set D1 (H) consisting
of rank one orthogonal projectors acting on H, i.e. operators that project orthogonally onto
one dimensional subspaces of H. The space D1 (H) is a metric space with respect to the
Hilbert–Schmidt metric [58]. That is, for |ψ〉〈ψ|, |φ〉〈φ| ∈ D1 (H) we have
d (|ψ〉〈ψ||φ〉〈φ|) =
√
tr
[
(|ψ〉〈ψ| − |φ〉〈φ|)2] = √2 (1− |〈ψ|φ〉|2) , (3.54)
where d (·, ·) denotes the metric.
Proposition 3.5. The set of pure states D1 (H) endowed with the metric (3.54) is a complete
metric space, i.e. every Cauchy sequence of elements from D1 (H) converges.
Proof. We will use the proof of this proposition to briefly introduce the notion of Hilbert-Schmidt
operators. A bounded operator16 A is a Hilbert Schmidt-operator if and only if for some basis
{|ei〉}i∈I of H we have ∑
i∈I
‖A|ei〉‖2 <∞ .
The space of Hilbert-Schmidt operators HS (H) is a Hilbert space itself when equipped with
the Hilbert-Schmidt inner product 〈·, ·〉HS defined in the following way
〈A,B〉HS =
∑
i∈I
〈ei|A∗B|ei〉 = tr (A∗B) , (3.55)
where, as above, {|ei〉}i∈I is a basis of H, and A∗ denotes the adjoint of the operator A. The
Hilbert-Schmidt inner product induces a trace distance between elements of A,B ∈ HS (H)
‖A−B‖ =
√
tr
[
(A−B)2] . (3.56)
Simple calculation shows that the metric (3.54) is a restriction of the trace distance to D1 (H)
(rank one projectors on H). The completeness of D1 (H) follows from the fact D1 (H) is a
closed subset of Hilbert of HS (H) (endowed with the trace distance (3.56)). The set of pure
states D1 (H) is closed in HS (H) because it is specified uniquely by the following conditions
P ∈ D1 (H) ⇐⇒ P2 = P , P∗ = P and tr (P)=1 . (3.57)
Mappings
HS (H)→ HS (H) , A→ A2 − A ,
HS (H)→ HS (H) , , A→ A− A∗ ,
HS (H)→ C , A→ tr (A) ,
are manifestly continuous (with respect to the trace distance (3.56)) and thus the set D1 (H)
is the intersection of closed subsets of HS (H) and therefore is a closed subset of HS (H).
16 The set of bounded (continuous) operators on H is consists of operators A : H → H that satisfy
‖A|v〉‖ ≤ C ‖|v〉‖ for some C ≥ 0 and all |v〉 ∈ H.
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3.2.1. Distinguishable particles
We first study entanglement of L distinguishable particles, described by the Hilbert space
Hd =
⊗i=L
i=1 Hi, where single particle Hilbert spaces Hi are in general infinite dimensional.
The notion of the tensor product of infinite dimensional Hilbert spaces involves, by definition,
taking into account tensors having infinite rank, i.e. tensors that cannot be written as a finite
combination of elements of the form |ψ1〉|ψ2〉 . . . |ψL〉. This phenomenon, which is the main
obstacle when we want to extend finite-dimensional results to the infinite-dimensional setting,
does not occur when dimensions of single particle Hilbert spaces are finite. The set of product
states consists, as before, of states having the form of simple tensors from Hd,
Md = {|ψ〉〈ψ| ∈ D1 (Hd) | |ψ〉 = |ψ1〉|ψ2〉 . . . |ψL〉, |ψi〉 ∈ Hi} . (3.58)
One can identifyMd with the orbit ofK = U(H1)×U(H2)×. . .×U(HL) through one exemplary
separable state |ψ0〉〈ψ0|. The main difference with the finite dimensional setting is that the
group K is not a Lie group, not to mention it is compact. Therefore, methods of representation
theory of Lie group cannot be applied to get result of the form (3.23). Nevertheless, we argue
that the result analogous to (3.23) indeed holds.
Lemma 3.4. We have the following characterization of product states defined on a general
separable composite Hilbert space Hd =
⊗i=L
i=1 Hi
|ψ〉〈ψ| ∈ Md ⇐⇒ C2d (|ψ〉) = 〈ψ|〈ψ|Psym − P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′ |ψ〉|ψ〉 = 0 , (3.59)
where P+ii′ : Hd⊗Hd → Hd⊗Hd are the symmetrization operators defined as under Eq. (3.21).
Proof of Lemma (3.4). In order to prove (3.59) we first observe that 〈ψ|〈ψ|I⊗I−P+11′◦P+22′◦. . .◦
P+LL′|ψ〉|ψ〉 = 0 for separable states. Therefore, we only need to prove the inverse implication.
Let us denote byMid the set of states that are separable with respect to the bipartition Hd =
Hi ⊗
(⊗
j 6=iHj
)
. That is,
Mid =
{
|ψ〉〈ψ| ∈ D1 (Hd)| |ψ〉 ∈ Hi , |φ〉 ∈
(⊗
j 6=i
Hj
)}
. (3.60)
One checks that |ψ〉〈ψ| ∈ Md if and only if |ψ〉〈ψ| ∈ Mid for all i = 1, . . . , L (in other words
|ψ〉〈ψ| is separable with respect to any bipartition Hd = Hi ⊗
(⊗
j 6=iHj
)
). Note that in order
not to complicate the notation we abuse the notation of the tensor product in (3.60) (we do
not respect the order of terms in the tensor product). The proof of the above statement is
straightforward. If |ψ〉〈ψ| ∈ Mid, then |ψ〉 is an eigenvector (with eigenvalue 1) of the operator
|φi〉〈φi| ⊗ Ii, (3.61)
where |φi〉 ∈ Hi and Ii is the identity operator on
(⊗
j 6=iHj
)
. Note that we can repeat the
above reasoning for all other i = 1, . . . , L. As a result, we get that |ψ〉 is an eigenvector with
the eigenvalue 1 of the operator
P = |φ1〉〈φ1| ⊗ |φ2〉〈φ2| ⊗ . . .⊗ |φL〉〈φL|,
where |ψi〉 ∈ Hi. Operator P is a projector onto a separable state and we must have |ψ〉〈ψ| = P.
We can now prove that 〈ψ|〈ψ|I ⊗ I − P+11′ ⊗ P+22′ ⊗ . . . ⊗ P+LL′|ψ〉|ψ〉 = 0 implies that |ψ〉〈ψ|
is a product states. Assume that |ψ〉〈ψ| is entangled. By the discussion above it must be
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non-separable with respect to some bipartition Hi0 ⊗
(⊗
j 6=i0Hj
)
. We write the Schmidt
decomposition of |ψ〉 with respect to this bipartition [102],
|ψ〉 =
∑
l
λl|ψl〉 ⊗ |φl〉, (3.62)
where |ψl〉 ∈ Hi0 , |φl〉 ∈
(⊗
j 6=i0Hj
)
and 〈ψi|ψj〉 = 〈φi|φj〉 = δij. Moreover, we fix the
normalization of the sate by setting
∑
i |λi|2 = 1. We have:
〈ψ|〈ψ|Psym − P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′ |ψ〉|ψ〉 ≥ 〈ψ|〈ψ|Psym − P+i0i′0 ⊗ I⊗ . . .⊗ I|ψ〉|ψ〉.
Direct computation based on (3.62) shows that 〈ψ|〈ψ|P+i0i′0⊗ I⊗ . . .⊗ I|ψ〉|ψ〉 < 1 which implies
〈ψ|〈ψ|I⊗ I− P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′ |ψ〉|ψ〉 > 0. This concludes the proof of (3.59).
3.2.2. Bosons
A criterion analogous to (3.59) holds also for the arbitrary finite number of bosonic particles
with the infinite-dimensional single particle Hilbert space. We have Hb = SymL (H), where
H is infinite dimensional. In analogy with the finite dimensional case (3.25) we distinguish
symmetric product states (bosonic coherent states):
Lemma 3.5. We have the following characterization of symmetric product product states de-
fined on Hb = SymL (H),
|ψ〉〈ψ| ∈ Mb ⇐⇒ C2b = 〈ψ|〈ψ|Psym − Pb|ψ〉|ψ〉 = 0 , (3.63)
where Psym projects onto symmetric subspace Hb ⊗Hb and Pb is defined as in (3.27).
Proof. We notice that the coherent bosonic states are precisely the completely symmetric sep-
arable states of the system of identical distinguishable particles with the single particle Hilbert
spaces H. Thus, we can apply criterion (3.59) restricted to SymL (H) to distinguish coherent
bosonic states. More precisely, for |ψ〉 ∈ SymL (H) we have
|ψ〉〈ψ| ∈ Mb ⇐⇒ 〈ψ|〈ψ|Psym − P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′|ψ〉|ψ〉 = 0 ,
where operator P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′ is assumed to act on the Hilbert space SymL (H) ⊗
SymL (H) ⊂ Hd ⊗Hd, with Hd defined in 3.2.1 and each single particle Hilbert space Hi equal
to H. We conclude the proof by noting that for |ψ〉 ∈ SymL (H) we have
Psym{1,...,L} ⊗ Psym{1,...,L′}|ψ〉|ψ〉 = |ψ〉|ψ〉 .
3.2.3. Fermions
The case of fermionic particles turns out to be the most demanding, albeit also the most
interesting. System of L fermionic particles is described by Hf =
∧L (H), where the single
particle Hilbert spaceH is infinite dimensional. We define “non-entangled” or coherent fermionic
states analogously to the finite dimensional case,
Mf = {|ψ〉〈ψ| ∈ D1 (Hf ) | |ψ〉 = |φ1〉 ∧ |φ2〉 ∧ . . . ∧ |φL〉, |φi〉 ∈ H, 〈φi|φj〉 = δij} . (3.64)
We prove that the criterion (3.33) holds also in the infinite dimensional situation.
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Lemma 3.6. We have the following characterization of Slater determinants on a general sep-
arable Hilbert space Hf =
∧L (H),
|ψ〉〈ψ| ∈ Mf ⇐⇒ C2f (|ψ〉〈ψ|) = 〈ψ|〈ψ|Psym − αP+11′ ◦ P+22′ ◦ . . . ◦ P+LL′ |ψ〉|ψ〉 = 0 , (3.65)
where α = 2
l
l+1
and Psym projects onto symmetric subspace Hf ⊗Hf . It is assumed that P+11′ ◦
P+22′ ◦ . . . ◦ P+LL′ acts on
∧L (H)⊗∧L (H) ⊂ Hd ⊗Hd, with Hd defined in 3.2.1 and each single
particle Hilbert space Hi equal to H.
Proof. In order to prove (3.65) we consider the equivalent problem,
|ψ〉〈ψ| ∈ Mf ⇐⇒ 〈ψ|〈ψ|Pf |ψ〉|ψ〉 = 1 , (3.66)
for Pf = αP+11′ ◦ P+22′ ◦ . . . ◦ P+LL′ and a normalized |ψ〉 ∈
∧L (H). Note that if the rank of |ψ〉
(i.e. the minimal number of elements of the form |φ1〉 ∧ |φ2〉 ∧ . . .∧ |φL〉 needed to express |ψ〉)
is finite, we have |ψ〉 ∈ ∧L (H0), where H0 is some finite dimensional subspace of H. Therefore,
in this case (3.66) is proven as we can apply results from Subsection 3.1.3. If rank of |ψ〉 is
infinite and 〈ψ|〈ψ|Pf |ψ〉|ψ〉 < 1 there is nothing to prove. The only case left is when |ψ〉 has
infinite rank and 〈ψ|〈ψ|Pf |ψ〉|ψ〉 = 1. In the course of argumentation we will need the fact that
the set of coherent fermionic statesMf is closed in D1
(∧L (H)) (with respect to the metric
(3.54)). In order to prove this we identify Mf with the set DL (H) consisting of orthogonal
projectors onto L dimensional subspaces of H. The bijection α : M → DL (H) is defined as
follows. For |ψ〉〈ψ| ∈ Mf we have
α (|ψ〉〈ψ|) = P
Span
{|φ1〉,...,|φL〉} , (3.67)
where17 |ψ〉 = |φ1〉∧ |φ2〉∧ . . .∧|φL〉 and PSpan{|φ1〉,...,|φL〉} : H → H is an orthogonal projector
onto L dimensional subspace Span {|φ1〉, . . . , |φL〉}. On the set DL (H) we have the metric
induced from the trace distance on HS (H)
dL
(
P,P′
)
=
√
2 [L− tr (PP′)] . (3.68)
Using arguments analogous to the proof of Proposition 3.5 we see that the set DL (H) is a
complete with respect to the metric (3.68). The closedness ofMf with respect to the natural
metric (3.54) on D1
(∧L (H)) follows now the following inequality
dL (α (|ψ〉〈ψ|) , α (|ψ′〉〈ψ′|)) ≤
√
Ld (|ψ〉〈ψ|, |ψ′〉〈ψ′|)
which is a direct consequence of the definitions of the mapping α as well as the metrics d and
dL.
We can now return to the original problem. We introduce the sequence of finite dimensional
subspaces
H1 ⊂ H2 ⊂ . . . ⊂ Hk ⊂ . . . ⊂ H , (3.69)
such that
⋃l=∞
l=1 Hi = H. To the above sequence we associate corresponding sequence of sub-
spaces of
∧L (H),
L∧
(H1) ⊂
L∧
(H2) ⊂ . . . ⊂
L∧
(Hk) ⊂ . . . ⊂
L∧
(H) . (3.70)
17 Mapping α does not depend upon the choice of orthonormal vectors |φ1〉, . . . , |φL〉 such that |ψ〉 =
|φ1〉 ∧ |φ2〉 ∧ . . . ∧ |φL〉.
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Obviously we have
⋃l=∞
l=1
∧L (Hl) = ∧L (H). We fix the index k and consider the following
orthogonal splittings of
∧L (H) and ∧L (H)⊗∧L (H),
L∧
(H) =
L∧
(Hk)⊕
[
L∧
(Hk)
]⊥
, (3.71)
L∧
(H)⊗
L∧
(H) =
[
L∧
(Hk)⊗
L∧
(Hk)
]
⊕
[
L∧
(Hk)⊗
L∧
(Hk)
]⊥
, (3.72)
where the orthogonal complements are taken with respect to the usual inner products on
∧L (H)
and
∧L (H) ⊗ ∧L (H) respectively. By Pk : ∧L (H) → ∧L (Hk) we denote the orthogonal
projector on
∧L (Hk). We now prove that the infinite rank of |ψ〉 and 〈ψ|〈ψ|Pf |ψ〉|ψ〉 = 1 yield
to the contradiction. Let us first note that for a normalized |ψ〉 the condition 〈ψ|〈ψ|Pf |ψ〉|ψ〉 = 1
is equivalent to Pf |ψ〉|ψ〉 = |ψ〉|ψ〉. Consider the decomposition
|ψ〉|ψ〉 = |Ψk〉+ |Ψ⊥k 〉, (3.73)
where |Ψk〉 ∈
∧L (Hk) ⊗ ∧L (Hk) and |Ψ⊥k 〉 ∈ [∧L (Hk)⊗∧L (Hk)]⊥. We have Pf |ψ〉|ψ〉 =
|ψ〉|ψ〉 and thus
Pf |Ψk〉+ Pf |Ψ⊥k 〉 = |Ψk〉+ |Ψ⊥k 〉 . (3.74)
Because Pf preserves
∧L (Hk)⊗∧L (Hk) we have 〈Ψ⊥k |Pf |Ψk〉 = 0 and therefore Pf |Ψk〉 = |Ψk〉.
Notice that |Ψk〉 = Pk ⊗ Pk (|ψ〉|ψ〉) and therefore |Ψk〉 is a product state. Because Pf |Ψk〉 =
|Ψk〉 we see that Pk|ψ〉 is actually an (non-normalized) representative of some coherent fermionic
state. We can repeat the above construction for the arbitrary number k. We get
1 = lim
k→∞
〈ψ|Pk|ψ〉, (3.75)
where Pk|ψ〉 is the (non-normalized) representative of some coherent state. We therefore get
the convergence (in a sense of (3.54))
1
〈ψ|Pk|ψ〉Pk|ψ〉〈ψ|Pk
k→∞→ |ψ〉〈ψ| .
Since
1
〈ψ|Pk|ψ〉Pk|ψ〉〈ψ|Pk ∈Mf ,
we get that |ψ〉〈ψ| ∈ Mf as the set of coherent fermionic statesMf is closed in D1 (Hf ). This
is clearly in contradiction with the assumption that |ψ〉 has infinite rank.
3.3. Multilinear characterization of correlations in pure states
In this section we will extend the framework introduced in previous parts of the chapter. We
will study polynomials of degree higher then two in the density matrix. It will be showed
that polynomials of this kind do not only capture correlation types discussed previously but
also cover more complicated types of correlations (e.g., genuine multipartite entanglement or
correlations based on the notion of Schmidt number).
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Figure 3.7. Pictorial representation of the expression 〈ψ⊗k|A(k)M |ψ⊗k〉 defining, via Eq. (3.76), the class
of non-correlatedM.
Let H be the arbitrary finite-dimensional Hilbert space describing some physical system18. In
what follows we will present of classes of pure states M ⊂ D1 (H) that can be described via
the following polynomial condition
|ψ〉 ∈ M ⇐⇒ 〈ψ⊗k|A(k)M |ψ⊗k〉 = 0 , (3.76)
where A(k)M : H⊗k → H⊗k is a Hermitian operator acting on k-fold tensor product of H. The
subscriptM expresses the fact that different operators AkM define, via 3.76, different classes of
pure statesM. Superscript (k) denotes the number of copies ofH which is needed to implement
k. In what follows, unless it causes an ambiguity, we will drop both the subscript and the
superscript when referring to A(k)M . In accordance to the terminology introduced previously we
will refer to the class of statesM as a class of not-correlated states. Because |ψ⊗k〉 ∈ Symk (H)
(Symk (H) is a subspace of H⊗k completely symmetric under the exchange of factors in the
multiple tensor product) we can, assume without loss of generality that operator A is actually
defined on Symk (H). We will also assume19 that A ≤ Psym,k, where Psym,k : H⊗k → Symk (H)
denotes the orthogonal projector onto Symk (H). An interest in classes of non-correlated pure
states described by (3.76) is motivated by the following reasons:
• Condition (3.76) it is a natural generalization of (3.1).
• Via condition (3.76) it is possible to describe all classes of generalized coherent sates dis-
cussed before in this Chapter.
• The class of pure statesM does not have to be an orbit of some symmetry group represented
in H.
• In Chapter 5 we will show that the characterization (3.76) can be used to derive polynomial
criteria for detection of correlated (with respect to the class H) mixed states.
This Section is organized as follows. First we present the explicit form of operators A that
characterize
• Multipartite pure states that do not exhibit “genuine multiparty entanglement” (GME)
[3, 5];
• Bipartite states with Schmidt rank bounded above by some some number n [29, 92].
For definitions of above concepts consult Subsections (3.3.1) and (3.3.2) respectively. One can
think of correlations defined by these classes of states as of possible generalizations of the usual
notion of entanglement.
In the second part of the Section we prove that generalized coherent states discussed above
can be equivalently characterized by a general multilinear condition (3.76). We give an explicit
18 Discussion presented here can be generalized, under mild technical assumptions, to the
infinite-dimensional case.
19 Note that by imposing such a condition we do not lose the generality as the condition (3.76) is invariant
under scaling.
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form of operators A, acting on Symk (H) that characterize previously discussed classes of states:
product states, product bosonic states and Slater determinants.
3.3.1. States that do not exhibit GME
Let us first recall the concept of genuine multiparty entanglement.
Definition 3.1. Consider a Hilbert space associated to the system of L distinguishable parti-
cles, Hd = H1⊗ . . .⊗HL. We say that a pure state |ψ〉〈ψ| ∈ D1 (Hd) is 2-separable if and only
if it can be written as a product state with respect to some bipartition of the Hilbert space Hd.
In other words,
|ψ〉 = |φ1〉X ⊗ |φ1〉X¯ (3.77)
for some subset X ⊂ {1, 2, . . . , L} which define splitting of the system of L particles onto two
subsystems (see Figure 3.8):
{1, 2, . . . , L} = X ∪ X¯, Hd =
(⊗
i∈X
Hi
)
⊗
(⊗
i∈X¯
Hi
)
. (3.78)
Note that in (3.77) and (3.78) we reordered terms in the tensor product appearing in the
definition of Hd. In what follows we will denote the set of 2-separable states byM2d. A state
|ψ〉 ∈ Hd will be called called genuinely multiparty entangled if and only if it is not 2-separable.
Figure 3.8. Exemplary bipartition of a composite system consisting of six subsystems.
A class of “non-correlated” statesM2d ⊂ D1 (Hd) is a natural generalization of separable states
from the bipartite setting: it consists of states that are separable with respect to some biparti-
tion of the composite system onto two subsystem. Let us remark thatML2d is invariant under
the action of local unitary group but is not an orbit of this group in D1 (Hd). Let us consider
a specific example of L = 3 Indeed, for L = 3 we have Hd = H1 ⊗H2 ⊗H3 and
M2d =M1:23d ∪M2:13d ∪M3:12d , (3.79)
whereMX:Y Zd ⊂ D1 (HA ⊗HB ⊗HC) describes the class of the splitting of a composite system
in the cut X : Y Z. The graphical presentation of the setM2d ⊂ D1 (H1 ⊗H2 ⊗H3) is presented
in Figure 3.9. As MX:Y Zd itself consists of many orbits of local unitary group then the same
concernsM2d.
We now present a polynomial condition that characterizes the class of L-particle separable
states. For simplicity we restrict our considerations to the special case of L = 3 subsystems.
Arguments presented below can be easily extended to the arbitrary number of subsystems.
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Figure 3.9. Graphical presentation of the structure of the set M2d = M1:23d ∪ M2:13d ∪ M3:12d ⊂
D1 (H1 ⊗H2 ⊗H3).
Lemma 3.7. The class of pure statesM2d ⊂ D1 (H1 ⊗H2 ⊗H3) that do not exhibit GME can
be characterized by the operator AGME acting on Sym6 (H1 ⊗H2 ⊗H3) ,
|ψ〉 ∈ M3d ⇐⇒ 〈ψ⊗6|AGME|ψ⊗6〉 = 0 . (3.80)
Operator AGME is given by
AGME = Psym,6 ◦
(
A1:23 ⊗ A2:13 ⊗ A3:12) ◦ Psym,6 , (3.81)
where
Psym,6 - projector onto completelly symmetric sybspace of (H1 ⊗H2 ⊗H3)⊗6 ,
A1:23 = P−11′ ◦ P−{23}{2′3′} (3.82)
and the remaining operators AX:Y Z are defined in the analogous manner. 20.
Proof. The proof follows immediately from (3.79) and from the fact that
〈ψ⊗6|AGME|ψ⊗6〉 = C21:23 (|ψ〉) · C22:13 (|ψ〉) · C23:12 (|ψ〉) ,
where by C2X:Y Z we denote the quadratic polynomial that characterizes the separability (in
a sense of Eq. (3.23) ) of a state |ψ〉 ∈ D1 (H1 ⊗H2 ⊗H3) with respect to the bipartition
X : Y Z.
3.3.2. Bipartite pure states with the bounded Schmidt rank
Consider a system of two distinguishable particles with a Hilbert space HA ⊗ HB. Let d =
max {dimHA, dimHb}. Every pure state |ψ〉〈ψ| ∈ D1 (HA ⊗HB) admits a Schmidt decomposi-
tion [49],
|ψ〉 =
i=d∑
i=1
λi|ei〉|fi〉 , (3.83)
where λi ≥ 0,
∑i=d
i=1 λ
2
i = 1. Moreover, sets {|ei〉}i=di=1 and {|fi〉}i=di=1 are orthogonal normalized
vectors in HA and respectively in HB.
20 In expression (3.82) we extended in a natural fashion the notation introduced in Subsection 3.1.1.
The operator P−{23}{2′3′} denotes the orthogonal projector onto the subspace
(H⊗21 ) ⊗ ∧ (H2 ⊗H3) ⊂
Sym2 (H1 ⊗H2 ⊗H3).
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Definition 3.2. A Schmidt rank of a pure state |ψ〉 is a number of nonzero coefficients in
(3.83). We define the class of bipartite pure statesMn as the set of states that have Schmidt
number less or equal than n (1 ≤ n ≤ d),
Mn = {|ψ〉 ∈ HA ⊗HB | at most nof λifrom (3.83) are nonzero} . (3.84)
We have the following chain of inclusions (see Figure 3.10for a graphical representation),
Md =M1 ⊂M2 ⊂ . . . ⊂Md = D1 (HA ⊗HB) . (3.85)
Figure 3.10. Graphical presentation of the hierarchy of inclusions (3.85).
In what follows we use the following isomorphism of multiple tensor powers of (HA ⊗HB)⊗k ,
(HA ⊗HB)⊗k ≈
(H⊗kA )⊗ (H⊗kB ) . (3.86)
We can now state the advertised polynomial characterization of bipartite pure states with the
Schmidt rank equal at most n.
Lemma 3.8. The class of pure statesMn that have a Schmidt rank at most n (see (3.84)) can
be characterized by the operator An acting on Symn+1 (HA ⊗HB) ,
|ψ〉〈ψ| ∈ Mn ⇐⇒ 〈ψ⊗(n+1)|An|ψ⊗(n+1)〉 = 0 . (3.87)
Operator Ak is given by
An = Pasym,n+1A ⊗ Pasym,n+1B , (3.88)
where
Pasym,n+1A -is a projector onto the subspace
n+1∧
(HA)⊗
(
H⊗(n+1)B
)
⊂ (HA ⊗HB)⊗(n+1) ,
Pasym,n+1b -is a projector onto the subspace
(
H⊗(n+1)A
)
⊗
n+1∧
(HB) ⊂ (HA ⊗HB)⊗(n+1) .
Note that in the above we have used identification (3.86).
Proof. For a given |ψ〉 ∈ Mn expanding its n + 1 copies, |ψ⊗(n+1)〉, in the space
(
H⊗(n+1)A
)
⊗(
H⊗(n+1)B
)
gives terms of the form(|ei1〉 ⊗ . . .⊗ |eik+1〉)⊗ (|fi1〉 ⊗ . . .⊗ |fik+1〉) ,
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where at least one pair of indices overlap. Therefore, by definition of the operator An, we have
An|ψ⊗(n+1)〉 = 0. Conversely, one easily checks that that for |ψ〉 /∈Mn we have
〈ψ⊗(n+1)|A|ψ⊗(n+1)〉 6= 0 .
Operator An has a support on Symn+1 (HA ⊗HB). It follows from the fact that for any τ ∈
Sn+1, represented in a natural manner (see Subsection 2.4.3 for details) on (HA ⊗HB)⊗n+1, the
following identity holds
Anτ = τAn = An . (3.89)
The above expression can be verified using the structure of An and observing that τ = τA ⊗
τB, where τA(B) denote the permutation on Alice’s (Bob’s) registers under the identification
(3.86).
Let us remark that from the definition of operatorsAn : Symn+1 (HA ⊗HB)→ Symn+1 (HA ⊗HB)
it is clear that they are LU -invariant, i.e.
U⊗n+1An
(
U †
)⊗n+1
= An ,
for U = UA ⊗ UB, where UA,B ∈ SU (HA,B).
Let us conclude our considerations on Schmidt rank of quantum states by explicitly computing
the polynomial 〈ψ⊗(n+1)|An|ψ⊗(n+1)〉 for arbitrary pure state |ψ〉〈ψ| ∈ D1 (HA ⊗HB).
Proposition 3.6. Let |ψ〉〈ψ| ∈ D1 (HA ⊗HB). Let the Schmidt decomposition of |ψ〉〈ψ| be
given by Eq.(3.83). The following formula holds
〈ψ⊗(n+1)|An|ψ⊗(n+1)〉 = 1
(n+ 1)!
∑
X ⊂ {1, . . . , d}
|X| = n+ 1
(∏
i∈X
λ2i
)
. (3.90)
Proof. The proof is given in Section 8.1 of the Appendix (see page 160).
The above result shows that there is a connection between the polynomial in\invariant based
on An and d-concurrence [103]. More precisely we have
n+1
√
〈ψ⊗(n+1)|An|ψ⊗(n+1)〉 ∝ Cn+1 (|ψ〉〈ψ|) ,
where Cn+1 (·) is the concurrence [103] of order n+ 1.
3.3.3. Generalized coherent states of compact simply-connected Lie groups
In this subsection we present the multilinear characterization of the manifold of generalized
coherent states of compact simply-connected Lie group. The considered setting is exactly
the same as in Section 3.1: we have a compact simply-connected Lie group K irreducibly
represented on the Hilbert space Hλ0 (λ0 ∈ h∗ denotes the highest weight characterizing the
representation). We use the same notation as in Section 3.1: Π, pi andMλ0 denote respectively
representation of Lie group K, representation of the corresponding Lie algebra k Lie algebra,
and the class of generalized coherent states in D1
(Hλ0). We would like to remark that the result
presented here is of different type then ones presented in Subsections 3.3.1 and 3.3.2. There we
had to consider polynomials of degree higher that two in order to grasp a given class of pure
statesM. Here however we fix the class of pure statesMλ0 (we know its characterization in
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terms of polynomial of degree two - see Proposition 3.2) and describe its characterizations via
polynomials of arbitrary degree in the density matrix. In order to state our results we have to
first introduce some notation. Let k > 1 be a natural number. By the usual tensor product
procedure (see Eq. (2.49)) we construct representations of K and k respectively on
(Hλ0)⊗k,
Π⊗k : K → U
((Hλ0)⊗k) , U → Π (U)⊗k (3.91)
pi⊗k : k→ i · Herm
((Hλ0)⊗k) , X → pi (X)⊗ I⊗(k−1) + I⊗ pi (X)⊗ I⊗(k−2) + . . . (3.92)
We have a property analogous to the one presented in Proposition (3.1).
Proposition 3.7. Representation Π⊗k is, in general, reducible. The decomposition of
(Hλ0)⊗k
onto irreducible components reads,(Hλ0)⊗k = Hkλ0 ⊕ ⊕
β<kλ0
Hβ , (3.93)
where Hkλ0 denotes the representation characterized by the highest weight kλ0 and
⊕
β<kλ0
Hβ
denotes the direct sum of all other irreducible subrepresentations of the group K in
(Hλ0)⊗k.
Proof. The proof is a simple generalization of the reasoning contained in the proof of Proposition
3.1.
We can now present a multilinear characterization of the set of coherent states which is a direct
generalization of the result presented in Proposition 3.2. The result we state bellow is certainly
well-known to mathematicians working on algebraic geometry but the author is not aware of
any specific reference where it is stated.
Lemma 3.9. The set of generalized coherent statesMλ0 can be characterized by the following
condition
|ψ〉〈ψ| ∈ Mλ0 ⇐⇒ 〈ψ⊗k|
(
Psym,k − Pkλ0) |ψ⊗k〉 = 0 , (3.94)
where Psym,k is a projector onto Symk
(Hλ0) and the operator Pkλ0 : (Hλ0)⊗k → (Hλ0)⊗k is an
orthonormal projector onto irreducible representation Hkλ0 ⊂ Hλ0 ⊗Hλ0.
Proof. The proof of Lemma (3.9) is given in Section 8.1 of the Appendix (see 161).
In what follows we present explicit formulas for Pkλ0 for classes of coherent states discussed
already in this chapter: separable sates, separable bosonic states and Slater determinants. We
will use the following convenient embeddings of vectors spaces
(
SymL (H))⊗k ⊂ ( L⊗
i=1
Hi
)⊗k
≈
L⊗
i=1
H⊗ki , (3.95)
(
L∧
(H)
)⊗k
⊂
(
L⊗
i=1
Hi
)⊗k
≈
L⊗
i=1
H⊗ki , (3.96)
where H ≈ Hi ≈ CN is the single particle Hilbert space of the either bosonic or fermionic
system considered. Note that in the above we used the natural relabeling of factors in the
composite tensor product, (
L⊗
i=1
Hi
)⊗k
≈
L⊗
i=1
H⊗ki . (3.97)
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In what follows, in order to distinguish different spaces that appear inH⊗ki we will use additional
labeling,
H⊗ki =
k⊗
j=1
Hi(j) . (3.98)
Consequently, we obtain the following decomposition
(
L⊗
i=1
Hi
)⊗k
≈
L⊗
i=1
H⊗ki =
L⊗
i=1
(
k⊗
j=1
Hi(j)
)
. (3.99)
In accordance to 3.99 we introduce the following notation
• Psym{i(1),...,i(k)} - orthonormal projector onto totally symmetric subspace ofH
⊗k
i (see Eq. (3.99)).
• Psym{1(j),...,L(j)}−is the orthonormal projector onto totally symmetric subspace of
⊗L
i=1Hi(j) .
• Pasym{1(j),...,L(j)}−is the orthonormal projector onto totally asymmetric subspace of
⊗L
i=1Hi(j) .
Lemma 3.10. Under the notation introduced in Subsection 3.1.1 the closed expression for
the projector operator Pkλ0 (see (3.94)) for the case of K = ×L(SU(N)) and Hλ0 = Hdist =⊗L
i=1Hi reads
Pkλ0 = P(k)dist =
L⊗
i=1
Psym{i(1),...,i(k)} .. (3.100)
Sketch of the proof. The proof of (3.100) is a direct generalization of the proof of Lemma 3.22.
The main idea is to observe that the subspace (note that we are using convention (3.99))
L⊗
i=1
Symk (Hi) ⊂ Symk
(
L⊗
i=1
Hi
)
is the irreducible representation of the group ×L(SU(N)).
Figure 3.11 presents a graphical representation of the operator P(k)d .
Lemma 3.11. Under the notation introduced in Subsection 3.1.2 the closed expression for the
projector operator Pkλ0 (see (3.94)) for the case of K = SU(N) and Hλ0 = Hb = SymL (H)
reads
Pkλ0 = P(k)b =
(
L⊗
i=1
Psym{i(1),...,i(k)}
)
◦
(
k⊗
j=1
Psym{1(j),...,L(j)}
)
.. (3.101)
Sketch of the proof. The proof is completely analogous to the proof of Lemma 3.2. The operator(⊗L
i=1 P
sym
{i(1),...,i(k)}
)
◦
(⊗k
j=1 P
sym
{1(j),...,L(j)}
)
is a projector onto Symk·L (H) ⊂ Symk (SymL (H)),
which is an irreducible representation of SU (N).
Figure 3.12 presents a graphical representation of the operator P(k)b .
The polynomial invariant
D1
(
SymL (H)) 3 |ψ〉〈ψ| −→ tr([|ψ〉〈ψ|⊗k]P(k)b ) ∈ R
was used in [104] to study the problem of unitary equivalence of multiphoton states under the
action of linear optics.
85
+++ + +
Figure 3.11. Graphical presentation of the operator P(k)d inH⊗kd . Red circles correspond to symmetriza-
tions in the relevant factors of H⊗kd .
+++ + +
+
+
+
Figure 3.12. Graphical presentation of the operator P(k)k treated as an operator on H⊗kd . Red circles
and rectangles correspond to symmetrizations in the relevant factors of H⊗kd containing H⊗kb .
Lemma 3.12. Under the notation introduced in Subsection 3.1.3 the closed expression for the
projector operator Pkλ0 (see (3.94)) for the case of K = SU(N) and Hλ0 = Hf =
∧L (H) reads
Pkλ0 = P(k)f = αk
(
L⊗
i=1
Psym{i(1),...,i(k)}
)
◦
(
k⊗
j=1
Pasym{1(j),...,L(j)}
)
, (3.102)
where
αk = α
 L︷ ︸︸ ︷k, k, . . . , k, 0, . . . 0

and the function α (λ) is given by Eq.(2.100).
Proof. Let us first notice that Im
(
P(k)f
)
⊂ H⊗kf . Moreover, P(k)f : H⊗k·L → H⊗k·L projects onto
subspace characterized by the highest weight
k · λf ==
 L︷ ︸︸ ︷k, k, . . . , k, 0, . . . 0
 .
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By the virtue of Proposition (3.7) there is only one representation of SU (N) characterized by
the highest weight k · λf .
Figure 3.13 presents a graphical representation of the operator P(k)f .
+++ + +
-
-
-
Figure 3.13. Graphical presentation of the operator P(k)f treated as an operator on H⊗kd . Red circles
correspond to symmetrizations and blue rectangles to antisymmetrizations in the relevant factors of
the space H⊗kd containing H⊗kf .
3.4. Summary and open problems
In this chapter we provided a polynomial characterization of different classes of non-correlated
pure statesM ⊂ D1 (H) that appear in many physical problems. Our approach was indepen-
dent on the choice of the basis and the characterization we gave was group-invariant, provided
there existed a symmetry group preserving the setM. We described the classesM as the null
sets of real non-negative homogenous polynomials in the density matrix |ψ〉〈ψ| of a state (also
in infinite-dimensional settings). In general the descriptions studied were of the form
|ψ〉〈ψ| ∈ M ⇐⇒ tr
([
|ψ〉〈ψ|⊗k
]
A
)
= 0 , (3.103)
where A is non-negative operator satisfying A ≤ Psym,k.
The following list contains the most important results contained in this chapter.
• Section 3.1. A characterization of coherent states for irreducible representations of com-
pact simply-connected Lie groupsM ⊂ D1 (H) as zero sets of a group-invariant quadratic
polynomials (k in Eq.(3.103) equals 2). We presented an explicit form of the operator A
for the following classes of pure states: product states of distinguishable particles, bosonic
product states, Slater determinants, and pure fermionic Gaussian states.
• Section 3.2. A polynomial characterization of the following classes of pure states in
infinite-dimensional Hilbert spaces: product states of distinguishable particles, bosonic
product states, Slater determinants. We represent these classes as a zero sets of a quadratic
polynomial (k in Eq.(3.103) equals 2) which is group-invariant.
• Section 3.3. A characterization of coherent states in irreducible representations of compact
simply-connected Lie groups M ⊂ D1 (H) as a zero sets of a group-invariant polynomials
of degree k. We presented an explicit for of the operator A for the following classes of pure
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states: product states of distinguishable particles, bosonic product states, Slater determi-
nants. We also provided a similar characterization of classes of pure states consisting of
Characterization of pure bipartite states with bounded Schmidt rank and 2-separable states
in multiparty setting.
Open problems
We now give some open problems connected to the subject of this Chapter.
• It is natural to ask whether a similar polynomial characterizations is also possible for other
classes of states which naturally appear in quantum information and were not captured in
this chapter. We give here examples of such classes. Depending upon concrete physical
system in question it is certainly possible to invent many other classes.
— Matrix Product States (MPS) and Projected Entangled Pair States (PEPS) [105]. These
are important classes of variational states that turned useful in describing respectively
1D and 2D lattice quantum systems.
— A notion of k-coherent states was recently introduced in the context of the theory of
coherent delocalization in [106]. From the mathematical perspective k-coherent pure
states are specified by the choice of the class of pure statesM⊂ D1 (H) and the natural
number k. We say that a pure state |ψ〉〈ψ| is k-coherent if its vector representative can
be written as
|ψ〉 =
k∑
i=1
αi|φi〉 ,
where αi 6= 0 and |φi〉 are vector representatives of states |φi〉〈φi| ∈ M. If the classM
is an algebraic variety (i.e. it is gives as a null set of some polynomial) there is a natural
connection between sets consisting of k-coherent states and so-called Secant varieties
[107].
— Classes of statesM relevant for quantum optics. In this context the appropriate Hilbert
space is the bosonic Fock space (corresponding to one or many optical modes) [19].
The relevant classes of coherent states are: optical coherent sates, squeezed states and
pure bosonic Gaussian states. Each of these classes is an orbit of the appropriate sym-
metry group: the Heisenberg group [19], Metaplectic group [25] and affine-Metaplectic
group [25] receptively. The main technical difficulty that appears while studying this
problem is the fact that the relevant Hilbert space is infinite-dimensional and therefore
functional-theoretic aspects have to be taken int account.
• A polynomial characterization of the class of pure Gaussian states Mg ⊂ HFock
(
Cd
)
and
quantum de-Finetti theorem [108] was used in [22] to derive a complete hierarchy of semidef-
inite programs that decide whether a given even state Deven
(HFock (Cd)) belongs to the
convex hull of M, Mcg. Similar techniques have been used before in the context of en-
tanglement [70]. It would be a very interesting to derive a complete hierarchy of criteria
characterizing convex hulls of classes of statesM defined via Eq.(3.103).
• In [109] it was showed that entanglement of a mixed bipartite state can be characterized by
checking the weak optimality21 of an entanglement witness acting on an auxiliary extended
Hilbert space. This approach can be generalized to the setting considered in this chapter
and throughout this thesis. It would be therefore interesting to investigate the implications
of this on the problem of generalized entanglement.
21 A witnessW ∈ Herm (HA ⊗HB) is said to be weakly optimal if and only if its expectation value vanishes
on some product vector.
4. Complete characterization of correlations in
mixed states
In the previous chapter we gave a polynomial characterization of classes of non-correlated pure
statesM⊂ D1 (H). We showed that a number physically relevant of classes of pure statesM
are a zero sets of a real homogenous polynomial
|ψ〉〈ψ| ∈ M ⇐⇒ tr
(
A
[
|ψ〉〈ψ|⊗k
])
= 0 , (4.1)
where A ∈ Herm+
(
Symk (H)). This chapter as well as Chapters 8.3 and 8.4 will be devoted to
study notion of correlations defined by the choice of the classM. As explained in Section 1.1 in
this thesis we will be concerned with correlations present in general mixed states specified by the
probabilistic mixtures of pure states belonging to the classM. Given a class of non-correlated
pure statesM we define non-correlated mixed states as a convex hull,Mc, ofM in the set of
all mixed states of a considered system:
Mc =
{
ρ =
∑
i
pi|ψi〉〈ψi|
∣∣∣∣∣|ψi〉〈ψi| ∈ M, pi ≥ 0,∑
i
pi = 1
}
.
In the current chapter we will consider cases for which the classM consists of coherent states
of compact simply-connected Lie groups irreducibly represented in H. In particular we will be
concerned with the following problem.
Problem 4.1. Let M consists of coherent states of compact simply-connected Lie group K
irreducibly represented in the Hilbert space H. Characterize the cases when it is possible to
describe the set of non-correlated statesMc by an explicit analytical criterion1.
The above problem is not stated, for the sake of clarity, in a rigorous manner. Let us now
specify more precisely what kind of “analytical criterion” we have in mind. In Section 2.2 we
discussed the Wotters concurrence [110] C (ρ) (see Eq.(2.18)) for the case of entanglement in the
case of two qbits. The concurrence C (ρ) posses the properties we desire: it has a closed-form
expression and satisfies
C (ρ) > 0 ⇐⇒ ρ is entangled , C (ρ) = 0 ⇐⇒ ρ is separable .
where property being separable corresponds to being inside the convex hull of the set of pure
product states for two qbits (ρ ∈Mcdist). It turns out that in general it is possible to write down
a formula analogous to Eq.(2.18) provided there exists an antiunitary conjugation2 θ such that
|〈ψ|θψ〉| = 0 if and only if |ψ〉〈ψ| ∈ M. The reason for which this condition allows for analytic
1 By “an explicit analytical” criterion we mean a function f : D (H) → R that have a closed form (the
dependance of f on coefficients of ρ is known) and values of f separatesMc from its complement (for instance
we may have f (ρ) = 0 if and only if ρ ∈Mc).
2 The definition of the antiunitary conjugation is given in the next section.
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characterization ofMc will be explained in the next section and is known under the name of
Uhlmann-Wotters construction [111]. We are now ready to state rigorously the problem we will
investigate in this chapter.
Problem 4.2. Let M consists of coherent states of a compact simply-connected Lie group
K irreducibly represented, via the representation Π : K → U (H), in the Hilbert space H.
Characterize the cases whenM can be described by the condition
|ψ〉〈ψ| ∈ M ⇐⇒ |〈ψ|θψ〉| = 0 , (4.2)
where θ is a unitary conjugation which is K-invariant, i.e.
Π (k) θΠ† (k) = θ , (4.3)
for all k ∈ K.
The motivation for the study of this problem stems from the fact that, except for a number
of distributed, seemingly unrelated results [20, 21, 112], so far there has been no complete
understanding of cases when coherent states allow for the characterization via (4.2). A certain
degree of unification was achieved in [89] and the investigations presented here can be treated
as a generalization of the results these obtained in [89].
This chapter is organized as follows. In Section 4.1 we describe the Uhlmann-Wotters construc-
tion and present the complete solution to the Problem 4.2. In Theorems 4.1 and 4.2 we present
a complete group-theoretical characterization of coherent states of compact simply-connected
Lie groups that admit a characterization via the antiunitary, group-invariant conjugation. In
Section 4.2 we apply our result to study the type of correlations that has not been studied before
by this formalism: correlations defined by choosing M to consist of pure fermionic Gaussian
states Mg (c.f. Subsection 3.1.5). This type of correlations is important for the problem of
classical simulability of a model of quantum computation consisting of Fermionic Linear Optics
augmented with noisy ancilla state ρ. We define this model of quantum computation and
explain that the problem of its classical simulability can be partially solved by determining
whether a mixed state ρ is a convex combination of pure Gaussian states (we call such states
convex-Gaussian states). It turns out that the methods developed in Section 4.1 allow to char-
acterize Mcg for the lowest dimensional non-trivial case of the Fermionic Fock space of d = 4
modes. This characterization allows us to solve an open problem recently posed in [22] and to
study the geometry of the set of convex-Gaussian states in the space of all states defined on
four mode Fock space HFock (C4). We conclude the chapter in Section 4.3 where we summarize
the obtained results and state some open problems.
Results presented in Sections 4.1 and 4.2 were published in [93] and [113] respectively.
4.1. Classes of coherent states for which Uhlmann–Wotters
construction works
In this section we classify all the cases when the set of coherent states3 M of a compact
simply-connected Lie group can be characterized by condition (4.2). This description allows to
give a simple analytic characterization of the class of non-correlated states Mc. The section
is organized as follows. In Subsection 4.1.1 we present some technical tools that will be useful
3 In order to simplify the notation we will use the symbol M to refer to the set of coherent states of the
particular K in the representation Hλ0of interest.
90
in further considerations. We introduce there the following concepts: antiunitary conjugation,
convex roof extensions and Uhlmann-Wotters construction. We also discuss in more details
some properties of completely positive maps and Jamiołkowski-Choi isomorphism. In Subsec-
tion 4.1.2 we give a complete solution to Problem 4.2 which employs the methods mentioned
above as well as some facts form representation theory and differential geometry.
4.1.1. Technical tools
We first describe some properties of antilinear operators. An antilinear operator ϑ : H → H is
defined by the condition:
ϑ (α|φ〉+ β|ψ〉) = α∗ϑ (|φ〉) + β∗ϑ (|ψ〉) , (4.4)
valid for all |φ〉, |ψ〉 ∈ H and α, β ∈ C. Just like in the case of linear operators it is customary
to abbreviate ϑ (|ψ〉) by ϑ|ψ〉 or |ϑψ〉. The Hermitian conjugate of the antilinear operator ϑ,
denoted by ϑ†, is defined by
〈ψ| (ϑ†|φ〉) = 〈φ| (ϑ|ψ〉) . (4.5)
We will always assume implicitly that the antilinear operator acts “on the right”, when put
between “bra” and “ket”. Consequently, we will use the following convention
〈ψ|θ|φ〉 ≡ 〈φ| (θ†|ψ〉) . (4.6)
A product of linear and antilinear operator is antilinear. The product of two antilinear operators
is a linear operator. For two operators A,B (each being linear or antilinear) we have (AB)† =
B†A†. Moreover, we have
(
ϑ†
)†
= ϑ for each antilinear operator ϑ. Recall (c.f. Section 2.2)
that a mapping θ : H → H is called antiunitary if it is antilinear and satisfies
〈θψ|θφ〉 = 〈ψ|φ〉∗ ,
for all |ψ〉, |φ〉 ∈ H. Every anti-unitary operator θ admits a decomposition θ = UK, where K
is the conjugation in some fixed orthonormal basis (see Eq.2.8) and U is the unitary operator.
We can now define
Definition 4.1. An antiunitary operator θ is called anti-unitary conjugation if and only if it
is antiunitary and θ† = θ.
The above definition is equivalent to UK−KU † = 0. Consequently the conjugation K preserves
eigenvectors of U . Let |ψk〉 be an eigenvector of U corresponding to eigenvalue eiφk . We have
θeiα|ψk〉 = ei(φk−α)|ψk〉 ,
and therefore, by gauging out the phase α, we can obtain a vector |ψ′〉 which is the eigenvector
of θ with eigenvalue one. The same procedure can be repeated for all eigenvectors of U .
Consequently we obtain that θ = K′, where K′ is a complex conjugation in a suitably-chosen
orthonormal basis of H.
Let us now present how the characterization of coherent states via the polynomial condition
(4.1) can be used to formally solve the problem of characterization of the setMc via the method
of convex roof extension (see Section 2.2). Let H =Hλ0 be the carrier space of the irreducible
representation of a compact simply-connected Lie group K and M ⊂ D1
(Hλ0) consists of
coherent states of this group. Let us define a function g : D1
(Hλ0)→ R,
g (|ψ〉〈ψ|) =
√
tr
(
(Psym − P2λ0) [|ψ〉〈ψ|⊗2]) , (4.7)
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where P2λ0 is the projection onto the representation with the highest weight 2λ0 embedded in
Sym2 (H) (see Eq.(3.6)). It is clear that g is well defined, continuous and reaches the minimum
(equal to 0) on the set of coherent statesM. Therefore g∪ : D (H)→ R distinguishes between
correlated and non-correlated states (c.f. Section 2.2):
g∪ (ρ) ≥ 0 and g∪ (ρ) = 0 if and only if ρ ∈Mc .
Due to the fact that both g and g∪ are 1-homogenous, we can write
g∪ (ρ) = inf∑
k |ψk〉〈ψk|=ρ
∑
k
√
tr
(
(Psym − P2λ0) [|ψk〉〈ψk|⊗2]) , (4.8)
where the infimum is taken over all decompositions of ρ into a sum of operators of rank 1 (not
necessary normalized). In general the infimum in the formula (4.8) cannot be computed explic-
itly for an arbitrary ρ ∈ D (H); one then has to rely on various, relatively easily computable
estimates, which, however, give only sufficient criteria for detection of correlations [69] leaving
a margin of uncertainty in discriminating mixed classical states. There are cases when the
effective computation of the infimum is possible [89]. They correspond to situations when the
operator expectation value in (4.7) can be expressed in terms of some anti-unitary conjugation4
θ : Hλ0 → Hλ0 ,
tr
((
Psym − P2λ0) [|ψ〉〈ψ|⊗2]) = c |〈ψ|θ|ψ〉|2 , (4.9)
where c > 0 is a constant.
We will use the following result by Uhlmann and Wotters.
Fact 4.1. ([111]) Let θ : H → H be the antiunitary conjugation on N dimensional Hilbert
space H. Let
g∪ (ρ) = inf∑
k |ψk〉〈ψk|=ρ
|〈ψk|θ|ψk〉| . (4.10)
We have
g∪ (ρ) = max
{
0, λ1 −
N∑
k=2
λk
}
, (4.11)
where {λk}k=Nk=1 are increasingly ordered eigenvalues of the operator
√
ρρ˜, where ρ˜ = θρθ (com-
pare Eq.(2.18)).
Moreover, the optimal decomposition in (4.10) may be constructed out of 2n + 1 rank one
operators, where 2n < N ≤ 2n+ 1.
According to our knowledge the situations expressed by (4.9) are the only ones in which it
is possible to compute g explicitly. The list of known examples of this kind described in the
literature [20, 21, 112] is short and contains only three examples which we list below.
1. The three-dimensional (labeled by spin S = 1) representation H1 of SU (2). It is a well
known fact that Sym2 (H1) = H2 ⊕H0, where H0 is the trivial representation (labeled by
spin S = 0) and H2 is the five-dimensional representation (labeled by spin S = 2). This
representation is used in the description of two bosons of spin S = 1. The corresponding
class of coherent states M consists of standard spin coherent states in the representation
H1 [112].
2. The four-dimensional representation of SU (2) × SU (2) defined by its natural action on
H = C2 ⊗ C2. This representation is used to describe entanglement of two qbits [110].
4 Note that we have used the convention from Eq.(4.6), i.e. we assume that the antiunitary operator acts
always “on the right”.
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3. The six-dimensional representation of SU (4) labeled by highest weight5
λ0 = (1, 1, 0, 0) .
The carrier space of this representation is isomorphic to the six dimensional representa-
tion of SU (4) acting on
∧2C4. This representation is natural for the description of the
entanglement of two fermions with spin S = 3/2 [20, 21].
It is important to note that in each of those cases there exists an epimorphism6 h of the
appropriate group K onto the group SO (N), where N is the dimension of the irreducible
representation of K.
h : SU (2)→ SO (3) (Spin-1 coherent states) , (4.12)
h : SU (2)× SU (2)→ SO (3) (two qbits) ,
h : SU (4)→ SO (6) (two four state fermions) .
This observation was first made in [89]. In what follows we will prove that these examples are
not accidental and are the manifestation of a rather general principle relating epimorphisms of
K and some SO (N), anti-unitary conjugations and the decomposition of the symmetric power
of the representation considered onto irreducible components.
Before we proceed to the main results of this chapter let us mention briefly some properties
of completely positive maps and Jamiołkowski-Choi isomorphism. According to Fact 2.2 every
completely positive map Λ ∈ CP (H) admits a Kraus decomposition,
Λ (ρ) =
∑
α∈A
TαρT
†
α , (4.13)
for Tα : H → H. A Kraus decomposition is not unique yet there is a distinguished one associated
with the spectral decomposition of the image of Λ under the Jamiołkowski-Choi isomorphism
J ,
A = J (Λ) = (I⊗ Λ) (|Ψ〉〈Ψ|) , (4.14)
where
|Ψ〉 = 1√
N
N∑
i=1
|i〉|i〉 , (4.15)
is the maximally entangled state onH⊗H. If {|fα〉}α∈A is the orthonormal basis of eigenvectors
of A that correspond to (necessary non-negative) eigenvalues {λα}α∈A, we define
Tα = λ
1
2
α (〈Ψ| ⊗ I) (I⊗ |fα〉) .
The notation used in the above formula, although commonly used, probably needs some eluci-
dation. Observe that both 〈Ψ| and |fα〉 are linear combinations of simple tensors (the former
by its definition, the latter as an eigenvector of A ∈ Herm (H⊗H)). For simple tensors
|a〉 ⊗ |b〉, |c〉 ⊗ |d〉 the corresponding formula reads
(〈a| ⊗ 〈b| ⊗ I) (I⊗ |c〉 ⊗ |d〉) = |d〉〈a|〈b|c〉 ,
which is indeed a linear operator on H. It turns out that Tα indeed form a Kraus decomposition
of Λ. The importance of this particular Kraus decomposition is twofold. Firstly, operators Tα
are orthogonal to each other with respect to the standard Hilbert–Schmidt inner product on
5 Consult Subsection 2.4.3 for the notation used here.
6 Epimorphism between two groups is a homomorphism which is surjective.
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Lin (H). Secondly, the cardinality of the set A is minimal. It is possible to express matrix
coefficients of any A ∈ Herm+ (H⊗H) in terms of operators from Kraus decomposition (4.13)
of the CP map corresponding to it.
〈ψ1|〈ψ2|A|ψ3〉|ψ4〉 =
∑
α∈A
〈ψ1|TαKψ2〉〈TαKψ3|ψ4〉 , (4.16)
where K is the complex conjugation in the basis {|i〉}i=Ni=1 of H used to define the maximally
entangled state (4.15) used in the definition of the Jamiołkowski-Choi isomorphism J . An
important class of CP maps is the class of quantum channels, i.e. CP maps that preserve
traces, tr (Λ (ρ)) = tr (ρ). On the level of Kraus decomposition this condition reduces to
the requirement that
∑
α∈A TαT
†
α = I. How is this condition realized on the level of the
operator A = J (Λ) ∈ Herm+ (H⊗H)? The necessary and sufficient condition turns out to be
tr1 (A) = I. In what follows we focus on the situation when we have some non-negative A with
only one nonzero eigenvalue. As discussed above, this situation allows us to choose only one
Kraus operator in the decomposition of the corresponding Λ. If we assume that Λ is a quantum
channel we get that the corresponding Kraus operator Tα0 is unitary,
Tα0T
†
α0
= I .
Note that if Tα0T †α0 ∝ I one can rescale the initial A (A → A′ = cA, c > 0) so that resulting
Tα0 is unitary. By the virtue of Eq.(4.16), in the case of unitary Tα0 expectation value of A can
be expressed in terms of anti-unitary operator θ = Tα0K,
〈ψ|〈ψ|A|ψ〉|ψ〉 = |〈ψ|θ|ψ〉|2 . (4.17)
4.1.2. Classification of coherent states characterized by antiunitary conjugation
In this part, we characterize in terms of the representation theory of compact semi-simple Lie
groups all situations in which equation (4.9) holds and explicit computation of the “correlation
witness” g∪ (ρ) is possible (see Eq.(4.11)). Let us first introduce the concept of anti-unitary
conjugation that ‘detects correlations’. It will prove to be useful in our considerations.
Definition 4.2. Let Π be an irreducible representation of the compact semi-simple Lie group
K. We shall say that an anti-unitary conjugation7 operator θ : Hλ0 → Hλ0 detects correlations
if and only if it satisfies the following:
• θ is K-invariant, that is, Π (k) θΠ (k)† = θ for each k ∈ K;
• The expectation value of θ vanishes exactly on classical states 〈ψ|θψ〉 = 0 if and only if
|ψ〉〈ψ| ∈ M.
We present our results in two theorems. The first relates the existence of anti-unitary conju-
gation detecting correlations to the decomposition of Sym2
(Hλ0) into irreducible components.
The second theorem connects this kind of anti-unitary conjugation with the existence of epi-
morphisms of the group K onto some orthogonal group.
Theorem 4.1. Let K be a semi-simple, compact and connected Lie group. Let Π be some
irreducible unitary representation of the group K in the Hilbert space Hλ0 with the highest
weight λ0. The following two statements are equivalent:
1. There exist an anti-unitary operator θ : Hλ0 → Hλ0 detecting correlations.
7 In [93, 114] the formulation of results was not precise. There it was stated that θ is just an antiunitary
operator. Here we have corrected this mistake. The results from [93, 114] are not affected.
94
2. The following decomposition holds, Sym2
(Hλ0) = H2λ0 ⊕ H0, where H0 is the trivial
representation of the group K.
Proof. (1 −→ 2) Let θ = TK˜ where T is an unitary operator and K˜ is the operator of
the complex conjugation is some fixed basis of Hλ0 , say{|i〉}i=Ni=1 . Define an operator A ∈
Herm+
(Hλ0 ⊗Hλ0) as an image of the Jamiołkowski-Choi map (defined with respect to the
basis {|i〉}i=Ni=1 ) of the CP map Λ(ρ) = TρT † (see Eq.(4.14)). Matrix elements of A are given
by the following formula (see Eq.(4.16)),
〈ψ1|〈ψ2|A|ψ3〉|ψ4〉 = 〈ψ1|TKψ2〉〈TKψ3|ψ4〉 = 〈ψ1|θψ2〉〈θψ3|ψ4〉 .
We now claim that the operator A is proportional to Psym − P2λ0 . Let us first notice that
A is symmetric. This follows from the fact that θ is an antiunitary conjugation and thus is
Hermitian (see Definition 4.1). Therefore we have
〈ψ1|θψ2〉 = 〈ψ2|θψ1〉, 〈θψ3|ψ4〉 = 〈θψ4|ψ3〉 .
The operator A is also non-negative which follows from the formula 〈ψ1|〈ψ2|A|ψ1〉|ψ2〉 =
|〈ψ1|θψ2〉|2. It is also K-invariant due to the K-invariance of θ. Therefore, by the virtue
of Eq.(3.6) we have
A = a2λ0P2λ0 + V,
where a2λ0 ≥ 0 and V is the non-negative operator commuting with the action of K having the
support on
(H2λ0)⊥ ⊂ Sym2 (Hλ0). By definition, A has only one eigenvector (see our remarks
below Eq.(4.16)). Projection on this eigenvector cannot belong to H because the expectation
value of θ vanishes on coherent states and consequently A = V. On the other hand, by (3.11)
and the definition of θ we have
|〈ψ|θψ〉| > 0⇐⇒ (Psym − P2λ0) (|ψ〉|ψ〉) 6= 0 .
The condition |〈ψ|θψ〉| > 0 is equivalent to A|ψ〉|ψ〉 6= 0. Therefore we get that
A = c
(
Psym − P2λ0) .
where c > 0. Consequently Psym−P2λ0 is a projector onto one dimensionalK-invariant subspace
of Sym2
(Hλ0). By the fact that K is comapct and simply-connected this representation must
be trivial (see Fact 2.19).
(2 −→ 1) If Sym2 (Hλ0) = H2λ0 ⊕ H0 then the operator Psym − P2λ0 has rank 1 and is
non-negative. If we apply to it the inverse of the Jamiołkowski-Choi isomorphism (with respect
to some fixed basis {|i〉}i=Ni=1 ) we get T = J −1 (P0). By Eq.(4.16) we have
〈ψ1|〈ψ2|P0|ψ3〉|ψ4〉 = 〈ψ1|TKψ2〉〈TKψ3|ψ4〉 , (4.18)
where K is the complex conjugation in the basis {|i〉}i=Ni=1 . We claim that the antilinear operator
θ = TK is proportional to the anti-unitary operator detecting correlations. The K-invariance
of θ follows from (4.18) and K-invariance P0. Because of the decomposition Sym2
(Hλ0) =
H2λ0 ⊕H0 and Eq.(4.18),
〈ψ|θψ〉 = 0 ⇐⇒ |ψ〉〈ψ| ∈ M .
Moreover, operator θ is Hermitian, θ = θ† which follows from the fact that P0 has support on
Sym2
(Hλ0). The only thing that needs to be proved is that T can be rescaled to the unitary
operator. This follows from the discussion of the relation between non-negative operators on
the product of Hilbert spaces and quantum channels explained below Eq.(4.18). The necessary
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and sufficient condition for T to be proportional to the unitary operator is tr1 (P0) = I. The
operator P0 is the orthogonal projection onto one-dimensional trivial representation H0 in the
decomposition of Sym2
(Hλ0). It can be thus written in the form of the integral with respect
to the normalized Haar measure µ over the whole K [79].
P0 =
∫
K
Π (k)⊗ Π (k) dµ (k) .
As a result we have
tr1
(
P0
)
=
∫
K
tr (Π (k)) Π (k) dµ (k) =
∫
K
χλ0 (k) Π (k) dµ (k) ,
where χλ0 (k) is the character of the representation Π. By the general representation theory of
compact Lie groups [79], we have∫
K
χλ0 (k) Π (k) dµ (k) =
I
N
,
Therefore, the proof is completed.
Note that in the assumptions of the above theorem there is no reference to the dimension N of
the considered representation Hλ0 . It is nevertheless clear that when N = 1 and N = 2 both
statements (that are meant to be equivalent) are at the same time false8.
The theorem proved above states that cases when operator Psym − P2λ0 has rank 1 correspond
exactly to the appearance of anti-unitary conjugations that detect correlations. The following
results shows that such cases are related to the existence of an epimorphism between the group
K and one of three groups: SO (N) ( for N = dim
(Hλ0)), G2 or Spin (7).
Theorem 4.2. Let K be a semi-simple, compact and connected Lie group. The following two
statements are equivalent
1. There exists an irreducible unitary representation Π of the group K in the Hilbert space
Hλ0 with the highest weight λ0 (N = dim
(Hλ0) > 2). On Hλ0 there exists an anti-unitary
conjugation θ : Hλ0 → Hλ0 detecting correlations.
2. There exists an epimorphism h : K → SO (N), or h : K → G2 (the exceptional Lie group
G2 c.f. [115]) with N = 7, or h : K → Spin (7) with N = 8.
Proof. (1 −→ 2) Because θ is anti-unitary conjugation it is possible to choose the orthonormal
basis {|i〉}i=Ni=1 of Hλ0 in such a way that each vector from the basis is an eigenvector of θ with
an eigenvalue 1:
θ|i〉 = |i〉 , i = 1, . . . , N .
In this basis θ acts as a complex conjugation,
θ
(
N∑
i=1
αi|i〉
)
=
N∑
i=1
v¯i|i〉 .
Let us denote by Hλ0R the real N subspace of Hλ0 spanned by real combinations of vectors
stabilized by θ. From the K-invariance of θ it follows that in the basis {|i〉}i=Ni=1 operators Π (k)
8 For the case N = 1 this statement follows form the fact that K is compact and simply-connected and
therefore one dimensional representation must be trivial. The case of N = 2 follows from the fact that (by the
virtue of semi-simplicity) K contains as a subgroup a group isomorphic to SU (2). Consequently for N = 2
the considered representation Hλ0 is the defining represenation of SU (2)in C2. In this representation we have
M = D1
(
C2
)
.
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are orthogonal. Because Π : K → U (Hλ0) is continuous, the image of a connected group K
must be connected and therefore Π defines a homeomorphism h : K → SO (N). Note that
each vector representative |ψ〉 of a state |ψ〉〈ψ| ∈ D1
(Hλ0) can be decomposed onto its real
and imaginary part,
|ψ〉 = |u〉+ i · |w〉, (4.19)
where |u〉, |w〉 ∈ Hλ0R . If |ψ〉〈ψ| is a coherent state we have
0 = 〈ψ|θψ〉 = 〈u|u〉 − 〈v|v〉+ 2i · 〈u|v〉 .
Therefore all coherent states are represented by vectors |ψ〉 = |u〉+ i · |w〉, where 〈u|u〉 = 〈w|w〉
and 〈u|w〉 = 0. In particular this holds for a highest weight vector |ψ0〉 = |u0〉+ i · |w0〉 for some
orthogonal and appropriately normalized |u0〉, |w0〉 ∈ Hλ0R . For |ψ˜〉〈ψ˜| ∈ M let |ψ˜〉 = |u˜〉+i · |w˜〉
be its vector representative. We claim that
|u˜〉 = Π (k) |u〉 , |w˜〉 = Π (k) |w〉 ,
for some k ∈ K. Indeed, we must have |ψ˜〉 = Π (k1) |ψ0〉(|| = 1, k1 ∈ K) due to the fact
thatM is an orbit of K. Because representation Π is nontrivial we can chose k2 ∈ K (actually
k2 belongs to the maximal torus T ⊂ K, see Subsection 2.4.2) such that |ψ0〉 = Π (k2) |ψ0〉.
Therefore, if we take k = k1k2 we get the desired result (matrices corresponding to Π (k)
are real in the considered basis). Thus, it is possible to generate all pairs of orthonormal
vectors by the action of h (K) on vectors |u0〉 and |v0〉, i.e. h (K) acts transitively on pairs of
orthonormal vectors (for the formal definition of the action of a group see Subsection 2.3.3)
from Hλ0R . Consequently, the group h (K) acts transitively on M = N − 1 dimensional unit
sphere sphere SN−1 in Hλ0R . This action is also effective9 because h (K) is a subgroup of SO (N)
whose action on SN−1 is effective. This fact suffices to prove that h(K) equals SO (N), G2
or Spin (7). In order to see this, we refer to the classical result of Montgomery and Samelson
[116] that classifies all compact and connected Lie groups acting transitively and effectively on
N -dimensional spheres. The list of such groups is short and consists of seven cases: SO (N)
itself, its three proper subgroups SU
(
N
2
)
, Sp
(
N
4
)
and Sp (1) × Sp (N
4
)
(where Sp (·) denotes
the compact symplectic group10), G2 ⊂ SO (7), Spin (7) ⊂ SO (8), and Spin (9) ⊂ SO (16).
We first consider the last three ”exceptional” cases. Groups G2, Spin (7) and Spin (9) act
transitively on, respectively, 6-, 7- and 15-dimensional spheres. Those actions come from the
following (faithful) representations: defining representation of G2, eight-dimensional spinor
representation of Spin (7) and 16 dimensional spinor representation of Spin (9). Actions of G2
and Spin (7) are transitive on orthonormal pairs of vectors (see [115], page 32). Therefore
those groups are permissible. On the other hand, it is known [28] that the 16-dimensional
representation of Spin (9) does not have the desired property. Let us now consider the special
unitary and symplectic subgroups of SO (N). Those groups can appear only when 2 (in the
case of SU
(
N
2
)
) or 4 (in cases of Sp
(
N
4
)
and Sp (1)×Sp (N
4
)
) are divisors of N . Therefore when
N is odd the proof is finished. Now assume that 2 or 4 divides N . Since h (K) acts transitively
on orthonormal pairs of vectors, a stabilizer subgroup Stab (|u0〉) ⊂ h (K) must act transitively
on
SN−2 = SN−1 ∩ |u0〉⊥ ,
where |u0〉⊥ is the orthogonal complement of |u0〉 in Hλ0R . We can now apply the theorem of
Montgomery and Samelson for the dimension N − 1. Since N − 1 is now odd, we infer that we
have three possibilities
9 The action of the group K on a set X is effective if and only if give two different elements of a group,
k1, k2 ∈ K there exist an element x ∈ X such that k1.x 6= k2.x.
10 The compact symplectic group Sp (N) is defined by U(2N) ∩ Sp(2N,C), where Sp(2N,C) is a group
preserving the standard anti-linear form on C2N .
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1. Stab (|u0〉) = Spin (7), N = 8;
2. Stab (|u0〉) = Spin (9) ⊂ SO (16), N = 16;
3. Stab (|u0〉) = SO (N − 1), N - arbitrary.
In the first case we have that Stab (|u0〉) = Spin (7) must be a subgroup of h (K) which is either
SU (4), or Sp (2) or Sp (1)× Sp (2). These cases can be however rejected since the equality
dim (Stab (|u0〉)) + dim (SN−1) = dim (h (K)) , (4.20)
is not satisfied. In the second case we have that Stab (|u0〉) = Spin (9) a subgroup of h (K)
which is either SU (8), or Sp (4) or Sp (4)×Sp (2). The cases of Sp (4) or Sp (4)×Sp (2) can be
disregarded again by the virtue of (4.20). The case of Stab (|u0〉) = SU (8) is not obvious but
form the discussion contained on page 12 of [117] it follows that Spin (9) ∩ SU (8) 6= Spin (9)
and we have to reject also this possibility. Consequently we have to consider the last possibility:
Stab (|u0〉) = SO (N − 1). As a consequence of (4.20), we have
dim (h (K)) ≥ (N − 1) (N − 2)
2
= dim (SO (N− 1)) .
Since the dimensions of SU
(
N
2
)
, Sp
(
N
4
)
and Sp (1)×Sp (N
4
)
are, respectively, N2
4
−1, N
4
(
N
2
+ 1
)
and N
4
(
N
2
+ 1
)
+3 we can exclude those groups. At the end, we conclude that only possibilities
are that h(K) = SO (N), h(K) = G2 (when N = 7) or h(K) = Spin (7) (when N = 8).
(2 −→ 1) We treat groups SO (N), G2 and Spin (7) together. We consider defining rep-
resentations of SO (N) and G2 and the eight-dimensional spinor representation of Spin (7).
We shall show that symmetric powers of those irreducible faithful representations (clearly
those are also irreducible representations of the group K) decompose into two ingredients:
Sym2
(Hλ0) = H2λ0 ⊕H0. Then, combining this with Theorem 4.1, we conclude the existence
of the anti-unitary operator θ that detects coherent states for each of considered represen-
tations. To prove the above decomposition, we note that each representation respects the
Euclidean structure in the relevant Hλ0R (when viewed as subgroups of SO (N), SO (7) and
SO (8) accordingly) and therefore we have a following chain of equivalences of representations
Sym2
(Hλ0) ≈ C⊗ Sym2 (Hλ0R ) ≈ C⊗ SEnd (Hλ0R ) , (4.21)
where SEnd
(Hλ0R ) is the vectors space of symmetric real operators on Hλ0R . The action of the
relevant group h (K) on X ∈ SEnd (Hλ0R ) is via conjugation,
X → g.X = gXgT ,
where g ∈ h (K) ⊂ SO (N). The decomposition SEnd (Hλ0R ) onto irreducible components of
h (K) reads
SEnd
(Hλ0R ) ≈ LinRI⊕ SEnd0 (Hλ0R ) , (4.22)
where LinRI is the one dimensional trivial representation spanned by identity operator and and
SEnd0
(Hλ0R ) denote the real vector vectors space of symmetric traceless operators on Hλ0R . The
component SEnd0
(Hλ0R ) is irreducible which follows from the transitivity of the action of the
each group on pairs of orthonormal vectors. Taking into account (4.21) and (4.22) and using
the fact that complexification of a real irreducible representation remains irreducible we get
Sym2
(Hλ0) = H2λ0 ⊕H0 which finishes the proof.
From the proof of Theorem 4.2 we get the following Corollary.
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Corollary 4.1. Let K be a semi-simple, compact and connected Lie group irreducibly rep-
resented, via representation Π, in Hilbert space Hλ0. Assume that on Hλ0 there exists an
anti-unitary conjugation θ : Hλ0 → Hλ0 detecting correlations. Let Hλ0R be the N dimensional
subspace subspace spanned by real combinations of vectors satisfying θ|ψ〉 = |ψ〉. Then the
following holds
• The representation Π preserves Hλ0R , i.e. Π (k) are orthogonal in the orthonormal basis of
Hλ0R .
• Given two pairs of orthogonal vectors from Hλ0R , (|ψ1〉, |ψ2〉), (|φ1〉, |φ2〉), there exists an
element k ∈ K such that
|φ1〉 = Π (k) |ψ1〉 , |φ2〉 = Π (k) |ψ2〉 .
In other words the group K acts transitively, via representation Π on pairs of orthonormal
vectors from Hλ0R .
Let us now remark on the obtained results.
• The list of groups appearing in point two of Theorem (4.2) consists precisely of groups
appearing in Theorem 3.8.1 in [28]. In the cited paper Alexander Klyachko considers the
generalization of the concept of entanglement based on the analogies between some aspect
of the entanglement theory and geometric invariant theory (see Section 1.1). The groups
SO (N) , G2 and Spin (7) correspond precisely to irreducible representations of the group K
for which “all unstable11 states are coherent”. This is not entirely accidental as “systems in
which all unstable states are coherent’ considered by Klyachko in his paper can be, in fact,
equivalently characterized by our Theorem 4.1.
• The existence of the anti-unitary conjugation θ : Hλ0 → Hλ0 commuting with the rep-
resentation Π of the group K is one of the equivalent conditions [82] that ensure that
representation Π is real, i.e. there exist a basis of Hλ0 such all operators Π (k) in this basis
are orthogonal. We have used this fact in the course of the proof of (4.2).
• In the proof of Theorem (4.2), we referred to the classical work by Montgomery and Samelson
[116]. Although it may seem to be a trick from a rather ‘high floor’, we would like to stress
that the problem is not as easy as it may seem at the first sight. It turns out that when
N is even, there are proper subgroups of SO (N) that act transitively on SN−1 (this fact
is directly related to the classification of the holonomy12 groups of irreducible non-locally
symmetric Riemannian spaces [118]). Nevertheless, our assumption about the existence of
an “anti-unitary conjugation detecting correlations” is strong enough to guarantee that the
image of the homomorphism we consider is the whole SO (N) , G2 or Spin (7).
We presented the group-theoretical conditions for the cases when the anti-unitary conjugation
detecting correlations exists and it is possible to compute g∪ (ρ) (see Eq. (4.10)) exactly. Our
results reproduce all physically-relevant cases where anti-unitary conjugation was known to
11 The notion of “unstable states” in Hλ0 is related to the action of the complexified group G = KC in Hλ0 .
For details see [28, 38, 39].
12 The holonomy group of a connected Riemannian manifold M of dimension N is a subgroup of the
orthogonal group O (N) defined by the Levi-Civita connection on M in the following way. To every smooth
loop γ : [0, 1] → M based at x ∈ M a Levi-Civita connection associates a unique parellel transoprt Pγ :
TxM→ TxM. The holonomy group Holx (M) based at x ∈M is a group generated by pararell transport maps
associated to all loops,
Holx (M) = {Pγ | γ : [0, 1]→M, γ (0) = γ (1) = x} .
Given any two points x, y ∈ M we have Holy (M) = gyxHolx (M) gTyx where gxy ∈ O (N). Therefore the
holonomy group is defined uniqelly, up to isomorphism. For the comprehensive introduction to the concept of
holonomy group see [77].
99
exist (c.f. Eq.(4.12)). In the next section we apply the obtained results to study “non-Gaussian”
correlations in fermionic systems, a type of correlations that does not appear on the list (4.12).
4.2. Classical simulation of Fermionic Linear Optics augmented with
noisy ancillas
For any model of quantum computation it is vital to characterize its computational power.
Probably the most important practical question is how a given model compares to universal
classical, respectively quantum, computation13. If protocols allowed by the model are efficiently
simulable on a classical computer, the corresponding physical system may be accessible to nu-
merical studies, but is unlikely to be a suitable candidate for a quantum computer. On the other
hand, simulability by quantum circuits ensures that the underlying physics can be effectively
studied using a quantum computer [120]. Lastly, if the resources provided by the model enable
one to implement a universal quantum computation, the corresponding physical system is a
candidate for the realization of a quantum computer. In this part we apply result of the previous
section to study the problem of classical simulation of model of quantum computation in which
Fermionic Linear Optics (FLO) is augmented with noisy ancilla state. In this model of quantum
computation the auxiliary state ρ ∈ D (HFock (Cd)) from the d-mode Fock space is a parameter
of the model. If ρ belong to the convex hull,Mcg, of pure Gaussian statesMg (see Subsection
3.1.5) than the corresponding model of computation is classically simulable [22]. In turns out
that using the methods developed in the previous section we will be able to characterize the set
of convex-Gaussian fermionic statesMcg in the first nontrivial case of d = 4 fermionic modes.
The section is structured as follows. In Subsection 4.2.1 we introduce the model of quantum
computation based on FLO augmented with noisy ancilla states and present the relation be-
tween FLO and the model of Topological Quantum Computation (TQC) based on braiding
of Ising anyons. In Subsection 4.2.2 we present the analytical characterization of four mode
convex-Gaussian states in four mode fermionic Fock space thus partially solving the problem of
classical simulation of above mentioned model of computation (in particular we solve an open
problem recently posed in [22]). We also derive the analogue of Schmidt decomposition for pure
fermionic states with fixed parity in HFock (C4). This allows us to describe the geometry of the
inclusionMcg ⊂ D
(HFock (Cd)). We conclude our considerations in Subsection 4.2.3 where we
discuss importance of the obtained results to the computation model based on ancilla-assisted
FLO. Throughout the section we will use the notation from Subsection 3.1.5.
13 In the circuit model of classical computation a discrete set of gates G (elementary operations that can
be performed on a input string x ∈ 2{1,...,N}) is said to be universal if and only if it is possible to compute
arbitrary function
f : 2{1,...,N} → {0, 1} ,
via the composition of elements from G (for arbitrary natural number n).
In the circuit model of quantum computing a finite set of gates G ⊂ SU
((
C2
)⊗L) is said to be computation-
ally universal if by product of elements from G we can aproximate arbitrary unitary operation U ∈ SU
((
C2
)⊗L).
The foundations quantum computation are beyound the scope of this thesis. For the comprehensive introduction
to this exiting field of study see [49] or [119].
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4.2.1. Ancilla-assisted Fermionic Linear Optics
Many physically motivated models of quantum computation are defined by specifying the avail-
able set of initial states, gates and measurements [121, 122]. The computation model based on
Fermionic Linear Optics was introduced in [123]. The allowed operations of the model are:
i. Preparation of the Fock vacuum |0〉〈0| ∈ D1
(HFock (Cd));
ii. Measurement of the occupation numbers nˆk = a†kak =
1
2
(I+ ic2k−1c2k) for any mode k =
1, . . . , d;
iii. Evolution under the von-Neumann equation, d
dt
ρ = −i [H, ρ], for time t. The Hamiltonian
H = i
∑2N
k,l=1 hklckcl is an arbitrary Hamiltonian quadratic in Majorana operators. This op-
eration is equivalent to application of arbitrary parity preserving Bogolyubov transformation
U ∈ B (see Eq.(3.46)) on a state ρ.
Operations (i), (ii) and (iii) can be preformed in arbitrary order and may depend upon measure-
ment results obtained during the previous stages of the computation. The protocol concludes
with the final measurement whose (binary) outcome is the result of the computation. The
above model of computation can be efficiently simulated in a polynomial time on a probabilis-
tic classical computer (a classical computer having access to random bits). The proof (see [123]
for details) relies on the flowing properties of the model
• Efficient encoding of Gaussian states14 Gauss ⊂ D1
(HFock (Cd)). Gaussian states in dmode
fermionic systems are fully described by their correlation matrixM (ρ) (c.f. Eq.(3.43)), with
O (d2) elements.
• FLO transformations (3) map Gaussian states onto Gaussian states, with the efficient update
rule. Action of U ∈ B induces the orthogonal transformation on M (ρ) (given by Eq.(3.47))
that can be evaluated in O (d3) steps.
• Efficient read-out of measurement probability distributions occupation number. Thanks to
Fermionic Wick’s theorem [22, 23] the probability of measuring the population in fermionic
modes can be evaluated in O (d3) steps. Furthermore, number operator measurements
transform Gaussian states onto Gaussian states.
Thee Fermionic Linear Optics model of quantum computation presented above is the fermionic
analogue of well-know bosonic linear optics [124, 125]. Fermionic linear optics describes systems
of non-interacting fermions, i.e. fermionic systems that can be described exactly by Bogolyubov
mean field theory. The model of computation based on FLO alone is not computationally uni-
versal and can, as described above, be effectively simulated by a classical probabilistic computer
[91, 123]. Nevertheless, the physics beyond FLO is rich and captures a number of systems of
interest for condensed matter physics, including Kitaev’s Majorana chain [126], honeycomb
model [127], ν = 5/2 fractional Quantum Hall systems [128]. These systems possess a topolog-
ical order and can be used as fault-tolerant quantum memories [129] or Topological Quantum
Computation (TQC) with Ising anyons [127]. This motivates an interest in extending FLO
in such a way that the resulting model will become computationally universal. One of the
possible extensions is the model in which FLO is augmented with a noisy ancilla state. In this
model, introduced in [22], the traditional model of FLO is extended by introducing additional
fermionic modes in which, at the beginning of computation, one stores certain number of copies
of a, perhaps noisy, ancilla state. Initial state of the system in the original “computational”
modes remains the vacuum state and the class of allowed operations remains intact. Formally,
the model (i-iii) is extended by the following operation.
14 Recall that the class of mixed Gaussian states consists of states satisfying Eq.(3.44). In general Gaussian
states form a subset of convex-Gaussian states, Gauss ⊂Mcg.
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iv. Multiple usage of the even15 ancilla state ρ ∈ Deven (HFock (Cm)) that is stored in auxiliary
m fermionic modes. If k auxiliary states are available, the total Hilbert space of the system
becomes16
HFock
(
Cd
)⊗ (HFock (Cm))⊗k ≈ HFock (Cd+m·k) (4.23)
and we allow arbitrary operations of the form (2) and (3) to be performed on the initial
state of the total system of the form |0〉〈0| ⊗ ρ⊗k.
This model of computation is analogous to other ancilla-assisted models of quantum computa-
tion such as ancilla-assisted computation with Clifford gates [130, 131] or ancilla-assisted TQC
with Ising anyons [24]. It will be convenient for us to describe the model of TQC with Ising
anyons in more detail. This model is defined essentially in the same manner as FLO [24]. The
only difference is in the step (iii) of the model:
iii’. Application of the braiding unitary operation Bp,q ∈ B defined by
Bp,q = exp
(
−pi
4
cpcq
)
, 1 ≤ p < q ≤ 2d (4.24)
The rule (iii’) changes the model dramatically - it distinguishes one particular basis of a
single-particle Hilbert space Cd. We will not discuss here in detail the motivation beyond (iii’).
Let us only mention that Bp,q represents nonabelian exchange between “particles” associated to
Majorana operators ck. The operation (4.24) models [24] a “topologically protected” operation
of exchange of excitations in two dimensional electron gas in Fractional quantum hall regime
characterized by the filling factor ν = 5
2
. The ancilla-assisted TQC is defined by extending the
model by the rule (iv).
In [24] it was shown that ancilla-assisted TQC with Ising anyons can be promoted to the
universal model of computation if one has access to the following ancilla states17
• ρ1 ∈ D
(H+Fock (C2)) such that tr (ρ1|a4〉〈a4|) ≥ 0.86, where |a4〉〈a4| ∈ D1 (H+Fock (C2)) is
some fixed pure state;
• ρ2 ∈ D
(H−Fock (C2)) such that tr (ρ2|a8〉〈a8|) ≥ 0.62, where |a8〉〈a8| ∈ D1 (H+Fock (C4)) is
some fixed pure state (see below).
In [22] it was proven that for m ≤ 3 every pure state |ψ〉〈ψ| ∈ D1
(H+Fock (Cm)) is Gaussian.
Therefore, having access to FLO we can always generate the state |a4〉〈a4| from the vacuum.
Let us now come back to the discussion of ancilla-assisted FLO. The discussion above shows
that, depending on the properties of the auxiliary state ρ, it may be possible to implement, with
the help of traditional FLO operations, gates that are necessary for computational universality
on registers describing the actual computation (this follows from the fact that the class of
operation allowed by TQC with Ising anyons is a subclass of operations allowed by FLO).
15 For the definition of even fermionic states see Subsection 3.1.5.
16 This isomorphism is basis-dependent. The linear mapping φ : HFock
(
Cd1
) ⊗ HFock (Cd2) →
HFock
(
Cd1+d2
)
defined on a simple tensors by
φ
(|n1, . . . , nd〉 ⊗ |n1′ , . . . , nd′2〉) = |n1, . . . , nd, n1′ , . . . , nd′2〉 ,
gives an isomorphism HFock
(
Cd1
)⊗HFock (Cd2) ≈ HFock (Cd1+d2).
17 By “universal model of computation” we understand the following: it is possible to approximate arbi-
trary unitary operator U ∈ SU (H+Fock (Cd)) if we can perform operations (ii) and (iii’) on the Hilbert space
HFock
(
Cd+k1·2+k2·4
)
provided initially the state of the system is |0〉〈0| ⊗ ρ⊗k11 ⊗ ρ⊗k22 , for suitable k1, k2.
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On the other hand the computation model (i-iv) was shown [22] to be effectively classically
simulable if the auxiliary state ρ is convex-Gaussian, i.e.
ρ =
∑
i
pi|ψi〉〈ψi| ,
where |ψi〉〈ψi| ∈ Mg. The simulation scheme consists of sampling pure Gaussian states
{|ψi〉〈ψi|} according to the probability distribution {pi} followed by the classical simulation of
the evolution of Gaussian states described above. This is the reason why the characterization
of the convex-Gaussian statesMcg is important for this model of computation. We would like
to remark that convex-Gaussian ancilla states lead to an effectively classically simulable model
also when one replaces FLO with its dissipative counterpart, recently introduced in [91]. For
this reason results presented in this section are also valid for the dissipative FLO.
4.2.2. Analytical characterization of four mode fermionic convex-Gaussian states
In this subsection we characterize analytically the set of convex-Gaussian states Mcg in the
first nontrivial case of d = 4 modes. From the discussion given in the previous subsection it
follows that this result is relevant for the classical simulability of the model of computation in
which FLO is assisted by noisy ancilla state (convex-Gaussianity of the ancilla state implies the
classical simulability of the model). In this subsection we state and prove a number of technical
results. As a byproduct of our considerations we also solve an open problem posed recently in
the paper of de Melo et. al. [22]. The implications of obtained results to the above mentioned
model of quantum computation will be discussed in the next section.
Fact 4.2. ([22]) Any even pure state |ψ〉〈ψ| ∈ Deven
(HFock (Cd)) for d ≤ 3 is Gaussian.
Before we present our results let us recall (c.f. subsection 3.1.5) that all pure fermionic Gaussian
statesMg are even, i.e. they commute with the total parity operatorQ. Consequently operators
belonging to the convex hull Mcg are also even operators. In what follows we will need the
following decomposition of even operators X ∈ Hermeven
(HFock (Cd)),
X = α0I+
d∑
k=1
ik
∑
1≤l1<l2<...<l2k≤2d
αl1l2...l2kcl1cl2 . . . cl2k , (4.25)
where all the coefficients α0 and αl1l2...l2k are real.
Let ρ ∈ Deven (HFock (C4)) be an arbitrary four mode even mixed state having the decomposition
(4.25). Let
ρ+ = P+ρP+ , ρ− = P−ρP−
denote restrictions of ρ to H+Fock
(
Cd
)
and H−Fock
(
Cd
)
, respectively. By X˜ we denote the “com-
plex conjugate” of the operator X, i.e., an operator constructed from X by changing all i to −i
in the decomposition (4.25). Let us introduce non-negative functions C+ and C− that are the
analogues of Uhlmann-Wotters concurrence from the previous section. They are defined by
C± (ρ) = max
{
0, λ±1 −
8∑
k=2
λ±k
}
, (4.26)
where
(
λ±1 , λ
±
2 , . . . , λ
±
8
)
denote non-increasingly ordered eigenvalues of the operator
√
ρ±ρ˜±.
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Theorem 4.3. Convex-Gaussianity of ρ ∈ Deven (HFock (C4)) is characterized by the values of
these generalized concurrences,
ρ is convex-Gaussian ⇐⇒ C+ (ρ) = C− (ρ) = 0 . (4.27)
Moreover, an arbitrary four mode convex-Gaussian state ρ ∈Mcg can be represented as a convex
combination
ρ =
i=N∑
i=1
pi|ψi〉〈ψi| ,
of at most N = 16 of pure Gaussian states |ψi〉〈ψi| ∈ Mg.
Proof. Let us first note that pure fermionic Gaussian states have a fixed parity. In other words:
G =M+g ∪M−g , whereM±g ⊂ D1
(H±Fock (Cd)) (see Figure 3.6). For this reason it is enough to
consider the problem of convex-Gaussianity separately on Fock±
(
Cd
)
. In other words an even
state ρ is convex-Gaussian if and only if both ρ+ and ρ− are convex-Gaussian. We will show
below that there exist antiunitary operators θ±, each acting on Fock± (C4), such that
|ψ〉〈ψ| ∈ M±g ⇐⇒ C± (|ψ〉〈ψ|) = |〈ψ|θ±ψ〉| = 0 . (4.28)
We can now use the Uhlmann-Wotters construction and results of the previews section to
compute the convex roof extension of C±,
C± (σ) = inf∑ |ψi〉〈ψi|=σ
(∑
i
C± (|ψi〉〈ψi|)
)
for σ a non-negative operator on Fock± (C4). From the definition of the convex roof extension
and the discussion above we have that ρ is convex-Gaussian if and only if
C+ (ρ+) = C− (ρ−) = 0 .
Explicit formulas for C± (ρ±) are given by (4.26), where
(
λ±1 , λ
±
2 , . . . , λ
±
8
)
denote non-increasingly
ordered eigenvalues of the operator
√
ρ±θ±ρ±θ± (see Eq.(4.11)). From Fact 4.1 it follows that
for convex-Gaussian states supported in Fock± (C4) we need at most N = 8 = dim (Fock± (C4))
pure Gaussian states in the convex decomposition. Consequently, for an arbitrary convex-Gaussian
state in Fock (C4) this number equals N = 16.
The existence of antiunitary operators θ± follows from group-theoretical interpretation of pure
Gaussian statesM±g presented in Subsection 3.1.5. The group of Bogolyubov transformations
B is precisely the image of a representation of Spin (2d) , a compact semi-simple Lie group.
The Hilbert space Fock
(
Cd
)
decomposes into two irreducible representations of Spin (2d):
Fock+ (Cm) and Fock− (Cm) respectively. Sets of pure Gaussian statesM±g ⊂ D1
(H±Fock (Cd))
are precisely the highest weight orbits of this group in Spin (2d). Semi-simple compact Lie
groups K and irreducible representations Hλ0 admitting an antiunitary operator θ : Hλ0 → Hλ0
detecting the orbit through the highest-weight vector had been classified in Theorems 4.1 and
4.2. In order to guarantee the existence of such θ it suffices to check that the following decom-
position holds:
Sym2
(Hλ0) = H2λ0 ⊕H0 , (4.29)
where H2λ0 is an irreducible representation of K characterized by the highest weight 2λ0, and
H0 is a trivial (one dimensional) representation of K. In our case we have K = Spin (8) and
Hλ0 = H+Fock
(
Cd
)
or Hλ0 = H−Fock
(
Cd
)
. For these particular representations the decomposition
(4.29) indeed holds (This follows from Eq. (3.52), see also, for example [100]) and thus existence
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of Spin (8)-invariant antiunitaries θ± is thus guaranteed. We conclude the proof of (4.27) by
showing that
θ±Xθ± = X˜
for every operator X supported in either Fock+ (C4) or Fock− (C4). We present here a proof
only for the case when X has a support in Fock+ (C4). The desired property of θ+ follows from
its invariance under the action of Spin (8). Because Spin (8) is generated by anti-Hermitian
operators cicj, it follows that cicjθ+ = θ+cicj for every pair of Majorana operators. Using the
fact that θ+ satisfies (as every antiunitary operator) θ2+ = I, θi = −iθ and noting that every
operator X with support in Fock+ (C4) is an even operator (and thus has a decomposition
(3.6)) proves θ±Xθ± = X˜.
Let us remark on the result given above.
• The maximal number of pure Gaussian N = 16 needed to represent arbitrary four mode
convex-Gaussian state is much smaller then the upper bound N˜ = 48 obtained in [22].
• It is natural to ask whether similar results hold also for number of modes greater than
4. Unfortunately the decomposition (4.29) does not hold for the symmetric product of
Spin (2d) representations H±Fock
(
Cd
)
for d > 4.
Example 4.1. Let us now apply Theorem 4.3 to give the noise threshold pcr above which
a depolarization of the state |a8〉〈a8| ∈ Deven (HFock (C4)) becomes convex-Gaussian. In other
words we consider a state
ρ (p) = (1− p) |a8〉〈a8|+ p I
16
, (4.30)
where p ∈ [0, 1], I is the identity operator on Fock+ (C4). The pure state |a8〉〈a8| is defined by
|a8〉〈a8| = 1
16
(I+ S1) (I+ S2) (I+ S3) (I+Q) , (4.31)
where S1 = −c1c2c5c6, S2 = −c2c3c6c7, S3 = −c1c2c3c4. The state |a8〉〈a8| can be used to
implement a CNOT gate that is needed to promote FLO to be computationally universal
[22, 24]. The problem of finding pcr was considered in [22] where authors showed that ρ (p) is
non-convex-Gaussian for p ≤ p∗1 = 815 and is convex-Gaussian for p ≥ p∗2 = 89 . Application of
criterion (4.27) to (4.30) is straightforward because ρ˜ (p) = ρ (p). Simple algebra shows that
ρ(p) is convex-Gaussian if and only if p ≥ 8
11
= pcr. This result is particularly interesting as
it opens a possibility for existence of more noise-resilient protocols of distillation of the state
pure |a8〉〈a8| from copies of a noisy state ρ (p) via FLO or TQC with Ising Anyons (protocol
based on TQC introduced in [24] works for p ≤ 0.4). The Figure 4.1 presents the comparison
of results presented here to the ones given in [22].
Insights from the proofs of results given in the previous section allow us to describe the geometry
of the pure-Gaussian and convex-Gaussian states in four mode fermionic Fock space. We present
our results in the form of two technical Lemmas. For simplicity we restrict our considerations to
the subspace H+Fock (C4). The analogous statements hold also for states defined on H−Fock (C4).
Lemma 4.1. Let |ψ〉〈ψ| ∈ D (H+Fock (C4)). Let |ψ〉 ∈ H+Fock (C4) be a normalized vector repre-
senting the state |ψ〉〈ψ|. Up to a global phase |ψ〉 can be expressed as a combination of orthogonal
vectors representing Gaussian states: |ψG〉 and θ+|ψG〉,
|ψ〉 =
√
1− p2|ψG〉+ pθ+|ψG〉 , (4.32)
where p ∈
[
0, 1√
2
]
and |ψG〉 = U |0〉 for U ∈ B. The expression (4.32) can be considered as a
generalized Schmidt decomposition18.
18 It is important to remark that in (4.32) the phase of |ψG〉 does matter (unless |ψ〉〈ψ| is itself Gaussian).
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Figure 4.1. The properties of a state ρ (p) as a function of the depolarization parameter p. The state
ρ (p) is not convex-Gaussian for p ∈ [0, pcr) and is convex-Gaussian for p ∈ [pcr, 1], where pcr = 811 . For
p ∈ [0, 410) the state ρ (p) can be used to distill [24], via TQC which is a subset of FLO, pure states
|a8〉〈a8|that can be subsequently used to make FLO compuationally universal. The parameters p∗1 = 815
and p∗2 =
8
9 are respectivelly lower and upper bounds for pcr obtained in [22].
Proof. The proof is given in the Section 8.2 Appendix (see page 8.2).
Let us note that p = 0 in Eq.(4.32) corresponds to the set of pure Gaussian states inD (H+Fock (C4)).
On the other hand states for which p = 1√
2
belong to the orbit B through the state |a8〉〈a8|.
Lemma 4.2. Let F (ρ, σ) =
(
tr
[√√
ρσ
√
ρ
])2 denotes Uhlmann fidelity between states ρ, σ ∈
D (H+Fock (C4)). The following formula holds
FGauss (ρ) = maxσ∈M+g F (ρ, σ) =
1
2
+
1
2
√
1− C2+ (ρ) , (4.33)
where C+ (ρ) is given by (4.26).
Proof. The proof is given in the Section 8.2 of the Appendix (see page 162).
Let us note that Fuchs-van de Graaf inequalities [132] can be used to bound the statistical
(trace) distance [76] of any state ρ onH+Fock (C4) to the set of convex-Gaussian states,D (ρ,Gc) =
minσ∈Gc 12
√
tr
(
(ρ− σ)2), by
1−
√
FGauss (ρ) ≤ D (ρ,Gconv) ≤
√
1− FGauss (ρ) . (4.34)
Inequalities (4.34) together with (4.33) show that for a not convex-Gaussian state ρ, with
support on H+Fock (C4), the generalized concurrence C+ (ρ) can be used do assess the resilience
of the property of being not convex-Gaussian against noise.
4.2.3. Discussion
We have presented a complete analytical characterization (4.27) of convex-Gaussian states in
the four-mode fermionic Fock space Fock (C4). Using methods taken from entanglement theory
and theory of Lie groups we described quantitatively (c.f. (4.33)) how the property of being
not convex-Gaussian is resilient to noise. These result have immediate consequence for the
computation power of models in which FLO or TQC with Ising anyons are assisted with a noisy
ancilla state. This follows form the fact that computations augmented with convex-Gaussian
states are automatically classically simulable. We have used our methods to give a precise
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value of the noise threshold pcr = 811 above which the state |a8〉〈a8| (used to make FLO or TQC
computationally universal [22]), when depolarized, becomes convex-Gaussian. This result is
especially interesting as the threshold value pcr is much higher then previously known lower
bounds. This opens a possibility for the existence of protocols based on FLO that would distill
|a8〉〈a8| from a noisy state ρ and would be much more noise tolerant then the currently known
ones. At the and we would like to mention that our method is limited to only to the case of
d = 4 fermionic modes. From the proof of Theorem 4.3 if follows that it is impossible to extend
the presented reasoning beyond d = 4 modes. A general method for detecting whether a state
ρ ∈ Deven
(HFock (Cd)) is not convex-Gaussian was given in [22]. Authors of [22] introduced a
hierarchy of criteria based on the application of quantum de-Finetti theorem and a polynomial
characterization of the set of pure fermionic Gaussian states. The hierarchy was proved to be
exact (every not convex-Gaussian state is detected on some stage of the hierarchy). However,
due to its high numerical complexity, the method was unfeasible in practice even for the case
of four fermionic modes.
4.3. Summary and open problems
In this chapter we investigated cases in which coherent states M ⊂ D1
(Hλ0) of compact
simply-connected Lie group K (irreducibly represented on in the Hilbert space Hλ0) admit a
characterization in terms of the expectation value of the anti-unitary conjugation
|ψ〉〈ψ| ∈ M ⇐⇒ |〈ψ|θψ〉| = 0 . (4.35)
This characterization enables, by the virtue of Uhlmann-Wotters construction (c.f. Subsection
4.1.1), to derive a closed-form analytic criterion characterizing the convex hullMc ⊂ D (Hλ0)
of the setM (the convex hullMc consists exclusively of non-correlated states if we choseM
as the class of “non-correlated” pure states),
ρ ∈Mc ⇐⇒ λ1 ≤
N∑
k=2
λk , (4.36)
where (λ1, λ2, . . . , λN) is the non-increasingly ordered spectrum of the operator
√
ρθρθ. In
Section ?? we classified, using methods of group theory and Riemannian geometry, all the
cases when the class of coherent states can be described by the condition (4.35). The main
results (which have been published in [93]) are contained in Theorems 4.1 and 4.2. There,
the characterization (4.35) is associated with particular properties of the group K and the
decomposition of the representation Sym2
(Hλ0) onto irreducible components. In Section 4.2
we apply Theorems 4.1 and 4.2 to the problem of classical simulation of a computation model
in which Fermionic Linear Optics is augmented with noisy ancilla state (which is a parameter
of the model). If the auxiliary state ρ can be written as a convex combination of pure fermionic
Gaussian statesMg ⊂ HFock
(
Cd
)
, then the corresponding model of computation is classically
simulable. Using tools developed in Section ?? and group-theoretical interpretation of Mg
(c.f. Subsection 3.1.5) we gave a complete characterization of convex-Gaussian in the first
nontrivial case of d = 4 modes (Theorem 4.3). As a byproduct of our considerations we solved
an open problem recently given in 4.1 (see Example 4.1). We also introduced a generalized
Schmidt decomposition for four mode pure fermionic states with fixed parity (see Lemma 4.1).
This decomposition can be of importance for the distillation protocols which can promote
ancilla-assisted FLO or ancilla-assisted TQC to the universal quantum computer.
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Open problems
We now state open problems connected with the results presented in this chapter.
• Find the physical relevance of the “exceptional cases” (Spinor representation of Spin (7)
and defining representation of G2) in which coherent states are characterized by (4.35) (see
Theorem 4.2)
• Develop improved protocols that would purify the state |a8〉〈a8| from a noisy mixed state
from D (HFock (Cd)) and will be based on FLO or TQC. We expect that the analogy between
entanglement and “non-Gaussianity” stated in (4.32) will contribute to this goal.
• Develop a full resource theory (analogous to the one existing in the context of entanglement
[3] or ancilla-assisted Clifford computation[131]) for the ancilla-assisted FLO or TQC.
5. Polynomial criteria for detection of
correlations for mixed states
This chapter deals with the problem of detection of correlations for mixed quantum states. In
Chapter 3 we provided a polynomial characterization of various interesting classes of non-correlated
pure quantum states. In the most general form our polynomial characterization is the following
|ψ〉〈ψ| ∈ M ⇐⇒ tr
(
A
[
|ψ〉〈ψ|⊗k
])
= 0 , (5.1)
where M ⊂ D1 (H) is the relevant class of pure states and A : Symk (H) → Symk (H) is a
Hermitian operator characterizing (via (5.1)) the classM. In accordance with the discussion
presented in Chapter 1 we define the class of non-correlated states (with respect to the class
M) as a convex hull ofM, denoted by1 Mc,
Mc =
{
ρ =
∑
i
pi|ψi〉〈ψi|
∣∣∣∣∣|ψi〉〈ψi| ∈ M, pi ≥ 0,∑
i
pi = 1
}
. (5.2)
In the previous chapter we characterized cases when the group-theoretical characterization of
the setM allows for the complete analytical description of the setMc. In this Chapter we will
investigate the following general problem.
Problem 5.1. (Detection problem) LetM⊂ D1 (H) be a class of “non-correlated” pure states
characterized via (5.1). Is it possible to derive, using the characterization (5.1), criteria for
correlations for states ρ ∈ D (H)?
In this section we will partially solve the above problem by deriving a collection of correlation
criteria that will take the general form:
tr (V [ρ1 ⊗ . . .⊗ ρk]) > 0 =⇒ ρ1 /∈Mc (ρ1is correlated) , (5.3)
where ρ1, . . . , ρL ∈ D (H) and V : H⊗k → H⊗k is a Hermitian operator suitably tailored for
the class M. The structure of (5.3) resembles the standard criterion based on entanglement
witnesses (see discussion in Section 2.2) and for this reason we will call operator V appearing
in (5.3) a multilinear correlation witness2.
The variety of criteria in which multilinear witnesses appear (for different number k and different
classes M) will be presented in the forthcoming sections. Before we concentrate on particu-
lar examples we first present a general discussion of criteria based on multilinear correlation
1 In what follows we will assume that H is finite dimensional and ignore the necessity to work with topo-
logical closures (in, say, trace norm) of the purely algebraic convex hulls.
2 We decided to use a different sign convention than the standard one used in the context of entanglement
witnesses (see Section 2.2). This convention is a residue of the original motivation that led us to study criteria
of the form (5.3). We arrived at criteria of this form by trying to find lower bounds for “generalized concur-
rences” (see Section 2.2). Consequantly the positive value of a function giving a lower bound was implying the
correlations present in a given state.
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witnesses. In what follows we will concentrate on multilinear witness that allow to infer about
correlations of all states that appear in the criterion,
tr (V [ρ1 ⊗ . . .⊗ ρk]) > 0 =⇒ ρ1, . . . , ρk /∈Mc (ρ1,. . .,ρk are correlated) . (5.4)
Multilinear correlation witness satisfying (5.4) automatically satisfy (5.3) but not vice versa.
Below we list advantages of studying multilinear witnesses.
• The general form of multilinear correlation witness (5.3) contains, as a specific example,
the usual entanglement witnesses3. As it was pointed out in Section 2.2, the usual linear
witnesses also suffice to characterize the set of non-correlated states Mc. However, for
arbitrary class of pure statesM (and the corresponding set of non-correlated states) we do
not have a structural theory of the corresponding linear witnesses (see Section 2.2). For this
reason construction of criteria based on multilinear correlation witnesses for a fairly general
classes of pure statesM (given by Eq. (5.1)) can be beneficial. We will use such a criterion
in next chapter to derive an interesting quantitative characterization of typical correlation
properties of general mixed states defined on the Hilbert space H.
• Criteria (5.4) allow, in principle, to certify correlations in multiple mixed states ρ1, . . . , ρk
via the measurement of the expectation value of a single collective operator V .
• Multilinear witnesses allow to consider nontrivial criteria for detection of correlations that
are invariant under the action of the relevant symmetry group. This would not have been
possible if we had restricted ourselves only to criteria based on linear witnesses (see Section
5.3 for details). Invariance of the criterion under the action of the symmetry group means
that for all states ρ1, ρ2, . . . , ρk ∈ D (H) we have
tr (V [ρ1 ⊗ ρ2 ⊗ . . .⊗ ρk]) = tr (V [ρ′1 ⊗ ρ′2 . . .⊗ ρ′k]) , (5.5)
where ρ′i = UρiU † and U is a unitary implementation of some element of the symmetry
group (note that the same U acts on all parties i = 1, 2, . . . , k). Condition (5.5) is natural
as in many cases considered (for instance in the entanglement problem) the class of pure
states M is invariant under the action of some symmetry group and, consequently, the
corresponding notion of correlations is invariant under the action of this group (see Section
1.2 for a more thorough discussion of this matter).
The chapter is organized as follows. In Section 5.1 we present a construction of a bilinear
correlation witness valid for all classes of states which can be characterized by the operator
A acting on two copies of the relevant Hilbert space H (number k in Eq. (5.1) is two). In
Section 5.2 we generalize this construction to the arbitrary natural number k. To be more
precise we construct, starting from the condition (5.1), the operator V , acting on H⊗k, that
satisfy (5.4) for a given class of pure statesM. Section 5.3 contains the complete description
of the structure of bilinear correlation witnesses that are invariant under the action of the
relevant symmetry group in cases when the classM consists of group-theoretic coherent states
and certain technical conditions are satisfied. In this section we use extensively representation
theory of semisimple Lie algebras introduced in Subsection 2.4.3. This methodology allows us
to analyze analytically the strength of criteria for classes of states presented in Section 3.1:
product states, product bosonic states, Slater determinants and fermionic Gaussian states. We
conclude the chapter in Section 5.4 where we summarize the obtained results and state some
open problems.
Throughout this chapter we will consequently use the notation introduced in Chapter 3. The
announced criteria for detection of various correlations will be tested in practice on particu-
lar examples and in some cases confronted with the existing literature of the subject (see in
3 It is enough to put V = −W ⊗ I⊗(k−1), where W is the usual entanglement witness.
110
particular Section 5.3). The main technical advantage of the criteria of the form (5.4) is that
they can be easily used to study typical correlation properties of states belonging to the set
of density matrices D (H) and on its submanifolds. The forthcoming Chapter 6 is devoted to
study of this problem. The list of criteria of particular type for detection of different kinds of
correlations in mixed states are given in Table 5.1
Type of correlations Bilinear witness Multilinear witness Optimal bilinear witness
Entanglement Yes Yes Yes
Entanglement of bosons Yes Yes Yes
“Entanglement” of fermions Yes Yes Yes
Not convex-Gaussian Yes Yes Yes
GME No Yes No
Schmidt rank ≥ m No Yes No
Table 5.1. Criteria detecting correlations in mixed states presented in this chapter. Each row of the
table correspond to a different kind of correlation studied (the class of pure states M giving rise to
a particular type of correlations is implicit). The last tree columns specify whether the correlation
witness of particular type is provided for the particular kind of correlations.
Results presented in Section 5.1 constitute parts of [114]. Results presented in Section 5.2 will
contribute to the forthcoming paper
“Multilinear criteria for detection of generalized entanglement”, Michał Osz-
maniec, et al. (in preparation),
whereas results contained in Section 5.3 will constitute a major part of another forthcoming
publication
“Criteria for quantum correlations based on second moments of the density
matrices”, Michał Oszmaniec, et al. (in preparation).
5.1. Bilinear correlation witnesses based on quadratic
characterization of pure non-correlated states
In this section we derive a bilinear correlation witness for correlations defined via the choice of
the class of pure statesM⊂ D1 (H) specified by the quadratic (in the state’s density matrix)
condition
|ψ〉〈ψ| ∈ M ⇐⇒ 〈ψ|〈ψ|A|ψ〉|ψ〉 = 0 , (5.6)
where, just like in Section 3.3, A is a Hermitian operator acting on Sym2H that satisfies
A ≤ Psym, where Psym denotes the orthonormal projection onto Sym2H ⊂ H⊗H. Our criterion
for detection of correlations in the mixed states takes a particularly simple form.
Theorem 5.1. Let the class of pure states M ⊂ D1 (H) be specified by Eq. (5.6). Then, the
following implication holds
tr (ρ1 ⊗ ρ2 V ) > 0 =⇒ ρ1 and ρ2 are correlated (ρ1, ρ2 /∈Mc) , (5.7)
where
V = A− Pasym (5.8)
and Pasym denotes the orthogonal projection onto the two fold antisymmetrization,
∧2H, of H.
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We would like to note that the above criterion is independent upon the dimension of H and
uses only the algebraic structure of the setM. The proof of Theorem 5.1 follows from Lemmas
5.1, 5.2 which we present below.
Lemma 5.1. Consider a class of pure states M ⊂ D1 (H). Assume that there exists an
operator V ∈ Herm (H⊗H) satisfying the property 〈v|〈w|V |v〉|w〉 ≤ 0 for all |v〉〈v| ∈ M and
for arbitrary |w〉 ∈ H. Then, for any state ρ ∈ MC and for arbitrary B ≥ 0 acting on H, we
have
tr ([ρ⊗B]V ) ≤ 0 . (5.9)
Moreover, if we assume SV S = V , for S being a swap operator4 in H⊗H, then except for 5.9
we have
tr ([B ⊗ ρ]V ) ≤ 0 . (5.10)
Proof of Lemma 5.1 . Since the expression (5.9) is linear in B and every non-negative operator
is of the form B =
∑
i |wi〉〈wi| for some (not necessary normalized) |wi〉 ∈ H, it is enough
to consider B = |w〉〈w|, where |w〉 ∈ H is arbitrary. By definition the condition ρ ∈ Mc is
equivalent to ρ =
∑
j pj|vj〉〈vj| for |vi〉〈vi| ∈ M and pj ≥ 0,
∑
j pj = 1. Using that and the
assumption (5.9) about the operator V we get
tr ([ρ⊗ |w〉〈w|]V ) =
∑
j
pj〈vj|〈w|V |w〉|vj〉 ≤ 0 .
This concludes the proof of (5.9). Inequality (5.10) follows immediately from the definition of
S and inequality (5.9).
The permutation invariant operator V (assuming that it exists) from Lemma 5.1 gives a
criterion of the type (5.7). Indeed, whenever we find a non-negative operator B for which
tr ((ρ1 ⊗B)V ) > 0 we know that ρ1 /∈ MC . Note that without the loss of generality we can
take B = ρ2. Now, using the permutation symmetry of V and (5.10) we can exchange roles of
ρ1 and ρ2 which proves that
tr ([ρ1 ⊗ ρ2]V ) > 0 =⇒ both ρ1 and ρ2 are correlated
(
ρ1, ρ2 /∈MC
)
.
We remark that the condition 〈v|〈w|V |v〉|w〉 ≤ 0 (|v〉〈v| ∈ M and |w〉 ∈ H) from Lemma 5.1
is relatively easy check as it only only involves computing expectation values on pure states.
This observation will be useful in proofs of Lemma 5.2 and Theorem 5.3.
Lemma 5.1 does not say anything about the existence of the operator V for a given class of
pure statesM. The following theorem ensures that as the operator one can take V = A−Pasym
whereverM is given by the condition (5.6).
Lemma 5.2. Consider the class of pure states M given by (5.6). The operator V = A−Pasym
satisfies 〈v|〈w|V |v〉|w〉 ≤ 0 for all |v〉 ∈ M and for arbitrary |w〉 ∈ H.
Proof of Lemma 5.2 . Let |v〉 ∈ M and let |w〉 ∈ H. Let us write |w〉 = |v||〉 + |v⊥〉, where
|v||〉 ∝ |v〉 and |v⊥〉 ⊥ |v〉. We have the following equalities
〈v|〈w|A|v〉|w〉 = 〈v|〈v⊥|A|v〉|v⊥〉 ,
〈v|〈w|Pasym|v〉|w〉 = 〈v|〈v⊥|Pasym|v〉|v⊥〉 = 1
2
〈v⊥|v⊥〉 .
4 A swap operator is defined by its action on simple tensors S|ψ〉|φ〉 = |φ〉|ψ〉for |ψ〉, |φ〉 ∈ H.
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We have used the fact that operator A is an orthonormal projector and therefore we have
A|v〉|v〉 = A|v〉|v||〉 = 0. Consequently, we get the desired inequality
〈v|〈w|V |v〉|w〉 = 〈v|〈v⊥|A|v〉|v⊥〉 − 1
2
〈v⊥|v⊥〉 ≤ 0 , (5.11)
where the estimate stems from the fact that 〈v|〈v⊥|A|v〉|v⊥〉 ≤ 〈v|〈v⊥|Psym|v〉|v⊥〉 = 12〈v⊥|v⊥〉,
where Psym is the projector onto Sym2 (H).
Analysis of proof of Lemma 5.2 leads to a simple extensions of Theorem 5.1 given by the
following corollary
Corollary 5.1. Operator V appearing in Theorem 5.1 can be taken to be
V = A− c · Pasym , (5.12)
where the constant c is given by
c = 2 ·
(
max
|v〉〈v|∈M
max
|v⊥〉 6=0
〈v|〈v⊥|A|v〉|v⊥〉
〈v⊥|v⊥〉
)
, (5.13)
and |v⊥〉 denotes the arbitrary vector in H perpendicular to |v〉. The constant c given by the
above equation is the smallest possible number β such that operator A − β · Pasym satisfies the
assumptions of Lemma 5.1.
Proof. Follows directly from Eq.(5.11).
Corollary 5.2. The above derived criteria for detection of correlations defined by the choice of
the class of pure states M are also valid if the operator A and the class M are related in the
following manner
|ψ〉〈ψ| ∈ M =⇒ 〈ψ|〈ψ|A|ψ〉|ψ〉 = 0 , (5.14)
where operator A satisfy 0 ≤ A ≤ Psym.
Proof. The proof follows from Lemma 5.1 and from the straightforward modification of the
proof of Lemma 5.2 based on the inequality
〈v|〈w|A|v〉|w〉 ≤ 〈v|〈v⊥|A|v〉|v⊥〉 .
Before moving to the concrete examples let us note that due to the characterization (5.6) the
criterion based on V = A− cPasym is exact for pure states in the following sense
|ψ〉〈ψ| ∈ M ⇐⇒ tr ([|ψ〉〈ψ|⊗2] V ) = 0 . (5.15)
We will now derive the optimal constants c (in a sense of Corollary 5.1) for four types of
correlations defined via classes of coherent states discussed in Section 3.1: product states,
product bosonic states, Slater determinants and pure fermionic Gaussian states. We will also
apply the obtained criteria to witness correlations for some exemplary families of states.
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5.1.1. Entanglement of distinguishable particles
We now apply Corollary 5.1 to the case when M = Md ⊂ D1 (Hd) consists of pure product
states of L distinguishable particles. In the following proposition we use the notation introduced
in Subsection 3.1.1.
Proposition 5.1. Let
A = Psym − P+11′ ⊗ P+22′ ⊗ . . .⊗ P+LL′
and letM =Md. The constant c appearing in Corollary 5.1 equals
c = 1− 21−L . (5.16)
Consequently, the operator
Vd = Psym − P+11′ ⊗ P+22′ ⊗ . . .⊗ P+LL′ −
(
1− 21−L)Pasym (5.17)
is the largest operator having a structure A − βPasym that satisfies assumptions of Lemma 5.1
and can be used to detect entanglement.
Proof. The proof of Eq.(5.16) is simple yet technical. The detailed proof is given in Section 8.3
of the Appendix (see page 163).
The criterion based on the operator (5.17) is identical to the criterion based on the lower bound
of the L-partite concurrence (see Subsection 2.2) obtained in a paper by Aolita and Mintert
[67]. Our analysis shows that no stronger criterion based on the operator of the structure
A−βPasym is possible. The general analysis of all LU-invariant bilinear entanglement witnesses
will be given in Subsection 5.3.2.
5.1.2. Entanglement of bosons
We apply Corollary 5.1 to the case whenM =Mb ⊂ D1 (Hb) consists of pure product states
of a system consisting of L bosons. In the following proposition we use the notation introduced
in Subsection 3.1.2.
Proposition 5.2. Let
A = Psym − P+11′ ⊗ P+22′ ⊗ . . .⊗ P+LL′
(
Psym{1,...,L} ⊗ Psym{1′,...,L′}
)
and letM =Mb. The constant c appearing in Corollary 5.1 for the equals
c = 1− 21−L . (5.18)
Consequently, the operator
Vb = Psym − P+11′ ⊗ P+22′ ⊗ . . .⊗ P+LL′
(
Psym{1,...,L} ⊗ Psym{1′,...,L′}
)
− (1− 21−L)Pasym (5.19)
is the largest operator having a structure A − βPasym that satisfies assumptions of Lemma 5.1
and can be used to detect entanglement.
Proof. The proof is completely analogous to the proof of Proposition 5.1 and follows from the
fact that
Vb =
(
Psym{1,...,L} ⊗ Psym{1′,...,L′}
)
Vd
(
Psym{1,...,L} ⊗ Psym{1′,...,L′}
)
in the case when all single-particle Hilbert spaces in the tensor product Hd = ⊗Li=1Hi are
identical.
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5.1.3. “Entanglement” of fermions
We will now apply Corollary 5.1 to the case whenM =Mf ⊂ D1 (Hf ) consists of projectors
onto Slater determinants in the system of L fermions. Recall that the correlations induced
by such choice of the class M are correlations in states that do not follow merely form the
antisymmetrizations of wave functions in Hf (c.f. Section 1.1). In what follows we will use the
notation introduced in Subsection 3.1.3.
Proposition 5.3. Let
A = Af = Psym − 2
L
L+ 1
P+11′ ⊗ P+22′ ⊗ . . .⊗ P+LL′
(
Pasym{1,...,L} ⊗ Pasym{1′,...,L′}
)
and letM =Mf . The constant c appearing in Proposition 5.1 equals
c = 1− 2
L+ 1−max {0, 2L− d} . (5.20)
Consequently, the operator
Vf = Psym − 2
L
L+ 1
P+11′ ⊗ P+22′ ⊗ . . .⊗ P+LL′
(
Pasym{1,...,L} ⊗ Pasym{1′,...,L′}
)
− cPasym (5.21)
is the largest operator having a structure Af − βPasym that satisfies assumptions of Lemma 5.1
and can be used to detect whether a given state ρ is correlated (ρ /∈Mcf).
Proof. The proof is analogous to the proof of Proposition 5.1 and is given in Section 8.3 of
the Appendix (see page 163). Let us explain here the reason for the occurrence of the number
max {0, 2L− d} in (5.20). Let |ψ0〉, |ψ1〉 ∈ Hf be two Slater determinants constructed from
single-particle orbitals {|φi〉}di=1, forming a basis of a single particle Hilbert space H ≈ Cd. The
number max {0, 2L− d} is the minimal number of times that the same orbitals can occur in
both |ψ0〉and |ψ1〉.
Example 5.1. We now apply the criterion stated above to study correlations of a depolarization
of an arbitrary pure state of two fermions. Since the problem for d = 4 can be solved exactly
(see Section (??)) we consider situation when d > 4. Any normalized vector |ψ〉 ∈ ∧2 (Cd) can
be written [21] as
|ψ〉 =
i=b d2c∑
i=1
λi|φ2i−1〉 ∧ |φ2i〉, (5.22)
where λi ≥ 0,
∑i=b d2c
i=1 λ
2
i = 1 and vectors |φi〉(i = 1, . . . , d) form the orthonormal basis of Cd.
The arbitrary depolarization of state |ψ〉〈ψ| is given by
ρ|ψ〉〈ψ| (p) = (1− p) |ψ〉〈ψ|+ p
2I
d (d− 1) , (5.23)
Direct usage of the criterion (5.7) based on the operator (5.21) for ρ1 = ρ|ψ〉〈ψ| (p) and ρ2 =
|ψ〉〈ψ| gives that ρ|ψ〉〈ψ| (p) is correlated for
p < pcr =
(
1−∑i=b d2ci=1 λ4i)(
1−∑i=b d2ci=1 λ4i)+ f (d) , (5.24)
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where f (d) = 4 d−2
d(d−1) . The proof of (5.24) follows from identities:
〈ψ|〈ψ|Af |ψ〉|ψ〉 = 1
3
1− i=b d2c∑
i=1
λ4i
 ,
tr ([I⊗ |ψ〉〈ψ|]Af ) = (d− 2) (d− 3)
6 · 2 ,
which are the consequence of Eq.(8.28).
5.1.4. Not convex-Gaussian correlation
In the situation of the class of pure fermionic Gaussian states (see Subsection 3.1.5) we have two
situations to consider. We can either takeM =Mg ⊂ D1
(HFock (Cd)) or impose parity super-
selection rule and takeM =M+g ⊂ D1
(H+Fock (Cd)) (the treatment ofM−g ⊂ D1 (H−Fock (Cd)))
is analogous). In the discussion that follows we will use the notation introduced in Subsection
3.1.5.
No parity superselection rule Recall that in the caseM =Mg ⊂ D1
(HFock (Cd)) we have
A = Ag = Psym − P0 ,
where operator P0 : Sym2
(HFock (Cd)) → Sym2 (HFock (Cd)) is given by Eq.(3.52)). Applica-
tion of Corollary 5.1 to the case when M = Mg ⊂ D1
(
Fock
(
Cd
))
gives c = 1. This follows
from the fact that the operator has a support solely on the subspace(H+Fock (Cd)⊗H+Fock (Cd))⊕ (H−Fock (Cd)⊗H−Fock (Cd)) ,
of the total tensor productHFock
(
Cd
)⊗HFock (Cd) and 〈0|〈ψ|P0|0〉|ψ〉 = 0 for |ψ〉 ∈ H−Fock (Cd).
Parity superselection rule imposed In the case M = M+g ⊂ D1
(H+Fock (Cd)) we get a
nontrivial value of the constant c, as described by the following proposition.
The general discussion of bilinear non-Gaussianity witnesses invariant under the action of Bo-
golyubov transformations will be given in Subsection 5.3.5.
Proposition 5.4. Let A : Sym2
(H+Fock (Cd))→ Sym2 (H+Fock (Cd)) be given by
A = Ag = Psym − P+P0P+ , (5.25)
where
P+ =
1
4
(I+Q)⊗ (I+Q) .
Let M = M+g ⊂ D1
(H+Fock (Cd)). Assume that d ≤ 1000. The constant c appearing in
Corollary 5.1 equals
cd = 1− ad , (5.26)
where
ad =
1
22d
(
2d
d
) d∑
k=0
min{k,2bd2c}∑
m=0
(−2)m
(
d
k
)(
2d
2k
)(d−m
k −m
)(⌊
d
2
⌋
m
)
.
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Consequently, the operator
Vg = Psym − P+P0P+ − cdPasym (5.27)
is the largest operator having a structure A − βPasym that satisfies assumptions of Lemma
5.1 and can be used, via Lemma to detect whether a given state ρ ∈ D (H+Fock (Cd)) is not
convex-Gaussian (ρ /∈ (M+g )c).
Proof. The reasoning is completely analogous to that from the proof of Proposition 5.1. The
sketch of the proof is given in Section 8.3 of the Appendix (see page 164).
Remark 5.1. The limitation of the number of fermionic modes d ≤ 1000 in Proposition 5.4
stems solely from the combinatorial complexity of the formulas involved in the proof of 5.4. We
proved Eq.(5.26) by a direct computation with Mathematica up to d = 1000. We conjecture
that (5.26) holds for arbitrary positive integer d.
5.2. Multilinear correlation witness
In this section we derive a k-linear correlation witness for correlations defined via the choice of
the class of pure “non-correlated” states M ⊂ D1 (H) specified by the k-linear (in the state’s
density matrix) condition
|ψ〉〈ψ| ∈ M ⇐⇒ 〈ψ⊗k|A|ψ⊗k〉 = 0 , (5.28)
where A is the Hermitian operator acting on SymkH (k-fold symmetric power of H) satisfying
A ≤ Psym,k (operator Psym,k is the orthogonal projector onto SymkH). For exemplary types of
correlations that can be defined by such a choice of “non-correlated” pure states see Section 3.3.
After presenting the main result, the k-linear generalization of theorem 5.1, we will apply the
obtained criteria to detect genuine multiparty entanglement (see Subsection 3.3.1) and Schmidt
rank (see Subsection 3.3.2) for exemplary families of mixed states.
Theorem 5.2. Consider the class of “non-correlated” pure statesM specified by
|ψ〉〈ψ| ∈ M ⇐⇒ 〈ψ⊗k|A|ψ⊗k〉 = 0 . (5.29)
Let
V = A− (k − 1) (I⊗k − Psym,k) . (5.30)
The following implication holds
tr ([ρ1 ⊗ ρ2 ⊗ . . .⊗ ρk]V ) > 0 =⇒ ρ1, . . . , ρk /∈Mc (ρ1,. . .,ρk are correlated) . (5.31)
Proof. The straightforward generalization of Lemma 5.1 shows that for the operator V ∈
Herm
(H⊗k), which is permutation-symmetric5, and arbitrary class of pure statesM⊂ D1 (H),
the implication (5.31) is equivalent to the following condition
〈ψ|〈φ1| . . . 〈φk−1|V |ψ〉|φ1〉 . . . |φk−1〉 ≤ 0 , (5.32)
where |ψ〉 ∈ M and |φi〉 ∈ H (i = 1, . . . k − 1) are arbitrary vectors. In what follows we will
check that the operator
V = A− (k − 1) (I⊗k − Psym,k) (5.33)
5 The operator V ∈ Herm (H⊗k) is permutation invariant if and only if it satisfies σV σ† = V , where σ is an
arbitrary permutation operator flipping factors of the tensor product H⊗k (See Section 2.4.3 for the description
of the action of the permutation group Sk on H⊗k).
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satisfies (5.32). We proceed analogously to the case of the proof of Lemma (5.2). Let us fix
|ψ〉 ∈ M and |φi〉 ∈ H (i = 1, . . . k − 1) appearing (5.32). For each i = 1, . . . , k − 1 we have a
decomposition
|φi〉 = |φ||i 〉+ |φ⊥i 〉 , (5.34)
where |φ||i 〉 ∝ |ψ〉 and |φ⊥i 〉 ⊥ |ψ〉. Note that the vectors appearing in (5.34) are in general not
normalized. We introduce the following notation
|ΦX〉 =
k−1⊗
i=1
|φX(i)i 〉 , (5.35)
where X ⊂ {1, . . . , k − 1} and
|φX(i)i 〉 =
{
|φ||i 〉 for i ∈ X ,
|φ⊥i 〉 for i /∈ X .
Using (5.34) we get
〈ψ|〈φ1| . . . 〈φk−1|A|ψ〉|φ1〉 . . . |φk−1〉 =
∑
X,Y⊂{1,...,k−1}
〈ψ|〈ΦX |A|ψ〉|ΦY 〉 .
Using definitions of the classM (see Eq.(5.29)) and vectors |φX〉 we get
〈ψ|〈φ1| . . . 〈φk−1|A|ψ〉|φ1〉 . . . |φk−1〉 =
k−2∑
l,m=0
〈ψ|〈Φl|A|ψ〉|Φm〉 , (5.36)
where
|Φl〉 =
∑
X ⊂ {1, . . . , k − 1}
|X| = l
|ΦX〉 .
We have the following chain of estimates
k−2∑
l,m=0
〈ψ|〈Φl|A|ψ〉|Φm〉 ≤
k−2∑
l,m=0
〈ψ|〈Φl|Pk,sym|ψ〉|Φm〉 , (5.37)
=
k−2∑
l=0
〈ψ|〈Φl|Pk,sym|ψ〉|Φl〉 (5.38)
=
k−2∑
l=0
l + 1
k
〈ψ|〈Φl|I⊗ Pk−1,sym|ψ〉|Φl〉 . (5.39)
≤ k − 1
k
k−2∑
l=0
〈ψ|ψ〉〈Φl|Φl〉 (5.40)
The equality (5.38) follows from the fact that Pk,sym|ψ〉|Φm〉 ⊥ |ψ〉|Φl〉 for l 6= m. The equality
(5.39) follows from the fact that 〈ψ|φX(i)i 〉 = 0 for i /∈ X. Combining (5.40) with (5.36) we get
〈ψ|〈φ1| . . . 〈φk−1|A|ψ〉|φ1〉 . . . |φk−1〉 ≤ k − 1
k
k−2∑
l=0
〈ψ|ψ〉〈Φl|Φl〉. (5.41)
118
On the other hand we have
〈ψ|〈φ1| . . . 〈φk−1|
(
I⊗k − Psym,k) |φ1〉 . . . |φk−1〉 = k−2∑
l=0
〈ψ|〈Φl| (I⊗k − Psym,k) |ψ〉|Φl〉 .
Using the analogous estimates to (5.40) for 〈ψ|〈Φl|Psym,k|ψ〉|Φl〉 shows that the operator V ,
defined by (5.33), satisfies (5.32).
Before moving to the examples of application of the criterion (5.31) let us note that due to the
characterization (5.28) the criterion (5.31) is exact for pure states in the following sense
|ψ〉〈ψ| ∈ M ⇐⇒ tr
([
|ψ〉〈ψ|⊗k
]
V
)
= 0 . (5.42)
5.2.1. Witnessing Genuine Multiparty Entanglement
Let us now use Theorem 5.1 to witness genuine multiparty entanglement in tripartite system.
In this scenario the set of non-correlated pure states consists of pure 2-separable states6M2d ⊂
D1
(
Cd ⊗ Cd ⊗ Cd) (see Subsection 3.3.1).
Definition 5.1. A tripartite mixed state ρ ∈ D (Cd ⊗ Cd ⊗ Cd) exhibit genuine multiparty
entanglement if and only of ρ /∈ (M2d)c.
We now apply the criterion (5.31) and the polynomial characterization ofM2d (given in Lemma
3.7) to obtain a criterion for genuine multiparty entanglement.
Corollary 5.3. Let ρ ∈ D (Cd ⊗ Cd ⊗ Cd). Let
V = A− 5 (I⊗6 − Psym,6) , (5.43)
where7
Psym,6 ◦ (A1:23 ⊗ A2:13 ⊗ A3:12) ◦ Psym,6 , (5.44)
The following implication holds
tr ([ρ1 ⊗ ρ2 ⊗ . . .⊗ ρ6]V ) > 0 =⇒ ρ1, . . . , ρ6 are genuinly multiparty entangled. (5.45)
5.2.2. Witnessing states with Schmidt number greater than n
We now apply Theorem 5.1 to witness correlations based on the notion of Schmidt rank of
bipartite state. Recall (see Subsection 3.3.2) that the classMn ⊂ D1 (HA ⊗HB) was defined as
the set consisting of pure states with Schmidt rank at most n (n ≤ min {dim (HA) , dim (HB)}).
Let us first define, after [29], the notion of the Schmidt number of a bipartite states.
Definition 5.2. A bipartite density matrix ρ ∈ D (HA ⊗HB) has Schmidt number k (Sr (ρ) =
k) if and only if ρ ∈Mcn and ρ /∈Mcn−1.
Straightforward application of criterion (5.31) and Lemma 3.8 allow us to witness states with
Schmidt number greater than n.
6 For simplicity we assume that dimensions of single particle Hilbert spaces are identical.
7 For the explanation of the notation used in Eq.(5.44) see Subsection 3.3.1.
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Corollary 5.4. Let ρ ∈ D (HA ⊗HB). Let
Vn = An − (n)
(
I⊗n+1 − Psym,n+1) , (5.46)
where8
An = Pasym,n+1A ⊗ Pasym,n+1B , (5.47)
The following implication holds
tr ([ρ1 ⊗ ρ2 ⊗ . . .⊗ ρn+1]Vn) > 0 =⇒ ρ1, . . . , ρn+1 have Schmidt number higher than n .
(5.48)
Example 5.2. We now apply the criterion stated above to study Schmidt number ρ (p) ∈
D (Cd ⊗ Cd) of a depolarized maximally entangled state of two qdits,
ρ (p) = (1− p) |Ψ〉〈Ψ|+ p I
d2
,
where |Ψ〉 = 1√
d
∑d
i=1 |i〉|i〉 ({|i〉}i=di=1 is a standard orthonormal basis of Cd). The usage of
criterion (5.48) for ρ1 = ρ (p) and ρi = |Ψ〉〈Ψ| for i > 1 gives the following information about
Schmidt number of the state ρ (p).
p < pcr,n =
An
(n · (1− Cn)−An − Bn−) =⇒ ρ (p) has Schmidt number greater than n , (5.49)
where
An = tr
([|ψ〉〈ψ|⊗n+1]An) = ( dn+1)
[(n+ 1)!] dn+1
, (5.50)
Bn = tr
([
1
d2
I⊗ {|ψ〉〈ψ|⊗n}]An) = d− n
dn−1
(
d− 1
n
)
, (5.51)
Cn = tr
([
1
d2
I⊗ {|ψ〉〈ψ|⊗n}]Psym,n+1) 1
d2
(
1 +
d2 − 1
n+ 1
)
. (5.52)
The only difficult part is proof of (5.51) (Eq.(5.50) follows directly from from Eq.(3.90) whereas
the proof of Eq.(5.52) is straightforward). This formula can be proven by performing the
computation analogous to the one given in the proof of Proposition 3.6 (see page 160).
5.3. Optimal group-invariant bilinear correlation witness
Problem 5.2. What is the structure of the bilinear, group invariant, criteria in cases when the
class of pure statesM consists of generalized coherent sates of a compact simply-connected Lie
group?
Before we formulate the answer to the above question in a rigorous manner we recall the notation
used in Section 3.1 and define formally the concept of “bilinear, group invariant, correlation
criteria”. Let K be a compact simply-connected Lie group irreducibly represented, by the
representation Π on the finite dimensional Hilbert space Hλ0 (see Sections 2.4 and 3.1 for the
8 For the explanation of the notation used in Eq.(5.47) see Subsection 3.3.2.
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explanation of the terminology used in this section). Let the class of states considered consists
of Perelomov’s coherent states, i.e.
M =
{
Π (k) |ψ0〉〈ψ0|Π (k)† | k ∈ K
}
, (5.53)
where |ψ0〉 is the highest weight vector corresponding to the highest weight λ0. In what fol-
lows we will consequently drop the superscript λ0 when referring to the carrier space of the
representation Π. Let us define the concept of K-invariant bilinear correlation witness.
Definition 5.3. An operator V ∈ Herm (H⊗H) is called K-invariant bilinear correlation
witness if and only if the following two conditions are satisfied
1. For all ρ, σ ∈ D (H) we have
tr ([ρ⊗ σ] V ) > 0 =⇒ both ρ and σ are correlated (ρ, σ /∈Mc) . (5.54)
2. Operator V is K-invariant, i.e. for all k ∈ K
V = (Π (k)⊗ Π (k))V
(
Π (k)† ⊗ Π (k)†
)
. (5.55)
The set of K-invariant bilinear correlation witnesses will be denoted by WK2 (M).
Let us note that condition (5.55) is equivalent to the K-invariance of the criterion specified by
V , i.e. the requirement that for all ρ, σ ∈ D (H) and for all k ∈ K
tr ([ρ⊗ σ] V ) = tr (ρ˜⊗ σ˜V ) , (5.56)
where X˜ = Π(k)XΠ(k)†. The equivalence of (5.55) and (5.56) follows from the fact that trace
is a unitary invariant function and the existence of the Haar measure on K. By the trace
invariance we mean tr (A) = tr
(
UAU †
)
for all unitary U . The existence of the Haar measure
µ on K shows that the operator V in (5.56) can be replaced by
V ′ =
∫
K
dµ(k) (Π (k)⊗ Π (k))V (Π (k)⊗ Π (k))† ,
which is a manifestly K-invariant operator and gives, by the virtue of (5.56), the same criterion
as V .
Let us also remark that a mapping k → Π (k)⊗ Π (k) can be interpreted as a standard tensor
product of representation Π with itself (see Eq. (2.49)). Consequently, the condition (5.56)
can be interpreted as the invariance of the criterion (5.54), when a sate ρ, σ undergo the same
unitary evolution described by Π (k), k ∈ K (see Figure 5.1 for the illustration of this idea).
This is a natural requirement as, by definition, the notion of correlations is invariant under the
action of the group K.
The rest of the section is organized as follows. First in Subsection 5.3.1 we describe in detail the
structure of the set WK2 (M) and the strength of correlation criteria based on V ∈ WK2 (M).
After the general discussion valid for all compact simply-connected Lie groups we will focus on
four specific types of correlations that bear a physical relevance:
• Entanglement in system of distinguishable particles;M =Md - pure product states (Sub-
section 5.3.2);
• Entanglement in system of finite number of bosons; M = Mb - symmetric product states
(Subsection 5.3.3);
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Figure 5.1. To states ρ, σ ∈ D (H) undergo a simultaneous evolution according to the unitary trans-
formation Π (k) which represents the same element of the symmetry group k ∈ K. Mathematically
this transformation is described by the mapping ρ⊗ σ → ρ˜⊗ σ˜, where X˜ = Π(k)XΠ(k)†.
• “Entanglement” in system of finite number of fermions; M = Mf - symmetric product
states (Subsection 5.3.4);
• Not convex-Gaussian correlation in fermionic systems; Mg - Fermionic Gaussian states
(Subsection 5.3.5).
In each of above cases we will give explicitly the structureWK2 (M) and discuss the strength of
the corresponding criteria. We conclude the section with the discussion of the obtained results
presented in Subsection 5.3.6.
5.3.1. Structure of WK2 (M)
We start with the description of the basic properties of the set WK2 (M).
Lemma 5.3. The set WK2 (M) is a finite dimensional convex cone9 in Herm (H⊗H).
Proof. Condition (5.54), which essentially describes the property of being a correlation witness,
is equivalent to
tr ([ρ⊗ σ] V ) ≤ 0 ⇐= ρ or σ are not-correlated (ρ or σ ∈Mc) . (5.57)
The above implication is certainly satisfied for V ′ = V1 + V2 if it is satisfied for both V1
and V2. The same concerns dilation by a non-negative scalar. Moreover, the property of
being K-invariant (See Eq. (5.55)) is intact if we take sum of operators or multiply it by a
positive number. Therefore, WK2 (M) is a convex cone in Herm (H⊗H). A set WK2 (M) is
finite-dimensional because H is finite-dimensional (by definition) and therefore dimension of
Herm (H⊗H) if finite.
Let us recall that the commutant (see Subsection 2.4.3 for a more detailed discussion of this
concept) of the representation Π ⊗ Π of K in H ⊗ H, denoted by Comm (C [Π⊗ Π (K)]), is
9 A convex cone C ⊂ V in a finite dimensional real vector space V is a set satisfying: (i) c1 + c2 ∈ C for
c1,2 ∈ C, and (ii) α · c ∈ C for a scalar α ≥ 0 and c ∈ C.
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a subalgebra of End (H⊗H) consisting of operators that commute with the representation of
Π⊗ Π of the group K,
X ∈ Comm (C [Π⊗ Π (K)]) ⇐⇒ [X, Π (k)⊗ Π (k)] = 0 , (5.58)
for all k ∈ K. We observe that
WK2 (M) ⊂ Comm (C [Π⊗ Π (K)]) ∩ Herm (H⊗H) . (5.59)
In many cases the structure of the commutant is known or can be easily deduced. This will
prove to be useful and will allow to describe WK2 (M) explicitly in examples that follow.
The following theorem states that under certain technical condition on the representation Π
the cone WK2 (M) is the intersection of finite number of half-spaces.
Theorem 5.3. Let Π : K → U (H) be an irreducible representation of the group K with
the property that all weight spaces are one-dimensional10. Let Comm (Π⊗ Π (K)) posses the
following property
X ∈ Comm (C [Π⊗ Π (K)]) =⇒ SXS = X , (5.60)
for S being a swap operator in H⊗H. Under this condition the cone of K-invariant correlation
witnesses WK2 (M) is the intersection of finite number of half-spaces given by the following
inequalities11
〈ψ0|〈ψλ|V |ψ0〉|ψλ〉 ≤ 0 , (5.61)
where V ∈ Comm (Π⊗ Π (K)) ∩ Herm (H⊗H), |ψ0〉is the highest weight vector and vectors
|ψλ〉ranges over all weight vectors of the representation Π in H.
Proof. We first note that by the virtue of Lemma 5.1 it is enough to consider
V ∈ Comm (C [Π⊗ Π (K)]) ∩ Herm (H⊗H)
that satisfy
〈ψ|〈φ|V |ψ〉|φ〉 ≤ 0 ,
where |ψ〉〈ψ| ∈ M and |φ〉 ∈ H. Because of (5.53) and K-invariance of V the above inequality
is equivalent to
〈ψ0|〈φ|V |ψ0〉|φ〉 ≤ 0 , (5.62)
for all |φ〉 ∈ H. Decomposing the vector |φ〉 in the basis of weight vectors (see Subsection 2.4.2
for details) we get
|φ〉 =
∑
λ
cλ|ψλ〉 , (5.63)
where the sum ranges over all weights that occur in the representation H. Using (5.63) we get∑
λ,λ′
c∗λcλ′〈ψ0|〈φλ|V |ψ0〉|φλ′〉 ≤ 0 . (5.64)
10 For the definition of weight spaces see Subsection 2.4.2.
11 If we had dropped out the condition τXτ = X for X ∈ Comm (Π⊗Π (K)) we would have to impose
another set of inequalities :
〈ψλ|〈ψ0|V |ψλ〉|ψ0〉 ≤ 0 .
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Operator V belongs to the commutant of the representation Π⊗Π in H⊗H and consequently
it commutes with the representation of the associated representation of the Lie algebra pi ⊗ pi
(see Eq.(2.51)) restricted to the Cartan algebra h ⊂ kC,
[V, pi ⊗ pi (H)] = 0 , (5.65)
where
pi ⊗ pi (H) = pi (H)⊗ I+ I⊗ pi (H) ,
for H ∈ h. From (5.65) it follows that V preserves weight spaces in H ⊗ H. Using this and
the fact that weight spaces are mutually orthogonal (see Subsection (2.4.2)) the double sum in
(5.64) reduces to the single sum∑
λ
|cλ|2 〈ψ0|〈φλ|V |ψ0〉|φλ〉 ≤ 0
which is equivalent to (5.61).
We now move to the discussion of the strength of the criteria based on operators V ∈ WK2 (M).
More precisely, we are interested in the following problem.
Problem 5.3. Given a mixed state ρ ∈ D (H), what is the optimal strategy, based on the
criterion (5.54) and V ∈ WK2 (M), that allows to detect correlations in state ρ?
Before we answer the above question we have to introduce some terminology from convex
geometry (for the comprehensive introduction to the field of convex geometry see [133]). A
face of a convex set C in a real vector space V is a nonempty convex subset, F ⊂ C with the
property that if x, y ∈ C, θ ∈ (0, 1), and θx + (1 − θ)y ∈ F , then x, y ∈ F . An extreme ray
R of a convex cone C is a face which is a half-line originating from the origin of the cone (a
point 0 ∈ V). For technical reasons we restrain ourselves to so-called finitely-generated cones
12i.e cones defined via,
Cv1,...,vN = {λ1v1 + · · ·+ λNvN |λi ≥ 0, vi ∈ V} , (5.66)
where V is the ambient vector space. We will refer to vectors v1, . . . , vN as the generators of
the cone and denote this (in general not-unique) set as G (C). For a pictorial representation of
a finitely-generated cone see Figure 5.2.
The following theorem characterizes the detection power of bilinear, K-invariant witnesses of
correlations.
Lemma 5.4. Let ρ, σ ∈ D (M). The following statements hold
• Correlations in states ρ and σ can be detected via criteria based on WK2 (M) if and only if
there exist an operator V ∈ G (WK2 (M)) such that for some nonzero V ∈ R
tr ([ρ⊗ σ]V ) > 0 . (5.67)
• Correlations in the state ρ can be detected are detected via criteria based on WK2 (M) if
and only if there exist an operator V ∈ G (WK2 (M)) such that
λmax {tr1 ([ρ⊗ I]V )} > 0 , (5.68)
where λmax denotes the maximum eigenvalue and tr1 (·) denotes the partial trace over first
factor of the tensor product H⊗H.
12 In examples that follow we will only deal with finitely-generated cones. Moreover, for finitely-generated
cones it is very simple to gibe an algorithm for deciding a possible sign of a linear functional on it (see Proof of
Lemma 5.4).
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Figure 5.2. A graphical presentation of an exemplary finitely-generated cone generated by vectors
v1, v2, v3, v4 ∈ R3. The cone Cv1,v2,v3,v4 consists of all linear combinations of vectors v1, v2, v3, v4 with
non-negative coefficients.
Proof. Let us first prove the first statement. Since WK2 (M) is finitely-generated (this follows
from the fact that it is given by the intersection of finitely many inequalities (5.61)), every ele-
ment ofWK2 (M) can be written as a non-negative combination of elements from the generating
set
V =
n∑
i=1
λiVi ,
where λi ≥ 0 and G
(WK2 (M)) = {V1, . . . , Vn}. Due to the homogeneity of condition (5.54)
in V , we can without the loss of generality assume that
∑n
i=1 λi = 1. This condition cuts out
in the cone WK2 (M) a polytope which we denote by ∆. For a given states ρ, σ ∈ D (M), the
mapping
V → tr ([ρ⊗ σ]V ) ,
is a linear function on Herm (H⊗H). This function, when restricted to ∆, attains its maximum
on vertices of ∆. From the definition of G (WK2 (M)) it follows that vertices of ∆ are contained
in G (WK2 (M)). This finishes the proof of the first statement.
Proof of the second statement is straightforward. From arguments given above it follows that
criterion based on WK2 (M) will detect correlations in the state ρ if and only if
max
σ∈D(H)
max
V ∈G(WK2 (M))
tr ([ρ⊗ σ]V ) > 0 .
The order of max operators can be inverted. The maximum over states σ ∈ D (H) can be
computed using the following identity, valid for all V ∈ Herm (H⊗H),
max
σ∈D(H)
tr ([ρ⊗ σ]V ) = max
σ∈D(H)
tr (σtr1 ([ρ⊗ I]V )) . (5.69)
Right-hand side of (5.69) equals λmax {tr1 ([ρ⊗ I]V )} which follows from the linearity of
tr (σtr1 ([ρ⊗ I]V ))
in σ. This concludes the proof of (5.68).
Theorem 5.3 together with Lemma 5.4 give a constructive algorithm to describe the structure
of WK2 (M) and to gauge the power of criteria based on it. The procedure is the following
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1. Describe the structure of the commutant Comm (Π⊗ Π (K)) (find its basis or a generating
set)
2. Use inequalities (5.61) to find a generating set of the cone WK2 (M).
3. Apply Lemma 5.4 to gauge the strength of the criteria based on WK2 (M).
In the next four subsections we will apply the above algorithm to four physically-motivated
classes of correlations.
5.3.2. Entanglement of distinguishable particles
In this part we describe in detail the structure of the set WK2 (M) in the context of detecting
standard entanglement in the system of L distinguishable particles. The relevant class of pure
states M =Md consists of pure product states (see Eq.(3.20)). In what follows we will use
the notation introduced in Subsection 3.1.1. Recall that the symmetry group in the context of
entanglement is the local unitary group K = LU= ×i=Li=1 SU(Ni) irreducibly represented on a
Hilbert space
Hd = H1 ⊗ · · · ⊗ HL = CN1 ⊗ . . .⊗ CNL =
L⊗
i=1
CNi ,
via the tensor product of the defining representations of SU(Ni),
Πd(U1 . . . , UL) = U1 ⊗ · · · ⊗ UL .
It will be convenient for us to use the identification of multiple tensor products
Hd ⊗Hd =
i=L⊗
i=1
(Hi ⊗Hi′) , (5.70)
where we label spaces from the second copy of the total space with primes in order to avoid
ambiguity (note that (5.70) is analogous to the notation introduced in Subsection 3.3.3). Let
Sii′ : Hi ⊗ Hi′ → Hi ⊗ Hi′ be the swap operation flipping the factors of Hi ⊗ Hi′ and let
Iii′ : Hi ⊗ Hi′ → Hi ⊗ Hi′ be the identity operator in this space. Note that under the above
identification the tensor product of representation Πd takes a convenient form
Πd ⊗ Πd(U1 . . . , UL) =
i=L⊗
i=1
(Ui ⊗ Ui) . (5.71)
The following lemma characterizes the commutant of the representation Πd⊗Πd inHdist⊗Hdist.
Lemma 5.5. The commutant Comm (C [Πd ⊗ Πd (LU)]) is commutative. Let X ⊂ {1, . . . , L}
be the arbitrary subset of the set {1, . . . , L}. Let SX : Hd ⊗ Hd → Hd ⊗ Hd be a Hermitian
operator defined by
SX =
(⊗
i∈X
Sii′
)
⊗
(⊗
i∈X¯
Iii′
)
, (5.72)
where it is understood that the relevant factors in (5.72) act on the appropriate factors in the
tensor product (5.70) and X¯ is the complement of the set X.
Operators SX for all possible choices of X form the basis of Comm (Πd ⊗ Πd (LU)).
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Proof. Let us note that the operator algebra generated by the unitary representation Πd ⊗ Πd
has the following structure
C [Πd ⊗ Πd (LU)] =
L⊗
i=1
C [Πi ⊗ Πi (SU (Ni))] , (5.73)
where the multiple tensor product in (5.73) corresponds to the decompositions (5.70) and (5.71).
Representation Πi appearing in (5.73) is a defining representation of SU (Ni). From Eq.(2.97),
given in Subsection (2.4.3), we have
Comm (Πi ⊗ Πi [SU (Ni)]) = SpanC {I⊗ I, S} , (5.74)
where I⊗I is the identity operator on Hi⊗Hi and S is the swap operator on this space. We now
use the known property of a commutant discussed in Subsection 2.4.3. For any operator algebras
A1 and A2 (over the field of complex numbers) Comm (A1 ⊗A2) = Comm (A1)⊗Comm (A2).
Operators SX from Eq.(5.72) clearly form a basis of
L⊗
i=1
Comm (Πi ⊗ Πi [SU (Ni)])
which concludes the proof.
In what follows we will make an extensive use of operators SX from Lemma 5.5. Pictorial
representation of the action of SX is presented in Figure on the example of S{2,3}.
' ' ' ''
Figure 5.3. A graphical presentation of the action of S{2,3} in
⊗i=5
i=1 (Hi ⊗Hi′). The operator performs
the independent swaps between factors of the tentsor product enclosed by black curves.
In particular we will use of the following well-known fact.
Fact 5.1. Let ρ, σ ∈ D (Hdist) and let X ⊂ {1, . . . , L}. Then the following equality holds,
tr
(
[ρ⊗ σ]SX) = tr (ρXσX) , (5.75)
where ρX , σX ∈ D
(⊗
i∈X Hi
)
are reduction of the states ρ, σ to the subsystem of a composite
L-partite system consisting of particles labeled indices belonging to the subset X.
Lemma 5.6. Every LU-invariant bilinear entanglement witness V (V ∈ WLU2 (Mdist)) for L
distinguishable particles has the structure
V =
∑
X⊂{1,...,L}
aXSX , (5.76)
where aX ∈ R are real parameters labeled by subsets of the set {1, . . . , L} satisfying the following
inequalities (also labeled by subsets Y of the set {1, . . . , L}),∑
X:X⊂Y
aX ≤ 0 . (5.77)
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Proof. We will make a direct use of Theorem 5.3 as the considered scenario satisfies its as-
sumptions. We will show that inequalities (5.77) are equivalent, in this particular example, to
inequalities (5.61). Let us fix some orthonormal bases{
|e(i)j 〉
}j=Nj
j=1
, i = 1, . . . , L
of the spaces Hi composing the full tensor product Hdist =
⊗L
i=1Hi. As a highest weight state
|ψ0〉 of LU we take
|ψ0〉 =
L⊗
i=1
|e(i)1 〉 . (5.78)
As weight vectors we can take (see Subsection 2.4.2) standard product vectors in Hd,
|ψλ〉 = |e(1)j1 〉 ⊗ |e(2)j2 〉 ⊗ . . .⊗ |e(L)jL 〉 , (5.79)
where the parameter λ encodes the subsequent subscripts j1, . . . , jL and thus we write λ =
(j1, . . . , jL). To every λ we associate an auxiliary set Xλ ⊂ {1, . . . , L} defined as follows,
Xλ = {i| ji = 1} . (5.80)
Simple calculation shows that for all Y ⊂ {1, . . . , L}
〈ψ0|〈ψλ|SY |ψ0〉|ψλ〉 =
{
1 for Y⊂Xλ
0 otherwise
. (5.81)
By the virtue of Lemma 5.5 every operator
V ∈ Comm (C [Πdist ⊗ Πdist (LU)]) ∩ Herm (Hdist ⊗Hdist)
can be written as
V =
∑
X⊂{1,...,L}
aXSX ,
where aX ∈ R are real parameters. Inequalities (5.77) follow from applying to the above
expression inequalities (5.61), Eq.(5.81) and by noting that as we range over all λ, subsets Xλ
range over all possible subsets of {1, . . . , L}.
It turns out that inequalities (5.77) are independent. Moreover, it is possible to compute
extreme rays of the cone given by them explicitly. This is settled by the following lemma
Lemma 5.7. The following operators form a generating set of the cone WLU2 (Md),
V Y = − (−1)|Y |
∑
X:X⊃Y
(−1)|X| SX , (5.82)
where Y ⊂ {1, . . . , L}, |·| denotes the cardinality of a discrete set and the summation is over
all subsets of {1, . . . , L} that contain the set Y . Moreover, half-lines in Herm (Hd ⊗Hd) pass-
ing through the null operator and one of the operators V Y form 2L extreme rays of the cone
WLU2 (Md).
Consequently, entanglement of states ρ, σ ∈ D (Hd) can be detected by criterion based on oper-
ators belonging to WLU2 (Md) if and only if
max
Y⊂{1,...,L}
tr
(
[ρ⊗ σ]V Y ) > 0 , (5.83)
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Moreover, entanglement of ρ ∈ D (Hd) can be detected by V ∈ WLU2 (Md) if and only if
max
Y⊂{1,...,L}
λmax
{
tr1
(
[ρ⊗ I]V Y )} > 0 , (5.84)
where notation in (5.84) is the same as in (5.68).
Proof. The proof that the generating set of the cone WLU2 (Md) is given by operators (5.82)
follows from the fact that the following linear transformation is invertible
bY =
∑
X:X⊂Y
aX , (5.85)
where {aX}X⊂{1,...,L} and {bY }Y⊂{1,...,L} are 2L dimensional real vectors whose coordinates are
labeled by subsets of the set {1, . . . , L}. The inverse formula to (5.85) is given by the well-known
inclusion-exclusion principle [134],
aX =
∑
Y :Y⊂X
(−1)|X|+|Y | bY . (5.86)
The invertibility of (5.85) ensures that in the new variables {bY }Y⊂{1,...,L} the cone WLU2 (Md)
is simply the intersection of half-spaces
bY ≤ 0 , (5.87)
for Y ⊂ {1, . . . , L}. In these new variables the generating vectors V Y˜ of WLU2 (Md) obviously
have coordinates of the form bY = −δY,Y˜ , where δY,Y˜ denotes the Kronecker delta. Using this
relation and inserting it to the inverse formula (5.86) we get the “old” coordinates of V Y ,
aX = −
∑
Y :Y⊂X
(−1)|X|+|Y | δY,Y˜ =
{
− (−1)|X|+|Y˜ | for Y˜ ⊂ X
0 otherwivse
.
Inserting the above to (5.76) we obtain (5.82). The proof of the fact that operators V Y define
the extreme rays of WLU2 (Md) is immediate. The statements that proceed Eq.(5.83) and
Eq.(5.84) follow from Lemma 5.4.
5.3.3. Particle entanglement of bosons
In this subsection we analyze in detail the setWK2 (M) for the case of particle entanglement of
L bosonic particles. We will consequently recall the notation and terminology from Subsection
3.1.2. The appropriate class of pure statesM isMb consisting of bosonic product states (see
Eq.(3.25)). The relevant symmetry group in this context is the “bosonic local unitary group”
LUb = SU (d), irreducibly represented on a L-boson Hilbert space
Hb = SymL (H) , H ≈ Cd
via the representation
Πb (U) =
L times︷ ︸︸ ︷
U ⊗ . . .⊗ U .
We will use the following embedding of multiple tensor products
Hb ⊗Hb ⊂ Hd ⊗Hd =
i=L⊗
i=1
(Hi ⊗Hi′) , (5.88)
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where Hi ≈ Hi′ ≈ Cd. Note that under the above identification the tensor product of repre-
sentation Πb takes a convenient form
Πb ⊗ Πb(U) =
i=L⊗
i=1
(U ⊗ U) . (5.89)
Just like in the case of distinguishable particles the commutant of SU (N) in Hb⊗Hb turns out
to be commutative.
Lemma 5.8. The commutant Comm (C [Πb ⊗ Πb (LUb)]) is commutative. Let k = 0, . . . , L and
let Skb : Hb ⊗Hb → Hb ⊗Hb be a Hermitian operator defined by13
Skb = P
sym ⊗ Psym
[(⊗
i∈X
Sii′
)
⊗
(⊗
i∈X¯
Iii′
)]
Psym ⊗ Psym , (5.90)
where Psym : H⊗L → SymL (H) is an orthonormal projector onto SymL (H) and X ⊂ {1, . . . , L}
is a subset14 having the cardinalitym. Operators Smb for k = 0, . . . , L span Comm (Πb ⊗ Πb (LUb)).
Proof. The proof is presented in Section 8.3 of the Appendix (see page 165).
Although the formula (5.90) for the operator Skb may seem to be quite complicated, the physical
interpretation of Smb is actually very simple. It is due to the following simple fact.
Fact 5.2. ([17]) Let ρ ∈ D (Hb) be a state of system consisting of L bosons. Due to the
embedding15 Hb ⊂ Hd the sate ρ can be treated as a state of L distinguishable identical particles,
ρ ∈ D (Hd). Let ρX denote a reduced density matrix describing the subsystem of L-partite
system consisting of particles labeled by indices belonging to the subset X ⊂ {1, . . . , L}. For all
X ⊂ {1, . . . , L} satisfying |X| = k the reduced state ρX is the same and depends only on the
integer k,
ρX = ρ(k) , (5.91)
where ρ(k) ∈ D
(
Symk (H)).
Using Facts 5.1 and 5.2 we obtain the following formula,
tr
(
[ρ⊗ σ]Skb
)
= tr
(
ρ(k)σ(k)
)
, (5.92)
where ρ, σ ∈ D (Hb) and ρ(k), σ(k) ∈ D
(
Symk (H)) are as in (5.91). Equation (5.92) specifies
the operator Skb uniquely and gives it a physical interpretation.
We now proceed with the description of the coneWLUb2 (Mb) consisting of LUb-invariant bilinear
witnesses of particle entanglement for bosonic systems.
Lemma 5.9. Every LUb-invariant bilinear particle-entanglement witness V (V ∈ WLUb2 (Mb))
for L bosonic particles has the structure
V =
L∑
k=0
akSkb , (5.93)
13 We use the embedding (5.88) and the analogous to that of Eq. (5.72).
14 The definition of Sm does not depend upon the choice of X ⊂ {1, . . . , L} provided it has the cardinality
equal k.
15 We have in mind a trivial embedding SymL(H) ⊂ H⊗L.
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where ak ∈ R (k = 0, . . . , L) are real parameters satisfying the following L+ 1 inequalities
n∑
k=0
(
n
k
)(
L
k
)ak ≤ 0 , (5.94)
parametrized by integers n = 0, . . . , L.
Proof. We prove 5.9 in an analogous way as Theorem 5.6. The detailed proof is given in Section
8.3 of the Appendix (see page 166).
Just like in the case of distinguishable particles inequalities (5.94) are independent and it is
possible to give a precise structure of the cone WLUb2 (Mb).
Lemma 5.10. The following operators form a generating set of the cone WLUb2 (Mb),
V mb = − (−1)m
∑
k:k≥m
(
L
k
)(
k
m
)
(−1)k Skb , (5.95)
where m = 0, . . . , L. Moreover, half-lines in Herm (Hb ⊗Hb) passing through the null operator
and one of the operators V mb form L+ 1 extreme rays of the cone WLUb2 (Mb).
Consequently, particle entanglement of states ρ, σ ∈ D (Hb) can be detected by some V ∈
WLUb2 (Mb) if and only if
max
0≤m≤L
tr ([ρ⊗ σ]V mb ) > 0 . (5.96)
Moreover, entanglement of ρ ∈ D (Hb) can be detected via criteria based on WLUb2 (Mb) if and
only if
max
0≤m≤L
λmax {tr1 ([ρ⊗ I]V mb )} > 0 , (5.97)
where the notation in (5.97) is the same as in (5.68).
Proof. The proof is presented in Section 8.3 of the Appendix (see page 167).
Remark. From the proof of Lemma 5.10 we get as a corollary that operators Skb , k = 0, . . . , L
form the basis of Comm (C [Πb ⊗ Πb (LUb)]).
Due to the fact that L boson state ρ is particle-entangled if and only if it is entangled, when
treated as a state of L distinguishable particles, criteria based on operators V ∈ WLU2 (Md) can
be applied to the bosonic scenario. The following proposition shows that criteria for detection
of bosonic particle entanglement based on V ∈ WLUb2 (Mb) are always restrictions of criteria
based on V ∈ WLU2 (Md) valid for entanglement of distinguishable particles.
Proposition 5.5. Extremal raysWLUb2 (Mb) (given by Eq.(5.95)) coincide with extremal rays of
WLU2 (Md) (given by Eq. (5.82)) when the latter are restricted to the space Hb⊗Hb ⊂ Hd⊗Hd.
Proof. The proof is presented in Section 8.3 of the Appendix (see page 168).
We would like to stress that even though the result of Proposition 5.5 may seem to be “intuitive”,
it does not follow imminently from definitions of conesWLUb2 (Mb) andWLU2 (Md). In principle
it might have happened that criteria based onWLUb2 (Mb) detect entanglement of bosonic states
more effectively then simply restrictions of criteria based on WLU2 (Md).
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5.3.4. “Entanglement” of fermions
In this subsection we consider the structure of the coneWK2 (M) for the case of “entanglement”
(correlations that go beyond merely antisymmetrization) in the system of L fermions. We
will adopt the notation and the terminology from Subsection 3.1.3. The appropriate class of
pure states M = Mf consists of projectors onto Slater determinants (see Eq.(3.30)). The
relevant symmetry group in this context is the “fermionic local unitary group” LUf = SU (N),
irreducibly represented on a L-fermion Hilbert space
Hf =
∧L
(H) , H ≈ CNd
via the representation
Πf (U) =
L times︷ ︸︸ ︷
U ⊗ . . .⊗ U .
It will be convenient for us to use the following embedding of multiple tensor products
Hf ⊗Hf ⊂ Hd ⊗Hd =
i=L⊗
i=1
(Hi ⊗Hi′) , (5.98)
where Hi ≈ Hi′ ≈ Cd. Note that under the above identification the tensor product of repre-
sentation Πf takes the convenient form
Πf ⊗ Πf (U) =
i=L⊗
i=1
(U ⊗ U) . (5.99)
Just like in the cases considered before, the commutant of SU (N) in Hf ⊗Hf turns out to be
commutative.
Lemma 5.11. The commutant Comm (C [Πf ⊗ Πf (LUf )]) is commutative. Let k = 0, . . . , L
and let Skf : Hf ⊗Hf → Hf ⊗Hf be a Hermitian operator defined by16
Skf = P
asym ⊗ Pasym
[(⊗
i∈X
Sii′
)
⊗
(⊗
i∈X¯
Iii′
)]
Pasym ⊗ Pasym , (5.100)
where Pasym : H⊗L → ∧L (H) is an orthonormal projector onto ∧L (H) and X ⊂ {1, . . . , L} is a
subset17 having the cardinality m. Operators Smf for k = 0, . . . , L span Comm (Πf ⊗ Πf (LUf )).
Proof. The proof is presented alongside the proof of Lemma 5.8 in Section 8.3 of the Appendix
(see page 165).
Operators Skf , just like their bosonic counterparts have an appealing physical interpretation.
Fact 5.3. ([17]) Let ρ ∈ D (Hf ) be a state of the system consisting of L fermions. Due to
the embedding18 Hf ⊂ Hdist the sate ρ can be treated as a state of L distinguishable iden-
tical particles, ρ ∈ D (Hdist). Let ρX denote a reduced density matrix describing the sub-
system of L-particle system consisting of particles labeled by indices belonging to the subset
16 We use the embedding (5.98) and the analogous to that of Eq. (5.72).
17 The definition of Smf does not depend upon the choice of X ⊂ {1, . . . , L} provided it has the cardinality
equal k.
18 We have in mind a trivial embedding
∧L
(H) ⊂ H⊗L.
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X ⊂ {1, . . . , L}. For all X ⊂ {1, . . . , L} satisfying |X| = k the reduced state ρX is the same
and depends only on the integer k,
ρX = ρ(k) , (5.101)
where ρ(k) ∈ D
(∧k (H)).
Usisng Facts 5.1 and 5.3 we get,
tr
(
[ρ⊗ σ] Skf
)
= tr
(
ρ(k)σ(k)
)
, (5.102)
where ρ, σ ∈ D (Hf ) and ρ(k), σ(k) ∈ D
(∧k (H)) are as in (5.101). Equation (5.102) specifies
the operator Skf uniquely and gives it a physical interpretation.
We now proceed with the description of the coneWLUf2 (Mf ) consisting of LUf -invariant bilin-
ear witnesses of “entanglement” in L-fermion systems. In what follows, for the sake of simplicity,
we restrict our considerations to the case 2L ≤ d. The relaxation of assumption is possible but
makes computations cumbersome.
Lemma 5.12. Assume that 2L ≤ d. Then, every LUf -invariant bilinear correlation V (V ∈
WLUf2 (Mf )) for L fermionic particles has the structure
V =
L∑
k=0
akSkf , (5.103)
where ak ∈ R (k = 0, . . . , L) are real parameters satisfying the following L+ 1 inequalities∑
k≤n
(
n
k
)(
L
k
)2ak ≤ 0 , (5.104)
parametrized by integers n = 0, . . . , L.
Proof. The proof is presented in Section 8.3 of the Appendix (see page 133).
In analogy to the previously considered cases we exploit inequalities (5.104) to describe the
structure of the cone WLUf2 (Mf )
Lemma 5.13. Assume that 2L ≤ d then, the following operators form a generating set of the
cone WLUf2 (Mf ),
V mf = − (−1)m
∑
k:k≥m
(
L
k
)2(
k
m
)
(−1)k Skf , (5.105)
where m = 0, . . . , L. Moreover, half-lines in Herm (Hf ⊗Hf ) passing through the null operator
and one of the operators V mf form L+ 1 extreme rays of the cone WLUf2 (Mf ).
Consequently, particle entanglement of states ρ, σ ∈ D (Hf ) can be detected by some V ∈
WLUf2 (Mf ) if and only if
max
0≤m≤L
tr
(
[ρ⊗ σ]V mf
)
> 0 . (5.106)
Moreover, entanglement of ρ ∈ D (Hf ) can be detected via criteria based on V ∈ WLUf2 (Mf )
if and only if
max
0≤m≤L
λmax
{
tr1
(
[ρ⊗ I]V mf
)}
> 0 , (5.107)
where notation in (5.107) is the same as in (5.68).
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Idea of the proof. The proof of Lemma 5.13 is completely analogous to the proof of Lemmas 5.7
and 5.10. Just like in the case of distinguishable particles and bosons one gets that under the
assumption 2L ≤ d the operators Skf (k = 0, . . . , L) form a basis of Comm (Πf ⊗ Πf (LUf )).
We would like to remark that, unlike in the case of entanglement of bosons discussed in Sub-
section 5.3.3, the correlation criteria based on operators V mf (5.105) cannot be deduced from
the entanglement criteria derived in Subsection 5.3.2. The main reason for that is simple:
non-correlated pure fermionic satesMf ⊂ D1 (Hf ) are automatically entangled, when treated
as pure states on an “auxiliary” Hilbert space of L distinguishable particles Hdist =
(
Cd
)⊗L.
5.3.5. Not convex-Gaussian correlations
In this subsection we describe the cone WK2 (M) in the case when the correlations in question
are “not convex-Gaussian” (see Section 1.1 and Subsection 3.1.5). The relevant class of pure
states that defines our notion of correlations consists of pure fermionic Gaussian states Mg
(See Eq.(3.3)). In what follows we will use extensively the notation and facts from Subsection
3.1.5. The relevant symmetry group K = Spin (2d) is represented in a d mode fermionic Fock
space HFock
(
Cd
)
via Πs (the group of Bogolyubov transformations). Recall that pure fermionic
Gaussian states does not form a single orbit ofSpin (2d). Instead we have
Mg =M+g ∪M−g , (5.108)
where M±g ⊂ D1
(H±Fock (Cd)) are highest-weight orbits of Spin (2d) which is represented, via
representations Π±s in Hilbert spaces H±Fock
(
Cd
)
(see Section 2.4.4). For the sake of clarity
and in order to avoid unnecessary technical complications we will describe only the case when
M =M+g and the Hilbert space H+Fock
(
Cd
)
. The case ofM−g can be treated analogously. From
the physical perspective studing solelyM+g and restricting to H+Fock
(
Cd
)
amounts to imposing
the parity superselection rule and restricting considerations to fermionic states characterized
by the total party Q equal one.
We proceed analogously as in the previous three subsections by first describing the structure of
the commutant Comm (Π+s ⊗ Π+s (Spin (2d))). Then, with the help of Theorem 5.3, we describe
analytically the cone WSpin(2d)2
(M+g ) consisting of bilinear witnesses of non-Gaussian correla-
tions being invariant under the group of Bogolyubov transformations in H+Fock
(
Cd
)
(realized
by the representation Π+s of the group Spin (2d)).
Lemma 5.14. The commutant Comm (Π+s ⊗ Π+s (Spin (2d))) is commutative. The basis of
Comm (Π+s ⊗ Π+s (Spin (2d))) consists of operators Ck (k = 0, . . .
⌊
d
2
⌋
) defined by
Ck = P+

∑
X ⊂ {1, . . . , 2d}
|X| = 2k
∏
i∈X
ci ⊗ ci
 P+, (5.109)
where P+ = 14 (I+Q)⊗ (I+Q) is the orthonormal projector19 onto H+Fock
(
Cd
)⊗H+Fock (Cd) ⊂
HFock
(
Cd
)⊗HFock (Cd).
19 In principle we could have written expression for Ck explicitly. However, the resulting expressions are
more complitated and will not be used by us.
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Proof. The proof of the proposition is technical and relies on the structure of the commutant of
the representation of the group Pin (2d) inHFock
(
Cd
)⊗HFock (Cd). The details of the reasoning
will be presented in Section 8.3 of the Appendix (see page 169).
Using the above Proposition and Theorem 5.3 we get the following characterization of the cone
WSpin(2d)2
(M+g ).
Lemma 5.15. Every Spin (2d)-invariant bilinear witness V detecting non-convex-Gaussian cor-
relations in D (H+Fock (Cd)),V ∈ WSpin(2d)2 (M+g ), has the structure
V =
b d2c∑
k=0
akCk , (5.110)
where ak ∈ R (k = 0, . . . , bd2) are real parameters satisfying the following
⌊
d
2
⌋
+ 1 inequalities
b d2c∑
k=0
bnkak ≤ 0 , (5.111)
bnk = (−1)k
min{2n,k}∑
m=0
(−2)m
(
d−m
k −m
)(
2n
m
)
, (5.112)
parametrized by the integer n = 0, . . . ,
⌊
d
2
⌋
.
Proof. The proof of Lemma 5.15 is technical and completely analogous to the proof of Lemma
5.6. We present the detailed reasoning in the Section 8.3 of the Appendix (see page 171).
Unlike to cases previously considered in this section, we were not able to obtain a closed-form
formulas for coefficients bnk . However the numerical investigations carried out for d = 4, . . . , 1000
show that the
(⌊
d
2
⌋
+ 1
)× (⌊d
2
⌋
+ 1
)
matrix B = [bnk ] is invertible and therefore we conjecture
that results analogous to those given in Lemmas 5.7, 5.10 and 5.13 hold also for arbitrary
number of modes in the context of fermionic Gaussian states.
5.3.6. Discussion
In this part we discuss the results obtained in this Section. We have described completely the
structure of cones of group invariant bilinear correlation witnesses WK2 (M) detecting correla-
tions four classes of correlations: entanglement of distinguishable particles, particle entangle-
ment of bosons, “entanglement” of fermions and non-Gaussian correlations in fermionic systems.
In each of these cases we proved thatWK2 (M) is a finitely generated cone and we provided the
inequalities generating it (see Theorem 5.3 and Lemmas 5.6, 5.9, 5.12 and 5.15). We have also
derived the extremal rays of the cones in question. This allowed us to gauge, in each of the
considered cases, the ultimate strength of the obtained criteria (they are given in Lemmas20 5.7,
5.10 and 5.13). Let us first remark that due to equations (5.75), (5.92) and (8.54) the criteria
given by equations (5.82), (5.95) and (5.105) can be understood as the inequalities which are
linear in the linear entropy21 of reduced density matrices of a state ρ in question and have to
20 For the case of non-Gaussian fermionic correlations we did not present an explicit analytical formula.
However, the extreme rays of the cone WSpin(2d)2
(M+g )were obtained numerically number of modes up to
d = 1000.
21 A linear entropy of a state is defined by SL (ρ) = 1− tr
(
ρ2
)
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be satisfied if ρ is uncorrelated. Let us remark that it is possible to consider a smaller cone
W˜K2 (M) ⊂ WK2 (M)consisting of bilinear K-invariant entanglement witnesses which are exact
on pure states in the following sense
tr
([|ψ〉〈ψ|⊗2]V) = 0 ⇐⇒ |ψ〉〈ψ| ∈ M .
However, for the sake of simplicity, we did not consider the cone W˜K2 (M) here. Let us now
present a connection between presented results and the existing literature.
• For the case of entanglement the inequality of the type (5.82) was derived in [135]. Similar
inequalities were also used in [67, 68] in the context of founding lower bound for the convex
roof of the generalized concurrence.
• Upon completion of the presented work we realized that [136] contains a family of crite-
ria equivalent to the ones given by (5.82). In [136] it was proven that the this criteria
are in general more powerful than the reduction criterion but nevertheless do not detect
PPT entangled states. However, in (5.82) there was no discussion of the optimality of
the obtained criteria. The discussion contained in Subsection 5.3.1 shows that inequalities
(5.82) correspond to extreme rays of the cone WLU2 (Md) and therefore can be considered
as optimal.
• To our knowledge, the criteria for correlations in fermionic systems analogous to these given
in Lemmas 5.12 and 5.15 have not been presented before.
Much of the discussion presented in this section can be transferred to the case when H is
infinite-dimensional. In particular correlation criteria derived in Subsections 5.3.2, 5.3.3 and
5.3.4 remain valid when single particle Hilbert spaces are general separable Hilbert spaces (the
setting considered in Section 3.2).
5.4. Summary and open problems
In the present chapter we have developed a collection of multilinear witnesses detecting entan-
glement and its generalizations. The research presented here was built-up on two observations:
• A number of classes of pure states M ⊂ D1 (H) that give rise to physically-interesting
notions of correlations can be characterized by a polynomial condition in the state’s density
matrix (the thorough discussion of this construction was given in Chapter 3);
• Many types of correlations are invariant under the action of the relevant symmetry group
of the problem.
The following list summarizes the main results presented in this chapter.
• Section 5.1. A general bilinear witness for detection of correlations defined via the choice
of the class of non-correlated pure statesM ⊂ D1 (H) given as a zero set of a polynomial
quadratic is state’s density matrix. The criterion based on a bilinear witness is given in
Theorem 5.1. The criterion is applied to the problem of detection of the following classes
of correlations: entanglement of distinguishable particles, particle entanglement of bosons,
“entanglement” of fermions, non-Gaussian correlations in fermionic systems.
• Section 5.2. A general k-linear witness for detection of correlations defined via the choice
of the class of non-correlated pure statesM ⊂ D1 (H) given as a zero set of a polynomial
of degree k in state’s density matrix. The criterion based on a k-linear witness is given in
Theorem 5.2. The criterion is applied to the problem of detection of Genuine Multiparty
Entanglement and Schmidt number of quantum states.
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• Section 5.3. Description of the structure of the cone WK2 (M) of bilinear group-invariant
correlation witness for cases when the class M ⊂ D1 (H) is an orbit of the action of a
compact simply-connected Lie group K represented irreducibly on H. The complete de-
scription of the cone WK2 (M) of the corresponding criteria is presented for the following
types of correlations: entanglement of distinguishable particles, particle entanglement of
bosons, “entanglement” of fermions, non-Gaussian correlations in fermionic systems. The
criteria obtained in Section 5.1 are, by definition, special cases of criteria based on operators
belonging to WK2 (M).
Open problems
Below we give a number of open problems related to the content of this Chapter.
• Describe the cone of group-invariant 2-linear correlation witnesses for classes of coherent
statesM relevant for quantum optics. In this context the appropriate Hilbert space is the
bosonic Fock space (corresponding one mode or multiple modes). The relevant classes of
coherent states are: optical coherent sates, squeezed states and pure bosonic Gaussian states.
Each of these classes is an orbit of the appropriate symmetry group: the Heisenberg group
[19], Metaplectic group [25] and affine-Metaplectic group [25] receptively. The main tech-
nical difficulty that appears while studying representations of these groups in bosonic Fock
space comes from the fact that this Hilbert space is infinite-dimensional. Consequently, it
is necessary to take into account the functional-theoretic aspects of the considered problem.
• Describe the cone of group-invariant k-linear entanglement witness for k > 2. This problem
becomes much more difficult than the one considered in Section 5.3 due to the fact that the
commutant of the action of the relevant groups in H⊗k is no longer commutative.
• LetM ⊂ D1
(Hλ0) denote the class of coherent states of a compact simply-connected Lie
group K in the representation Π characterized by the highest weight λ0. The set of all
mixed states D (Hλ0) stratifies onto orbits of the action of K given by
k.ρ = Π (k) ρΠ (k)† ,
where ρ ∈ D (Hλ0) and k ∈ K. The sets of non-correlated states Mc is the union of the
orbits of the group K. Therefore it is possible, in principle, to decide about the correlations
in a state ρ ∈ D (Hλ0) by looking solely on the polynomial invariants of the action of K in
ρ (for the excellent exposition of the theory of group-invariant polynomials in the context of
entanglement see [33, 34]). It is now a natural question to ask what relations between values
of polynomial invariants allow to infer about correlations in a state ρ. In Section 5.3 we have
solved this problem completely but only for the invariants of the particular form tr ([ρ⊗2] V ).
Obviously this problem is of the greatest interest in the context of entanglement.
6. Typical properties of correlations
In Chapter 3 we have established a polynomial characterization of various kinds of pure
“non-correlated” states. In Chapter 5 we derived a variety of polynomial-based criteria for
detection of correlation in mixed states. Recall that we call a mixed state correlated if and
only if it is not possible to express it as a convex combination of pure states from a distin-
guished class of “non-correlated” pure states M ⊂ D1 (H) (see Section 1.1 for the motivation
for the introduction of correlations defined in this manner). In the current chapter we will
use results obtained in Chapter 5 to study typical properties of so-defined correlations in the
space of isospectral density matrices. To be more specific we will be interested in the following
question.
Problem 6.1. (Typicality problem) LetM⊂ D1 (H) be a class of “non-correlated” pure states
in N dimensional Hilbert space H. What fraction ηcorrΩ of mixed states ρ ∈ D (H) belonging
to the set ofmatrices with fixed spectrum is correlated (does not belong to the convex hull
Mc ⊂ D (H))?
Figure 6.1 presents a graphical illustration to the above question.
Figure 6.1. Illustration of the geometry of correlated states in the space of density matrices D (H).
The space D (H) is located inside the region bounded by the red line. For simplicity of presentation
we identified the boundary of D (H) with space of pure states D1 (H). The class of pure statesM is
given by the thick blue segments laying on D1 (H). The class of non-correlated states,Mc, is marked
by a shaded blue region. We ask what fraction of states belonging to the space of isospectral density
matrix Ω (marked by a black loop) is correlated (does not belong toMc).
Before moving to a more rigorous formulation of the above problem let us first give a motivation
for our considerations.
• In many cases it is difficult to infer (due to the lack of knowledge about the state or the
experimental difficulties) about the correlations for a particular state of interest. However,
answer to the question posed in the Problem 6.1 may allow to infer about the correlation
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properties of a given state “with high probability” (see discussion bellow), assuming that we
have the knowledge only about its spectrum.
• Consider a bipartite state ρ ∈ D (HA ⊗HB). It is known that there exists a dichotomy
between entanglement and the purity tr (ρ2) of ρ [137, 138]. That is, the smaller the purity
of ρ, the more likely ρ is to be separable. In particular there exist a critical purity P0 such
that if tr (ρ2) ≤ P0 the state ρ is guarantied to be separable. The Problem 6.1 can be
considered as a generalization of studies pioneered in [137, 138] to a much more general
context.
• Solution to Problem 6.1 gives an insight into the geometry of the inclusionMc ⊂ D (H).
• Similar problem was considered before but only in the context of quantum entanglement
and for different ensembles of quantum states. Different ensembles of quantum states and
the fraction of correlated states in the whole set of density matrices D (H) (equipped with
a suitable measure) were studied [139, 140] (see Section 6.1 below).
In the rest of this chapter we will present results that give a partial solution to the Problem
6.1 in cases when the class of “non-correlated” pure states can be defined via the polynomial
condition defined in terms of a single operator A ∈ Herm+
(
Symk (H)) (see Eq.(5.1)). We
will consider the uniform measure (induced from the Haar measure on the total unitary group
U (H)) on the set of isospectral density matrices Ω(p1,...,pN ) ⊂ D (H), i.e. the set of states that
posses the same (ordered) spectrum,
Ω{p1,...,pN} = {ρ ∈ D (H) |Sp (ρ) = (p1, . . . , pN)} , (6.1)
where Sp (ρ) denotes the ordered spectrum of ρ, i.e. p1 ≥ p2 ≥ . . . ≥ pN ≥ 0.
In what follows, unless it causes a confusion, we will write Ω{p1,...,pN} ≡ Ω assuming that we
deal with the spectrum (p1, . . . , pN). We will be mostly concerned with the “thermodynamic
limit” i.e. a limit when a certain relevant parameter of a system (e.g., number of particles,
number of modes etc.) goes to infinity and consequently N → ∞. For this reason we will
use the technique of measure concentration. The phenomenon of measure concentration is
a powerful tool that allows to obtain strong large deviation bounds for random variables on
high-dimensional probability spaces.
The rest the chapter is organized as follows. In Section 6.1 we present elements of the theory of
measure concentration and give a brief survey of the application of this technique in the field
of quantum information. In Section 6.1 we apply the concentration of measure techniques and
results of Section 8.3 to derive lower bounds for ηcorrΩ . The chapter concludes in Section 6.3
where we discuss the obtained results and present some open problems.
Results presented in Section 6.1 have been partially published in [114]. The other results
presented here will constitute the forthcoming publication
“Typical properties of correlations on manifolds of isospectral density
matrices”, Michał Oszmaniec, et al. (in preparation),
6.1. Introduction to concentration of measure phenomenon
The phenomenon of measure concentration occurs when values of Lipschitz functions1 defined
on some probabilistic space concentrate around the value of their mean (or median). To put
1 A function f : X → R on a metric space X is called Lipschitz if there exist a constant L > 0 (called a
Lipschitz constant) such that for all x, y ∈ X |f (x)− f (y)| ≤ L · d (x, y), where d (·, ·) is a metric on X.
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it more precisely, measure of the set on which a function differs from its mean value in a
significant way is small. Physically speaking, if measure concentration occurs on the space
X (for some physical model), then in many practical applications it is enough to work with
mean values rather than with functions themselves. Concentration of measure phenomenon
takes place on many spaces naturally occurring in quantum mechanics (spaces of pure states
D1 (H)), manifolds of isospectral density matrices Ω(p1,...,pN )). This is the reason for which the
theory of measure concentration finds many applications in the quantum information theory
and in foundations of quantum statistical mechanics.
The concept of measure concentration has circulated in the area of mathematics for a long time.
In the year 1934 it was proved by Lévy that the so-called Gaussian concentration of measure
takes place on the n dimensional sphere Sn equipped with the uniform measure [141]. More
precisely
µ ({x ∈ Sn| f − Ef ≷ ±}) ≤ 2 · exp
(
−C (n+ 1) 
2
L2
)
, (6.2)
where µ is the standard normalized measure on Sn, C = 1
9pi3ln(2)
and Ef is the expectation value
of the function f . The following example gives perhaps the most intuitive account of the idea
of measure concentration. As a Lipschitz function f(x) on Sn let us take the coordinate of a
given point x (understood as an element of Rn+1) on the axis perpendicular to some arbitrarily
chosen equator and having the beginning in the center of a sphere. Average value of f(x) is 0
and because of the measure concentration the bigger the dimension n, the smaller the measure
of the points that are far away from the equator. In this sense we see that n sphere becomes
“flatter” as n→∞.
Before we introduce the concept of measure concentration more formally we first give a short
survey of its applications in quantum information theory.
Application of concentration of measure in quantum information theory
In the context of quantum information and the theory of entanglement typical spaces where
measure concentration is studied are the set of all pure states D1 (H) (identified with the
complex projective space P(H)) and the set consisting ofk dimensional (complex) subspaces
of H (identified with complex Grassmanians Grk(H)) [141]. In both cases natural measures
coming from the Haar measure on U(H) are considered. Statistical ensembles obtained in this
way describe the “uniform distribution” of pure states of a quantum system or, respectively, the
“uniform distribution” of k-dimensional subspaces of H. The most fundamental work in this
context is [141]. In this paper concentration of measure theory is used to show, among other
things, that in the case of a system consisting of two subsystems, H = Cd1 ⊗ Cd2 , “random”
states and all states belonging to a “random” k-dimensional subspace Hk ⊂ Cd1 ⊗ Cd2 are
(for large enough k) typically maximally entangled. Another important application of the
ideas of measure concentration is the Hastings counterexample of the minimal output entropy
conjecture. In [142] it was shown that the minimal output entropy2 Hmin (Λ) is not additive,
i.e. there exist quantum channels Λ1 ∈ CP0 (H1), Λ2 ∈ CP0 (H2) such that
Hmin (Λ1 ⊗ Λ2) < Hmin (Λ1) +Hmin (Λ2) .
It is perhaps worth mentioning that tools of measure concentration are also used extensively in
classical information theory (for instance in proofs of Shannon coding theorems [49]).
2 The minimal output entropy Hmin (Λ) is defined by Hmin (Λ) = min|ψ〉〈ψ|∈D1(H)H (Λ [ρ]), where where
H (·) denotes the von-Neumann entropy of a quantum state.
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Another important direction of research, closely related the results presented in next section,
are studies of typical properties of entanglement with respect to a suitable probability measure
(ensemble of states) on the space of mixed states D (Hd) of a given system of distinguishable
particles. In the two pioneering works [137, 138] authors showed, among other things that there
exist a ball (with respect to the Hilbert-Schmidt norm) around the maximally mixed state
I
N
∈ D (Hd) consisting solely of separable states and estimated (numerically and analytically)
in some cases fractions (calculated with respect to suitable natural measures on D (Hd)) of
entangled and respectively separable states in D (Hd).
This line of research was then taken up in many works. Let us just mention two notable exam-
ples. In [140] the authors considered the measure µs on the set of bipartite states D
(
Cd ⊗ Cd)
steaming from the uniform ensemble of pure states D1
(
Cd ⊗ Cd ⊗ Cs) traced over the “envi-
ronment” register Cs. It turns out that in the limit d → ∞ there exist a threshold dimension
s0 such that whenever s < s0 the states are typically entangled and if s > s0 they are typically
separable (the analogous threshold exist for the NPPT property). Another interesting study
[139] investigates the fraction of k-entangled3 states in D (Cd ⊗ Cd) with respect to the measure
on D (Cd ⊗ Cd) induced by the Hilbert-Schmidt distance.
Technical aspects of concentration of measure
We will now introduce the concept of Gaussian concentration formally. At the end of this part,
in Fact 6.3, we state large deviation inequalities valid for the special unitary group SU (H).
These inequalities will be our main technical tool in the next section.
Definition 6.1. We will now Let (X, d) be a compact metric space equipped with a compatible
structure of the probabilistic space (X, Σ, µ). Let f : X → R be a Lipschitz function with the
mean Eµf =
∫
X
f (x) dµ (x) and the Lipschitz constant L. We say that on the space X we have
the Gaussian concentration if for each Lipschitz f we have,
µ ({x ∈ X | f (x)− Eµf ≥ }) ≤ C · exp
(
−c
2
L2
)
, (6.3)
µ ({x ∈ X| | f (x)− Eµf ≤ −}) ≤ C · exp
(
−c
2
L2
)
, (6.4)
for arbitrary  ≥ 0 and some positive constants c, C > 0.
The smaller the expressions (for fixed ) on the right hand side and (6.3), the more robust
the concentration phenomenon on X. The phenomenon of Gaussian measure concentration
automatically occurs on compact Riemannian manifolds and controlled by their geometry (c.f.
Subsection 2.3.2 for introduction of Riemannian geometry). Let (M, g) be a compact and
connected Riemannian manifold with the metric tensor g normalized in such a way that the
measure µ it induces is probabilistic (see Eq.(2.25)). On the manifoldM we have also the Ricci
curvature tensor4 R compatible with the unique Levi-Civita connection on M. Assume that
M has a positive Ricci curvature and let
c = min
p∈M
min
v ∈ TpM
g (v, v) = 1
R (v, v) . (6.5)
The following fact guarantees that for a Riemannian manifoldM with positive Ricci curvature
we automatically have the Gaussian concentration.
3 For the definition of k-entangled states see Subsection 5.2.2
4 A Ricci tensor R is a symmetric tensor of type (0, 2) that can be defined with the use of Levi-Civita
connection onM. For the precise definition of R see [77].
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Fact 6.1. (Ledoux [143]) Let f ∈ F (M) be a smooth function on M with a mean Eµf . Let
L be a Lipschitz constant5. of f . Assume that c from Eq.(6.5) is positive. Then, the following
inequalities hold,
µ ({x ∈M| f (x)− Eµf ≥ }) ≤ exp
(
− c
2
2L2
)
, (6.6)
µ ({x ∈M| f (x)− Eµf ≤ −}) ≤ exp
(
− c
2
2L2
)
, (6.7)
where c > 0 is given by Eq.(6.5).
In what follows we will make an extensive use of the concentration of measure phenomenon on
the special unitary group SU (H)as we will be interested in large deviation bounds for functions
defined on this group (see the next Section). It will be convention for us to use a metric tensor
gHS induced on SU (H) from the embedding of SU (H) in the set of all linear operators, End (H),
equipped with the Hilbert-Schmidt inner product 〈A, B〉 = tr (A†B). Let us write the formula
for gHS explicitly. Special unitary group is a Lie group and thus for every U ∈ SU (H)we have
an isomorphism TUSU (H) ≈ su (H), where su (H) is the Lie algebra of the group consisting
of anti-Hermitian traceless operators on H (see Subsection 2.3.3). The linear isomorphism is
given by the following mapping
su (H) 3 X → Xˆ = d
dt
∣∣∣∣
t=0
exp (tX)U ∈ TUSU (H) . (6.8)
Using the identification (6.8) and treating an operator Xˆ = d
dt
∣∣
t=0
exp (tX)U = XU as an
element of End (H) we get
gHS
(
Xˆ, Yˆ
)
= 〈XU, Y U〉 = tr
(
[XU ]† Y U
)
= −tr (XY ) , (6.9)
where we have used X† = −X, identity UU † = I and the cyclicality of the trace.
Fact 6.2. (Gromov, [144]) Consider a special unitary group SU (H) equipped with the metric
gHS. The following equality holds
min
U∈SU(H)
min
v ∈ TUSU (H)
gHS (v, v) = 1
R (v, v) = N
2
, (6.10)
where N = dimH.
As the inner product gHS induces on SU (H) the usual Haar measure µ we get the following
concentration of measure inequality for smooth functions defined on the special unitary group.
Fact 6.3. ([144]) Consider a special unitary group SU (H) equipped with the Haar measure µ
and the metric gHS. Let f : SU (H) → R be a smooth function on SU (H) with the mean Eµf
and let6
L =
√
max
p∈SU(H)
gHS (∇f,∇f) (6.11)
5 For smooth functions onM the Lipschitz constant is given by L = √maxp∈M g (∇f,∇f).
6 The gradient ∇f is also computed with respect to the metric gHS.
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be a Lipschitz constant of f . Then, the following concentration inequalities hold
µ ({U ∈ SU (H) | f (U)− Eµf ≥ }) ≤ exp
(
−N
2
4L2
)
, (6.12)
µ ({U ∈ SU (H) | f (U)− Eµf ≤ −}) ≤ exp
(
−N
2
4L2
)
, (6.13)
where N = dimH.
6.2. Typical properties of correlations on sets of isospectral density
matrices
In this section we apply criteria for detection of correlations derived in Chapter 8.3 to study the
fraction of correlated states, ηcorrΩ , on the manifolds of isospectral density matrices Ω ⊂ D (H).
We will study (just like in the rest of this thesis) the notion of correlations defined via the
choice of the class of non-correlated pure statesM ⊂ D1 (M): the set correlated states (with
respect to the choice ofM) consists of states that do not belong to the convex hullMc of the
class of non-correlated pure states (see Figures 1.1 and 6.1). Moreover we will focus on the
situation whenM can be defined via a polynomial condition (see c.f. Chapters 3-5)
|ψ〉〈ψ| ∈ M ⇐⇒ tr
(
A
[
|ψ〉〈ψ|⊗k
])
= 0 , (6.14)
where A ∈ Herm+
(
Symk (H)) and A ≤ Pk,sym. The section is structured as follows. First we
discuss in more detail the structure of the manifold of isospectral density matrices Ω ⊂ D (H)
and sketch the idea of our reasoning. Then, we give, with the use of bilinear criteria derived
in Chapter 5, lower bounds for ηcorrΩ for four topical classes of correlations considered in this
thesis: entanglement, entanglement of bosons, “entanglement” of fermions, and “non-Gaussian”
correlations in fermionic systems. In the last part of the section, using criteria derived in Section
5.2, we obtain lower bound for ηcorrΩ for the general case when the classM is given by a general
polynomial condition (6.14). We apply these bound to two classes of correlations: Genuine
Multiparty Entanglement (see Subsections 3.3.1 and 5.2.1) and Schmidt number of bipartite
mixed states (see Subsections 3.3.2 and 5.2.2).
6.2.1. Geometry of Ω and the reduction to the concentration of measure on SU (H)
Let us start with an observation that for each Ω(p1,...,pN ) is actually an orbit7 of the action of
SU (H) in D (H). The group of special unitary matrices SU (H) acts on D (H) “from the left”
via conjugation, i.e. for each U ∈ SU (H) we have a mapping
D (H) 3 ρ −→ U.ρ = UρU † ∈ D (H) . (6.15)
which satisfies U1. (U2.ρ) = U1U2.ρ for ρ ∈ D (H) and U1, U2 ∈ SU (H). The action (6.15)
preserves each set of isospectral density matrices Ω(p1,...,pN ). Moreover, the action of SU (H) on
Ω(p1,...,pN ) is transitive8, i.e. given two states ρ1, ρ2 ∈ Ω(p1,...,pN ) there exist a unitary operator
7 In the language of differential geometry orbits of a Lie group are usually called homogenous spaces. For
an introduction to the beautiful and rich theory of homogenous spaces see [83].
8 This follows straightforwardly from the fact that every Hermitian matrix can be diagonalized via conju-
gation by a element of SU (H). Permutation of the spectrum of the diagonal matrix can be also performed via
conjugation with an element of SU (H).
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∈ SU (H) such that ρ2 = U0.ρ1. Let us assume that we have fixed the a particular Ω(p1,...,pN ) ≡ Ω.
Let us take an arbitrary ρ0 ∈ Ω and consider a mapping
ϕρ0 : SU (H)→ Ω(p1,...,pN ), ϕρ0 (U) = U.ρ0 = Uρ0U † .
We define a (normalized) measure µΩ on Ω via the pullback, via the mapping ϕρ0 , of the Haar
measure µ. That is, for every Borel subset ()9 O ⊂ Ω we define its measure via
µΩ (O) = µ
(
ϕ−1ρ0 (O)
)
. (6.16)
The invariance properties of µ guarantee that the measure µΩ does not depend on the choice
of ρ0. The measure µΩ is invariant under the action of the unitary group, i.e.
µΩ (U.O) = µΩ (O) (6.17)
for every Borel subset10 O ⊂ Ω. Therefore, one should think of µΩ as the “most uniform”
measure on Ω (an analogue of a uniform measure on n dimensional sphere Sn). Let us now
introduce a stabilizer group
Stab (ρ0) =
{
U ∈ SU (H) ∣∣Uρ0U † = ρ0} .
Every smooth function11 f : SU (H)→ R that is invariant under the action of Stab (ρ), i.e.
f (Uh) = f (U) , (6.18)
for all h ∈ Stab (ρ0)and U ∈ SU (H) can be mapped to a smooth function on Ω, defined in the
following manner
f˜ : Ω→ R , f˜ (ρ) = f (ϕ−1ρ0 (ρ)) . (6.19)
The above expression is well defined by virtue of (6.18). From the definition of the measure µΩ
(see Eq.(6.16)) it follows that for a smooth function f : SU (H)→ R satisfying (6.18) we have
EµΩ f˜ = Eµf (6.20)
or in other words ∫
Ω
f˜ (ρ) dµΩ (ρ) =
∫
SU(H)
f (U) dµ (U) .
Definition 6.2. Let Ω be a manifold of isospectral density matrices (with prescribed ordered
spectrum) and let µΩ be a measure on Ω induced from the Haar measure on SU (H). For
a fixed class of non-correlated pure states M ⊂ D1 (H) the fraction of correlated states in
Ω,ηcorrΩ ∈ [0, 1], is defined by
ηcorrΩ = µΩ ({ρ ∈ Ω | ρ /∈Mc)}) . (6.21)
Our strategy for finding the lower bound for ηcorrΩ is the following.
1. For a given manifold of isospectral density matrices Ω pick ρ0 ∈ Ω and construct, using
criteria developed in Chapter 5, a function fΩ : U ∈ SU (H)→ R such that
9 We consider on Ω the topology induced from the inclusion Ω ⊂ Herm (H), where the latter is treated
as an Euclidean space (with respect to the Hilbert-Schmidt distance). For the comprehensive introduction to
measure theory see [58].
10 In (6.17) we have used the notation U.O = {U.ρ | ρ ∈ Ω)}.
11 We could have considered more general functions but in what follows we will make use only of the smooth
ones.
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a) fΩ is Stab (ρ0)-invariant (in a sense of Eq.(6.18));
b) the corresponding function f˜Ω : Ω→ R satisfies the following property:
f˜Ω (ρ) > 0 =⇒ ρ /∈Mc .
2. Integrate f˜Ω over Ω with respect to the measure µΩ (which amounts to integrating fΩ over
SU (H) with respect to the Haar measure).
3. If the obtained average EµΩ f˜Ω is positive infer, using relation between µΩ and µ and con-
centration of measure on SU (H), about typicality of ρ ∈ Ω that are correlated (ρ /∈Mc).
The more detailed reasoning and specific forms of functions fΩ will be given in proofs of The-
orems 6.1 and 6.2 which are the main results of this Chapter
6.2.2. Lower bound for ηcorrΩ from bilinear witnesses
In this part we apply the strategy outlined above to give a lower bound for ηcorrΩ provided there
exist an operator V ∈ Herm (H⊗H) that can be used to witness correlations12,
tr (ρ1 ⊗ ρ2 V ) > 0 =⇒ ρ1 and ρ2 are correlated (ρ1, ρ2 /∈Mc) . (6.22)
Note that we can assume without the loss of generality that ‖V ‖ ≤ ‘1.
Before we state our main result we first present two auxiliary lemmas that will be needed in its
proof.
Lemma 6.1. Let V ∈ Herm (H⊗k) be a Hermitian operator on H⊗k satisfying13 ‖V ‖ ≤ 1 and
let ρ1, ρ2, . . . , ρk ∈ D (H). Consider a function f : SU (H)→ R given by
f (U) = tr
([
U⊗k {ρ1 ⊗ . . .⊗ ρk}
(
U †
)⊗k]
V
)
. (6.23)
Then, the Lipschitz constant L of the function f , with respect to the metric tensor gHS, satisfies
L ≤ 2 · k.
Proof. The proof is presented in the Section 8.4 of the Appendix (see page 172).
Lemma 6.2. Let V ∈ Herm (H⊗2) be a Hermitian operator on H⊗2 and let ρ1, ρ2 ∈ D (H).
Consider a function fρ1,ρ2 : SU (H)→ R given by
fρ1,ρ2 (U) = tr
([
U⊗2 {ρ1 ⊗ ρ2}
(
U †
)⊗2]
V
)
. (6.24)
The average of the function f , Eµf , with respect to the normalized unitary measure on SU (H)
is given by
Eµfρ1,ρ2 =
α + β
2
+
α− β
2
tr (ρ1ρ2) , (6.25)
where
α =
tr (PsymV )
dim (Psym)
, β =
tr (PasymV )
dim (Pasym)
.
Proof. The proof is presented in Section 8.4 of the Appendix (see page 173).
12 See Lemma 5.1 for the necessary and sufficient conditions that V has to fulfill in order for (6.22) to be
satisfied.
13 For A ∈ End (H) we define an operator norm [58] by‖A‖ = max|ψ〉:〈ψ|ψ〉=1 ‖A|ψ〉‖ , where ‖·‖ in the
above expression denotes the usual norm on H.
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Corollary 6.1. Let fρ1,ρ2 : SU (H) → R be defined as in Eq.(6.24). Assume that α ≥ 0 and
β ≤ 0. Then the following equality holds
max
ρ2∈D(H)
Eµfρ1,ρ2 =
α + β
2
+
α− β
2
pmax (ρ1) , (6.26)
where pmax (ρ1) is the maximal eigenvalue of the state ρ1.
Proof. By the virtue of (6.25) it suffices to compute maxρ2∈D(H) tr (ρ1ρ2). Due to the linearity
(and thus concavity) of a function ρ→ tr (ρ1ρ) the maximum is achieved for pure states. The
equality max|ψ〉〈ψ ∈ D (H) | tr (ρ1|ψ〉〈ψ|) = pmax (ρ1) follows from the spectral decomposition
of ρ1.
Our results are summarized in the following theorem.
Theorem 6.1. LetM ⊂ D1 (H) be a class of non-correlated pure states. be defined by (5.6)
and let V ∈ Herm (H⊗2) satisfy (6.22) and ‖V ‖ ≤ 1. Define
α =
tr (PsymV )
dim (Psym)
, β =
tr (PasymV )
dim (Pasym)
(6.27)
and assume14: α > 0, β < 0 and α + β < 0. Let Ω ⊂ D (H) be a fixed manifold of isospectral
density matrices and let pmax (Ω) be the maximal eigenvalue of states from Ω. Let
pmax,cr = −α + β
α− β . (6.28)
Assume pmax (Ω) = pmax,cr + δ (δ > 0). We have the following lower bound15 for the fraction of
correlated states ηcorrΩ in Ω,
ηcorrΩ = µΩ ({ρ ∈ Ω| ρ /∈Mc}) ≥ 1− exp
(
−Nδ
2 (α− β)2
256
)
. (6.29)
Proof. The proof is a simple application of the strategy outlined in the previous section. We fix
a manifold of isospectral density matrices Ω and ρ0 ∈ Ω. From the bilinear correlation witness
V ∈ Herm (H⊗2) we construct a function fΩ : SU (H)→ R,
fΩ (U) = tr
([
U⊗2 {ρ0 ⊗ |ψ0〉〈ψ0|}
(
U †
)⊗2]
V
)
, (6.30)
where |ψ0〉〈ψ0| is the projector16 onto some fixed eigenvector of ρ0 with the maximal eigenvalue
pmax. One checks that the fΩ (U) is Stab (ρ0)-invariant17 and therefore can be used to define a
function f˜Ω : Ω → R (see Eq.(6.19)). Due to the fact that V is a bilinear correlation witness
the following inclusion of sets holds
{ρ ∈ Ω| ρ /∈Mc} ⊃
{
ρ ∈ Ω| f˜Ω (ρ) > 0
}
.
14 Restrictions on the parameters α, β are not incidental. In fact, they are typically satisfied for a concrete
bilinear correlation witness (see below).
15 The formula in (6.29) is slightly different (in the scalar factor in the denominator of the exponent) form
the analogous one given in [114]. The reason for that is a small mistake in [114]. Here we have corrected it.
16 From the Corollary 6.1 it follows that for a given witness V the proposed form of the function fΩ which
is used is optimal in the class of functions having the form (6.24).
17 The group Stab (ρ0) consists of all operators in SU (H) that commute with ρ0
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Consequently, on the level of measures we have
µΩ ({ρ ∈ Ω| ρ /∈Mc}) ≥ µΩ
({
ρ ∈ Ω| f˜Ω (ρ) > 0
})
. (6.31)
Using the definition of the measure µΩ we get
µΩ
({
ρ ∈ Ω| f˜ (ρ) > 0
})
= µ ({U ∈ SU (H) | fΩ (ρ) > 0}) , (6.32)
= µ ({U ∈ SU (H) | fΩ (ρ) ≥ 0}) , (6.33)
where the second equality follows form the fact that for nontrivial18 V we have
µ ({U ∈ SU (H) | fΩ (ρ) = 0}) = 0 .
We obtain lower bound for the right hand side of (6.32) by assuming EµfΩ ≥ 0, and making
use of the inequality (6.13) and the result of the Lemma 6.1,
µ ({U ∈ SU (H) | fΩ (ρ) ≥ 0}) = µ ({U ∈ SU (H) | fΩ (ρ)− EµfΩ ≥ −EµfΩ}) ,
≥ 1− exp
(
−N
64
(EµfΩ)2
)
. (6.34)
We now use the Lemma (6.2) and by inserting the formula (6.26) to (6.34). The formula for
pmax,cr stems from the condition EµfΩ = 0. Combination of the resulting expression with (6.31)
finishes the proof.
Let us discuss the results the Theorem 6.1 and its proof.
• By the virtue of Eq.(6.29) we know that whenever we have a bilinear correlation witness V we
can give a lower bound for ηcorrΩ , the fraction of correlated states on a manifold of isospectral
density matrices Ω, provided pmax (Ω) > pcr (Ω) = −α+βα−β . The graphical representation of
(6.29) is given on Figure 6.2.
• The obtained result does not tell us anything about behavior of ηcorrΩ for pmax (Ω) ≤ pcr (Ω).
In particular for many classes of non-correlated states M ⊂ D (H) the convex hull Mc
contains a ball (with respect to, say, the Hilbert-Schmidt metric) around the maximally
mixed states. Consequently we have ηcorrΩ for pmax sufficiently close to
1
N
. This phenomenon
happens in general in the case of entanglement [137] and, more generally, for correlations
defined via coherent states of compact simply-connected Lie groups [43]. Unfortunately with
the use of presented methods we can only bound the radius of the ball of non-correlated
states from above.
• One could, in principle, use instead of |ψ0〉〈ψ0| some other operator in Eq.(6.30). However,
by the virtue of Corollary 6.1 (see also the proof of Theorem 6.1) the choice of |ψ0〉〈ψ0| gives
optimal concentration inequalities19
• We would like to remark that the non-linearity of the correlation criterion (6.22) is essential
in the proof of Theorem 6.1. Imagine we had tried the analogous reasoning for the criterion
based on the linear criterion20 f (ρ) = tr (ρW ). Then we would have Eµf = 1Ntr (W ).
18 By a nontrivial V we mean V that do not commute with all operators of the form U ⊗ U , where
U ∈ SU (H).
19 Instead of |ψ0〉〈ψ0| we could have used a any state ρ′0 = f(ρ0)N , where f : [0, 1]→ R+ is any non-negative
function the unit interval (applied, in the usual operator-theoretic sense, to ρ0) and N is a normalization
constant.
20 In order to be consistent with the convention used throughout the thesis we assume that the following
implication holds ρ ∈Mc =⇒ tr (ρW ) ≤ 0.
147
Figure 6.2. Illustration of the lower bound (6.29). On the horizontal axis we have a maximal eigenvalue,
pmax (Ω), of some one parameter family of isospectral density matrices. The red curve depicts a
hypothetical “true” fraction of correlated states on Ω (as a function of pmax (Ω)). The blue curve
denotes the lower bound given by (6.29). The saturation of the blue curve is achieved on the scale ∆,
which is of the order α−β√
N
. For pmax (Ω) ≤ pcr (Ω) our methods do not allow us to give nontrivial lower
bounds for ηcorrΩ .
In cases when correlations are defined via the choice of non-correlated pure states M, we
usually21 have I
N
∈ Mc and from the value expression 1
N
tr (W ) = tr
(
W I
N
) ≤ 0 we cannot
infer about the typical correlation properties of states on Ω.
• Obtaining a different bound for the Lipschitz constant of f (U) in Eq.6.23 (for instance in
terms of the spectrum of states from Ω) can lead to improved large deviation inequalities
and consequently better bounds for ηcorrΩ .
• We expect to obtain better concentration inequalities when we use Ricci curvature estimates
for the manifold of isospectral density matrices Ω [83].
We now apply (6.29) for four topical types of correlations: entanglement, entanglement of
bosons, “entanglement of fermions” and “non-Gaussian” correlations in fermionic systems. In
each case we will use bilinear witnesses derived in Section 5.1. All these witnesses have the
following structure
V = A− cPasym , (6.35)
where A is a projector onto some subspace of Sym2 (H), c > 0 and Pasym is a projector onto∧2 (H). Consequently, for witnesses of the form (6.35) we get
α = X =
dim (Im (A))
dim (Psym)
, β = −c ,
Formulas (6.28) and (6.29) take the simplified form. We get
pmax,cr =
c−X
c+X
, (6.36)
and
ηcorrΩ = µΩ ({ρ ∈ Ω| ρ /∈Mc}) ≥ 1− exp
(
−Nδ
2 (X + c)2
256
)
, (6.37)
for pmax (Ω) = pmax,cr + δ(δ > 0). We now give the values of the relevant parameters that
describe each of four scenarios mentioned above.
21 Strictly speaking IN ∈Mc if and only ifM contains projectors onto vectors spanning H
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Proposition 6.1. Values of the parameters relevant for the estimate (6.37) for four classes of
coherent states: separable states, separable bosonic states, Slater determinants and Fermionic
Gaussian states are given in Table (6.1).
Class of statesM N X c
Separable states dL 1− 21−L
(
(d+1)L
dL+1
) (
1− 21−L)
Separable bosonic states
(
d+L−1
L
)
1− 2(
d+2L−1
2L )
(d+L−1L )((
d+L−1
L )+1)
(
1− 21−L)
Slater determinants
(
d
L
)
1− 2(
d
L)
(dL)+1
· d+1
(L+1)(d+1−L) 1− 2L+1−max{0,2L−d}
Fermionic Gaussian states 2d−1 1− (
2d
d )
(2d−1+1)2d−1
1
Table 6.1. Parameters that appear in the estimate (6.37) for four types of correlations.
The class of “Fermionic Gaussian states” from the above table consists22 of pure Gaussian states
of parity one,M+g and the relevant Hilbert space is H+Fock
(
Cd
)
.
Proof. The proof is given in Section 8.4 of the Appendix (see page 174).
The important thing to notice is that for the above described types of correlations pmax,cr → 0
with the increase of the relevant parameters characterizing the system (number of particles
L, number of modes d). We now give the asymptotic of N · pmax,cr (the quantity 1N defines
a natural “length scale” for the variable pmax) for these types of correlations. We study two
asymptotic limits. In the first one (see Table 6.2) we fix the number of modes d and go to
infinity with the number of particles L. In the second limit23 (see Table 6.3) we set the ratio
d
L
= a and increase the number of modes d. The asymptotics presented in Tables 6.2 and 6.3
give information about the behavior of the ratio of pmax,cr to the “typical” value of pmax which
is of the order of 1
N
.
Class of statesM N N · pmax,cr
Separable states dL
(
1
2
+ d
2
)L
Separable bosonic states Ld−1
(d−1)!
2L+d
Ld
Table 6.2. Asymptotic behavior of N and N · pmax,cr in the limit d = const, L→∞.
The asymptotics presented in Tables 6.2 and 6.3 were obtained with the usage of the standard
asymptotic properties of binomial coefficients and factorials [134]. In the specific example of
L qbit system the presented approach allows to give the upper bound Rup for the radius R of
22 From the discussion carried out in Section 4.2 and Subsection 5.3.5 it follows that all convex-Gaussian
states in HFock
(
Cd
)
have a block structure with respect to the decomposition HFock
(
Cd
)
= H+Fock
(
Cd
) ⊕
H−Fock
(
Cd
)
where H±Fock
(
Cd
)
denote the subspaces of the Fock space spanned by an even, and respectively,
odd number of excitations. For this reason a fraction of convex-Gaussian states in any nontrivial Ω equals 0.
Therefore, in order not to consider a trivial situation we consider states defined solely on H+Fock
(
Cd
)
.
23 In Table 6.3 we use the following notation. By H : [0, 1]→ R+ we denote the binary entropy:
H (x) = −xlog (x)− (1− x) log (1− x) .
The function f : (0,∞)→ R+ is given by
f(a) = log (2) a+ alog (a)− 2alog (2a)− (1 + a)log (1 + a) + (1 + 2a)log(1 + 2a) .
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Class of statesM N N · pmax,cr
Separable states da·d exp (a) · (d
2
)a·d
Separable bosonic states exp
(
d (1 + a) ·H ( a
1+a
)) √
1+a
2(1+2a)
exp (f (a) d)
Slater determinants for a ≤ 1
2
exp
(
d ·H ( 1
a
)) exp(d·H( 1a))
d
Slater determinants for 1
2
≤ a ≤ 1 exp (d ·H ( 1
a
)) exp(d·H( 1a))
a·d
Fermionic Gaussian states 2d−1 2 2d√
pid
Table 6.3. Asymptotic behavior of N and N · pmax,cr in the limit: Ld = a > 0, d→∞.
the ball of separable states around the maximally mixed state. Using the results presented in
Table 6.2 and the inequality pmax ≤ tr (ρ2) we get Rup ≈
(
3
4
)L. This result is much weaker
than the known [145, 146] scaling R ≈ α
(
1√
6
)L
, for α = O (1), which is known in this case.
We believe that it would be possible to obtain much smaller values of pmax,cr than the ones
presented above if, instead of criteria (6.35) we use the general bilinear group-invariant criteria
derived in Section 5.3.
6.2.3. Lower bound for ηcorrΩ from k-linear witnesses
In this part we apply the strategy presented at the end of Subsection 6.2.1 to give a lower
bound for ηcorrΩ provided there exist an operator A ∈ Herm+
(
Symk (H)) defining the class of
non-correlated pure statesM. After presenting our general result we apply it to estimate ηcorrΩ
for the cases when the set of correlated states consist of Genuine multiparty entanglement in
tripartite system and Schmidt number of bipartite states.
We first present the auxiliary results.
Lemma 6.3. Let V ∈ Herm (H⊗k) be a Hermitian operator on H⊗k given by
V = A− (k − 1) (I⊗k − Psym,k) , (6.38)
where A ∈ Herm (Symk (H)). Consider a function f : SU (H)→ R given by
f (U) = tr
([
U⊗k
{
ρ⊗ (|ψ〉〈ψ|)⊗(k−1)
}(
U †
)⊗k]
V
)
. (6.39)
where ρ ∈ D (H) and |ψ〉〈ψ| ∈ D1 (H). The average of the function f , Eµf , with respect to the
normalized unitary measure on SU (H) is given by
Eµf = − (k − 1) +
(
(k − 1) + tr (A)
dim
(
Symk (H))
)
tr
([
ρ⊗ (|ψ〉〈ψ|)⊗(k−1)
]
Psym,k
)
. (6.40)
Proof. The proof is analogous to the proof of Lemma 6.2 and is given in Section 8.4 of the
Appendix (see page 173).
Corollary 6.2. Let ρ ∈ D (H) and |ψ〉〈ψ| be a projector onto a eigenvector of ρ corresponding
to its maximal eigenvalue, denoted by pmax. The expectation value of a function (6.39) is given
by
Eµf = − (k − 1) +
(
(k − 1) + tr (A)
dim
(
Symk (H))
)(
k − 1
k
pmax − 1
k
)
. (6.41)
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Our main results are summarized in the following theorem.
Theorem 6.2. LetM⊂ D1 (H) be a class of non-correlated pure states specified by a k-linear
condition
|ψ〉〈ψ| ∈ M ⇐⇒ tr
(
A
[
|ψ〉〈ψ|⊗k
])
= 0 ,
where A ∈ Herm+
(
Symk (H)), ‖A‖ ≤ 1. Let us set
X =
tr (A)
tr (Pk,sym)
, X˜ =
1
k − 1
tr (A)
tr (Pk,sym)
(6.42)
Let Ω ⊂ D (H) be a fixed manifold of isospectral density matrices and let pmax (Ω) be the
maximal eigenvalue of states from Ω. Let
pmax,cr =
k − 1− X˜
k − 1 +X . (6.43)
Assume pmax = pmax,cr + δ (δ > 0). We have the following lower bound for the fraction of
correlated states ηcorrΩ in Ω
ηcorrΩ = µΩ ({ρ ∈ Ω| ρ /∈Mc}) ≥ 1− exp
(
−Nδ
2Ck (1 +X)
2
16
)
, (6.44)
where Ck =
(
k−1
k
)4
.
Proof. The proof is completely analogous to the proof of Theorem (6.1). The only difference is
that instead of the function fΩ given by (6.30) we use now
fΩ (U) = tr
([
U⊗k
{
ρ⊗ (|ψ0〉〈ψ0|)⊗(k−1)
}(
U †
)⊗k]
V
)
,
where |ψ0〉〈ψ0| is the projector onto some fixed eigenvector of ρ0 with the maximal eigenvalue
pmax. In order to compute EµfΩ we use Lemma 6.3 and Corollary 6.2. the precise form of
pmax,cr in Eq.(6.43) follows directly from application of (6.41).
The discussion of Theorem 6.1 applies also to this result. We would like to remark that the
criterion given by operator V of the form (6.38) is not particularly strong. Consequently, the
obtained value of pmax,cr is certainly much overestimated. In the future we would like to develop
better correlation witnesses that in turn would lead to better estimates for ηcorrΩ .
We now apply (6.44) for for correlations describing a “refined” entanglement:
• Tripartite states exhibiting genuine multiparty entanglement (GME) in D (Cd ⊗ Cd ⊗ Cd);
• States in D (Cd ⊗ Cd) characterized by Schmidt number greater than some natural number
n (n ≤ d− 1).
In the case of tripartite GME the relevant class of non-correlated-states consists of 2-separable
states M2d ⊂ D
(
Cd ⊗ Cd ⊗ Cd) (see Definition 3.1). In the case of correlations defined via
Schmidt number the class of non-correlated states consists of bipartite statesMn ⊂ D
(
Cd ⊗ Cd)
with Schmidt rank bounded by n ≤ d − 1 (see Definition 3.2). The operators A defining (via
Eq.(6.14)) classesM2d andMn are given by Eq.(3.80) and (3.87) respectively. We now give the
values of the relevant parameters appearing in (6.42) and (6.44) for both scenarios mentioned
above.
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Class of statesM N k X
M2d d3 6 X = 18 +O
(
1
d
)
Mn d2 n+ 1 (
d
n+1)
2
(d
2+n
n+1 )
Table 6.4. Parameters that appear in the estimate 6.44 for cases when correlated states consist of (i)
tripartite states that exhibit GME (the relevant class of pure states is M2d) and (ii) bipartite states
that have Schmidt number greater than n, n ≤ d− 1 (the relevant class of pure states isMn).
Proposition 6.2. Values of the parameters relevant for the estimate (6.37) for classes of
non-correlated pure statesM3d ⊂ D
(
Cd ⊗ Cd ⊗ Cd) andMn ⊂ D (Cd ⊗ Cd) are given in Table
(6.4).
In the case of M3d we were not able to compute X = Tr(A)tr(Pk,sym) explicitly. Instead we gave the
asymptotic expression24.
Proof. The sketch of proof is given in Section 8.4 of the Appendix (see page 174).
6.3. Summary and open problems
In this Chapter we studied the fraction of correlated states, ηcorrΩ , on manifolds of isospectral
density matrices Ω ⊂ D (H). The results presented in this chapter are generalization of the
results from one of the article of the author [114]. We obtained the connection between ηcorrΩ
and the polynomial description of the class of pure non-correlated statesM ⊂ D1 (H). More
precisely, we derived lower bounds to ηcorrΩ in terms of the quantities characterizing operator
A ∈ Herm+
(
Symk (H)) used to define the class M (via Eq.(6.14)). In short we showed that
whenever states belonging to Ω are “pure enough” and if the dimension of the relevant Hilbert
space is “large” (for more quantitative statements see Theorems 6.1 and 6.2) the fraction of
correlated states ηcorrΩ is very close to unity. In order to obtain these results we used the
technique of measure concentration (introduced in Section 6.1) and multilinear criteria for
detection of correlations derived in Chapter 5. We applied our general results to particular
types of correlations:
• Entanglement, particle entanglement of bosons, “entanglement of fermions”, “non-Gaussianity”
fermionic states (see Proposition 6.1 and Tables 6.2 and 6.3);
• Genuine multipartite entanglement of tripartite system and the notion of correlations based
on Schmidt rank (see Proposition 6.2 and Table 6.4).
For each type of correlations we expressed ηcorrΩ via the relevant parameters characterizing a
given scenario (number of particles, number of modes etc.). To our knowledge studies of the
fraction of correlated states on the manifolds of isospectral density matrices have not been
carried out before the work presented here (and in [114]).
Open problems
Below we give a list of interesting open problems related to the work presented in this Chapter.
24 We used the standard “big O” notation: for a function of a real parameter d we write f (d) = O
(
1
d
)
if
and only if limd→∞ |f (d)| · d <∞
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• Apply the obtained results for ηcorrΩ to study the fraction of correlated states, ηcorron the set
off all states D (H) but equipped with some SU (H)-invariant measure (e.g., Hilbert-Schmidt
measure [147] or Bures measure [148]);
• Find the maximal radius of a ball (with respect to Hilbert-Schmidt distance) that is con-
tained in Mc ⊂ D (H), where the class of pure states M ⊂ D1 (H) is defined by the
condition tr
(
A
[
|ψ〉〈ψ|⊗k
])
= 0;
• For a given classM defined as above give ranges of (ordered) spectra (p1, . . . , pN) such that
ηcorrΩ ≈ 1 and ηcorrΩ ≈ 0 respectively.
• Assume that P (Ω) =
∑N
i=1 p
2
i > 1 − , where  > 0 can be chosen to be arbitrary small.
Do non-correlated states in Ω have the full measure? In other words do we have ηcorrΩ < 1
whenever  is nonzero?
• Let A ∈ Herm (Symk (H)) be the operator defining the class of non-correlated states M.
The problem of estimating ηcorrΩ on the manifold of isospectral density matrices Ω is invariant
under the conjugation of A under “global unitaries”,
A→ U.A = A′ = U⊗kA (U⊗k)† , (6.45)
where U ∈ SU (H). Therefore ηcorrΩ should depend only on the orbit the group SU (H)
through the operator A ∈ Herm (Symk (H)). This orbit is uniquely characterized by the
polynomial invariants [86] of the action (6.45) of SU (H) in Herm (Symk (H)). It would be
interesting to know which polynomial invariants determine the behavior of ηcorrΩ (for a fixed
Ω). Note that the reasoning presented in this Chapter estimates ηcorrΩ based solely on the
perhaps simplest invariant of the action (6.45), the trace of the operator A.
7. Summary and outlook
In this thesis we analyzed various properties of correlations which are defined in the analogous
manner to entanglement. The starting point was always the class of non-correlated pure states
M⊂ D1 (H) of the Hilbert space of interest. The set of non-correlated mixed states consisted
of states belonging to the convex hull,Mc ⊂ D (H), of the setM. The correlated states (with
respect to the choice of the class M) were then defined as states that do not belong to Mc.
Throughout the thesis we analyzed cases when non-correlated pure states are defined as a zero
set of a homogenous polynomial in the density matrix,
|ψ〉〈ψ| ∈ M ⇐⇒ tr
([
|ψ〉〈ψ|⊗k
]
A
)
= 0 , (7.1)
where A is the non-negative operator on the k-fold symmetrization of the Hilbert space H.
Bellow we list the main results presented in this thesis.
Chapter 3
In this chapter we presented a polynomial characterization of many classes of pure states that
define a physically-relevant types of correlations. The main results contained in the chapter
are:
• Characterization of coherent states of compact simply-connected Lie groups as zero sets of
a polynomial (in state’s density matrix) of degree 2 (Proposition 3.2).
• Explicit forms of the polynomial of degree two characterizing the following classes of pure
states in finite dimensional Hilbert spaces:
— Pure separable states (Lemma 3.1);
— Separable bosonic states (Lemma 3.2);
— Slater determinants (Lemma 3.3);
— Fermionic Gaussian states (Proposition 3.4).
These are examples of classes of states that can be interpreted as the coherent states of
compact simply-connected Lie groups.
• Explicit forms of the polynomial of degree two characterizing pure separable states (Lemma
3.4), bosonic separable states (Lemma 3.5) and Slater determinants (Lemma 3.6) in situa-
tions where single particle Hilbert spaces are general separable Hilbert spaces.
• A polynomial characterization of the multiparty pure states that do not exhibit Genuine
Multiparty Entanglement (Lemma 3.7).
• A polynomial characterization of the bipartite pure states with bounded Schmidt rank
(Lemma 3.8).
• Characterization of coherent states of compact simply-connected Lie groups as a zero set of
a polynomial of degree k (Lemma 3.9).
Chapter 4
In this part of the thesis we investigated the cases when the polynomial characterization of
pure non-correlated states (7.1) allows to analytically characterize the set of mixed correlated
statesMc. The main results of the chapter are:
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• Group-theoretic characterization of generalized coherent states that can be defined via the
anti-unitary conjugation (Theorems 4.1 and 4.2). For the correlations defined via this kind
of coherent states it is possible to characterize the class of correlated mixed states via a
simple analytical condition based on Uhlmann-Wotters construction (Eq.4.11).
• Analytical characterization of fermionic convex-Gaussian states in four mode fermionic Fock
space (Theorem 4.3).
• A generalized Schmidt decomposition for pure states in even/odd subspace of Four mode
Fock space (Lemma 4.1).
Chapter 5
I this chapter we used the characterization (7.1) of the setM to derive a nonlinear criteria for
detection of correlations in general mixed states. The most important results of the chapter
are:
• Derivation of the polynomial criterion detecting correlations in mixed states based solely
on the polynomial characterization (7.1) of pure uncorrelated states for k = 2 (Theorem
5.1) and for arbitrary number k (Theorem 5.2). We derived, using results from Chapter 3
correlation criteria for seemingly unrelated types of correlations:
— Entanglement of distinguishable particles;
— Particle entanglement of bosons;
— “Entanglement” of fermions;
— Non-convex Gaussian correlations in fermionic systems;
— Genuine multipartite entanglement;
— Correlations based on the notion of Schmidt number.
• Complete description of group-invariant bilinear correlation witnesses for correlations based
on coherent states of compact simply-connected Lie groups1 (Theorem 5.3). The general
method was applied to four classes of coherent sates: separable states (Lemma 5.6), separa-
ble bosonic states (Lemma 5.9), Slater determinants (Lemma 5.12) and fermionic Gaussian
states (Lemma 5.15).
Chapter 6
In this chapter we studied the fraction of correlated states ηcorrΩ on manifolds of isospectral
density matrices Ω ⊂ D1 (H) of a relevant Hilbert space. We used the nonlinear criteria for
detection of correlations to find lower bounds for ηcorrΩ for correlations defined via the Eq.(7.1).
The main original contributions contained in the chapter are:
• Estimation from bellow of the fraction of correlated states ηcorrΩ on the manifold of isospectral
density matrices. The estimate is given in terms of the spectrum of states from Ω and the
trace of the operator A from (7.1) (see Theorem 6.1 for k = 2 and Theorem 6.2 for arbitrary
k).
• Application of the above estimate for concrete types of correlations:
— Entanglement of distinguishable particles, particle entanglement of Bosons, “entangle-
ment” of fermions, not convex-Gaussian correlations in fermionic systems (Proposition
6.1);
— Genuine multiparty entanglement, States with Schmidt number greater than n (Propo-
sition 6.2).
1 In order for the description to be effective we need to add some additional assumptions (see Subsection
5.3.1).
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Open problems
The lists of open problems related to results obtained in the thesis were given at the end of each
of the Chapters 3- 6. Bellow we list the problems which are in our opinion most important.
• Is it possible to find a polynomial characterization for optical coherent states, squeezed
states, and bosonic Gaussian and optical coherent states? These classes of states and
the corresponding types of correlations are relevant in the field of quantum optics [19].
These families of states can be also interpreted as coherent states of suitably-chosen groups
represented on the bosonic Fock space. These groups however are not compact and the
representations in question are infinite-dimensional. For this reason the methods used in
this thesis cannot be directly applied. It would be also interesting to derive for these classes
the “bilinear correlation witnesses” in a way analogous to the considerations presented in
Section 5.3.
• Derive, using ideas of quantum de-Finetti theorem [108] a complete hierarchy of criteria
characterizing convex hulls of classes of statesM given by Eq.(7.1).
• Derive a complete characterization of mixed states (for any number of particles and for
arbitrary dimensions of single-particle Hilbert spaces) via invariant polynomials of the group
of local unitary operations.
• Develop a full resource theory (analogous to the one existing in the context of entanglement
[3] or ancilla-assisted Clifford computation [131]) for the ancilla-assisted FLO or TQC.
• The operator A ∈ Herm (Symk (H)) from Eq.(7.1). describes the properties of the convex
hull Mc completely. However, the value of ηcorrΩ is invariant under the conjugation of A
under “global unitaries”,
A→ U.A = A′ = U⊗kA (U⊗k)† , (7.2)
where U ∈ SU (H). Therefore, ηcorrΩ should depend only on the orbit of SU (H) through the
operator A ∈ Herm (Symk (H)). It is now natural to ask which polynomial invariants (of
the action 7.2) determine the behavior of ηcorrΩ (for a fixed Ω).
8. Appendix
A number of results presented in Chapters 3-6 were stated without proofs. In this chapter
we give full or sketched proofs of these results. The chapter is decided into four sections, each
corresponding to one of the chapters listed above. Section are divided into parts, each containing
a proof of a single result. We did not restate the results whose proofs we are presenting. The
same concerns the notation used in the proofs - it is assumed that the reader is familiar with
the notation used to state a given result.
8.1. Proofs of results stated in Chapter 3
Proof of Lemma 3.3
Proof of Lemma 3.3. We prove that Pf :
⊗2LH →⊗2LH defined by
Pf = α
(
P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′
) (
Pasym{1,...,L} ◦ Pasym{1′,...,L′}
)
is precisely P2λ0 . One possible proof relies on the representation theory of SU(N). Main
technical tools involved are Young diagrams, Schur-Weyl duality and the theory of plethysms
[84, 85]. We present a simpler reasoning based on two simple facts
• Fact 1. The operator Pf is the projector onto some irreducible representation of SU(N) in⊗2LH.
• Fact 2. Pf (|ψλ0〉 ⊗ |ψλ0〉) = |ψλ0〉 ⊗ |ψλ0〉, where |ψλ0〉 = |ψ1〉 ∧ |ψ2〉 ∧ . . . ∧ |ψL〉 is the
highest weight vector of the representation Hλ0 .
Fact 1 follows from the structure of irreducible representations of SU (N) in
⊗2LH (See Sub-
section 2.4.3). Before we prove Fact 2 let us assume for the moment that above two facts
are true. Because Pf preserves |ψλ0〉 ⊗ |ψλ0〉 and from the vector |ψλ0〉 ⊗ |ψλ0〉 it is possible
to generate (via the action of SU(N) ) the whole H2λ0 ⊂ ∧L (H) ⊗ ∧L (H) ⊂ ⊗2LH, one
concludes that Pf = P2λ0 . Let us now prove the second fact. We fix the basis {|ψi〉}i=Ni=1 of H
and we set let |ψλ0〉 = |ψ1〉 ∧ |ψ2〉 ∧ . . . ∧ |ψL〉 be the normalized highest weight vector of the
representation
∧L (H). From the definition of the wedge product we have
Pf
(|ψλ0 〉 ⊗ |ψλ0 〉) = Pf (|ψ1〉 ∧ |ψ2〉 ∧ . . . ∧ |ψL〉 ⊗ |ψ1〉 ∧ |ψ2〉 ∧ . . . ∧ |ψL〉)
= Pf
 ∑
σ∈SL
∑
τ∈SL
sgn (σ)sgn (τ) |ψσ(1)〉 ⊗ |ψσ(2)〉 ⊗ . . .⊗ |ψσ(L)〉 ⊗ |ψτ(1)〉 ⊗ |ψτ(2)〉 ⊗ . . .⊗ |ψτ(L)〉

=
1
L+ 1
∑
σ∈SL
∑
τ∈SL
sgn (στ)
(|ψσ(1)〉 ⊗ |ψτ(1)〉+ |ψτ(1)〉 ⊗ |ψσ(1)〉)⊗ . . .⊗ (|ψσ(L)〉 ⊗ |ψτ(L)〉+ |ψτ(L)〉 ⊗ |ψσ(L)〉) . (8.1)
In the above expressions, SL denotes permutation group of L elements and sgn (·) denotes the
sign of a permutation. In order to simply the notation, we swapped order of terms in the full
tensor product
⊗2LH, i.e. we used the isomorphism:
2L⊗
H =
(
i=L⊗
i=1
Hi
)
⊗
(
i=L′⊗
i=1′
Hi
)
≈ (H1 ⊗H1′)⊗ (H2 ⊗H2′)⊗ . . .⊗ (HL ⊗HL′) ,
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for Hi ≈ H. Let us introduce the notation
|Φk,σ,θ〉 =
(|ψτ(1)〉 ⊗ |ψσ(1)〉)⊗ . . .⊗ (|ψτ(k)〉 ⊗ |ψσ(k)〉)⊗ (|ψσ(k+1)〉 ⊗ |ψτ(k+1)〉)⊗ . . .⊗ (|ψσ(L)〉 ⊗ |ψτ(L)〉)+
+
(|ψσ(1)〉 ⊗ |ψτ(1)〉)⊗ (|ψτ(2)〉 ⊗ |ψσ(2)〉)⊗ . . .⊗ (|ψτ(k+1)〉 ⊗ |ψσ(k+1)〉)⊗ (|ψσ(k+2)〉 ⊗ |ψτ(k+2)〉)⊗ . . .+ . . . ,
where . . . denotes the summation over the remaining
(
L
k
)−2 terms. One obtains by the different
choice of k element combinations from {1, . . . , L}. Reordering of terms in (8.1) gives
1
L+ 1
k=L∑
k=0
(∑
σ∈SL
∑
τ∈SL
sgn (στ) |Φk,σ,θ〉
)
. (8.2)
The operator Pf preserves
∧L (H)⊗∧L (H) and therefore,
Pf (|ψλ0〉 ⊗ |ψλ0〉) =
(
Pasym{1,...,L} ◦ Pasym{1′,...,L′}
)
◦ Pf (|ψλ0〉 ⊗ |ψλ0〉) .
As a result from (8.2) we have
1
L+ 1
k=L∑
k=0
(∑
σ∈SL
∑
τ∈SL
sgn (στ)
(
Pasym{1,...,L} ◦ Pasym{1′,...,L′}
)
|Φk,σ,θ〉
)
. (8.3)
We claim that for each k = 0, . . . L we have∑
σ∈SL
∑
τ∈SL
sgn (στ)
(
Pasym{1,...,L} ◦ Pasym{1′,...,L′}
)
(|Φk,σ,θ〉) = |ψλ0〉 ⊗ |ψλ0〉 . (8.4)
Indeed, application of Pasym{1,...,L} ◦ Pasym{1′,...,L′} gives
1
(L!)2
∑
σ∈SL
∑
τ∈SL
sgn (στ)
((|ψτ(1)〉 ∧ |ψτ(2)〉 ∧ . . . ∧ |ψτ(k)〉 ∧ |ψσ(k+1)〉 ∧ . . .) ⊗ (8.5)
⊗ . . . ⊗ (|ψσ(1)〉 ∧ |ψσ(2)〉 ∧ . . . ∧ |ψσ(k)〉 ∧ |ψτ(k+1)〉 ∧ . . .)+ . . .) ,
where . . . denotes the summation over remaining
(
L
k
) − 1 terms. Let SL (σ, k) denote the
subgroup of SL consisting of permutations that do not mix sets
{σ(1), . . . , σ(k)} and {σ(k + 1), . . . , σ(L)} .
We have SL (σ, k) ≈ Sk × SL−k. As a result, for the fixed σ ∈ Sk we have∑
τ∈SL
sgn (στ)
(|ψτ(1)〉 ∧ |ψτ(2)〉 ∧ . . . ∧ |ψτ(k)〉 ∧ |ψσ(k+1)〉 ∧ . . .)⊗ (|ψσ(1)〉 ∧ |ψσ(2)〉 ∧ . . . ∧ |ψσ(k)〉 ∧ |ψτ(k+1)〉 ∧ . . .)
=
∑
τ∈SL(σ,k)
sgn (στ) sgn
(
τσ−1
) (|ψσ(1)〉 ∧ |ψσ(2)〉 ∧ . . . ∧ |ψσ(L)〉)⊗ (|ψσ(1)〉 ∧ |ψσ(2)〉 ∧ . . . ∧ |ψσ(L)〉) = (L− k)! ·k!|ψλ0 〉⊗ |ψλ0 〉 .
Treating all other terms in the outer bracket of (8.5) in the similar fashion gives
1
(L!)2
(∑
σ∈SL
(
L
k
)
(L− k)! · k!
)
|ψλ0〉 ⊗ |ψλ0〉 = |ψλ0〉 ⊗ |ψλ0〉 ,
which proves (8.4). From (8.4) and (8.2) we conclude the proof of the second Fact and therefore
prove that Pf = P2λ0 .
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Proof of Proposition 3.3
Proof. The proposition follows from the known characterization of fermionic Gaussian states
[22]. Every Gaussian state ρ ∈ Gauss can be put by the conjugation of U ∈ B to the following
form.
ρ˜ = UρU † =
1
2d
d∏
k=1
(I+ iλkc2k−1c2k) ,
where coefficients λk are eigenvalues of the matrix [hkl] from Eq.(3.44). Pure Gaussian states
|ψ〉〈ψ| are characterized by the condition λi ∈ {1,−1}. We now use the fact that the group
B acts on the matrix [hkl] via the orthogonal conjugation by arbitrary element of SO (2d).
Consequently, for det ([hkl]) = 1 we get that |ψ〉〈ψ| can be transformed to the vacuum state
|0〉〈0| and therefore |ψ〉〈ψ| ∈ M+g . Using the analogous reasoning for the pure Gaussian state
|ψ〉〈ψ| for which det ([hkl]) = −1 we get |ψ〉〈ψ| ∈ M−g .
Proof of Proposition 3.4
Proof. Let us first note that Λ is a sum of 2d Hermitian and manually commuting operators
ci⊗ci (i = 1, . . . , 2d) having eigenvalues ±1. The projector onto the (one-dimensional) common
eigenspace of operators {ci ⊗ ci}i=2di=1 is given by
P~µ =
1
22d
2d∏
i=1
(I⊗ I+ µici ⊗ ci) =
2d∑
k=0
∑
X ⊂ {1, . . . , 2d}
|X| = k
∏
i∈X
µici ⊗ ci , (8.6)
where integer vector ~µ labels all possible collections of joint spectra of operators {ci ⊗ ci}i=2di=1 ,
i.e.
~µ = (µ1, . . . , µ2d) ,
with µi = ±1. Consequently we have
P0 =
∑
~µ,
∑2d
i=1 µi=0
P~µ , (8.7)
where the summation is over all integer ~µ having entries µi = ±1 and satisfying
∑2d
i=1 µi = 0.
The combinatorial sum (8.7) is computed via the elegant method that uses integration over
complex variables1 which we now present. Recall the following elementary result from complex
analysis, valid for arbitrary natural number n1,
1
2pii
∫
S1
dz
zn1+1
=
{
1 for n1 = 0
0 otherwise
, (8.8)
1 We are grateful to Maciek Lisicki for recalling to the author this method of integration while discussing
the solution to the problem of the “Kac ring”[149].
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where
∫
S1
dz denotes the integration over the unit circle oriented anticlockwise. We have the
following chain of equalities
P0 =
∑
~µ,
∑2d
i=1 µi=0
P~µ , (8.9)
=
∑
~µ
P~µ
1
2pii
∫
S1
dz
z
∑
i µ1+1
, (8.10)
=
1
2pii
∫
S1
dz
∑
~µ
1
z
∑
i µ1+1
P~µ , (8.11)
=
1
2pii
∫
S1
dz
∑
~µ
1
z
∑
i µ1+1

1
22d
2d∑
k=0
∑
X ⊂ {1, . . . , 2d}
|X| = k
∏
i∈X
µici ⊗ ci
 , (8.12)
=
1
22d
2d∑
k=0
∑
X ⊂ {1, . . . , 2d}
|X| = k
 1
2pii
∫
S1
dz
∑
~µ
∏
i∈X µi
z
∑
i µ1+1
∏
i∈X
ci ⊗ ci . (8.13)
In (8.10) we have applied to (8.9) the identity (8.8). In the latter manipulations we changed
a number of times the order of summation and respectively integration. In (8.12) we simply
applied to (8.11) the binomial expansion of P~µ (see (8.6)). For a fixed X ⊂ {1, . . . , 2d} the
integral
1
2pii
∫
S1
dz
∑
~µ
∏
i∈X µi
z
∑
i µ1+1
depends only on the cardinality |X| = k of the set X,
1
2pii
∫
S1
dz
∑
~µ
∏
i∈X µi
z
∑
i µ1+1
=
1
2pii
∫
S1
dz
z2d+1
(
1− z2)k (1 + z2)2d−k .
By expanding the polynomial in the numerator of the above expression and using (8.8) we get
1
2pii
∫
S1
dz
∑
~µ
∏
i∈X µi
z
∑
i µ1+1
=
0 for |X| = k odd(−1) k2 k!(2d−k)!
d!( k2 )!(d− k2 )!
for |X| = k even . (8.14)
Inserting (8.14) into (8.13) and introduction of a new variable k˜ = 2k gives precisely (3.52).
Proof of Proposition 3.6
Proof. We prove Eq.(3.90) by direct computation. In what follows we will consequently use the
isomorphism (3.86). Before we proceed, let us introduce an auxiliary notation Ei,j = |i〉|i〉〈j|〈j|.
Using this notation we get
|ψ〉〈ψ| =
d∑
i,j=1
λiλjEij .
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Inserting the above formula to 〈ψ⊗(n+1)|An|ψ⊗(n+1)〉 we get
d∑
i1,j1=1
. . .
d∑
in+1,jn+1=1
(
n+1∏
k=1
λik
)(
n+1∏
l=1
λjl
)
tr
([
Ei1,,ji ⊗ . . .⊗ Ein+1,,jn+1
]
Pasym,n+1A ⊗ Pasym,n+1B
)
.
(8.15)
From the definitions of Eij and operator Pasym,n+1A ⊗ Pasym,n+1B we get
tr
([
Ei1,ji ⊗ . . .⊗ Ein+1,jn+1
]
Pasym,n+1A ⊗ Pasym,n+1B
)
=
1
[(n+ 1)!]
2 δ{i1,...,in+1},{j1,...,jn+1}δ|{i1,...,in+1}|,n+1 ,
(8.16)
where
δ{i1,...,in+1},{j1,...,jn+1}
is the Kronecker delta with arguments being subsets of the set {1, . . . , d}. Applying (8.16) to
(8.15) we get
〈ψ⊗(n+1)|An|ψ⊗(n+1)〉 = 1
[(n+ 1)!]2
∑
X ⊂ {1, . . . , d}
|X| = n+ 1
(∏
i∈X
λ2i
)
· (n+ 1)! , (8.17)
where the factor (n+ 1)! on the right hand side of (8.17) comes from the fact that the conditions
enforced by (8.16) are the following
• There is the equality of sets {i1, . . . , in+1} , {j, . . . , jn+1} (for fixed set {i1, . . . , in+1} there
is a freedom in permutation of elements of the sequence (j1, . . . , jn+1).
• Both sets {i1, . . . , in+1} , {j, . . . , jn+1} must contain exactly n+ 1 elements.
Equation (8.17) is equivalent to (3.90).
Proof of Lemma 3.9
Proof. Let us first notice that, by the virtue of Proposition (3.7) and Eq.(2.81) the we have the
equivalence
〈ψ⊗k| (Psym,k − Pkλ0) |ψ⊗k〉 = 0 ⇐⇒ 〈ψ⊗k|Lk|ψ⊗k〉 = (kλ0, kλ0 + 2δ) , (8.18)
where Lk :
(Hλ0)⊗k → (Hλ0)⊗k is the representation of the second order Casimir in (Hλ0)⊗k,
Lk = −
M∑
i=1
(
pi (Xi)⊗ I⊗(k−1) + I⊗ pi (Xi)⊗ I⊗(k−2) + . . .+ I⊗(k−1) ⊗ pi (Xi)
)2
, (8.19)
where we used the same notation as in Eq.(3.8). Using the definition (8.19) we get
〈ψ⊗k|Lk|ψ⊗k〉 = 〈ψ⊗k−1|Lk−1|ψ⊗k−1〉+ 2 (k − 1)
M∑
i=1
〈ψ|pi (Xi) |ψ〉2 + 〈ψ|
M∑
i=1
pi (Xi)
2 |ψ〉 .
Using now induction over the natural number k we get
〈ψ⊗k|Lk|ψ⊗k〉 = −k (k − 1)
M∑
i=1
〈ψ|pi (Xi) |ψ〉2 − k〈ψ|
M∑
i=1
pi (Xi)
2 |ψ〉 (8.20)
= −k (k − 1)
M∑
i=1
〈ψ|pi (Xi) |ψ〉2 + k (λ0, λ0 + 2δ) , (8.21)
=
k (k − 1)
2
〈ψ⊗2|L2|ψ⊗2〉+ k (k − 2) (λ0, λ0 + 2δ) . (8.22)
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where in (8.21) we used the fact that Hλ0 is an irreducible representation of a Lie group K
(or equivalently k = Lie (K) or g = kC). In (8.22) we used (8.21) for k = 2. We conclude the
proof by noting that by the virtue of Eq.(3.17) and (8.22) the maximum value of 〈ψ⊗k|Lk|ψ⊗k〉
(equal (kλ0, kλ0 + 2δ)) is achieved for |ψ〉〈ψ| ∈ Mλ0 .
8.2. Proofs of results stated in Chapter 4
Proof of Lemma 4.1
Let us note that in the considered setting we have an antiunitary conjugation θ+ detecting
correlations, as in Theorem 4.2. From the proof of this theorem (see Eq.(4.19)) we get, that
every normalized vector |ψ〉 ∈ H+Fock (C4) can be written, up to phase, as a combination
|ψ〉 =
√
1− a2|ψ1〉+ ia|ψ2〉 , (8.23)
where 0 ≤ a ≤ 1√
2
, and |ψ1〉, |ψ2〉 are orthogonal states satisfying θ+|ψα〉 = |ψα〉, α = 1, 2 (the
latter condition corresponds to |ψα〉〈ψα| having real coefficients in the decomposition (4.25).
Furthermore, from the proof of Theorem 4.2 we have that Spin(8) (or equivalently the group of
Bogolyubov transformations B ) acts transitively on orthogonal pairs |ψ1〉, |ψ2〉. We conclude
that the set of all states |ψ〉 corresponding to a given value of a is an orbit of B. In particular,
a = 1√
2
describes Gaussian states, while a = 0 is the orbit of |a8〉. We conclude the proof
by re-expressing the state vector |ψ〉, up to a phase, as a combination of orthogonal Gaussian
states. Namely, setting |ψG〉 = 1√2 (|ψ1〉 − i|ψ2〉), we have
|ψ〉 =
√
1− p2|ψG〉+ pθ+|ψG〉 , (8.24)
where p = 1√
2
(√
1− a2 − a). Gaussianity and orthogonality of |ψG〉, θ+|ψG〉 are immediately
verified.
Proof of Lemma 4.33
The proof of (4.33) relies on Theorem 2 from [150] which, for our purposes, states that FGauss (ρ)
can be described as a convex hull extension of a function defined on pure states:
FGauss (ρ) = sup∑ pi|ψi〉〈ψi|=ρ
(∑
i
piFGauss (|ψi〉)
)
, (8.25)
where
FGauss (|ψ〉) = max|φ〉〈φ|∈G F (|ψ〉〈ψ|, |φ〉〈φ|) .
Using the fact that for |ψ〉 ∈ Fock+ (C4) we have the decomposition (4.32) we find that
FGauss (|ψ〉) = F˜ (C+ (|ψ〉)) ,
where F˜ (x) = 1
2
+ 1
2
√
1− x2 is a strictly concave decreasing function on the interval [0, 1]. Let
ρ =
∑
i pi|ψi〉〈ψi| be the optimal decomposition of ρ leading to (4.26). From [111] it follows the
all pure states in this decomposition have the same value of the generalized concurrence, i.e.
C+ (|ψi〉) = C+ (ρ). Using this fact and (8.25) we have FGauss (ρ) ≥ F˜ (C+ (ρ)). On the other
hand, by the concavity of F˜ we have∑
i
piFGauss (|ψi〉) ≤ F˜
(∑
i
piC+ (|ψi〉)
)
= F˜ (C+ (ρ)) ,
which concludes the proof of (4.33).
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8.3. Proofs of results stated in Chapter 5
Proof of Proposition 5.1
Proof. Let us fix some orthonormal bases{
|e(i)j 〉
}j=Nj
j=1
, i = 1, . . . , L
of the spacesHi composing the full tensor productHd =
⊗L
i=1Hi. Recall that in the considered
case the operator A is given by
A = Psym − P+11′ ⊗ P+22′ ⊗ . . .⊗ P+LL′ .
Note also that the operator A is LU invariant, i.e. U ⊗ UAU † ⊗ U † = A for U ∈ LU and that
Md is an orbit of LU in D1 (Hd). Due to the definition of the constant c
c = 2 max
|v〉〈v|∈Md
max
|v⊥〉 6=0
〈v|〈v⊥|A|v〉|v⊥〉
〈v⊥|v⊥〉 = max|v⊥〉6=0
〈ψ0|〈v⊥|A|ψ0〉|v⊥〉
〈v⊥|v⊥〉 ,
where |ψ0〉 = ⊗Li=1|e(i)1 〉and |v⊥〉 is an arbitrary vector perpendicular to |ψ0〉. Straightforward
computation shows that2
A|ψ0〉
(
|e(1)j1 〉 ⊗ |e(2)j2 〉 ⊗ . . .⊗ |e(L)jL 〉
)
⊥ |ψ0〉
(
|e(1)j′1 〉 ⊗ |e
(2)
j′2
〉 ⊗ . . .⊗ |e(L)j′L 〉
)
whenever (j1, . . . , jL) 6= (j′1, . . . , j′L). Consequently, we have
c = 2 max
(j1,...,jL)
〈ψ0|
(
〈e(1)j1 | ⊗ 〈e(2)j2 | ⊗ . . .⊗ 〈e(L)jL |
)
A|ψ0〉
(
|e(1)j1 〉 ⊗ |e(2)j2 〉 ⊗ . . .⊗ |e(L)jL 〉
)
.
The minimum c = 1 − 21−L is obtained for every array (j1, . . . , jL) that differs form (1, . . . , 1)
in every component.
Proof of Proposition 5.3
Proof. The proof is essentially analogous to the proof of Proposition 5.3.2. Let us chose the
following basis of Hf =
∧L (Cd),
|ψI〉 = |φi1〉 ∧ |φi2〉 ∧ . . . ∧ |φiL〉 , (8.26)
where |φi〉 ∈ Cd, I = {i1, i2 . . . , iL} ⊂ {1, . . . , d} and |I| = L. Recall that in the considered
case the operator A is given by
A = Psym − 2
L
L+ 1
P+11′ ⊗ P+22′ ⊗ . . .⊗ P+LL′
(
Pasym{1,...,L} ⊗ Pasym{1′,...,L′}
)
.
Note also that the operator A is LUf -invariant, i.e. U ⊗ UAU † ⊗ U † = A for U ∈ LUf and
thatMf is an orbit of LUf in D1 (Hf ). Due to the definition of the constant c
c = 2 max
|v〉〈v|∈Mf
max
|v⊥〉6=0
〈v|〈v⊥|A|v〉|v⊥〉
〈v⊥|v⊥〉 = max|v⊥〉6=0
〈ψ0|〈v⊥|A|ψ0〉|v⊥〉
〈v⊥|v⊥〉 ,
2 See the proof of Theorem 5.2 for a deeper justification for this phenomenon.
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where |ψ0〉 = |φ1〉 ∧ |φ2〉 ∧ . . . ∧ |φL〉and |v⊥〉 is an arbitrary vector perpendicular to |ψ0〉.
Straightforward computation shows that3
A|ψ0〉|ψI〉 ⊥ |ψ0〉|ψI′〉 ,
for different L-element subsets subsets, I, I ′ ⊂ {1, . . . d}. Consequently, we have
c = 2 max
I⊂{1,...d}
〈ψ0|〈ψI |A|ψ0〉|ψI〉 . (8.27)
Computations analogous to those performed in the proof of Lemma 3.3 give the following
formula,
〈ψ0|〈ψI |A|ψ0〉|ψI〉 = 1
2
− 1
L+ 1− k , (8.28)
where k = |I ∩ I0|. Consequently, the maximal value in 8.27 is obtained for the minimal possible
k which equals (this follows from the definition of the wedge product) max {0, 2L− d}. As a
result we have
c = 1− 2
L+ 1−max {0, 2L− d} .
Proof of Proposition 5.4
Sketch of the proof. The proof is essentially analogous to the proof of Proposition 5.3.2 pre-
sented above. Let us chose the following basis of H+Fock
(
Cd
)
,
|ψI〉 =
∏
j∈J
a†j|0〉 , (8.29)
where J ⊂ {1, . . . , d} are subsets of the set {1, . . . , d} that have even number of elements
|J | = 0, 2, . . . , 2
⌊
d
2
⌋
.
Recall that the relevant operator A : Sym2
(H+Fock (Cd)) → Sym2 (H+Fock (Cd)) is given by
(5.25). Note also that the operator A is Spin (2d) invariant, i.e. U ⊗ UAU † ⊗ U † = A for
U ∈ Spin (2d) andM+g is an orbit of Spin (2d) in D1
(H+Fock (Cd)). Therefore we have
c = 2 max
|v〉〈v|∈M+g
max
|v⊥〉6=0
〈v|〈v⊥|A|v〉|v⊥〉
〈v⊥|v⊥〉 = max|v⊥〉6=0
〈0|〈v⊥|A|0〉|v⊥〉
〈v⊥|v⊥〉 ,
where |v⊥〉 is an arbitrary vector perpendicular to |0〉. A Straightforward computation shows
that4
A|0〉|ψI〉 ⊥ |0〉|ψI〉 ,
where I 6= ∅. Consequently we have
c = 2 max
I ⊂ {1, . . . , d}
|I| -even
〈ψ0|〈ψI |A|ψ0〉|ψI〉 . (8.30)
Equation (5.26) follows from the above expression when we implement the precise form of the
operator A and compare numerically (for d ≤ 1000) appropriate matrix elements (see the proof
of Lemma 5.15 for details of the computations).
3 See the proof of Theorem 5.2 for a deeper justification for this phenomenon.
4 See the proof of Theorem 5.2 for a deeper justification for this phenomenon.
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Proof of Lemmas 5.8 and 5.11
Before we prove Lemmas 5.8 and 5.11 we first state and prove an auxiliary technical result that
will be also used also in proof of Lemma 5.14.
Lemma 8.1. Let A ⊂ End (H) be a matrix C∗-algebra5 and let B = Comm (A) ⊂ End (H) be
the commutant of A in End (H). Let H′ ⊂ H be a subspace of H and let PH′ : H → H denotes
the orthonormal projector onto H′. Assume PH′ ∈ B. Let Comm′ (C) denotes the commutant of
a C∗-algebra C ⊂ End (H′) in End (H′) (Comm′ (C) ⊂ End (H′)). The following equality holds
Comm′ (A′) = B′ , (8.31)
where6 A′ = PH′APH′ ⊂ End (H′) is a restriction of A to H′ and B′ = PH′BPH′ is a restriction
of B to H′.
Proof. Due to the fact that PH′ ∈ Comm (A) = B every element X ∈ PH′APH′ = A′ has a
form
X = PH′X˜PH′ = PH′X˜ = X˜PH′ , (8.32)
for X˜ ∈ A. Moreover, for the same reason everyY ∈ PH′BPH′ belongs to the algebra B.
Consequently, we have [X, Y ] = 0 and thus PH′BPH′ ⊂ Comm′ (A′). Conversely, let Y ∈
Comm′ (A′) using (8.32) and the fact that Y PH′ = PH′Y = Y we get the following chain of
equalities
0 = [Y,X] =
[
Y,PH′X˜PH′
]
,
= Y PH′X˜PH′ − PH′X˜PH′Y ,
=
[
Y, X˜
]
. (8.33)
Equation (8.33) has to be satisfied by all X˜ ∈ A. Consequently Y ∈ PH′BPH′ and therefore
Comm′ (A′) ⊂ PH′BPH′ .
We are now ready to prove Lemma 5.8.
Proof of Lemmas 5.8 and 5.11. Bosonic case. We first focus on the case of bosons (Lemma
5.8). The proof of Lemma 5.11 is completely analogous and we will discuss it briefly latter. In
the first step of the proof we show that Skb ∈ Comm (C [Πb ⊗ Πb (LUb)]), where operators Skb
defined by Eq.5.90. In the second step we show that Comm (C [Πb ⊗ Πb (LUb)]) is commutative
and that Skb (k = 0, . . . , L) span Comm (C [Πb ⊗ Πb (LUb)]).
Step 1. We start with proving that the commutant We first employ Lemma 8.1 to the situation
in question. Let us first introduce some notation
Htot = H⊗2L = (H1 ⊗ . . .⊗HL)⊗ (H1′ ⊗ . . .⊗HL′) , (8.34)
H′ = SymL (H)⊗ SymL (H) , A = C [{U⊗2L|U ∈ SU (H)}] . (8.35)
Due to the Schur-Weyl duality (c.f. Subsection 2.4.3) we have
B = Comm (A) = C [{ρ (σ) |σ ∈ S2L}] ,
5 We use the term matrix C∗-algebra in following sense: A is an matrix subalgebra of End (H) which is
closed under the operation of Hermitian conjugation, A→ A†.
6 We use the notation PH′APH′ to denote a C∗-algebra in End (H′) which is generated by operators of the
form PH′XPH′ , where X ∈ A.
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where ρ : S2L → U
(H⊗2L) is the standard representation of the permutation group of 2L
element set7 {1, . . . , L, 1′, . . . , L′} (for the definition of this representation see Subsection 2.4.3).
We want to describe the commutant of C∗-algebra
A′ = Comm (C [Πb ⊗ Πb (LUb)]) (8.36)
which the algebraA restricted toH′. Notice that PH′ = Psym{1,...,L}◦Psym{1′,...,L′} ∈ B and consequently
the assumptions of Lemma (8.1) are satisfied. Consequently we get
Comm′ (PH′APH′) = PH′BPH′ .
The operators Skb by definition belong to PH′BPH′ .
Step 2. The algebra PH′BPH′ is now generated by operators
ρ (τij)|H′ = Psym{1,...,L} ◦ Psym{1′,...,L′}ρ (τij)Psym{1,...,L} ◦ Psym{1′,...,L′} , (8.37)
where τij ∈ S2L is a transposition between elements i, j ∈ {1, . . . , L, 1′, . . . , L′}. Note that if
i, j ∈ {1, . . . , L} or i, j ∈ {1′, . . . , L′} we have ρ (τij)|H′ = I|H′ . Moreover, if i ∈ {1, . . . , L}
and j ∈ {1, . . . , L} we have ρ (τij)|H′ = ρ (τ11′)|H′ . Consequently, algebra PH′BPH′ is generated
solely by operator PH′BPH′ and thus must be commutative. We now show that powers of
ρ (τ11′)|H′ can be expressed by Skb . The explicit computation shows that the operator.
τ =
∑
i ∈ {1, . . . , L}
j ∈ {1′, . . . , L′}
τij
commutes with PH′ . We have
PH′τPH′ = L2 ρ (τ11′)|H′ .
Moreover PH′τ kPH′ = (PH′τPH′)k can be expressed via Skb (k = 0, . . . , L). This concludes the
proof of the fact that operators Skb generate Comm (C [Πb ⊗ Πb (LUb)]).
Fermionic case. Proof of the fact that Comm (C [Πf ⊗ Πf (LUf )]) is commutative and that
operators Skf (k = 0, . . . , L) span Comm (C [Πf ⊗ Πf (LUf )]) is completely analogous. One can
repeat all the steps of the proof given above.
Proof of Lemma 5.9
Proof. We will show that inequalities (5.94) and (5.61) are equivalent in the considered setting.
We fix the orthonormal basis {|ei〉}Ni=1of a single particle Hilbert space H ≈ CN . As a highest
weight state |ψ0〉 of LUf we take
|ψ0〉 = |e⊗L1 〉 . (8.38)
As normalized weight vectors we take (see Subsection 2.4.2 for details) the generalized Dicke
states [151], |ψλ〉 = |ψ~n〉. Generalized Dicke states |ψ~n〉 (and therefore the corresponding
weights λ) are labeled by integer-valued sequences ~n = (n1, . . . , nN) of length N , which satisfy
n1 + . . .+ nL = L. The explicit expression reads
|ψ~n〉 =
√
L!
n1! · . . . · nN !P
sym
(|e⊗n11 〉|e⊗n22 〉 . . . |e⊗nLN 〉), (8.39)
7 We have employed the convention of labeling of elements of the 2L element set in agreement with the
notation from Eq.8.34
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where Psym : H⊗L → H⊗L is the orthonormal projector onto SymL (H) ⊂ H⊗L.
In what follows we apply (5.104) for the weight vectors specified above. Using Eq. (5.92) and
making use of the introduced notation we get
〈ψ0|〈ψλ|Skb |ψ0〉|ψλ〉 = 〈ψ0|〈ψ~n|Skb |ψ0〉|ψ~n〉 = tr
([|e⊗L1 〉〈e⊗L1 |](k) [|ψ~n〉〈ψ~n|](k)) , (8.40)
where the trace in the right hand side is over the space SymkH. We now compute the above
expression directly,
tr
([|e⊗L1 〉〈e⊗L1 |](k) [|ψ~n〉〈ψ~n|](k)) = tr ([|e⊗k1 〉〈e⊗k1 | ⊗ I⊗(L−k)] |ψ~n〉〈ψ~n|) = 〈Ψ~n|Ψ~n〉 , (8.41)
where vector |Ψ~n〉 is given by
|Ψ~n〉 = 1√
n1! · . . . · nN ! · L!
[|e⊗k1 〉〈e⊗k1 | ⊗ I⊗(L−k)] ∑
σ∈SL
σ
(|e⊗n11 〉|e⊗n22 〉 . . . |e⊗nLN 〉) , (8.42)
where SL denotes the permutation group of L elements and permutations and σ ∈ SL act on
H⊗L in a natural manner. We notice that 〈Ψ~n|Ψ~n〉 = 0 for n1 < k and therefore in what follows
we assume n1 ≥ k. Keeping the track of all non-vanishing terms in (8.42) we get
|Ψ~n〉 = N(n1, k)√
n1! · . . . · nN ! · L!
|e⊗k1 〉 ⊗
∑
σ∈SL−k
σ
(|e⊗n1−k1 〉|e⊗n22 〉 . . . |e⊗nLN 〉) , (8.43)
where N (n1, k) = n1!(n1−k)! denotes the number of permutations in pi ∈ Sn! preserving the set
{1, . . . , k} ⊂ {1, . . . , n1}. The inner product 〈Ψ~n|Ψ~n〉 can be now explicitly computed as in
the right hand side of (8.43) we have a non-normalized Dicke state corresponding to ~˜n =
(n1 − k, n2, . . . , nN) and the final result is the following,
〈ψ0|〈ψ~n|Skb |ψ0〉|ψ~n〉 =

(n1k )
(Lk)
if k ≤ n1
0 otherwise
. (8.44)
Thanks to the Lemma 5.8, every operator V ∈ Comm (C [Πb ⊗ Πb (LU)])∩Herm (Hb ⊗Hb) can
be written as
V =
L∑
k=0
akSkb ,
where am ∈ R are real parameters. By choosing all possible |ψλ〉 = |ψ~n〉 and applying (8.44) to
(5.104) we obtain inequalities (5.94).
Proof of Lemma 5.10
Proof. The proof of Lemma 5.10 is analogous to the proof of Lemma 5.7. The role of op-
erators V Y (Y ⊂ {1, . . . , L}) is played by operators V mb (m = 0, . . . , L) wheres inequalities
(5.77) are replaced by inequalities (5.94). The only difference lays in the fact that instead of
transformation (5.85) we have the following linear mapping,
bn =
n∑
k=0
(
n
k
)(
L
k
)ak , (8.45)
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where n, k = 0, . . . , L. The inverse mapping of the above can be computed explicitly by noticing
that (8.45) is a binomial transform of the sequence {a˜k}Lk=1, where a˜k = ak(Lk) . Recall that the
binomial transform [134] of a sequence {xk}Lk=0 is a sequence {yn}Ln=0, defined by
yn =
n∑
k=0
(
n
k
)
xk . (8.46)
The inverse formula of the above reads
xk =
m∑
n=0
(
m
k
)
(−1)n+k yn . (8.47)
Therefore the inverse of (8.45) is given by
ak =
m∑
n=0
(
m
k
)(
L
k
)
(−1)n+k bn .
Application of the above formula to (5.93) in the analogous way as it was done with (5.86) in
the proof of Lemma 5.10 finishes the proof.
Proof of Proposition 5.5
Proof. We show by a direct computation that
Psym ⊗ PsymV Y Psym ⊗ Psym = 1(
L
m
)V mb , (8.48)
where |Y | = m, V Y is defined in Eq.(5.82) and V mb is defined in Eq.(5.95).
First note that for all X ⊂ {1, . . . , L} with |X| = k we have (via Eq.(5.90))
Psym ⊗ PsymSXPsym ⊗ Psym = Skb .
Therefore we have
Psym ⊗ PsymV Y Psym ⊗ Psym = − (−1)m
∑
k:k≥m
NL(k,m) (−1)k Skb , (8.49)
where NL(k,m) denotes the number of k-element subsets of the L-element set which contains
some fixed set consisting of m elements. Simple combinatorics shows that
NL(k,m) =
(
L−m
k −m
)
=
(
L
k
)(
k
m
)(
L
m
) .
The above, when put together with (8.49), proves (5.10).
Proof of Lemma 5.12
Proof. The proof is analogous to proofs of Theorems 5.6 and 5.9 and relies on Theorem 5.3. We
will show the equivalence between inequalities (5.104) and (5.61) in this particular setting. Let
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us fix the orthonormal basis {|ei〉}Ni=1 of a single particle Hilbert space H ≈ CN . As a highest
weight state |ψ0〉 of LUf we take
|ψ0〉 = |e1〉 ∧ |e2〉 ∧ . . . ∧ |eL〉 . (8.50)
As weight vectors we can take (see Subsection 2.4.2 for details) the standard Slater determinants
that correspond to the choice of the orthonormal basis in H.
|ψλ〉 = |ψI〉 = |ei1〉 ∧ |ei2〉 ∧ . . . ∧ |eiL〉 , (8.51)
where I = {i1, i2, . . . , iL} is the L-element subset of the set {1, . . . , N}. Moreover we assume
that indices i1, i2, . . . , iL that appear in (8.50) are ordered increasingly. Therefore the weights
λ, that correspond to weight vectors |ψλ〉 appearing in
∧LH, can be identified with subsets
L-element subsets I ⊂ {1, . . . , N}. Let us denote I0 = {1, . . . , L}.
Our aim is to apply (5.104) for the weight vectors specified above. Using Eq. (5.102) and
making use of the introduced notation we get
〈ψ0|〈ψλ|Skf |ψ0〉|ψλ〉 = 〈ψI0|〈ψI |Skf |ψI0〉|ψI〉 = tr
(
[|ψI0〉〈ψI0|](k) [|ψI〉〈ψI |](k)
)
, (8.52)
where the trace in the right hand side is over the space
∧kH. In order to compute the above
expression explicitly we use the following identity [17], valid for all L-element sets I
[|ψI〉〈ψI |](k) =
1(
L
k
) ∑
J : J ⊂ I
|J | = k
|ψJ〉〈ψJ | , (8.53)
where the summation is over all subset of the set I that have cardinality k. Plugging (8.53) to
(8.52) we get
〈ψI0|〈ψI |Skf |ψI0〉|ψI〉 =

(|I0∩I|k )
(Lk)
2 if k ≤ |I0 ∩ I|
0 otherwise
. (8.54)
Due to the Lemma 5.11 every operator V ∈ Comm (C [Πf ⊗ Πf (LU)]) ∩ Herm (Hf ⊗Hf ) can
be written as
V =
L∑
k=0
akSkf ,
where am ∈ R are real parameters. We note that as we go over all λ in (5.61) we essentially
sample, by the virtue of (8.54), over all possible |I0 ∩ I| = m = 0, . . . , L (at this point we are
using the assumption 2d ≥ L). Inequalities (5.104) follow from applying to the above expression
inequalities (5.61) together with Eq.(8.54).
Proof of Lemma 5.14
Sketch of the proof. Just like in the cases of bosons and fermions we will use Lemma 8.1. In
[152] it was proven that operators
C˜k =

∑
X ⊂ {1, . . . , 2d}
|X| = k
∏
i∈X
ci ⊗ ci
 , k = 0, 1, . . . , 2d , (8.55)
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form a basis of the commutant of the spinor representation Πs ⊗ Πs of the group Pin (2d) in
HFock
(
Cd
) ⊗ HFock (Cd). Moreover, form [152] it also follows that the commutant is commu-
tative. We do not need to describe the group Pin (2d) in detail8. The representation Πs of the
group Pin (2d) in HFock
(
Cd
)
is generated by B = Πs (Spin (2d)) and an arbitrary Majorana
operator, say c1. A simple observation shows that
C
[
Π+s ⊗ Π+s (Spin (2d))
]
= P+C [Πs ⊗ Πs (Pin (2d))]P+ , (8.56)
where
P+ ∈ Comm (C [Πs ⊗ Πs (Pin (2d))])
is the orthonormal projector onto H+Fock
(
Cd
)⊗H+Fock (Cd) ⊂ HFock (Cd)⊗HFock (Cd). We can
now use Lemma 8.1 to infer that
Comm
(
C
[
Π+s ⊗ Π+s (Spin (2d))
])
= P+Comm (C [Πs ⊗ Πs (Pin (2d))])P+ . (8.57)
We can now use the formula
PH+Fock(Cd)⊗H+Fock(Cd) =
1
4
(I+Q)⊗ (I+Q)
and (8.55) to infer that Comm (C [Π+s ⊗ Π+s (Spin (2d))]) is spanned by the operators
C˜k = (I+Q)⊗ (I+Q) C˜k (I+Q)⊗ (I+Q) , k = 0, 1, . . . , 2d .
Using the anticommutation relations satisfied by the Majorana fermion operations we obtain
C˜k = 0 for odd k and that for k ≤
⌊
d
2
⌋
C˜k = C˜2d−2k. We therefore obtain that
Comm
(
C
[
Π+s ⊗ Π+s (Spin (2d))
])
is spanned by
Ck = P+

∑
X ⊂ {1, . . . , 2d}
|X| = 2k
∏
i∈X
ci ⊗ ci
 P+ , k = 0, . . . ,
⌊
d
2
⌋
.
We conclude the proof by noting that operators Ck are formed by sums of expressions of the
form ∏
i∈X
ci ⊗ ci ±
∏
i∈X¯
ci ⊗ ci ,
where X¯ denotes the complement of the set X in the “global set” {1, . . . , 2d}. From this we
infer that operators Ck, k = 0, . . . ,
⌊
d
2
⌋
, are linearly independent.
The commutativity of Comm (C [Π+s ⊗ Π+s (Spin (2d))]) follows from the commutativity of
Comm (C [Πs ⊗ Πs (Pin (2d))])
and Eq.(8.57).
8 The group Pin (2d) is defined as the universal covering group of O (2d).
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Proof of Lemma 5.15
Proof. We are going to use Theorem 5.3 directly and thus we first recall the structure of weight
vectors |ψλ〉 ∈ H+Fock
(
Cd
)
of the representation Π+s . As discussed in Subsection 2.4.4 as a
highest weight vector we can take the Fock vacuum |0〉. As weight vectors we can take Fock
states with even number of excitations, i.e.
|ψλ〉 = |ψI〉 =
∏
j∈J
a†j|0〉 , (8.58)
where J ⊂ {1, . . . , d} is a subset of the set {1, . . . , d} with even number of indices |J | =
0, 2, . . . , 2
⌊
d
2
⌋
. We assume that the product
∏
j∈J a
†
j in (8.58) is ordered in a non-increasing
manner. Let us now compute 〈0|〈ψJ |Ck|0〉|ψJ〉 for arbitrary even element set J ⊂ {1, . . . , d}.
Using the fact that |0〉, |ψJ〉 ∈ H+Fock
(
Cd
)
we get
〈0|〈ψJ |Ck|0〉|ψJ〉 =
∑
X ⊂ {1, . . . , 2d}
|X| = 2k
〈0|〈ψJ |
(∏
j∈X
cj ⊗ cj
)
|0〉|ψJ〉
=
∑
X ⊂ {1, . . . , 2d}
|X| = 2k
〈0|
∏
j∈X
ci|0〉〈ψj|
∏
j∈X
ci|ψJ〉 . (8.59)
Due to the definition of Majorana operators 〈0|∏j∈X cj|0〉 6= 0 if and only if subset X contains
only pairs of indices associated to the same mode in the Fock space. In other words only
nonzero contributions to the sum (8.59) come from X having the form
X = {2i1 − 1, 2i1, 2i2 − 1, 2i2 − 1, . . . , 2ik − 1, 2ik} ,
where {i1, i2, . . . , ik} ⊂ {1, . . . , d} as an arbitrary k-element subset of the set {1, . . . , d}. Simple
algebra gives the identity valid for m = 1, . . . d,
ic2m−1c2m = − (I− 2nˆm) , (8.60)
where nˆm is the operator of particle number in the m’th mode. Using (8.60) we get
〈0|〈ψJ |Ck|0〉|ψJ〉 =
∑
X ⊂ {1, . . . , d}
|X| = k
(−1)k 〈0|
∏
j∈X
(I− 2nˆj) |0〉〈ψJ |
∏
j∈X
(I− 2nˆj) |ψJ〉
= (−1)k
∑
X ⊂ {1, . . . , d}
|X| = k
〈ψJ |
∏
j∈X
(I− 2nˆj) |ψJ〉 ,
where we have used that 〈0|nˆj|0〉 = 0 for all j = 1, . . . d. Binomial expansion of
〈ψJ |
∏
j∈X
(I− 2nˆj) |ψJ〉
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and simple combinatorial manipulations give the following chain of equalities
〈0|〈ψJ |Ck|0〉|ψJ〉 = (−1)k
∑
X ⊂ {1, . . . , d}
|X| = k
k∑
m=0
(−2)m

∑
Y ⊂ X
|Y | = m
∏
j∈Y
〈ψJ |nˆj|ψJ〉

= (−1)k
k∑
m=0
(−2)m
(
d−m
k −m
)

∑
Y ⊂ {1, . . . , d}
|Y | = m
∏
j∈Y
〈ψJ |nˆj|ψJ〉

= (−1)k
min{k,|J |}∑
m=0
(−2)m
(
d−m
k −m
)(|J |
m
)
(8.61)
Recalling that |ψJ〉 labeled all weight vectors of Spin (2d) in H+Fock
(
Cd
)
and applying (8.61) to
(5.61) for all subsets J ⊂ {1, . . . , d} having even number of elements we recover inequalities
(5.111).
8.4. Proofs of results stated in Chapter 6
Proof of Lemma 6.1
Proof. Due to the definition of the gradient∇f and the structure of the tangent space TUSU (H)
for U ∈ SU (H) (see Eq.(6.8)) we have
gHS (∇f |U , XU) ==
d
dt
∣∣∣∣
t=0
fΩ (exp (tX)U) , (8.62)
where X = −X† and XU ∈ TUSU (H) (the tangent space treated as a (real) subspace of
End (H)). It follows that
〈∇f |U , XU〉 = tr
([
X ⊗ I⊗(k−1) + I⊗X ⊗ I⊗(k−2) + . . .+ I⊗(k−1) ⊗X, ρ′1 ⊗ . . .⊗ ρ′k
]
V
)
, (8.63)
where ρ′i = UρiU † and I is the identity operator on H. We have the following chain of inequal-
ities
|〈∇f |U , XU〉| ≤ 2
∣∣∣tr( ρ′1 ⊗ . . .⊗ ρ′k V [X ⊗ I⊗(k−1) + I⊗X ⊗ I⊗(k−2) + . . .+ I⊗(k−1) ⊗X])∣∣∣ . (8.64)
≤ 2 ·
(∣∣∣tr(ρ′1 ⊗ . . .⊗ ρ′k V X ⊗ I⊗(k−1))∣∣∣+ . . .+ ∣∣∣tr(ρ′1 ⊗ . . .⊗ ρ′k V I⊗(k−1) ⊗X)∣∣∣) . (8.65)
Every term on the right-hand side of (8.65) is bounded above by ‖X‖HS =
√−tr (X2). Let
us consider
∣∣tr (ρ′1 ⊗ . . .⊗ ρ′k V X ⊗ I⊗(k−1))∣∣ as the proof for the remaining terms is analogous.
The following inequalities hold.∣∣tr ([ρ′1 ⊗ . . .⊗ ρ′k] V X ⊗ I⊗(k−1))∣∣ ≤ ∥∥V X ⊗ I⊗(k−1)∥∥ , (8.66)
≤ ‖V ‖ ‖X‖ , (8.67)
≤ ‖X‖HS . (8.68)
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In (8.66) we used the fact that states ρ′i are normalized so the modulus of expectation value
of some operator cannot exceed its operator norm. In (8.67) we used the inequality ‖AB‖ ≤
‖A‖ ‖B‖ and the spectral decomposition of X⊗ I⊗(k−1). In (8.68) we have used the assumption
‖V ‖ ≤ 1 and the inequality ‖X‖ ≤ ‖X‖HS which is valid for all anti-Hermitian X (and follows
from their spectral decomposition). Inserting (8.68) to (8.64) we get
|〈∇f |U , XU〉| ≤ 2 · k ‖X‖HS .
Inserting to the above XU = ∇f |U concludes the proof.
Proof of Lemma 6.2
Proof. The computation of Eµfρ1,ρ2 follows easily from Weyl’s “unitary trick” [78]. Due to the
linearity of a trace we have
Eµfρ1,ρ2 = tr
(∫
SU(H)
[
U⊗2 {ρ1 ⊗ ρ2}
(
U †
)⊗2]
dµ (U) V
)
. (8.69)
Due to the left-invariance of the Haar measure µ, for every X ∈ Herm (H⊗H) the operator
Xˆ =
∫
SU(H) dU
(
U⊗2X
(
U †
)⊗2) is SU (H) invariant, i.e. [U⊗2, Xˆ] = 0. Consequently, due to
Schur lemma (see Fact 2.12)
Xˆ = aPsym + bPasym , (8.70)
where constants a, b can be computed easily: a = tr(X P
sym)
dim(Psym) and b =
tr(X Pasym)
dim(Psym) . Applying (8.70)
toX = ρ1⊗ρ2, inserting the result to (8.69) and taking into account Psym = I⊗I+S2 , Pasym = I⊗I−S2
gives (6.25).
Proof of Lemma 6.3.
Proof. The proof is analogous to the proof of Lemma 6.2. For f : SU (H) → R given by Eq
(6.23) we have
Eµf = tr
(∫
SU(H)
[
U⊗k
{
ρ⊗ (|ψ〉〈ψ|)⊗(k−1)
}(
U †
)⊗k]
dµ (U) V
)
, (8.71)
= tr
([
ρ⊗ (|ψ〉〈ψ|)⊗(k−1)
] ∫
SU(H)
[
U⊗kV
(
U †
)⊗k]
dµ (U)
)
, (8.72)
= tr
([
ρ⊗ (|ψ〉〈ψ|)⊗(k−1)
] [{
(k − 1) + tr (A)
dim
(
Symk (H))
}
Psym,k − (k − 1) I⊗k
])
.
(8.73)
In Eq.(8.72) we used the invariance of the cyclicity of the trace and invariance of the Haar
measure under the transformation U → U−1. In Eq.(8.73) we used the particular form of the
operator V (see Eq.(6.38)). The equality (6.40) is a direct consequence of (8.73).
Proof of Proposition 6.1
Proof. The values of the parameter c from Table (6.1) follows from the results of the Section
5.1. However, the values of the parameter X = dim(Im(A))
dim(Sym2(H)) requires justification. The value of
X for separable states follows directly from Eq.(3.23).
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Let us now move to the case of bosonic product states and Slater determinants. One can
identifyHb andHf with the carrier spaces of irreducible representations of SU (d) characterized
by highest weights 9
λb = (L, 0, . . . , 0) andλf =
 L︷ ︸︸ ︷1, . . . , 1, 0, . . . , 0
 . (8.74)
One can also represent λ by a Young diagram - a collection of boxes arranged in left-justified
rows, with non-increasing lengths when looked from the top to the bottom. In Section 3.1
it was proven that the operator A ∈ Herm (Sym2 (H)) defining families of separable bosonic
states and Slater determinants is given by
A = Psym − P2λ, (8.75)
where P2λ is the projector onto the unique irreducible representation of the type 2λ that appear
in Sym2 (H) (treated as a carrier space of a representation of SU (d)). Therefore, the problem
of computing X for bosonic separable states and Slater determinants reduces to computation of
dimensions of representations of SU (d) described by highest weights 2λb and 2λf respectively.
We perform these computations explicitly using methods described in Subsection 2.4.3.
The value of X for the case of pure fermionic Gaussian statesM+g ⊂ D1
(H+Fock (Cd)) follows
from the discussion from Section 3.1.5. It was proven there that in this case
A = Psym − P+P0P+ ,
where:
• P0 is a projector onto eigenspace 0 of the operator Λ ∈ Herm
(H (Cd)⊗HFock (Cd)),
defined by Λ =
∑2d
i=1 ci ⊗ ci,
• P+ = 1
4
(I+Q)⊗ (I+Q),
• Psym - projector onto Sym2
(H+Fock (Cd)).
Straightforward computation shows that dim (P+P0P+) = 12dim (Im (P0)) =
1
2
(
2d
d
)
.
Proof of Proposition 6.2
Sketch of the proof. We show now that the values of the parameter X = tr(A)
tr(Pk,sym)
are indeed
given by expressions from Table 6.4. In the case of pure states Mn ⊂ D1
(
Cd ⊗ Cd) follows
directly from the form of the operator A which is relevant in this case (see Eq.(3.88)).
In the case of states M3d ⊂ D1
(
Cd ⊗ Cd ⊗ Cd) that do not exhibit genuine multiparty en-
tanglement situation is more involved and we limit ourselves only to giving the asymptotic
of X in the limit d → ∞. In what follows will use the notation from Subsection 3.3.1.
In particular we will write H = H1 ⊗ H2 ⊗ H3, where Hi ≈ Cd and use the identification
H⊗6 ≈ (H⊗61 )⊗ (H⊗62 )⊗ (H⊗63 ). Let us first notice that in the considered scenario k = 6 and
dim (H) = d3 and consequently
tr
(
Pk,sym
)
= dim
(
Sym6 (H)) = (d3 + 5
6
)
=
1
6!
(
d3
)6
+O
((
d3
)5)
=
d18
6!
+O
(
d15
)
, (8.76)
9 See Subsection 2.4.3 for the explanation of the notation used in (8.74).
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On the other hand the operator AGME is given by (see Eq.(3.81))
AGME = Psym,6 ◦
(
A1:23 ⊗ A2:13 ⊗ A3:12) ◦ Psym,6 ,
where Aa:bc ∈ Herm (H⊗2) is given by Aa:bc = P−aa′ ◦P−{bc}{b′c′}. The operator A1:23⊗A2:13⊗A3:12
is a projector onto some subspace W ⊂ H⊗6. Let us introduce the notation PW = A1:23 ⊗
A2:13 ⊗ A3:12. We have
tr (AGME) = tr
(
PWPsym,6
)
=
∑
α
〈α|Psym,6|α〉 , (8.77)
where the index α runs over some orthonormal basis of W . Let us first focus on a single
operator A1:23 which projects on the subspace W˜ of Sym2 (H) spanned by normalized vectors
of the form10
|ψI1;I23〉 = (|i1〉 ∧ |j1〉)⊗ ((|i2〉 ⊗ |i3〉) ∧ (|j2〉 ⊗ |j3〉)) , (8.78)
where
• I1 = {i1, j1}, I23 = ({i2, i3} , {j2, j3})
• ia, ja ∈ {1, . . . , d}, i1 > j1, {i2, i3} 6= {j2, j3}
In Eq. (8.78) we have used for convenience the identification H⊗2 ≈ (H⊗21 ) ⊗ (H2 ⊗H3) ⊗
(H2 ⊗H3). The vector |ψI1;I23〉 assumes implicitly that we have chosen the order of terms in I1
as well as in I23. In what follows when we write |ψI1;I23〉 we assume that for each I1and I23 we
chose exactly one ordering.
We can now turn to estimating the asymptotic behavior of tr (AGME). The basis of W ⊂(H⊗61 )⊗ (H⊗62 )⊗ (H⊗63 ) can be now be chosen to consist of vectors of the form
|α〉 = |ψ
I
(1)
1 ;I
(1)
23
〉 ⊗ |ψ
I
(2)
2 ;I
(2)
13
〉 ⊗ |ψ
I
(3)
3 ;I
(3)
12
〉 ,
where vectors |ψ
I
(1)
1 ;I
(1)
23
〉, |ψ
I
(2)
2 ;I
(2)
13
〉 and |ψ
I
(3)
3 ;I
(2)
12
〉 are constructed analogously as above. The
leading contribution to the sum in (8.77) comes from vectors |α〉 such that each collection of
indices
i(1)a , j
(1)
a , i
(2)
a , j
(2)
a , i
(3)
a , j
(3)
a , a = 1, 2, 3 ,
consists of six different numbers. The number of vectors |α〉 satisfying such condition scales
like N ≈ d18
64
. Moreover, direct computation shows that for |α〉 of this form we have
〈α|Psym,6|α〉 = 1
6!
8 .
Consequently we get ∑
α
〈α|Psym,6|α〉 ≈ N 8
6!
=
d18
8 · 6! . (8.79)
Combining (8.79) and (8.76) we get the desired result tr(AGME)
tr(Pk,sym)
= 1
8
+O
(
1
d
)
.
10 By {|i〉}di=1 we denote the standard basis of Cd.
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