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The multi-orbital Hubbard model is known to host various ordered states such as antiferromag-
netism, ferromagnetism and orbital-order. Here we propose an engineered system—an ultrathin
SrVO3 film—to realize all said orders upon carrier doping, achievable with realistic gate-voltages.
As a central observation we find that throughout the phase diagram, dominant non-local fluctu-
ations lead to a momentum differentiation of the self-energy, particularly the scattering rate. In
contrast to the pseudogap behavior in the one-band Hubbard model, here in the multi-band case
the differentiation is between momenta on the occupied and unoccupied side of the Fermi surface.
Our work, based on the dynamical vertex approximation, hence complements the understanding of
spectral signatures of nearby second order phase transitions and calls to reexamine the momentum
differentiation in other systems using methods beyond dynamical mean-field theory.
I. INTRODUCTION
In the vicinity of phase transitions and in low-
dimensional systems, non-local long-range fluctuations
are known to proliferate. These are not only crucial
for the critical behavior but may also lead to a strong
enhancement of the scattering rate. Whether this scat-
tering rate is actually diverging at a three-dimensional
phase transition remains a matter of debate1–3. In two
dimensions, an actual phase transition is prohibited, but
non-local long-range correlations still remain strong and
result in pseudogap physics as reported for (quasi-2D)
cuprates4–7. In this situation, a pronounced momentum
differentiation of the scattering rate is observed. It is
largest in the anti-nodal direction where eventually a gap
starts to open at low enough temperatures. One pos-
sible explanation are long-range antiferromagnetic spin
fluctuations8–13, with the momentum differentiation orig-
inating from the vicinity to a van Hove singularity in the
anti-nodal direction14–17. It has also been suggested, on
the basis of model studies, that a pseudogap phase can
be driven by ferromagnetic fluctuations18–22.
Here we study an epitaxically engineerable system
which exhibits, as we find, strong spin and orbital long-
range fluctuations that are tunable: an ultrathin film
of the perovskite oxide SrVO3 (with SrO termination
to vacuum). In the bulk, SrVO3 is a correlated para-
magnetic metal24,25, but as a film it is known to un-
dergo a metal-insulator transition below a critical thick-
ness when deposited on a SrTiO3 substrate
26,27. Focus-
ing on a monolayer of SrVO3 on SrTiO3—a setup that
has been proposed to function as Mott transistor28—we
unravel the phase diagram when doping the parent Mott
insulator. the latter has nominally n = 1 electrons per
site in the low-energy orbitals, which predominately ori-
gin from the vanadium 3d-orbitals. We find the system
to host competing fluctuations that trigger various mag-
netic and orbital instabilities for dopings experimentally
achievable by applying a gate voltage, see Fig. 1. Analyz-
ing our computational results we identify the microscopic
FIG. 1. Phase diagram. An SrO terminated monolayer
of SrVO3 on a SrTiO3 substrate realizes various phases as
a function of the filling n (the number of electrons per site
in the low energy t2g orbitals; lower x-axis) or gate voltage
(VG; upper x-axis): antiferromagnetic (AF: red), ferromag-
netic (FM: blue), orbitally ordered (OO: green). Within dy-
namical mean-field theory (DMFT) there is long-range order
in the colored domes. In the dynamical vertex approximation
(DΓA2,23) long range order will be suppressed as we treat
the system as strictly 2D. However, strong AF, FM or OO
fluctuations remain in and around the colored domes. The
“+”–signs indicate points for which many-body calculations
were performed (black signs represent non-divergent, white
signs divergent DMFT susceptibilities). Based on the domi-
nant susceptibilities, the color domes have been drawn as a
guide to the eye.
ingredients that control the balance between the different
ground states.
Similarly as for cuprates, strong long-range fluctua-
tions lead to a momentum differentiation in the self-
energy. But in stark contrast to the cuprates, in ultrathin
films of SrVO3 this momentum differentiation does not
distinguish momenta on the Fermi surface but perpendic-
ular to it. In case of antiferromagnetic spin fluctuations,
occupied states with momenta below the Fermi surface
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2have a long, Fermi liquid-like lifetime, whereas unoccu-
pied states above the Fermi surface have short lifetimes
and even kinks in the self-energy that signal the opening
of a gap. For the orbital ordering and ferromagnetic fluc-
tuations it is vice versa. It is known that there can be a
pronounced particle-hole asymmetry in the real part of
the self-energy due to non-local exchange. For example,
in GW calculations29,30 this leads to larger semiconduc-
tor band gaps than in density functional theory. For the
imaginary part of the self-energy (the scattering rate),
however, such a momentum differentiation has, to the
best of our knowledge, not been reported so far. It orig-
inates from the multi-orbital nature of the SrVO3 films.
The outline of the paper is as follows: Section
II briefly discusses the methods employed: density
functional theory (DFT), dynamical mean-field theory
(DMFT) and the ab initio dynamical vertex approxima-
tion (AbinitioDΓA). Section III A presents the DMFT
spectra at room temperature and the trends upon dop-
ing the SrVO3 monolayer. Section III B supplements this
with the DMFT susceptibilities and the magnetic and
orbital ordering which occurs at a finite temperature in
DMFT. Non-local fluctuations suppress this ordering in
AbinitioDΓA but result in strong long-range fluctuations
which affect the spectral function and self-energy. These
AbinitioDΓA results with their momentum differentia-
tion are discussed in Section III C. Finally, Section IV
summarizes the results and provides an outlook.
II. METHOD
DFT calculations are performed with the WIEN2k
package31,32 using the PBE33 exchange-correlation po-
tential. We construct a system with one unit cell of
SrVO3 on top of a substrate of six unit cells of SrTiO3
surrounded by sufficient vacuum of around 10A˚ to both
sides. Since experimentally SrVO3 is epitaxically locked
to the SrTiO3 substrate
34 we set the in-plane lattice
constant to the bulk value aSrTiO3 = 3.95A˚—the opti-
mized lattice constant of bulk SrTiO3 that we find within
PBE. To treat the surface properly the two unit cells of
SrTiO3 furthest away from SrVO3 are also constrained
to aSrTiO3 , simulating the transition to the SrTiO3 bulk,
while all other internal atomic positions are relaxed.
We then perform Wannier projections onto maximally
localized V-t2g orbitals, using the WIEN2Wannier
35 in-
terface to Wannier9036, see Fig. 2. This tight-binding
Hamiltonian is supplemented with an effective SU(2)-
symmetric Kanamori interaction of U = 5eV, J =
0.75eV, U ′ = 3.5eV (similar to Ref. 28), for which we
perform dynamical mean-field theory (DMFT)37,38 cal-
culations. For the doped system we use the virtual crys-
tal approximation. The analytic continuations to real
frequencies are performed with the maximum entropy
method39 used in the ana_cont library40,41.
In this paper we also go beyond DMFT23,42 and em-
ploy the newly developed AbinitioDΓA43–45 approach to
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FIG. 2. Band structure. Left: DFT band structure along a
momentum path through the Brillouin zone (black dots) over-
lain with the t2g-orbital projected Wannier dispersion (red
lines). Right: the resulting density of states (DOS) clearly
shows the (quasi–) 2D character of the xy-orbital (blue) and
the 1D-like character of the locally degenerate xz/yz-orbitals
(green). The DOS was calculated via a histogram of the en-
ergy dispersion superimposed by a Gaussian filter with a stan-
dard deviation of σ = 0.05eV.
include non-local fluctuations, extending the dynamical
vertex approximation (DΓA23,46,47) to realistic material
calculations. Contrary to finite-size cluster studies, the
DΓA is not limited to short-range fluctuation, it well de-
scribes pseudogaps induced by antiferromagnetic fluctua-
tions in the one-band Hubbard model12,48–54 and (quan-
tum) critical behavior2,55–57. Orbital-ordering and ferro-
magnetic fluctuations have hitherto not been studied by
DΓA or other diagrammatic extensions of DMFT.
The DMFT self-consistency cycle as well as the sam-
pling of the two-particle Green’s function is done by
continuous-time quantum Monte Carlo simulations in the
hybridization expansion58,59 using w2dynamics60 with
worm sampling61. From this the local vertex is calcu-
lated, on the basis of which AbinitioDΓA45 constructs
non-local correlations diagrammatically.
III. RESULTS
A. One-particle DMFT spectra
We first analyze in Fig. 3 the electronic structure on
the DMFT level upon doping (for the DFT results, see
Fig. 2). The stoichiometric sample (n = 1) is an orbitally
polarized insulator28. Here, the in-plane xy-orbital real-
izes an essentially half-filled Mott insulator, while the
xz, yz-orbitals are almost completely depleted. Hence,
we have an effective one-band situation for the (undoped)
SrVO3 monolayer. The reduced orbital-degeneracy leads
to a smaller critical interaction for the Mott state62,63:
The Coulomb interaction is large enough to open a Mott
gap in the monolayer, while three-fold orbitally degener-
ate bulk SrVO3 is a stable metal. The one-band physics
and insulating behavior in the film, is driven by a com-
bination of reduced band width26 of the xz/yz-states
3FIG. 3. Spectral functions as a function of doping. Shown are the local DMFT spectral functions A(ω) at T = 290K for
various fillings n in the Mott insulating state (n = 1.0), in the vicinity of AF (n = 0.9, 1.1), FM (n = 1.3) and OO (n = 1.5)
phases, resolved into orbital characters (xy and xz/yz). At nominal filling (n = 1) the size of the Mott gap (∆ = 1eV) is
highlighted in gray.
FIG. 4. System trends with doping. Normalized occupa-
tion (top panel), spectral weight at the Fermi surface (mid-
dle panel) and inverse effective mass Z (bottom panel) at
T = 290K, resolved for the l = xy and xz/yz-orbitals. At and
below nominal filling (n = 1) the system can be effectively de-
scribed by one band (xy). Electron-doping ’activates’ the pre-
viously auxiliary orbitals and leads to a redistribution of the
occupations. Large electron-doping leads to almost equally
filled orbitals (nlσ/n =
1
6
; dashed line). The shaded light red
area around the undoped SrVO3 represents the doping levels
at which we find AF ordering in DMFT.
(Wxy ∼ 2eV, Wxz/yz ∼ 1 eV) and crystal-field splitting
of 125meV (Exy < Exz/yz)
28. Whereas the crystal-field
splitting is absolutely essential for the bilayer system28,
we find that for a monolayer the bandwidth reduction
alone is sufficient to drive the system to an insulting state.
Let us also note that the orbital polarization persists
when including charge self-consistency, which only yields
minor corrections because charge is only redistributed
between orbitals not between sites64.
Similarities to high-Tc cuprates are uncanny: While
here the low-energy physics is dominated by a half-filled
xy-orbital instead of the x2 − y2-orbital in cuprates, we
find a ratio of nearest to next-neighbor in-plane hop-
ping t′/t = +0.31, (t = −0.237 eV, t′ = −0.073 eV)
which is essentially the same as found for YBa2Cu3O7
and Bi2Sr2CaCu2O8
65, but t′ has the opposite sign. In
a one-band picture, one can compensate for the oppo-
site sign by making a particle-hole transformation which
means electron-doping for SrVO3 is like hole-doping for
cuprates. The predominant occupation of one band leads
to strong antiferromagnetic fluctuations for both, the lay-
ered SrVO3 (see Section B) and cuprates.
As can be seen in Fig. 3 and Fig. 4, our system is very
asymmetric with respect to doping with electrons (n > 1)
or holes (n < 1). In contrast to the cuprates, this is how-
ever not merely due to the van-Hove singularity on the
hole-doped side (which of course is similar given the simi-
lar t′/t ratio, only with electron/hole-doping exchanged).
Instead we have the following picture: Introducing holes
to the system (unsurprisingly) upholds the orbital polar-
ization (upper panel, Fig. 4), still realizing a one-band
correlated metal in two dimensions. More interesting is
the electron-doped side, where the multi-orbital charac-
ter of the quasi-particles at the Fermi level is promoted.
Distinctive differences to the one-band cuprate physics
emerge and are key for the electron-hole asymmetry. In
Fig. 3 we see a joint quasi-particle peak of all three orbital
characters already at n = 1.1 electrons/site, and in Fig. 4
(upper panel) a gradual transition toward an equal occu-
pation of all orbitals upon increasing n (the occupation in
the paramagnetic phase is independent of spin σ). This
multi-orbital reoccupation means that the xy-orbital is
actually depopulated even when adding electrons to the
SrVO3 monolayer.
As the xz (yz) orbital has its lobes pointing in the
x− (y−) and z-direction, the corresponding band is vir-
tually dispersionless in the ΓY (ΓX) direction of the
Brillouin zone (see Fig. 2). Hence these orbitals have
sharp spectral peaks which are, for the undoped or hole-
doped system, located above the Fermi level in Fig. 3.
With electron-doping n > 1 they are shifted downwards:
Already for low electronic doping levels, n ∼ 1.1, the
xz/yz–carriers dominate the quasi-particle peak at the
Fermi level, see Fig. 3 and Fig. 4 (middle). Their respec-
tive quasi-particle weights in Fig. 4 (bottom) are notably
larger than that of xy–carriers, and they do not undergo
a Mott-Hubbard transition when approaching nominal
4filling (in fact Z grows for n → 1). Instead it is the
aforementioned shift of the xz/yz-orbital above the Fermi
level which renders them insulating at n = 1. In the
electron-doped regime, Hund’s coupling J will promote
a local spin alignment of the n > 1 electrons in the three
orbitals. It is natural to expect that the hopping transfers
this local spin alignment to FM order on the lattice, but
other orders such as OO may emerge as well66. For strong
Coulomb interactions and in an insulting state, these
competing phases can be understood by superexchange
as in the classical Kugel-Khomskii spin-orbital models67.
These phases have also been found in early DMFT cal-
culations for a two-band model68 and an oversimplified
Stoner criterion predicts FM order of the m-fold degen-
erate Hubbard model for A(0) (U + (m− 1)J) ≥ 169.
At dopings around n ∼ 1.5, the physics changes once
again. The system now consists of three quite equally
filled orbitals (see Fig. 4 (top)) not far from quarter fill-
ing. Such a filling is prone to a staggered orbital ordering
(OO) on a bipartite lattice68,70, as now two orbitals may
be occupied alternately on neighboring lattice sites. This
is energetically favorable, since a nearest-neighbor hop-
ping then results in a state where different orbitals are
occupied so that this process only costs U ′ = U − 2J
instead of U . We find such a staggered DMFT orbital
ordering of the xz and yz-orbital, with the xy-orbital
not participating in the ordering, see next Section. Such
a t22g OO—with xy-orbitals near half-filling and one elec-
tron alternatingly in the xz and the yz-orbital—can also
occur in YVO3 (LaVO3) if the Y (La) ions are partially
replaced by Ca (Sr)71, cf. Refs. 72 and 73. An OO with
all three t2g-orbitals participating on the other hand is
highly frustrated for a cubic lattice74.
B. DMFT Susceptibilities
We now put the above analysis of potential ordered
states on firm footing: For the prevailing magnetic and
orbital orders, Fig. 5 shows the DMFT susceptibilities for
the Mott insulating state (n = 1) as well as the electron-
doped systems corresponding to the spectral functions of
Fig. 3. For all three electron-dopings (as well as hole-
doping) there is a finite-temperature phase transition (in
DMFT). The leading instabilities are as follows: At no
or low doping, the static susceptibility in the magnetic
channel
χm(Q) = g
2
∑
ij,ll′
eiQ(Ri−Rj)
∫
dτ
〈
TτS
z
il(τ)S
z
jl′(0)
〉
(1)
diverges for Q = (pi, pi) at the Ne´el temperature, in-
dicated by the intercept of χ−1(Q) with the tempera-
ture axis in Fig. 5. In Eq. (1), g is the Lande´ factor;
i, j are indices for the lattice sites Ri(j); l, l
′ are the
corresponding orbitals in the z-component of the spin
Szil = (nil↑ − nil↓)/2 (here expressed in terms of the oc-
cupation number operator nilσ for an electron on site i
in orbital l with spin σ).
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FIG. 5. Susceptibilities. Top panel: temperature-
dependence of the inverse χ−1r (Q) of the diverging compo-
nents of the (DMFT) susceptibility for dopings n = 1.0, 1.1,
1.3, 1.5 at wavevectors Q = (pi, pi), (pi, pi), (0, 0), (pi, pi) (cir-
cles, solid lines, left axis), in the dominant channel (r = m,
m, m, d; (m)agnetic, (d)ensity). Intersections with the T -
axis denote the transition temperature for AF, AF, FM, OO
order. On the secondary axis the corresponding inverse cor-
relation lengths are shown (squares, dashed lines, right axis).
Bottom Panel: Momentum-dependence of the susceptibility
χr(q) for the same dopings and coloring at selected temper-
atures: n = 1.0 (T = 515K), n = 1.1 (T = 290K), n = 1.3
(T = 190K), n = 1.5 (T = 290K).
Mapping out the critical temperature yields the
(slightly asymmetric) AF-dome displayed in the phase
diagram in Fig. 1. AF order is maximal when the ma-
terial is effectively akin to a half-filled 1-band system in
its Mott insulating state. Doping with either electrons
or holes pushes AF-order to lower temperatures.
At higher doping, n = 1.3, the susceptibility compo-
nents with the by far largest magnitude and the high-
est transition temperature, are associated with a ferro-
magnetic wave vector, Q = (0, 0), and are hosted by
the xz and yz-orbitals. However, (subleading) non-local
AF fluctuations are still present in the xy-orbital and
now have a frustrated stripe pattern: Q = (0, pi), and
symmetrically related at Q = (pi, 0). Quite notably,
in the absence of Hund’s rule coupling FM fluctuations
are strongly suppressed and said frustrated AF spin-
fluctuations are on par with them (additional data, not
shown).
Towards quarter-filling of the xz/yz-orbitals, n ∼ 1.5,
the wave-vector of critical fluctuations is again firmly
Q = (pi, pi). Now, however, the instability originates from
the density channel. We identify
χ
xz/yz
d (Q) =
∑
ijσσ′
eiQ(Ri−Rj)
∫
dτ × (2)
× 〈Tτ (ni xzσ − ni yzσ)(τ)(nj xzσ′ − nj yzσ′)(0)〉
5as the dominant source of fluctuations, leading to
a checker-board orbital-order, consistent with model
expectations68,70.
Together, the mapped-out instabilities result in the
phase diagram displayed in Fig. 1 and are summarized
in Table I. Naturally, the DMFT long-range order ex-
hibits mean-field criticality (Gaussian fluctuations), i.e.,
the critical exponents are γ = 1 for the susceptibility and
ν = 0.5 = γ/2 for the correlation length ξ.
We note that in strictly two dimensions, due to the
Mermin-Wagner theorem75, long-range order only sets
in at T = 0. This effect is not well-described in DMFT,
while it is captured in DΓA2,54. Despite the suppression
of long-range order for the discussed DMFT phase tran-
sitions, the corresponding order fluctuations will still be
large in reality, and may result in pseudogaps, as shown
for antiferromagnetic fluctuations in the one-band Hub-
bard model50,51,53,54. Moreover, in the experimental set-
ting perturbations by disorder (oxygen vacancies, etc.),
(minimal) spin-orbit couplings, as well as tunneling into
the substrate render strict 2Dness obsolete, allowing, in
principle, for phase transitions at finite temperature.
order or
correlation Q driving interaction
AF (pi, pi) superexchange t2/U
FM (0, 0) Hund’s exchange J
OO (pi, pi) inter- vs. intra-orbital interaction U ′ − U
TABLE I. Competing spin and orbital long-range order
(DMFT) or fluctuations (DΓA), leading wave vector Q of the
respective instability and driving force.
C. DΓA momentum differentiation
So far, we discussed the electronic structure on the
dynamical mean-field level, in which many-body renor-
malizations are assumed to be isotropic (i.e. independent
of momentum). In 3D this is mostly a good approxi-
mation (see, however, Ref. 76). Yet, when the effective
dimensionality is reduced, as in our ultrathin film, renor-
malizations become increasingly non-local77. The major
question we will answer here is: To what extent do the
non-local critical fluctuations—in the vicinity of the asso-
ciated ordered states—lead to momentum-selective renor-
malizations?
To study this question, we use the AbinitioDΓA43–45
methodology and scrutinize the electron self-energy
Σ(k, iν) in the vicinity of the ordering instabilities ev-
idenced above. The middle panel of Fig. 6 displays
ImΣ for the orbital element that is most relevant to
the respective ordered phase at lower temperatures and
for various k-points in the 2D Brillouin zone: the xy–
component above the AF-phase at n = 1.1 (left), the
xz-element above the FM instability at n = 1.3 (middle)
and above the OO phase at n = 1.5 (right). For compar-
ison we also show the (momentum-independent) DMFT
self-energy. We note that renormalizations are notably
stronger in AbinitioDΓA: The inclusion of non-local fluc-
tuations substantially increases the magnitude of ImΣ
and manipulates the slope at small frequencies strongly.
In a Fermi liquid, the slope is negative and linked to the
quasi-particle weight via Z = (1− ∂ImΣ(iν)/∂ν|ν→0)−1.
A positive slope of ImΣ(iν → 0) indicates the crossover
to a diverging self-energy, which splits the spectrum and
leads to an insulating gap.
Clearly, in the vicinity of all three phases there are
momenta at which the system exhibits non-Fermi liquid
behavior, identifiable by a kink and a downturn in ImΣ
at low energies. These kinks are salient indicators for the
occurrence of a pseudogap state, and they get more pro-
nounced when cooling the system toward the respective
phase transition.
The top panels in Fig. 6 show the resulting momentum-
resolved spectral function Al(k, ω = 0) (l = xy, xz/yz)
averaged around the Fermi level. Here, we circumvent
the necessity of analytic continuation by calculating the
weight at the Fermi surface via A(k, ω = 0) ∼ βpiG(k, τ =
β
2 ) =
1
pi
∑
n e
−iνnβ/2G(k, iνn) which corresponds to an
average in an interval |ω| <∼ kBT . In all three phases we
witness a non-uniform weight at the Fermi level (ω = 0).
Interestingly, in the vicinity of the AF phase, the scat-
tering rate is vice versa to the cuprates: larger for the
diagonal (pi,pi) direction than for the (0,pi) direction. The
momentum dependence on the Fermi surface is, however,
much less pronounced than the momentum dependence
perpendicular to the Fermi surface, i.e. occupied vs. un-
occupied states.
This is best seen in Fig. 6 (bottom), where we plot
the slope between the first two Matsubara points of ImΣ
along the k-paths marked in the top row. Intersec-
tions with the Fermi surfaces are indicated with verti-
cal lines. There is some minor variation on the Fermi
surface, mainly caused by real-part shifts of the DΓA
self-energy, but the slope in ImΣ is always negative, i.e.
Fermi liquid-like. However, when moving away from the
Fermi energy, we observe positive slopes in Fig. 6 (bot-
tom) and corresponding kinks in Fig. 6 (middle). This
insulating-like behavior is found only in the most rele-
vant orbitals, i.e., the xy-orbital for the AF fluctuations
around n = 1, and the xz/yz-orbitals where FM and
OO long-range fluctuations are dominant. We find this
insulating behavior for the unoccupied states in case of
the AF fluctuations and the occupied states in case of
FM and OO fluctuations. The ancillary orbitals (xz/yz
for n = 1.1 and xy for n = 1.3, 1.5) on the other hand
exhibit, comparatively, hardly any momentum differenti-
ation (see Fig. 7)—implying also a stark orbital differen-
tiation.
The strong momentum differentiation perpendicular to
the Fermi surface is best visible when we plot the surfaces
with equal self-energy slope on top of the spectral func-
tion as in Fig. 7: For the orbitals dominating the respec-
tive fluctuations the slope in ImΣ changes sign from the
occupied momenta (from k = (0, 0) to the Fermi surface;
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FIG. 6. Momentum differentiation. Top: DΓA orbital Fermi surfaces Al(k, ω = 0). Middle: self-energies ImΣ(k, iν) at
selected k points (indicated by the colored symbols with the same color in the top panels). Bottom: Low energy slope of the
latter along the k-path that is indicated in the top panels by dashed lines. Intersections of the path with the Fermi surface are
marked by vertical lines in the bottom panel. Shown are three different fillings (columns from left to right: n = 1.1, 1.3, 1.5)
of relevant orbitals (xy: left, xz: middle and right) slightly above the AF (T = 290K, left), FM (T = 190K, middle), and OO
(T = 230K, right) ordering in DMFT. All three phases exhibit a strong momentum-differentiation: depending on the k-point
the slope of ImΣ(k, iν) is negative (Fermi liquid-like) or positive (kink-like), indicating the opening of a gap.
solid iso-slope lines) to the unoccupied (dashed iso-slope
lines). Most remarkably, for the OO and FM fluctuations
not only the relevant orbitals are different, which can be
expected, but also the sign of the slope is just opposite
for the unoccupied and occupied momenta.
We hypothesize that in the regime of dominant FM
and OO fluctuations, the ultrathin oxide film could be
a good thermoelectric78,79: There are very sharp peaks
on one side of the Fermi level in the local DMFT spec-
tral function—beneficial for a large thermopower80. This
particle-hole asymmetry of the (DMFT) spectral func-
tion is for the OO and FM fluctuations further enhanced
by the asymmetry of the scattering rate (ImΣ): Notable
here is indeed that the large particle-hole asymmetry
is significantly driven by renormalizations81,82 that are
non-local.
Finally, we find it instructive to compare the low-
doping regime to the one-band Hubbard model: Fig. 8
displays the corresponding iso-slope lines on top of the
DΓA spectral function. The classical pseudogap phase
in the half-filled, weakly-correlated regime (U = 4t,
β = 4/t, n = 1) is reproduced in the left panel. Here, we
clearly see a momentum differentiation on the diamond-
shaped Fermi surface between the nodal and anti-nodal
areas. By contrast to Fig. 7, there is no qualitative
change in the behaviour perpendicular to the Fermi sur-
face in Fig. 8. In particular, the self-energy is Fermi
liquid-like both at the Γ-point and (pi, pi). The middle
panel more closely resembles the situation we have for
the SrVO3 monolayer: Here we set the model parame-
ters such that they imitate the xy-orbital for n = 1.1
(U = 5 eV, t = −0.237 eV, t′ = −0.073 eV, β = 40 eV−1,
nσ = 0.342). We find a Fermi-surface looking similar to
Fig. 7 (top, left), however the self-energy is Fermi liquid-
like throughout and the slope steepness has the opposite
tendency as compared to the SrVO3 ultrathin film: un-
occupied states have a steeper negative slope than occu-
pied states. This finding suggests that despite the strong
7orbital polarization, the ultrathin film is a multi-orbital
system also at low doping. To reverse the tendency be-
tween occupied and unoccupied states, we also show in
the right panel of Fig. 8 the particle-hole transformed
case, i.e. t′ → −t′ and nσ → (1− nσ). This more or less
resembles the situation of cuprates with a hole-like Fermi-
surface. By doing this, we unsurprisingly transform the
middle panel with a wave-vector shift of q = (pi, pi).
IV. CONCLUSION AND OUTLOOK
We have studied a single layer of SrVO3 on a SrTiO3
substrate, using DFT, DMFT, and AbinitioDΓA. We find
that through applying a gate voltage spin and orbital
fluctuation of this model system can be tuned: From
strong AF fluctuations at n ≈ 1 electrons/site or small
gate voltages Vg, to FM fluctuations around n ≈ 1.3 or
Vg ≈ 1eV to strong OO fluctuations around n ≈ 1.5 or
Vg ≈ 1.4eV. For the last, the xz and yz-orbitals tend to
be occupied alternately in a checker-board fashion with
additional electrons in the xy-orbital not participating in
the OO fluctuations.
The undoped (n = 1) SrVO3 monolayer is Mott insu-
lating and appears to be akin to the cuprates with the
xy-orbital playing the role of the x2 − y2-orbital in the
cuprates. However, electron-doping reveals the multi-
orbital physics of the SrVO3 system. The xy-orbital is
depopulated when adding electrons to the system, and all
three orbitals, xy, xz and yz, participate in developing
the quasi-particle resonance at the Fermi level.
For the cuprates, AF fluctuations lead to pseudogap
physics with a momentum differentiation distinguishing
between a Fermi liquid-like self-energy in the nodal direc-
tion on the Fermi surface, and a kink in the self-energy
signaling the opening of a gap in the anti-nodal direction.
Here, we also observe the joint presence of these two be-
haviors of the self-energy. However the momentum differ-
entiation is not realized on the Fermi surface but perpen-
dicular to it: AF fluctuations lead to a Fermi liquid-like
behavior for momenta on the occupied side of the Fermi
surface and a kink-like insulating behavior of the imag-
inary part of the self-energy on the unoccupied side. In
case of FM and OO fluctuations, the momentum differ-
entiation between occupied and unoccupied momenta is
reversed.
The imaginary part of the self-energy directly corre-
sponds to the lifetimes and the broadening of the spec-
tral function. Our results hence show that the lifetime
of an added hole or electron is extremely different. The
hole lifetime can be measured by angular resolved pho-
toemission spectroscopy (ARPES); the electron lifetime
by inverse photoemission spectroscopy, by ARPES at el-
evated temperatures or in non-equilibrium situations so
that states above the Fermi level are occupied. The dif-
ferentiation between states above and below the Fermi
surface that we observe is quite extreme. Technologi-
cally this might be exploited for thermoelectrics which
rely on a a strong electron-hole asymmetry79,82,83.
Our results further show that—at least in (quasi–) two-
dimensional systems—strong long-range fluctuations are
quite generically reflected in a momentum differentiation
of the self-energy, irrespective of the dominant fluctua-
tion channel (spin/charge/orbital). Further, we demon-
strated that this momentum differentiation has a much
richer structure than the current focus on cuprates and
pseudogap physics suggests: Strong variations in renor-
malizations may not only occur on the Fermi surface but
also perpendicular to it.
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