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ABSTRACT
Mental health resources available via websites and mobile apps
provide support such as advice, journaling, and elements from
cognitive behavioral therapy. The proliferation of spoken conver-
sational agents, such as Alexa, Siri, and Google Home, has led to
an increasing interest in developing mental health apps for these
devices. We present the pilot study outcomes of an Alexa Skill
that allows users to conduct depression and anxiety self-tests. Ten
participants were given access to the Alexa Skill for two-weeks,
followed by an online evaluation of the Skill’s usability and trust.
Our preliminary evaluation suggests that participants trusted the
Skill and scored the usability and user experience as average. Usage
of the Skill was low, with most participants using the Skill only
once. In view of work-in-progress, we also present a discussion of
implementation and study design challenges to guide the current
literature on designing spoken conversational agents for mental
health applications.
CCS CONCEPTS
• Human-centered computing → Sound-based input / out-
put.
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1 INTRODUCTION
Mental health problems are a growing global challenge affecting
people of all different backgrounds, ages, and socioeconomic sta-
tus [19]. To tackle this challenge, mental health resources are in-
creasingly available online and via mobile apps [8, 12, 14]. The
proliferation of conversational agents has made them attractive for
health applications [11] and mental health [18]. Notable chatbots
that monitor mood and use aspects of CBT to help users deal with
anxiety and depression include Woebot [17] and TESS [4].
The advancements and rapid adoption of spoken conversational
agents, such as Siri and Alexa, make them attractive as a channel
for providing mental health resources to users [13]. Spoken conver-
sational agents interact with users via spoken natural language. For
mental health applications, this requires users to vocalize responses
about their mental health status, which is different than typing
responses to a chatbot or on a website. One study explained that
some people are more likely to have truthful interactions about
their mental health with technology than wth mental health pro-
fessionals [16].
This paper presents work-in-progress findings of an Alexa Skill
we developed that performs depression and anxiety self-tests. Cur-
rent Alexa Skills focus on guiding, educating, and helping users
manage mental health issues. Some Alexa Skills examples include
management for anxiety and stress through advice sessions (Anti
Anxiety, Anxiety Stress), assisting people with depression by pro-
viding tasks to boost their mood (Mental Health Day Manager),
management advice and education for children and teenagers deal-
ing anger, stress, anxiety, and depression (Mental Health Spies),
and targeted exercises depending on the situation (work, studies,
life) causing the user stress (Mindscape). One study used Alexa to
monitor a user’s mental health behaviors and symptoms, requiring
users to self-report data on sleep, mood, and activity levels [13].
However, further studies are required to provide evidence regard-
ing the efficacy of delivering mental health resources via spoken
conversational agents.
Our contributions are: (1) We developed an Alexa Skill that al-
lows users to conduct depression and anxiety self-tests and makes
exercise recommendations to alleviate anxiety and depression symp-
toms; (2) We conducted a pilot study with 10 participants to assess
the usability of our Alexa Skill.
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2 METHODOLOGY
2.1 Study Design
In this preliminary study, we recruited 10 participants who owned
an Alexa device or had a smartphone where the Alexa app could be
installed. Participants first completed an online questionnaire that
collected demographics and conversational agent usage habits. The
questionnaire also included depression (PHQ-9 [10]) and anxiety
(GAD-7 [7]) self-tests. This helped familiarize the participants with
the depression and anxiety self-tests that they would later complete
with our Alexa Skill. In our results, we compare online self-test
scores vs the self-test scores completed using our Alexa Skill.
Participants were given access to the Alexa Skill for two weeks.
It was recommended to participants to use the Skill regularly,
with reminders sent every three days. After two weeks, we asked
participants to complete another questionnaire, which included
questions to assess usability, user experience, and trust. Ethics ap-
proval was granted by Macquarie UniversityâĂŹs Human Research
Ethics Committee for Medical Sciences (ethics reference number of
52020662417083).
2.2 The Alexa Skill
TheAlexa Skill allowed users to express their emotions, conduct self-
tests for depression and anxiety, and make a number of suggestions
to improve the user’s current state-of-mind. Each session began
with Alexa asking the user how they were feeling. After expressing
their emotions, the user was prompted to either complete self-tests
for depression and anxiety or to hear self-help exercises.
If the user expressed a symptom related to anxiousness or de-
pression, Alexa prompted them to complete a self-test depending
on their listed emotions. After the user completed the depression
and anxiety self-tests, Alexa stated their depression and anxiety
scores. Afterward, Alexa would recommend that the user practice
one of five actions (randomly selected): breathing exercise; mus-
cle relaxation exercise; lifestyle recommendations such as proper
sleep, exercise, and maintaining a healthy diet; journaling; practice
gratitude.
2.3 Evaluation
The questionnaire after the two-week period collected the partici-
pant’s final self-test scores for depression and anxiety, a perspective
of the appâĂŹs usability, user experience, trust, and feedback. We
used the following questionnaires to assess the Alexa Skill: the
System Usability Scale (SUS) for system usability [2]; the User Expe-
rience Questionnaire (UEQ) for pragmatic and hedonic qualities [5];
and the Technology Trust Questionnaire for trust between the sys-
tem and the user [6].
3 RESULTS
The average age of the participants was 21.6 years old and 8/10 were
male. 9/10 of the participants used conversational agents. 7/10 of the
participants also indicated that they had not previously used an app
for mental well-being. After the two-week period, 7/10 participants
indicated that they rarely used our Alexa Skill.
Figure 1 shows the anxiety and depression scores completed
using a webpage (online) vs using Alexa. Given that the majority
Figure 1: Depression (PHQ-9) and anxiety (GAD-7) self-test
scores completed online (webpage) vs using the Alexa Skill.
of the participants rarely used the Alexa Skill, we cannot attribute
the change in anxiety score or depression scores to the use of the
Alexa Skill or to the delivery of the self-tests via Alexa.
Figure 2 shows the user experience scores of the Alexa Skill.
The participants found the app’s attractiveness, dependability, and
stimulation to be above average, but attractiveness, perspicuity,
efficiency, and novelty were scored below average. Figure 3 shows
the trust scores for the Alexa Skill. We conclude, participants mostly
trusted the app.
Figure 2: User experience scores of theAlexa Skill for depres-
sion and anxiety self-tests.
Figure 3: Trust scores of the Alexa Skill.
4 DISCUSSION AND CHALLENGES
This pilot showed a willingness from participants to trust Alexa
with personal information such as depression and anxiety scores.
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The user experience scores of the Alexa Skill also showed that
participants considered it lacking in efficiency and novelty.
The design of this study, the implementation of the Alexa Skill,
and conducting the pilot, highlighted a number of challenges when
it comes to the development of an Alexa Skill for the mental health
space.
Cold Start Problem: The first user interactions with an Alexa
Skills with multi-step or branching dialogues can be challenging for
new users. New users do not know the possibility of dialogue flows,
the intent recognitions that have been programmed into the Alexa
Skill, and the responses that are valid (how to respond to a question
from the Alexa Skill). While Alexa Skills can be deployed with a
user manual or by walking the user through a tutorial, complex
skills may require regular use and various trials before the user is
comfortable interacting with the Alexa Skill. In our pre-pilot tests,
users struggled when interacting with our Alexa Skill because they
gave responses that were not captured by the intent recognition
rules we had programmed. Careful design must be planned to en-
sure intuitive interactions between the user and the Alexa Skill,
as any difficulties are bound to discourage users from future use.
This is especially important when designing spoken conversational
agent apps for mental health, where users may be experiencing
distress when they decide to use the Skill.
RobustDialogues:Alexa Skills with deep dialogues need robust
handling of user responses. In our Alexa Skill, the depression and
the anxiety self-tests involved Alexa reading multiple questions
and waiting for a user response to each question. During testing,
some users were frustrated by having to repeat the depression or
the anxiety self-test because the speech recognition of Alexa did
not understand their response, or because the Skill closed due to an
Alexa error or an error in our Skill. If a user is experiencing distress,
this type of experience may worsen the user’s mental state or fail
to provide the support intended by the app/Skill.
Handling expression of emotions: Our Alexa Skill allowed
users to state how they were feeling using single words. This aspect
of our Alexa Skill was brittle, since expressing a word not included
in our list of emotions meant that Alexa would ask the user to
repeat themselves. Ideally, our long-term goal is to support all
expressions of emotions, with Alexa being able to acknowledge
what the user is experiencing. We believe this acknowledgment
can help users in isolation and experiencing distress, but it poses
technical challenges in natural language understanding. Some of
the users that tested our Skill also expressed their emotions by
referring to physical symptoms associated with an emotion they
were feeling, i.e. "sweaty palms", "heart racing", which poses the
additional challenge of knowing the association between a body
response and an emotion.
Engagementwith the self-testAlexa Skill: Engagementwith
health support technologies is concerning. Related literature in
mobile health apps for mental health reports users’ uptake and en-
gagement challenges [15]. In our pilot, we observed similar trends
where participants rarely used the Alexa Skill. Enhancing the en-
gagement of conversational agents through storytelling [1], person-
alization [9], and affect [3] has been proposed in the past. However,
further research is needed to understand the design implication of
such features for spoken conversational agents in the mental health
context.
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