In this note we discuss three related conjectures. The first two conjectures say that the degree T of the Hessian polynomial hess f is an upper bound for the end of the Jacobian module N (f ), and respectively for the regularity of the Milnor algebra M (f ) of a reduced homogeneous polynomial f . This upper bound is claimed to be in fact T − 1, as soon as V : f = 0 is a singular hypersurface in the corresponding projective space. The third conjecture says that the Hessian polynomial hess f belongs to the Jacobian ideal of f if and only if V is singular. We show that these conjectures hold in many cases, from hypersurfaces with isolated singularities to some generic hypersurface arrangements.
Introduction
Let S = ⊕ k S k = C[x 0 , ..., x n ] be the graded polynomial ring in n + 1 indeterminates with complex coefficients, where S k denotes the vector space of degree k homogeneous polynomials. Consider for a degree d polynomial f ∈ S d , the corresponding Jacobian ideal J f generated by the partial derivatives f j of f with respect to x j for j = 0, ..., n and the graded Milnor algebra M(f ) = ⊕ k M(f ) k = S/J f . The Hilbert function H(M(f )) and the Hilbert polynomial P (M(f )) of the graded S-module M(f ), see the next section for details, encode information on the projective hypersurface V = V (f ) : f = 0 in P n and the associated singular subscheme Σ = Σ(f ) defined by the Jacobian ideal. We introduce the stability threshold st(V ) = st(f ) = min{q : H(M(f ))(k) = P (M(f ))(k) for all k ≥ q}, following [8] . Let
where F k = j S(−a k,j ) for k = 0, . . . , m, be a minimal graded free resolution of the graded S-module M(f ). Then, by Hilbert Syzygy Theorem, we know that m ≤ n+1 and m = pd M(f ) is the projective dimension of M(f ). The Castelnuovo-Mumford regularity of M(f ) is by definition
and it is known that st(f ) ≤ reg M(f ) + m − n, see [10] , Thm. 4.2. Let Q be the irrelevant maximal ideal (x 0 , ..., x n ) in the graded ring S. Let I f denote the saturation of the Jacobian ideal J f with respect to the ideal Q. Then it is clear that (1.2) H 0 Q (M(f )) = I f /J f . We denote this quotient I f /J f = H 0 Q (M(f )) by N(f ). Note that the graded Smodule N(f ) is a finite dimensional C-vector space, more precisely one has (1.3) reg M(f ) ≥ max{e | N(f ) e = 0}, see [10] , Thm. 4.3. This is in fact a consequence of the following characterization of the regularity.
(1.4) reg M(f ) = min{e | H i Q (M(f )) >e−i = 0 for all non-negative integers i}, see [3, Fact 6] . In this note we consider three conjectures. The first one is the following. When V : f = 0 is smooth, it is known that N(f ) = M(f ) is an Artin Gorenstein algebra and M(f ) T is 1-dimensional, generated by the class of hess f in M(f ). In view of the inequality (1.3), a stronger form of Conjecture 1.1 is the following. It is easy to see that Conjecture 1.1 holds for hypersurfaces V having only isolated singularities, see Proposition 2.2, and for hypersurfaces V : f = 0 in P n with pd M(f ) ≤ n, see Corollary 2.1. In particular, one has pd M(f ) ≤ n for all free hypersurfaces in P n with n ≥ 2 as defined in [8] , for all essential plus-one generated hyperplane arrangements in P n with n ≥ 3 as defined in [1] , and for all nearly free surfaces in P 3 as defined in [8] , see Corollary 2.4.
The stronger Conjecture 1.2 is more subtle: we show that it holds for all hypersurfaces with isolated singularities, see Proposition 2.5, for surfaces in P 3 of degree d ≥ 3 which are either free or nearly free, or cones over a plane curve, see Proposition 2.6, as well as for generic hyperplane arrangements A, see Proposition 2.7.
In the third section we replace a generic plane arrangement in P 3 by a generic arrangement of surfaces with isolated singularities in P 3 and show that Conjecture 1.2 holds in this much more general setting, see Theorem 3.3. An even more general situation is described in Theorem 3.1.
In [5, Question 3.7] , it is stated as a question the following. We start with some preliminary results. The Hilbert function H(M(f )) : N → N of the graded S-module M(f ) is defined by
and it is often encoded in the Hilbert-Poincaré series of M(f )
It is known that there is a unique polynomial P (M(f ))(t) ∈ Q[t], called the Hilbert polynomial of M(f ), and an integer k 0 ∈ N such that
for all k ≥ k 0 . The general theory of Hilbert polynomials says that the degree of P (M(f )) is given by the dimension of the support of the associated coherent sheaf 
In other words, Conjecture 1.1 holds for the hypersurface V : f = 0 if there is a linear form ℓ ∈ S 1 such that ℓ is not a zero divisor for M(f ).
Next we have the following result. Proof. We use [4, Theorem 1] which implies that st(f ) ≤ T for singular hypersurfaces with isolated singularities, and then use [4, Corollary 1]. Alternatively, one may use the duality of the graded S-module N(f ) in this situation, see [12, 13] . Remark 2.3. If the hypersurface V : f = 0 has isolated singularities then the ideal J f is an almost complete intersection of dimension 1. As explained in [14, Appendix] , we have in this case
where indeg(M), M a module, denotes the initial degree of M, that is the infimum of the degrees of its nonzero elements.
For the definition of free hypersurfaces in P n and of nearly free surfaces in P 3 we refer to [8] . For the definition of plus-one generated hyperplane arrangements we refer to [1] .
Corollary 2.4. Conjecture 1.1 holds for
(1) any free hypersurface in P n with n ≥ 2;
(2) any nearly free surface in P 3 ;
(3) any essential plus-one generated hyperplane arrangement in P n with n ≥ 3.
Proof. Note that a free hypersurface V : f = 0 has pd M(f ) = 2, and apply Corollary 2.1. Similarly, a nearly free surface V : f = 0 in P 3 and a plus-one generated hyperplane arrangement A : f = 0 in P n have both pd M(f ) = 3 < n + 1 when n ≥ 3.
Now we discuss some cases where the stronger Conjecture 1.2 holds.
Proposition 2.5. Conjecture 1.2 holds for all singular hypersurfaces with isolated singularities, except if d = 2 and J f is a complete intersection defining a simple point.
Proof. Applying the results of [14, Appendix] in our setting, we obtain that
Proposition 2.6. Conjecture 1.2 holds for any free or nearly free surface in P 3 of degree d ≥ 3, and for any surface in P 3 of degree d ≥ 3 which is a cone over a plane curve.
Proof. Assume first that V : f = 0 is a free or nearly free surface in P 3 , not a cone,
If V : f = 0 is a cone over a reduced plane curve C, we can assume that f depends only on x, y, z and that g = 0 is an equation for C in P 2 , with g = f . As To end this section, we discuss the case when V is a generic hyperplane arrangement A, with d = |A| > n ≥ 2.
Proposition 2.7. Let A be a generic hyperplane arrangement in the projective space
In particular, Conjecture 1.2 holds in this case.
Proof. Using the resolution for M(f ) when V : f = 0 is a generic hyperplane arrangement, with d > n ≥ 2 given in [11, Corollary 4.5.4] , it follows that depth M(f ) = 0, a fact stated in [11, Corollary 4.5.5] , and reg M(f ) = 2d − n − 3, since the differences a i,j − i are 0 for i = 0, d − 2 for i = 1 and 2d − n − 3 for i = 2, . . . , n + 1. Note that by our assumption, 2d − n − 3 ≥ d − 2. The inequality reg M(f ) < T is equivalent to (n − 1) < (n − 1)d, which clearly holds.
On generic arrangements of surfaces with isolated singularities in P 3
We show in this section that Conjecture 1.2 holds for some surfaces in P 3 with a 1-dimensional singular locus, generalizing the generic plane arrangements in P 3 . These surfaces are obtained as unions of surfaces with isolated singularities in P 3 , which are in general position to some extent. We set S = C[x 0 , . . . , x 3 ] and consider f ∈ S d and its Jacobian ideal J f ⊂ S which is generated in degree d − 1 by the four partial derivatives f 0 , . . . , f 3 of f .
Recall that, according to Hilbert-Burch Theorem (see [9, Theorem 20 .15]), a perfect graded ideal I ⊂ S of codimension 2 admits a minimal free resolution of the form
where Ψ corresponds to an homogeneous matrix. In addition, we have the equality σ := r−1 i=1 l i = r i=1 e i and without loss of generality, one can assume that 1 ≤ e 1 ≤ e 2 ≤ · · · ≤ e r and l 1 ≤ l 2 ≤ · · · ≤ l r−1 . We notice that the minimality assumption implies that e 1 < l 1 . We start with the following rather general result.
Theorem 3.1. Let I = (g 1 , . . . , g r ) be a perfect ideal in S of codimension 2 with a minimal free resolution of the form (3.1). Moreover, we assume that J f ⊂ I and that the ideal (J f : I) defines a 0-dimensional subscheme in P 3 , possibly empty. Then
Moreover, in these conditions, the surface V : f = 0 in P 3 always satisfies Conjecture 1.1, and it satisfies Conjecture 1.2 providing that l 1 ≤ T + 1.
By the Grothendieck-Serre Formula [2, Theorem 4.3.5], we know that for all k ∈ Z one has
Moreover, since dim(M(f )) ≤ 2 we have H i Q (M(f )) = 0 for all i > 2 by [2, Theorem 3.5.7]. Therefore, to prove the claimed result we need to examine the vanishing of the graded components of the local cohomology modules H i Q (M(f )) for i = 0, 1, 2.
First, by our assumption, the following graded complex is a minimal free resolution of I:
By examining the two spectral sequences corresponding to the filtrations by rows and columns of the double complex C • Q (F • ), we deduce immediately that H 0 Q (S/I) = H 1 Q (S/I) = 0 and the graded isomorphism
is the canonical one induced by the Koszul complex. In particular, we have H 2 Q (S/I) k = 0 for all k > l 1 − 4. Now, consider the canonical exact sequence
We know that H i Q (S/I) = 0 for i = 0, 1 and by our assumptions we have H i Q (I/J f ) = 0 for all i > 1. Therefore, the long exact sequence of local cohomology of (3.2) implies that
To examine H i Q (I/J f ), i = 0, 1, we proceed as follows. From the inclusion J f ⊂ I, one can decompose the f i 's on g and g ′ to get a r × 4-matrix H such that
This latter corresponds to an homogeneous map
that gives rise to a finite free graded presentation of the quotient I/J f , namely the graded exact sequence
The Buchsbaum-Rim complex E • associated to ϕ, that belongs to the family of generalized Koszul complexes [9, Appendix A.2.6], is the following graded complex
It is a classical property that the homology of E • is supported on ann S (coker(ϕ)) = ann S (I/J f ) = (J f : S I) and by our assumptions this is a finite subscheme in P 3 . Now, consider the double complex C • Q (E • ). The spectral sequence corresponding to its filtration by rows converges at the second step and is of the form
(observe that H 0 (E • ) = I/J f ). The spectral sequence corresponding to the filtration by columns of C • Q (E • ) also converges at the second step with a single non-zero row:
). Comparing these two spectral sequences, we deduce that
We also have
From here, the claimed results follows by comparing the constraints given by (3.4), (3.5) and (3.3) . Indeed, we have
Since e 1 ≤ d − 1 (J f ⊂ I), and l 1 > e 1 (for otherwise the first column of Ψ would be identically zero), the quantity η 0 − η 1 is always non-negative. More precisely,
Gathering all the previous results, we deduce the following properties. First, Conjecture 1.1 holds because η 0 < T , since e 1 ≥ 1 (I is of codimension 2). Second, we have st(V ) ≤ max{η 0 , η 1 , η 2 } + 1 = max{η 0 + 1, η 2 + 1}. Finally, since reg(M(f )) = max{η 0 , η 1 + 1, η 2 + 2} the claimed inequalities follows from the two cases e 1 < d − 1, for which max{η 0 , η 1 + 1} = η 0 = T − 2e 1 , and e 1 = d − 1, for which max{η 0 , η 1 + 1} = η 0 + 1 = 2d − 5. Therefore, Conjecture 1.2 holds, i.e. reg(M(f )) < T , if d ≥ 2 and η 2 + 2 < T , this latter condition being equivalent to l 1 ≤ T + 1. Now we introduce the generic arrangements of surfaces with isolated singularities in P 3 which appear in the title of this section. In the next result and in its proof, the partial derivatives of f are denoted by ∂ 0 f, ∂ 1 f, ∂ 2 f, ∂ 3 f , and f 1 , f 2 , . . . , f r are polynomials in S unrelated to these partial derivatives. 
Assume that • f is a reduced polynomial, • D i has only finitely many singular points for all i, • the intersection between any two distinct surfaces D i and D j is transverse, except at finitely many points, • the intersection between any three distinct surfaces D i , D j and D k consists in finitely many points.
Then
and Conjecture 1.2 holds for the surface V providing d ≥ 3.
Moreover, in the generic setting, more precisely if D i , i = 1, . . . , r, are all smooth surfaces that intersect transversally at all their intersection points (in particular any four distinct surfaces do not intersect), then we have I f = (g 1 , . . . , g r ), where g i := f /f i for all i = 1, . . . , r, and (3.6) is an equality.
Proof. Let I be the ideal of S generated by g 1 , . . . , g r . A straightforward computation shows that J f ⊂ I. Actually, we have the equality
where the matrix on the right is the Jacobian matrix of the f i 's; we denote it H. It defines a graded map
. On the other hand, consider the following matrix:
It is of size r × (r − 1) and its (r − 1)-minors coincide with the g i 's up to sign. Therefore, assuming that I has codimension 2, i.e. that f is a reduced polynomial, then Hilbert-Burch Theorem implies that I admits the following minimal free resolution
Now, as already used in the proof of Theorem 3.1, the concatenation of the matrices Ψ and H provides a free presentation of I/J f . Therefore, we deduce that the ideal I r (Ψ ⊕ H) of r−minors of this concatenated matrix has the same radical as the ideal (J f : I) (using a classical property of Fitting ideals [9, Proposition 20.7] ). In addition, examining the matrix Ψ ⊕ H we notice that • if p ∈ D i \ ∪ j =i D j and p / ∈ Sing(D i ), then p / ∈ V (J f : I). This is because the partial derivatives ∂ i f are obtained as r-minors of Ψ ⊕ H (take Ψ and add a column of H); • for all points p ∈ D i ∩ D j , except finitely many, the intersection of D i and D j at p is transverse and p is not contained in any other surfaces D l , then p / ∈ V (J f : I). Indeed, in this case there is an r-minor of Ψ ⊕ H that does not vanish at p. To see this, first take Ψ and ignore the rows number i and j. From the rows i and j in H chose those 2 columns, say k and l, corresponding to ∂ k and ∂ l such that the Jacobian minor M(i, j, k, l)
Under our assumptions, we deduce that (J f : I) is supported on finitely many points and hence one can apply Theorem 3.1 with the data: e 1 = d − d r and l 1 = d. The conclusion (3.6) follows because we always have 2d + 2d r − 7 ≥ d − 3 as d ≥ 2 and d r ≥ 1. Now, we turn to the proof of the second part of this theorem. Pushing further the above analysis of r-minors of the matrix Ψ ⊕ H, one can show in the same way that for all point p ∈ V there exists an r-minor of the matrix Ψ ⊕ H that does not vanish at p, under our genericity assumptions. Therefore, the ideal (J f : I) defines an empty algebraic variety, which means that the ideals J f and I have the same saturation, so that J sat f = I f = I sat = I. Thus, taking again the proof of Theorem 3.1, this latter property implies that
Q (E 4 ) η 0 = 0 so we deduce that H 0 Q (I/J f ) η 0 = 0. As we already observed, the condition η 0 > η 1 holds if and only if e 1 < d − 1, and since e 1 = d − d r , it holds if and only if d r ≥ 2.
It remains to consider the case d 1 = · · · = d r = 1, for which we have l 1 = . . . = l r−1 = d = r and η 0 = η 1 = 2d − 6. When d ≥ 3, this case can be settled using the minimal resolution of M(f ) given in [11, Corollary 4.5.4] and used already in the proof of Proposition 2.7, since this case corresponds to a generic plane arrangement in P 3 .
In the end, the last claim is proved except for the case where f is the product of two linearly independent planes (d = 2, r = 2, d 1 = d 2 = 1). But this case can be treated directly from the definitions: M(f ) is isomorphic to a graded polynomial ring in two variables, hence H(M(f ))(k) = max{k + 1, 0} and P (M(f ))(k) = k + 1 for all k ∈ Z, so that st(f ) = −1 = 2 · 2 + 2 · 1 − 7.
Example 3.4. In this example we show that, in the non generic case, the inequality for st(f ) in Theorem 3.3 can be either strict, or an equality, even for r = 2 surfaces.
First we consider the family of surfaces V d+1 : f 1 f 2 = 0, where f 1 = x 3 and f 2 =
Then D 1 : f 1 = 0 is a plane, D 2 : f 2 = 0 is a surface with a singular point at p = (0 : 0 : 0 : 1) with local Tjurina number τ (D 2 , p) = (d − 1) 3 , and the intersection C = D 1 ∩ D 2 is transverse. Hence Theorem 3.3 applies and gives the inequality
Using the formula (2.4) for the Hilbert polynomial P (M(f )), and the values for a, b given in [8, Formula (2.6 ) and subsection (3.1)], we see that
since in this case τ 0 (V ) = τ (D 2 , p). A direct computation of the Hilbert series for V d+1 when 2 ≤ d ≤ 5 using SINGULAR, shows that in all these cases
Next we consider the family of surfaces V ′ 2d :
Then D 1 : f 1 = 0 is a surface with a singular point at q = (1 : 0 : 0 : 0) with local Tjurina number τ (D 1 , q) = (d − 1) 3 , the surface D 2 is as above, and the intersection C = D 1 ∩ D 2 is transverse. Hence Theorem 3.3 applies again and gives the inequality
As above, for the Hilbert polynomial, we get P (M(f ))(k) = d 2 k + d 3 − 4d 2 + 6d − 2, since in this case τ 0 (V ) = τ q (D 1 , q) + τ p (D 2 , p). A direct computation of the Hilbert series for V ′ 2d when 2 ≤ d ≤ 5 using SINGULAR, shows that in all these cases st(f ) = 6d − 7. 
The hessian and the Jacobian ideal
To treat the general case of Conjecture 1.3, we may assume that V : f = 0 is not a cone over a lower dimensional hypersurface, i.e. there is no linear coordinate change transforming f into a polynomial independent of x 0 . Indeed, for a cone, it is clear that hess f = 0, so Conjecture 1.3 holds trivially. We have the following result. Proof. Let Hess f be the Hessian matrix of f , having on the j-th row the partial derivatives of f j . To show that hess f ∈ I f , it is enough to show that x j hess f ∈ J f for all j = 0, . . . , n. Note that x j hess f is the determinant of the matrix A j obtained from Hess f by multiplying the (j + 1)-st column by x j . Now from the matrix A j we construct a new matrix B j as follows: we multiply the first column by x 0 , the second column by x 1 , ..., the j-th column by x j−1 , then the (j + 2)-nd column by x j+1 ,..., and finally the (n + 1)-st column by x n , and we add all these new columns to the (j + 1)-st column. It is clear that det B j = det A j = x j hess f .
On the other hand, in the matrix B j , the elements on the (j+1)-st column are exactly (d − 1)f k , for k = 0, . . . , n. This implies that det B j ∈ J f , and this completes the proof of our claim.
The above proof implies that if hess f / ∈ J f , then the maximal ideal Q = Ann(hess f ) is an associated prime of M(f ), and hence depth M(f ) = 0, see [10] Thm. A2.14. It also implies the following. The following results follow from our discussion in the previous section. In particular, Conjecture 1.3 holds for any free hypersurface in P n with n ≥ 2, for any nearly free surface in P 3 and any essential plus-one generated hyperplane arrangement in P n with n ≥ 3. 
