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in thinner films (d ≤ 500 Å), but were considered irrelevant for thicker films. We
show that even in our thickest film (d = 3200 Å), the finite-size effects obscure the
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Superconductivity was discovered by Heike Kammerlingh Onnes in 1911[1]. After
liquifying helium in 1908, Kammerlingh Onnes used it to cool mercury and measured
mercury’s resistance at temperatures very close to absolute zero. He saw that at 4.2
K (-269 ◦C, or -450 ◦F), the resistance vanished abruptly. Below 4.2 K, an electrical
current could pass without dissipation through the sample. This led him to declare
that the mercury had “passed into a new state, which on account of its extraordinary
electrical properties may be called the superconducting state.”1 The temperature
at which this sudden change occurred he called the “critical temperature,” and
nowadays is given the symbol Tc.
Researchers realized that as the temperature of mercury falls below the criti-
cal temperature, the electrons which carry the current undergo a phase transition.
Phase transitions occur whenever a material passes from one state into another,
and as such are quite commonplace – as ordinary as water condensing on the bath-
room mirror while someone showers, or ice melting in a glass on a hot day. Phase
transitions have been studied for centuries, and today we inherit coherent theories
regarding many different types of phase transitions. The theory which describes
the superconducting phase transition is well established, however, the rub is that
1The information in the introduction on the history and basics of superconductivity was taken
from Ref. [2] and Ref. [3]
1
experiments offer conflicting evidence regarding this phase transition.
In the end, understanding how electrons in superconductors undergo the transi-
tion from the “normal” state (at T > Tc, where they act like normal metals) to the
superconducting state will help researchers understand the mechanism that creates
superconductivity in the first place (we hope). At the very least, that is our goal.
1.1 Phase Transitions
Phase transitions, as we said, are everywhere.2 They seem more rare than they
actually are (water-steam and water-ice are the only two most people can recall)
because typically we only see one state: the state that occurs at room temperature,
atmospheric pressure, and in the Earth’s ambient magnetic field. We know that if
we cool water at atmospheric pressure, it becomes ice. We also know that if we
apply pressure to ice, it will turn it back into water. Thus for water, there are
actually two parameters which determine its state: temperature and pressure. For
any given material and transition, there can be more than two parameters which
affect its state.
For a given temperature T and pressure P , how does the material decide which
phase to be in? Clearly, the material will choose the phase that has the lowest free
energy at that T and P . A plot of the lowest-energy phase as a function of T and
P is called a phase diagram. The phase diagram for water is shown in Fig. 1.1.
The lines between the phases are called the coexistence curves, and show where two
phases can exist simultaneously. Where all three phases can coexist is called the
triple point, and is used to calibrate thermometers and pressure gauges.
Of course, water is not the only material which undergoes a phase transition.
Other much-studied phase transitions include the magnetic transitions and the su-
perconducting transition. For these two transitions, the important parameters are










Figure 1.1: Phase diagram of water. Along any coexistence curve, the transition is
first order. The water-ice coexistence curve continues up in pressure and does not











Figure 1.2: Phase diagram of a ferromagnet. For all temperatures a ferromagnet
aligns spin-up for H > 0 or spin-down for H < 0. For zero magnetic field, the
spin-up and spin-down coexist for T < Tc (here Tc is called the Curie temperature).
The co-existence curve at H = 0 is analogous to the water-steam curve, and at Tc
and H = 0 there is a critical point, similar to the critical point in water.
not pressure and temperature, but magnetic field H and temperature T . The fer-
romagnetic phase transition is shown in Fig. 1.2. In a ferromagnet the two phases
are spin-up and spin-down (referring to the alignment of the domains in the ferro-
magnet). The coexistence curve occurs at H = 0.
First-Order Transitions
A phase transition is equivalent to crossing a coexistence curve on the phase dia-
gram. Heating water to become steam is the same as starting in water at a given
4
temperature and pressure, and increasing the temperature at a fixed pressure until
it crosses over into steam; or, similarly, fixing the temperature and increasing the
pressure can take you from steam to water.
How exactly does water become steam? Any high school science student will tell
you that it takes heat to convert ice to water and water to steam. Thus, heating
water to its boiling point is not enough, you must supply additional energy to turn
it to steam. In a similar manner, energy must be added to a ferromagnet to flip
all the domains. This additional energy is called the latent heat. At every point
(except the one discussed below) along the coexistence curves in Figs. 1.1 and 1.2,
there is a latent heat.
Any transition which requires a latent heat is called a first-order (or discontinu-
ous) transition. This is because the first derivative of the free energy (and thus the
entropy) is discontinuous. This also means that a physical property is discontinuous
(density for water, magnetization for a ferromagnet).
Second-Order Transitions
There is a special point in the water and ferromagnet phase diagrams that is not
a first-order transition. At high temperatures and pressures, the coexistence curve
between water and vapor ends at the critical point, and beyond the critical point,
you cannot distinguish between water and steam. In a ferromagnet, beyond the
Curie temperature (also called Tc), you can vary the state continuously from spin-
up to spin-down without going through a phase transition, thus T = Tc and H = 0
is a critical point. At the critical point, there is no latent heat – it requires no energy
for water to become steam and vice versa, in the ferromagnet, it requires no energy
to flip a domain. Because it requires no additional energy to switch phases, small
variations in energy will cause local changes in the phase of the material. These
variations are called fluctuations, and have a limited size and lifetime. Fluctuations
near a second-order transition are the focus of this dissertation.
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A transition that has no latent heat is called a second-order (or continuous) tran-
sition. They are also sometimes called critical phase transitions. In these transitions,
the first derivative of the free energy (and the entropy) is continuous.
For this work we are only interested in the second-order normal-superconducting
transition. As Ref. [4] points out, this is not because second-order phase transitions
are intrinsically more interesting than first-order transitions, but because there is a
large body of theory accompanying second-order transitions.
1.2 Superconductivity
Much work has been done on superconductors since their discovery in 1911. Re-
searchers soon discovered that not only high temperatures destroy superconductiv-
ity, but also high magnetic fields and high applied currents. These maximum fields
and currents are called the critical field, Hc, and critical current density, Jc. In
1933, Meissner and Ochsenfeld discovered that in magnetic fields lower than Hc,
superconductors expel any magnetic field inside the sample. This is now called the
Meissner effect. One would expect a perfect conductor to conserve rather than ex-
pel magnetic flux, thus it is clear that superconductivity is more than just perfect
conductivity.
Type I Superconductors
The first superconductors discovered (mercury, lead, tin) were all what today are
called type I superconductors. Type I superconductors have a relatively simple phase
diagram, shown in Fig. 1.3. The coexistence curve, akin to the coexistence curves in
Figs. 1.1 and 1.2, defines the critical field for different temperatures, and so is also
called Hc(T ). Hc(T ) separates the normal (resistive) state from the superconducting
state (resistance R = 0). For type I, below Hc(T ) the material is always in the








Figure 1.3: Phase diagram of a type I superconductor. The critical point at zero
applied magnetic field is a second-order transition.
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Just from these facts, we can see that this phase transition is first order. Imagine
we are at some temperature in a field H > Hc. As the temperature is lowered below
the critical temperature, the superconductor will expel all the magnetic field inside
its bulk. To do so will require additional energy – a latent heat – and thus the
transition is first order.
There is one point on the phase diagram where this argument fails, namely, at
zero applied magnetic field. There is no magnetic field to expel, and the transition
in zero field is second-order. This is a critical point, similar to the critical point at
the end of the water-steam coexistence curve.
Type II Superconductors
If there is type I, there must also be (at least!) type II. Type II superconductors were
discovered in 1930 and explained theoretically by Abrikosov in 1957. Type II su-
perconductors have a somewhat more complicated and controversial phase diagram.
The simplest model phase diagram is shown in Fig. 1.4.3
In the simplest theory of type II superconductors, there are two thermodynamic
critical fields, Hc1 and Hc2. Below Hc1, type II superconductors behave similarly to
type I, that is, they are superconducting (R = 0) and expel magnetic fields. Above
Hc2, they are in the normal state.
Between the two critical fields, type II superconductors differ significantly from
type I. For Hc1 < H < Hc2, magnetic flux will penetrate the superconductor, but
only in small tubes, each tube carrying a quantized amount of magnetic flux. This
amount is called the magnetic flux quantum, Φ0 = h/2e = 2.07× 10−15 T-m2. The
electrons at the cores of these magnetic flux tubes are in the normal state, whereas
the electrons outside the cores are in the superconducting state. The normal core is
surrounded by a circulating supercurrent, which is why this phenomenon is called










Figure 1.4: Phase diagram of a type II superconductor. Both Hc1(T ) and Hc2(T )
are second-order transitions. The critical point at zero applied magnetic field is also
second-order.
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a “vortex.” When vortices enter a superconductor, it is called the “mixed” state.
If a current is applied, the vortices will move due to the Lorentz force, and the
normal electrons in the cores can dissipate energy. Thus in the strict sense of zero
resistance, the mixed state is not superconducting. In practice, the vortices often
become pinned on defects in the material and stop moving, thus the resistance,
even in the mixed state, becomes immeasurably small. Note that even in a perfect
defect-free superconductor, for Hc1 ≤ H ≤ Hc2, the superconducting electrons are
correlated over all length scales, so in this sense the system is superconducting.
Regardless of the definition of superconductivity (R = 0 or long-range electronic
coherence), there is a phase transition at Hc2(T ).
As you approach Hc2(T ) from below, the field inside the superconductor smoothly
approaches the applied field, making Hc2(T ) a second-order transition. In typical
type II superconductors, Hc1(T ) is also a second-order transition separating a su-
perconducting (R = 0) from the non-superconducting mixed state.4
The Vortex-Glass Transition
In 1985, the highest Tc of any known superconductor was 23 K. In 1986, a new type
of superconductor was discovered with Tc = 35 K[5], and shortly thereafter, a new
material with Tc = 92 K (-181
◦C, -294 ◦F)[6, 7, 8]. These new materials, called
high-temperature superconductors, brought about a re-examination of all aspects of
superconductivity. One of the many new ideas to result, due to Fisher, Fisher and
Huse (FFH), was that Fig. 1.4 may be incorrect. FFH predicted the existence of a
new phase in superconductors, called the “vortex-glass” phase[9, 10, 11].
FFH predicted that in the mixed state, the vortices in high-temperature super-
conductors would move about, causing dissipation, as in previous type II super-
conductors. However, at sufficiently low temperatures, the vortices should become












Figure 1.5: Phase diagram of a type II superconductor with the vortex-glass transi-
tion. The proposed phase transition within the mixed state (Hg(T )) is predicted to
be second order. Hc2(T ) is no longer a phase transition, but rather a broad crossover
from vortex-liquid to normal states. There is still a critical point at H = 0.
pinned, thus allowing a transition to a superconducting state at H > Hc1. This
is called the “vortex-glass” phase, shown in Fig. 1.5. Raising the temperature will
allow the vortices to begin to move and dissipate energy, thus Hc2 is no longer a
phase transition but a broad, continuous crossover to the normal state. Thus, the
normal-superconducting transition is expected as the vortices freeze at Hg(T ). Be-
cause the vortices are not expelled from the superconductor and there is no energy
cost to slow the dynamics of the vortices, the vortex-glass transition is expected to
be second-order.
A consensus has emerged that the vortex-glass transition does, in fact, exist.
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Recent work by D. R. Strachan[12] (in which I participated as a beginning graduate
student) investigated this transition, and has called into question the validity of
how researchers determine the parameters governing the transition – and indeed,
whether the vortex-glass transition truly exists at all.
This dissertation does not directly investigate the vortex-glass transition. The
controversy surrounding the vortex-glass transition motivated us to investigate the
normal-superconducting transition in zero field, where the existence of a second-
order phase transition is not in doubt and the critical parameters for the transition
are well known theoretically (at least in principle). However, much of what we have
learned about second-order phase transitions in the high temperature superconduc-
tors in zero field can be applied to the transition in field, and hopefully will help to
clarify the controversial vortex-glass transition.
1.3 Outline
There is a large body of work regarding second-order phase transitions. Most re-
searchers examine this superconducting transition in a magnetic field. However, we
have chosen to reduce the complexity of the problem and study the phase transition
in zero field where, as noted above, the transition is well understood. In particular,
we are looking for the critical exponents ν and z. We expect ν ≈ 0.67 and z ≈ 2.
To study this transition, we will use the high-temperature cuprate superconduc-
tor YBa2Cu3O7−δ (YBCO). A discussion of the sample follows immediately in Ch.
2. In Ch. 3, we will describe the experimental apparatus and the measurement
methods we use.
Ch. 4 serves as a brief introduction to the body of theory that underlies our
work on phase transitions, and serves to inform our expectations as to how the data
should look.
The main body of our work is presented in Ch. 5 in the form of voltage vs.
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current (I − V ) measurements on thin films of YBCO. In the analysis of the data,
we find unexpected ohmic behavior at low currents in the critical regime, which
(after much effort) we find are due to finite size effects.
Finally, in Ch. 6 we present specific heat data on large bulk single crystals of
YBCO, as well as preliminary measurements of I − V curves on crystals.
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Chapter 2
Sample Preparation and Characterization
We use a high-temperature superconductor (HTSC) to investigate the properties of
the normal-superconducting transition in zero field. There are many parameters in
this experiment, but none more important than the sample. As a post-doc once
advised us, “If the sample is garbage, then everything else is garbage.”
In this chapter we will discuss the samples: How we fabricate them, pattern
them, and put contacts on them in preparation for measurement.
2.1 The Material: YBCO
The material we have used for our experiments is YBa2Cu3O7−δ, also called Y-Ba-
Cu-O, Y-123, or YBCO. YBCO, discovered in 1987, was the first superconductor
known to have a Tc above the boiling point of nitrogen[6, 7, 8]. It has been ex-
tensively studied in the last seventeen years, and our work follows a large body of
research.
YBCO is very different from low-temperature superconductors, which tend to be
elements (e.g. mercury, tin) or simple compounds (e.g. NbN, Nb3Ge). YBCO has
a complicated structure, shown in Fig. 2.1. The unit cell of YBCO is orthorhombic,
with a 6= b 6= c. However, it is often considered tetragonal, as a ≈ b.1 Also note












a = 3.83 Å
b = 3.89 Å
c = 11.66 Å
Figure 2.1: The unit cell of YBCO. The additional oxygen atoms indicate the copper-
oxygen planes, where superconductivity occurs in this material. The lengths of the
unit cell axes a, b, and c are given.
that c ≈ 3a ≈ 3b. This will be important for growth issues later.
YBCO and other HTSCs with similar acronyms (BSCCO, LSCO, PCCO, NCCO)
all share an important feature emphasized in Fig. 2.1, namely, the copper-oxygen
planes. Superconductivity occurs in these planes. For this reason, HTSCs tend to
be naturally anisotropic. Compared to other HTSCs with Tc ≈ 90 K, YBCO is the
most isotropic – a lucky coincidence for us, as the simplest theories which describe
the phase transition are for isotropic materials.
As the formula suggests, oxygen vacancies are important in YBCO. These oxy-
gen vacancies determine the carrier concentration. Because oxygen typically supplies
15
Figure 2.2: Transition temperature vs. doping in YBCO. Graph from Ref. [14].
electrons, oxygen vacancies supply holes, and so YBCO is a hole-doped supercon-
ductor. The transition temperature of YBCO varies strongly with oxygen doping,
as shown in Fig. 2.2.
In this work we investigate optimally-doped YBCO. Because the Tc vs. doping
curve has a maximum at optimal doping, small changes in doping do not affect Tc
as much as they do for over- and under-doped samples. Thus, optimally-doped films
are more homogenous in Tc and also in their superconducting properties. We do not
directly measure oxygen content in our samples.
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2.2 Films
The lion’s share of our data was taken using thin films. The moniker “thin films” is
a catch-all for any sample with a thickness . 1µm and (more importantly) grown
on a substrate. Our films are typically 2000 Å thick.
In this section we will discuss how we grow our films, characterize and optimize
their properties, pattern them, and prepare them for measurement.
2.2.1 Film Growth via Pulsed Laser Deposition
There are several preferred methods of film growth. The three most popular are
sputtering, molecular beam epitaxy, and pulsed laser deposition (PLD) (also called
laser ablation).2 PLD is attractive because of ease of growth, fast turn-around time,
and multi-functionality of the vacuum chamber. The schematic of the system is
shown in Fig. 2.3.
In PLD, a high-energy laser pulse is fired into a vacuum chamber onto a sto-
ichiometrically correct target. The energy density on the surface of the target is
controlled by the aperture size and shape as well as the lens distance from the tar-
get. At high energies, the surface layers of the target will be ejected from the target
in a plasma. This plasma combines with the oxygen in the chamber and is deposited
on the heater and substrate. At sufficiently high temperatures (typically 850◦C), an
epitaxial crystalline film will grow on top of the substrate.
High-quality films are necessary in order to study the intrinsic properties of
YBCO; copper-oxygen planes must align, oxygen content must be uniform, etc.
There are a plethora of parameters which have to be carefully controlled in order
to make high-quality films. These parameters include: aperture size, lens distance
from the target, target distance from the heater, heater temperature, thermal link
2Generally, PLD is considered by many researchers to give the worst films in terms of sample
homogeneity and surface roughness.
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Figure 2.3: Schematic of PLD setup, showing laser, vacuum chamber, target and
heater. Schematic drawn by T. Frederiksen.
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from the substrate to the heater, laser energy, oxygen pressure during deposition,
annealing conditions, and more. A table of parameters and a detailed drawing is
given in Appendix A of Ref. [15]. We have chosen not to repeat such a table here
because we have found the parameters to be dependant on the target, condition of
the laser, condition of the heater, etc., and thus even the most detailed description of
deposition conditions would not allow another user to make similar films. In general,
our films were grown with an ultra-violet Kr-F laser (λ = 248 nm), at a heater
temperature of ≈ 850◦C, in a 150 mTorr O2 environment, with an energy density
of ≈ 1 J/cm2, and a pulse rate of 10 Hz. More important than the parameters,
though, is the step-by-step description of PLD film growth given in Appendix A of
Ref. [15], which does not need to be repeated here.
For YBCO films, most researchers use one of three different substrates: LaAlO3
(LAO), SrTiO3 (STO), or NdGaO3 (NGO). LAO is less often used because it has
significant warping when heating and cooling, which causes structural damage in
the YBCO films. STO is popular because its lattice is better matched to YBCO
than LAO, and it has no structural changes when heated and cooled. STO has a
high dielectric constant (≈ 300), however, and thus is not ideal for high-frequency
measurements. NGO has a small dielectric constant (≈ 20), and a smaller lattice
mismatch to YBCO than STO, and is thus an ideal candidate for film growth. In
practice, we found films on NGO difficult to grow, and because our measurements
were at dc, most of our films were grown on STO.
2.2.2 Film Characterization
Once a proper substrate is chosen, growing a film of YBCO that superconducts is, by
all standards, quite easy (some wags joke that all one needs do is rub the substrate
on the target). Growing a good film is not so easy, and we have a set of tools to help






Figure 2.4: Schematic of the x-ray diffractometer. X-rays are reflected off the surface
of the film, giving constructive interference at certain angles.
surface analysis using an atomic force microscope (AFM) and a scanning electron
microscope (SEM).
X-ray diffraction
In order to make the best measurements on the superconducting state in YBCO,
our films must have the c-axis perpendicular to the surface of the substrate. This
will give us many large-area copper-oxygen planes stacked on top of each other,
with current flowing parallel to the surface of the substrate. Such a film with the
c-axis perpendicular to the substrate is called a c-axis film. One of the major
problems we hope to avoid is a- and b-axis grains, which puts the copper-oxygen
planes perpendicular to the direction of current flow, causing a non-uniform current
density.
X-ray diffraction is the fastest and simplest method to look at the crystallinity
of our films and to determine whether they are c-axis films. An x-ray diffractometer
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shines x-rays of a certain frequency at our sample at a given angle θ, measured
between the source and the sample, as sketched in Fig. 2.4. These x-rays reflect
off the surface of the film and also off the lattice planes inside the film. Thus, at
certain angles, when the extra distance travelled by the light reflected off planes
inside the film equals an integer multiple of a wavelength, you will get constructive
interference. The angles where constructive interference occurs will tell you the
lattice spacings of your film.3
Data is usually plotted as counts (i.e. number of photons reaching the detector)
vs. 2θ (this is a historical convention, from when the source was fixed, thus a
rotation of the sample of amount θ required that the detector moved an amount 2θ).
The x-rays are created when high-energy electrons strike a copper target, liberating
electrons from the inner K-shell. As electrons fall from the outer shells to the inner
shell, they create photons of two very similar wavelengths, Kα1 = 1.541 Å and Kα2 =
1.5444 Å.4 Constructive interference shows up as large peaks about certain angles.
From the position of the peaks and the wavelength of the incident photons, we can
determine the lattice spacing that created that peak. A table of crystal orientations
(using the Miller indices (hkl) in the reciprocal lattice of the crystallographic planes),
expected lattice spacings, 2θ1, and 2θ2 values for YBCO, STO, and some common
impurity phases are given in Table 2.1. The expected values for the lattice spacing
d were taken from Ref. [16].
The x-ray diffraction pattern for a “good” sample is shown in Fig. 2.5. A separate
measurement of the substrate and the aluminum base which holds the sample is
necessary to insure that their peaks are not mistaken for impurities in the film.
In Fig. 2.5, all of the peaks can be identified as c-axis YBCO, substrate, or peaks
from the holder. The largest peaks are from the substrate, which is not surprising,
considering the regular crystal structure of the substrate and the fact that it is
3A discussion of Bragg diffraction is given in Ref. [13].
4Here, “K” refers to the electronic K-shell, as opposed to “k”, wave number.
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YBCO d (Å) 2θ1 (deg.) 2θ2 (deg.) STO d (Å) 2θ1 (deg.) 2θ2 (deg.)
002 5.83 15.19 15.22 100 3.94 22.55 22.61
003 3.89 22.86 22.92 200 1.97 46.06 46.18
004 2.92 30.65 30.72 300 1.31 71.82 72.03
005 2.33 38.58 38.68 110 2.79 32.08 32.16
006 1.94 46.70 46.83 220 1.39 67.25 67.44
007 1.67 55.09 55.24 111 2.27 39.60 39.70
008 1.46 63.81 63.99 CuO
009 1.30 72.96 73.17 002 2.53 35.44 35.53
0010 1.17 82.70 82.95 111 2.52 35.54 35.63
010 3.89 22.87 22.92 200 2.31 38.94 39.04
020 1.94 46.71 46.84 Cu2O
030 1.30 72.98 73.19 111 2.47 36.42 36.51
100 3.83 23.24 23.29 200 2.14 42.30 42.41
200 1.91 47.50 47.63 220 1.51 61.35 61.51
300 1.28 74.34 74.55 BaCuO2
013 2.75 32.56 32.64 600 3.05 29.28 29.35
103 2.73 32.83 32.91 530 3.14 28.44 28.51
110 2.73 32.83 32.91 611 2.97 30.10 30.17
Table 2.1: X-ray diffraction peaks for YBCO, STO, and common impurities, given
that Kα1 = 1.541 Å and Kα2 = 1.5444 Å.
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Figure 2.5: Typical x-ray diffraction pattern for a YBCO thin film (sample mcs89).
All peaks are accounted for and indicate only c-axis YBCO, Al sample holder
(holder), or substrate (S).
many times thicker (0.5 mm thick) than the superconducting film. In fact, because
the signal from the substrate is so large, each substrate peak is actually split into
two peaks from the two wavelengths Kα1 and Kα2. The signals from the sample
peaks are too small to distinguish the two wavelengths. Impurities would show up
as separate peaks in the graph (unless, of course, the occur at the same angles as
the substrate or YBCO peaks).
One of the major problems in c-axis YBCO films that can be identified with an
x-ray diffractometer is a-axis grain growth. Because c ≈ 3a, a substrate matched
to the a and b axes of YBCO can still grow a-axis films. In fact, very thick films
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(d & 4000 Å) are a mixture of c- and a-axis. For this reason, most films tend to
be in the range 1000 Å < d < 4000 Å. Films thinner than this generally have a
lower Tc, and thicker films have a-axis inclusions. But even films in this optimum
thickness range can grow a-axis. In particular, during annealing, a-axis grains form
as an outgrowth on the surface of the c-axis films[17]. Again, because c ≈ 3a, these
outgrowths form rectangular structures at 90◦ to one another on top of the c-axis
structures.
A quick glance at Table 2.1 shows that the a-axis peaks occur unfortunately
close to the substrate peaks, so small amounts of a-axis can be drowned out by the
substrate. The a-axis peak easiest to see is the YBCO (200) peak, which appears
just to the right of the STO (200) and YBCO (006) peaks. In Fig. 2.6, sample mcs89
(solid) shows no a-axis, whereas sample mcs141 (dashed) shows a small a-axis peak
at 2θ = 48◦.5
These a-axis outgrowths on the surface of the films can be seen using an atomic
force microscope (AFM), but because the c- and a-axes have very different conduc-
tivities, a-axis outgrowths on the surface can be seen more readily using a scanning
electron microscope (SEM). SEM pictures of the surfaces of the same films from
Fig. 2.6 are shown in Fig. 2.7. The a-axis growths on mcs141 in Fig. 2.7(a) are the
rectangular structures at 90◦ to one another. In these rectangular structures, the
c-axis points parallel to the long side of the rectangle. Away from the rectangular
structures, the c-axis points out of the paper. These structures are absent from
mcs89 (Fig. 2.7(b)), as we expect from the x-ray data.
5The peaks do not occur at exactly the values predicted in Table 2.1. The diffractometer has a
slight offset which changes as a function of θ, and our lattice spacings never match exactly those
found in references.
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.) STO (200) and
YBCO (006) 
YBCO (200) 
Figure 2.6: X-ray diffraction pattern for mcs89 (solid) and mcs141 (dashed). The
large peak is STO (200) and YBCO (006). At 2θ = 48◦, mcs141 has a small a-axis
peak (YBCO (200)).
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Figure 2.7: SEM images for a) mcs141, and b) mcs89. The a-axis growths are
clearly identifiable on mcs141 as rectangles at 90◦ to one another. These structures
are absent from mcs89. Films imaged by M. Lilly and D. Tobias.
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ac susceptibility
X-ray diffraction is an excellent tool which allows us to determine the crystal struc-
ture of our films (and whether they are crystalline at all!). However, as mentioned
in Sec. 2.1, YBCO is very sensitive to oxygen content, which the x-ray diffractome-
ter cannot detect. To determine inhomogeneities in Tc, we use an ac susceptibility
probe.
With ac susceptibility, the sample is placed in-between two coils. A small ac
signal (typically 200 kHz) is applied to one coil. On the other side of the film, a
voltage is created in the pickup coil via electromagnetic induction. The schematic
is shown in Fig. 2.8. We use a lock-in amplifier to detect the signal at the pickup
coil.
One of the unique properties of superconductors is that, below Tc, they expel
magnetic field. Thus, as the temperature of the film goes below Tc, the amount of
magnetic flux reaching the pickup coil will be reduced, and the voltage induced at
the pickup coil will also be reduced. Because the flux flows through the bulk of the
film, ac susceptibility is a good test of the film’s homogeneity.
The signal measured from ac susceptibility has both real and imaginary parts.
The real part always decreases going down through the transition, as the flux
through the film decreases. The imaginary part shows a pronounced peak at the
transition. From the imaginary part, we determine Tc as the maximum of the peak,
and ∆Tc as the full-width at half maximum. For the best samples, Tc should be
large and ∆Tc small. A good sample (mcs146) is shown in Fig. 2.9. In Fig. 2.9,
the peak in the imaginary part (circles) gives Tc ≈ 90.4 K, and the width gives
∆Tc ≈ 0.2 K.
Susceptibility measurements allow us to identify several common problems in
films. In Fig. 2.10, we show four different ac susceptibility measurements. Fig.
2.10(a) is the same as Fig. 2.9, and is one of our best films. Fig. 2.10(b) shows
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Figure 2.8: Schematic of ac susceptibility measurement. An ac signal is applied and
picked up on the other side of the film. As the film becomes superconducting, it
screens the magnetic field and changes the mutual inductance of the coils, reducing
the signal at the pickup. Schematic drawn by T. Frederiksen.
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Figure 2.9: ac susceptibility of a good sample (mcs146), both real (solid) and imag-













































Figure 2.10: The ac susceptibility graphs of four different samples are shown: a)
mcs146, b) mcs142, c) mcs144, and d) mcs140. Solid lines are the real part, lines
with circles are the imaginary part. Panel (a) shows a good film, (b) a film with
two transitions, (c) a film with a “shoulder”, and (d) a generally poor film with a
low Tc and wide transition.
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a film with two transitions. This type of film is common when the substrate is
poorly glued to the heater, and thus the temperature varies substantially over the
substrate, leading to different oxygen concentrations. This is exactly what we hope
to avoid in our films. Fig. 2.10(c) exhibits what we refer to as a “shoulder” below
the main transition. We have found that the silver paint used to glue the substrate
usually covers the sides of the substrate, making the extremities of the substrate
slightly hotter than the middle. This gives the edges of the film a slightly different
Tc than the center. We have tested this by scraping off the edges of the film and
measuring it again, and the shoulder disappears. Because the center of the film is
still uniform, it is possible to use these films. The film in the last panel, Fig. 2.10(d)
has a wide transition and a low transition temperature. This film is not useful for
our measurements.
Surface analysis
In order to ensure a uniform current flow, it is important that the surface of the
film be as smooth as possible. To look at the surface roughness, we use an AFM.
The AFM will also tell us whether we have unusual growth modes in our film. We
have also used the AFM as a sensitive measure of the thickness of our films.






|Zi − Z|, (2.1)
where Zi is the height of each of N points and Z the average height. Good films
have a roughness somewhere between 50 Å and 100 Å, making the roughness at the
surface 3-5% of the typical thickness.
A typical AFM picture for sample mcs172 is shown in Fig. 2.11. This film has a
roughness of 130 Å. The main features in this picture are several pronounced peaks
of height > 100 nm. If we measure roughness in an area which does not include a
peak, we find a roughness more similar to what we expect, ≈ 70 Å. These peaks
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Figure 2.11: AFM image of a typical film (mcs172), with Ra = 130 Å. The large
peaks (height > 100 nm) are a recurring feature in our films, but break off easily.
Film imaged by M. Lilly.
are a recurring feature in our films, and tend to break off when cleaning the film or
spinning photoresist.
We have also used the AFM to study the degradation of the film’s surface as
a function of time. It is well-known that an oxide layer forms on YBCO within a
couple of hours after exposure to the atmosphere. To test whether this layer could
be seen with the AFM, and also to determine if the surface degraded over time,
we measured the roughness as a function of time. The results are shown in Fig.
2.12, in which we see no real change in roughness from 15 minutes to 75 days, and
also no change after cleaning the film with acetone. Thus, we conclude that we
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Figure 2.12: Surface roughness as a function of time, from 15 minutes after removing
the film from the chamber to 75 days afterwards. The surface does not degrade with
time, even when cleaned with acetone.
can measure roughness at any point in a film’s lifetime, and still be assured of a
meaningful measurement, and that the oxide layer is too thin to be measured with
the AFM.
Critical current density
Recently we have begun to look at critical current density as a method of determining
the quality of our films. Examining the critical current density will allow us to
compare our films with others in the literature, and also to compare between our
own films. We expect higher critical current densities for better quality films.
33
Resistance vs. temperature
The final step, and the final test, is a simple R vs. T graph. In an R vs. T graph,
we are looking for a high Tc and a narrow transition width. Some typical films are
shown in Fig. 2.13. In these graphs, ∆Tc is usually measured as 90% to 10% of the
normal state value. We have taken Tc as the 10% point because we have found,
empirically, that is it very close to Tc as determined from ac susceptibility and is
also close to Tc as determined from our scaling analyses, which will be discussed
later.6 Fig. 2.14 shows the full range in temperature.
Sample mcs70a, the dashed-dotted line in Fig. 2.13, is one of our poorer samples,
with a low transition temperature (Tc ≈ 90.4 K) and a broad width (∆Tc ≈ 1.2 K).
Most of our samples are akin to the dashed line, sample mcs84a (Tc ≈ 91.5 K and
∆Tc ≈ 0.5 K). Films with higher transitions and smaller widths are difficult to
obtain. As a standard for improvement, we have included one of our best films,
mcs118, the solid line in Fig. 2.13 has Tc ≈ 91.6 K and ∆Tc ≈ 0.4 K. We see that
the R vs. T plot gives a clear idea of the quality of the film.
These films have been measured with an applied current density of J ≈ 6× 106
A/m2. For most of the temperature range, the applied current level makes no
difference, as the sample is ohmic. This is untrue in the transition region (as we
will address in Chapter 5). Nonetheless, the difference between J ∼ 105 A/m2 and
J ∼ 107 A/m2 on a linear R vs. T plot is hardly noticeable.
2.2.3 Film Patterning
For our measurements, we apply a current I and measure a voltage V . However,
what we really wish to apply is current density J and measure electric field E.
For that reason, we must control how and where the current flows. To to this, we
6Conventionally, researchers choose the 90% point for Tc as the onset of superconductivity or
the 50% midpoint as an average.
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Figure 2.13: ρ vs. T near the transition for several films. The dashed-dotted line
(sample mcs70a) is one of our poorer films, with a low transition and broad width.
Most of our films are similar to the dashed line (sample mcs84a), while the solid
line (sample mcs118) is one of our best films, with Tc ≈ 91.6 K and ∆Tc ≈ 0.4 K.
The full temperature range is shown in Fig. 2.14
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Figure 2.14: ρ vs. T near the transition for the same films as Fig. 2.13. The dashed-
dotted line is sample mcs70a, the dashed line sample mcs84a, and the solid line
sample mcs118.
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pattern the film, essentially channelling the current to flow in a small, well-defined
area. The details of the pattern will be discussed in Chapter 3. Here we will discuss
how we make the pattern.
Photolithography
To make the pattern, we use a powerful tool which allows researchers to write sub-
micrometer patterns on samples called photolithography. Photolithography uses a
photoresist, a polymer which is sensitive to certain frequencies of light. When light
shines on the photoresist, it breaks bonds in the polymer, making it easier to remove.
Thus, any photoresist not exposed to light will remain as your pattern.7
We use Shipley S-1813 resist, and spin it on our samples at 5000 rpm for 45
s. This gives the photoresist about 1 µm thickness. Afterwards, we soft-bake our
films by placing them on a hotplate for 1 minute at 90 ◦C. We place a chrome mask
on top of the film to protect parts of the film from exposure. Then we expose the
film to UV light (λ = 365 nm) at 8 mW/cm2 for 12.5 s (this is a longer exposure
than most, but is necessary because YBCO does not reflect the light back into the
resist, as common samples, such as silicon or gold, do). The exposed photoresist is
removed in developer. We develop the pattern in a 1:1 ratio of water and CD-30 (a
Shipley developer) for 20 s. We can routinely develop patterns of 2 µm width and
larger. The photoresist covered by the mask will not be removed by the developer,
and will be the desired pattern.
Etching/Milling
Once the pattern is written on top of the film, we must remove the extra YBCO,
leaving the desired pattern in the YBCO film itself. To do that, we have two choices:
we can use an acid etch or an ion mill. Both methods have their advantages and




Figure 2.15: Schematic of the acid etch. The YBCO (black) is protected in places
by the photoresist pattern. Etch directions are indicated by the arrows. Ideally, the
acid only etches downward, etching the unpatterned areas, but in reality, some of
the desired pattern is also etched.
disadvantages. Nearly all of our films were etched in acid.
We use 0.5% by volume phosphoric acid (H3PO4) in water to etch our YBCO
films. To etch a film of thickness ≈ 2000 Å requires roughly 20 s in the acid etch.
The advantage of acid etch is that it does not affect the structure or composi-
tion of the unexposed film. However, as the acid attacks the unprotected film and
etches it away, it exposes edges of film underneath the photoresist, and begins to
etch in that direction as well. A schematic is shown in Fig. 2.15, where the black
arrows indicate the etch directions. Phosphoric acid preferentially etches along the
c-axis, thus it will etch faster into the film than it will into the sides of the pattern,
nonetheless, some of the YBCO under the resist is etched away, thus our patterns
are always narrower than we expect them to be. For this reason, it is difficult to
etch patterns narrower than 4 µm.
This over-etch can be avoided with an ion mill. In an ion mill, argon atoms are
stripped of their electrons and accelerated towards the sample. Before impact, they
are neutralized with an electron beam. The argon atoms hit the sample with such
force that atoms on the sample are knocked free. The photoresist is much thicker
than the sample (1 µm compared to 2000 Å), and its mill rate is slower (typically
half that of YBCO), so the exposed YBCO will be removed before the photoresist,
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leaving the YBCO underneath the pattern of photoresist untouched.
The advantage of ion mill is that it can make very exact patterns and avoids
any over-etch. However, it is more cumbersome because it involves placing the
sample in a vacuum chamber and pumping down. Also, because the atoms hit the
sample at high speeds, they impart a large amount of energy to the sample and can
heat it. This heat can drive oxygen from the sample and change its superconducting
properties. Most ion mills are water-cooled to avoid heating, but due to the relatively
poor thermal conductivity of the substrate, heating can still be a problem.
Electrical contacts
Finally, in order to do any measurement, we must connect to the sample electrically.
Connecting wires to the film is not an easy task, so special steps must be taken. We
pattern large areas for contact pads, for both current and voltage leads. On top of
those pads we deposit gold, and then connect wires to the gold contact pads.
We can deposit gold on the film via PLD or evaporation. Evaporation essentially
heats the gold such that gold atoms evaporate from the source and fall on the sample.
For the gold to stick well to the surface of the film, the film must be taken from the
PLD chamber directly to the evaporation chamber, as the oxide layer that forms on
YBCO films makes it hard for gold to stick.
In contrast, because PLD is such a violent deposition method, the gold atoms
strike the film with enough energy to smash through the oxide layer and form a close
bond with the film underneath. However, we have found that more than ≈ 500 Å of
gold damages the YBCO underneath. For most of our measurements, this is not
a problem, as our measurement is a 4-probe measurement of a section of YBCO
protected by photoresist from gold. For this reason, usually we deposit gold via
PLD.
We typically achieve contact resistances (gold pad to YBCO) of < 5 mΩ for pads
of area 1.5 × 1.5 mm2 (Rarea ≈ 1.13 × 10−8 Ω − m2). To avoid heating which can
39
burn out the thin voltage leads, we do not solder the wires to the gold pads, but
rather use a wire bonder.
2.3 Crystals
For the latter part of our research, we turned our attention to crystals. Like film-
growing, crystal growth is one part science, one part art, and eight parts persever-
ance. W. N. Hardy, D. A. Bonn, and Ruxing Liang at the University of British
Columbia in Vancouver, Canada have been persevering for more than 10 years
in YBCO crystal growth, and consistently grow some of the best crystals in the
world[14, 18]. Their crystals are untwinned (unlike our films, the a- and b-axes are
not mixed), with high transition temperatures and small widths.
Through a generous collaboration, we obtained several crystals made by the
UBC group, which we measured in our experiments.
2.3.1 Crystal Characterization
Because the crystals are delicate, there are fewer ways to test the quality of the
crystals. Our main tools to test the samples were magnetic susceptibility and R vs.
T .
Magnetic susceptibility
Similar to ac susceptibility, magnetic susceptibility examines the transition to the
Meissner state, only this time in a constant magnetic field. In this experiment,
a very sensitive SQUID magnetometer measures changes in magnetic flux as the
sample’s temperature is changed. This change can be fit to magnetic moment,
which is linearly proportional to the susceptibility, M = χmH, where M is the
magnetic moment, χ the susceptibility, m the mass, and H the applied magnetic
field. Magnetic fields will broaden the transition, thus we want the applied magnetic
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Figure 2.16: Magnetic moment vs. T for two crystals. The smaller crystal (squares)
has a much smaller moment, and a lower transition due to the fact that the applied
field is larger. The larger crystal (circles) crosses zero due to fitting errors in the
measurement program. Both transitions have Tc ≈ 93.8 K and ∆Tc ≈ 0.4 K.
field to be as small as possible. The moment is easier to read, however, when the
applied field is large. The crystal is cooled in zero field, and then a field is applied,
and the crystal is warmed slowly through the transition. The magnetic moment vs.
temperature for two crystals from the UBC group are shown in Fig. 2.16.
The smaller of the two crystals shown in Fig. 2.16 (squares) appears to have a
lower transition, but this is most likely due to the higher applied field which was
necessary to obtain a reasonable signal from the crystal. Also, the larger crystal
(circles) appears to change sign at Tc, but this is an artifact of errors in the fit-
ting program (which determines the magnetic moment) as the signal becomes very
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Figure 2.17: R vs. T for crystal ubc2, with the inset showing the full temperature
range. In this graph, Tc ≈ 93.85 K and ∆Tc ≈ 0.25 K.
small. From the graphs, we can determine Tc ≈ 93.8 K and ∆Tc ≈ 0.4 K. A quick
comparison with films would lead us to believe that the Tc is higher than the films,
but ∆Tc is roughly the same. This quick comparison can be deceiving, as we are
comparing measurements from two different experiments.
Resistance vs. temperature
Again as a last check, we will look at R vs. T . This is also an excellent way to
compare the crystals with our films. The R vs. T for one crystal (ubc2) is shown
in Fig. 2.17.
In this figure, the superior quality of the crystal over our films is clear. This
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Figure 2.18: Crystal contacts. Silver paint is baked on the edges of the crystal for
the current contacts in oxygen at 300 ◦C for 2 hours. Voltage contacts (toward the
center) are PLD gold on the surface of the crystal.
crystal has Tc ≈ 93.85 K and ∆Tc ≈ 0.25 K – thus a higher Tc by more than 2 K
and a width smaller than our best widths by a factor of 2.
2.3.2 Electrical Contacts
Crystals are of much better quality than films. Unfortunately, there are a host of
different problems which accompany crystals. They are much larger than films, and
so to get the same current density in crystals as in the films, we must apply a much
larger current. This, in turn, can lead to heating at the contacts, and so making
good electrical contacts is a must. A schematic of the crystal contacts is shown in
Fig. 2.18.
To make contacts, we use an oil-based silver paint. We cover the edges of the
crystal where current will enter and bake the silver paint in oxygen at 300 ◦C for
2 hours. This will give us Rcontact ≈ 1Ω for an area of roughly 0.03 mm2 (Rarea ≈
3 × 10−8 Ω − m2), many orders of magnitude larger than for films, although the
contact resistivity (Rarea) is of the same order as for the films. In order to make
small voltage contacts we cover the surface of the crystal except for two small bars
and we deposit gold via PLD. Afterwards, silver paint is connected to the edge of
the voltage contacts. Gold wires are then connected to the silver paint for all four
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Figure 2.19: Crystal with contacts. The crystal is the small black area in the center
of the photograph. Voltage contacts are gold on top, current contacts are silver
paint on the edges.




In this dissertation, we will describe data from two different experiments. The
majority of our data is dc and low-frequency (quasi-dc) voltage vs. current transport
measurements on a variety of different samples. We also measured the specific heat
of large single crystals of YBCO.
In this chapter, we will discuss the experiments, how they are designed and built,
modifications we have made, and problems we have encountered during our research.
3.1 dc Transport
We performed very sensitive voltage vs. current (I − V ) measurements at many
different temperatures on a variety of different samples. Our measurements were
all taken very close to Tc, where an I − V curve can range over many decades of
current and voltage. Moreover, an isotherm at any given temperature can have a
very different shape from an I−V curve only 0.2 K away from it. For these reasons,
we need excellent temperature control, a low-noise environment, and a sensitive
voltmeter and current source.
In this section we will describe how we take I−V curves, the design of the probe
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Figure 3.1: YBCO bridge pattern for sample ro68. The YBCO is black, the substrate
gray. Current flows from I+ to I− (left to right). The voltage is measured at V +
and V−, a 4-probe measurement. The bridge dimensions are 8× 40µm2. The gold
contact pads cannot be seen on this scale.
3.1.1 Experimental Procedure
On the surface, this experiment is simple: we apply a current, and measure a voltage.
However, there are some hidden steps to this deceptively simple measurement.
4-probe measurements
Because we are measuring small voltages (as is usually the case in superconductors),
it is essential that we use a 4-probe measurement. This allows us to measure the
voltage drop across the superconductor without interference from the leads or the
contacts. We apply a current and channel it to flow in a small pattern which we
call the I − V bridge. This bridge has a variety of dimensions depending on the
experiment, but it is always uniform, such that I = J(wd), where w is the width of
the bridge and d the thickness of the film. We attach the voltage leads directly to
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the bridge, thus we measure the voltage drop across the bridge only.
A film (ro68) patterned into a typical 4-probe design is shown in Fig. 3.1. Current
flows from left to right, from I+ to I−. The bridge is the narrow region in the center
of the four leads. The voltage leads connect directly to the bridge and measure the
voltage drop only across that section of YBCO.
The question now arises, if a 4-probe measurement essentially allows us to ignore
the contacts and any resistance they might have, why did we want a small contact
resistance, as mentioned in Sec. 2.2.3? A small contact resistance is necessary for
two main reasons. First, current flows through the contacts and can dissipate a large
power if the contact resistance is large, which in turn can heat the bridge above the
set temperature. Secondly, a large contact resistance in the voltage leads can create
a large common-mode voltage, which will be discussed in Sec. 3.1.3.
Thermal emfs
In an ideal world, connecting the voltage leads to the bridge as shown in Fig. 3.1
allows us to measure only the voltage generated in the bridge. In the real world, the
voltage leads are connected to the top of the probe in various stages of wiring, with
solder joints, copper wires, and gold wires. Whenever two different metals are joined,
voltages can develop at the joints due to any one of several thermoelectric effects,
all related to the mismatched Fermi energies of the two metals.1 These are called
thermal emfs, and any measurement we make includes these unwanted voltages. In
our setup, generally Vth ∼ 1 µV, which is often several orders of magnitude larger
than the signal we hope to measure. Moreover, thermal emfs are not constant in
time (they tend to slowly drift) and are dependant on the temperature.
These emfs can be removed by a simple procedure. If we reverse the direction
of current, the signal voltage will switch sign, while thermal emfs in the leads will
1For a discussion of thermoelectric effects see Ref. [13].
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not switch sign. Thus, to measure a voltage V and remove the thermal emf Vth,
across the sample, we take the difference of the voltages measured while switching
the polarity of the current. Thus,
V =
V (I+)− V (I−)
2
=
(V + Vth)− (−V + Vth)
2
. (3.1)
Vth does not change appreciably in the time it takes for a reverse-polarity measure-
ment (usually < 0.5 s).
Precision
A single reverse-polarity measurement of the voltage V is often not very precise. For
precision, we measure V many times, and take the average of the measurements,
V , and also find the standard deviation, σV . We continue our measurements until
the standard deviation reaches our desired precision, generally V /σV > 1000. If
the voltage is near the resolution of our voltmeter (≈ 1 nV), this is an impossible
precision to reach, thus we stop our measurement when σV < 1 nV.
In this way we can measure I − V curves over many decades in current and
voltage very precisely.
Low-frequency measurement
A slight variation on this experiment is a low-frequency measurement, first used
by Koch et al.[19, 20]. Instead of discrete measurements, we apply current in a
low-frequency (ν < 200 Hz) sine wave. The voltage across the superconductor
is amplified in a pre-amp and then imaged on an oscilloscope, averaged over many
periods (generally > 1000), and recorded on computer. One period essentially yields
4 I-V curves. The thermal emfs can be removed by integrating over an entire period
to find the offset in the signal, which is then subtracted from the data. At our
lowest frequency (ν = 10 Hz), the thermal emfs do not change in the time it takes
to average the data (≈ 100 s).
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This method has its advantages and disadvantages. Its major advantage is the
fact that we can circumvent heating in the sample at higher applied currents, as will
be discussed in Sec. 5.3.1. It is limited by the sensitivity of the pre-amps (roughly
microvolts), though, which is worse than the dc nanovoltmeters we use, and thus is
only useful at high currents and voltages.
3.1.2 Experimental Setup
Our experiment is simple to understand, and has already produced two Ph.D. dis-
sertations. As such, the experiment has already been described in detail[21, 15]. We
mention it here for completeness, and also to highlight any changes we have made.
Experimental schematic
A schematic diagram of the dc transport measurement experiment is given in Fig.
3.2. The workhorse of our system is the probe, explained in detail below. We place
the probe into a cryostat filled with a liquid cryogen (usually nitrogen) to reach the
temperatures required for our measurement. At the end of our probe is the vacuum
can, which is continuously pumped by a turbo-pump outside the screened room.
Because we are interested in zero field, we surround the cryostat with three layers of
µ-metal shields which reduce the magnetic field inside to < 2×10−7 T, as measured
with a calibrated Hall sensor.
To reduce noise, the cryostat is inside a screened room and low-pass π filters are
placed at the top of the probe and also at the connection to the wall.2 Connections
between the top of the probe and the wall and from the wall to our instruments are
made with shielded triax cables, again to prevent external noise from reaching our
sample.
We apply a current with a Keithley model 224 current source and measure the
2These filters will be discussed in detail in Sec. 5.3.4.
49
Figure 3.2: Schematic of the dc transport measurement. Schematic drawn by T.
Frederiksen.
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voltage with a Keithley model 182 digital nanovoltmeter. We regulate the tempera-
ture using a Conductus model LT-20 temperature controller. All of our instruments
are controlled by computer via GPIB. Our data-taking programs are written in
LabView.
dc transport probe
The probe we use was designed by J. M. Repaci[21] specifically for dc transport
measurements. A diagram of the cold end of the probe is given in Fig. 3.3.
The probe has three separate thermal stages: the heat sink, the inner can, and
the sample block. Each is only connected to the previous stage by stainless steel,
effectively isolating each stage thermally. This design allows us to regulate the
temperature of each stage independently. The heat sink is directly connected to the
liquid cryogen. The sample block and inner can are connected to the heat sink via
separate weakly thermally conducting links.
We regulate the temperature of the sample block using the heater and ther-
mometer inside the sample block. The inner can can be regulated using the heater-
thermometer pair either at the top or the bottom of the inner can. Usually the inner
can and sample block are set to the same temperature, thus the inner can provides
an excellent thermal shield for the sample, which sits at the end of the sample block.
We can also fill the vacuum can with exchange gas, and then the inner can serves to
regulate the temperature of the exchange gas. Unfortunately, there is no way to fill
only the inner can with exchange gas. The addition of heaters and thermometers
on the inner can is our most major modification.
The thermometry wires enter the vacuum can through one tube and then are
thermally anchored to the heat sink. The sample wires come from the top of the
probe in separate tubes (to reduce crosstalk and noise) and pass directly into the
inner can. There the sample wires are thermally anchored to the inner can before
going to the sample.
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Figure 3.3: Diagram of the probe used in the dc transport experiments. The figure






Figure 3.4: Schematic of the sample stage. The gold is glued to sapphire and then
to the copper stage, ensuring a good thermal link.
The sample itself was glued, using GE varnish, to a thin copper plate called the
stage. We glued bonding gold pads to sapphire and then glued the sapphire to the
copper stage. The copper sample wires are soldered to one end of the gold pads,
and the wirebonds connect the other end of the gold pads to the contact pads on
the sample itself. A schematic is shown in Fig. 3.4. The gold/sapphire connected
directly to the stage ensures excellent thermal contact, such that the wires to the
sample are at the same temperature as the sample block. Finally, the stage is
screwed on to the sample block with a thin layer of vacuum grease underneath.
Noise filtering
One of the major advantages of our probe is its excellent low-noise design. We will
discuss the effect of noise on our data in detail in Sec. 5.3.4. Here we give a short
description of the methods used to reduce noise.
Outside the cryostat, we have aggressively attempted to reduce noise. Our cryo-
stat is placed inside a screened room to reduce outside electromagnetic noise. The
wiring at the top of the probe passes through low-pass double-T filters (3 dB cutoff
at 3 kHz) and at the screened room wall passes through low-pass π filters (3 dB
cutoff at 5 kHz). The characteristics of these filters will be discussed in detail in
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Sec. 5.3.4. All of our connections are made using triax cables to shield the signal
wires from noise generated by the computer, current source and voltmeter, etc.
Inside the probe, the sample wires are always separated from the thermome-
ter and heater wires, which can be electrically noisy. Each pair of sample wires is
protected by a thin shielding tube until it enters the inner can. The heater and
thermometer for the sample block are actually placed inside the sample block, and
the thermometry wires enter the sample block through the stainless steel tube con-
necting the sample block to the inner can. In this way, the sample wires never “see”
the noisy thermometry for the sample block.
For many measurements, low-pass filters were added inside the inner can, close
to the sample (not pictured in Fig. 3.3).
3.1.3 Problems
Despite its apparent simplicity, there are many problems associated with the dc
transport measurement. The most obvious include sample heating, the effects of
electrical noise, magnetic field, and sample inhomogeneity. These are all major
problems, but because of the effects they can have on the data, are discussed in Sec.
5.3. We discuss two other possible problems below.
Common mode
Common mode is not a problem most researchers encounter, and usually occurs
only when the lead resistance to the sample is very large, or the voltage you wish
to measure is very small. Because we are measuring the voltage drop across a
superconductor, this can be a problem.
The only voltage we wish to measure is the voltage drop between the two voltage
leads (V + and V− in Fig. 3.1), called the differential voltage, Vd. However, as
current passes through the current leads (which are resistive), there are also voltage
54
drops in the current leads. The far end of the low current lead will be at ground.
This means that the low voltage lead, V−, will not be at ground, but rather at an
offset voltage, called the common voltage, Vc. Thus, the common voltage is a much
larger voltage that the differential voltage rides upon. The ability of a voltmeter
to reject this common voltage and measure only the differential voltage is called its
common mode rejection. All voltmeters are rated for this ability, called the common
mode rejection ratio (CMRR), given by:




This means that if Vc > Vd ·10CMRR/20, the voltmeter no longer reads the differential
voltage properly. When this happens, the voltmeter will read only the common
voltage multiplied by the common-mode gain.
Our Keithley 182 voltmeters have a rated CMRR of 160 (under certain condi-
tions, which depend on integration time and load). We have measured the CMRR
of the voltmeters in our system and found it to be closer to CMRR ≈ 120.
Luckily, the common-mode signals are easy to detect. Because our leads are
ohmic, when the voltmeter fails to measure the differential voltage, we measure
instead the resistance of the current lead multiplied by the common-mode gain,
Gc ≈ 8 × 10−7. Because our signals are usually non-linear at low voltages, this is
easy to see. A typical plot of I − V curves is shown in Fig. 3.5. Although the
details of such a figure will be discussed (exhaustively) later, the important feature
to notice in this plot is the peculiar behavior at low voltages. Each line in the plot is
a different temperature, and at low voltages, the isotherms all fall on the same curve.
We can calculate the resistance of this curve, and find that it is the lead resistance
(Rlead ≈ 1000 Ω for this sample) times the common mode gain, indicating that
the voltmeter is no longer reading the differential voltage. When we see different

























Figure 3.5: I − V curves for sample mcs84a. Each line is a different temperature.
The feature to notice here is that all the isotherms at very low voltages fall upon the
same curve. This curve is just the lead resistance (Rlead ≈ 1000 Ω for this sample)
times the common mode gain (Gc ≈ 8 × 10−7), indicating that the voltmeter is no
longer reading the differential voltage.
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Non-uniform current flow
As mentioned in Sec. 2.2.3, we apply a current I and measure a voltage V – but
what we really are interested in is applying a current density J and measuring an
electric field E. We pattern our bridges such that I = J(wd) and V = EL. This
helps to insure that our current density is uniform throughout the sample. Things
such as over-etch (as in Fig. 2.15) and surface roughness will cause non-uniform
current flow. A roughness of 70 Å on a 2000 Å film gives an error of 4%, and an
over-etch of 0.5 µm on an 8 µm bridge gives a 6% error.
In crystals, non-uniform current flow can be hard to avoid, as the crystals are
never exactly rectangular. They are not much worse than the films, however, with
deviations from rectilinearity usually less than 10%. More worrisome is ensuring
that the current flows uniformly through the copper oxygen planes. For this reason,
we attach the current contacts to the edges of the crystal.
3.2 Specific Heat
Specific heat is an important property of materials. In particular, specific heat
undergoes drastic changes during a phase transition. Many researchers have looked
at specific heat because not only are the theories for specific heat well understood,
it is also a bulk measurement and is not very sensitive to damaged surface layers.
Many experiments are surface experiments, and even dc transport (though it is a
bulk measurement), can be affected by the small size of the films.
There are many methods to measure the specific heat of a sample, including
adiabatic[22], modulation[23], and relaxation calorimetry[24, 25]. For samples of
small mass, many researchers use relaxation or modulation calorimetry. Our lab
uses relaxation calorimetry.
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Figure 3.6: Schematic of relaxation calorimetry. A power P (t) is applied to a sample
with a thermal connection κl to a bath. When the power is suddenly turned off,
the temperature of the sample decays to the bath temperature with a time constant
τ = C/κl.
3.2.1 Relaxation Calorimetry
The simplest way to measure the heat capacity is to apply a heat ∆Q and measure





This requires the sample to be thermally isolated, which can present some difficulties.
More significantly, for small samples, it is hard to measure the temperature change
∆T . We use relaxation calorimetry because of the small size of our samples.3
In this method, the sample is connected via a thermal link with a known thermal
conductance κl to a thermal bath at a temperature Tbath. The sample is then heated
with some power, P (t), raising the temperature of the sample slightly to Trise. If
∆T = Trise − Tbath, then from conservation of energy the power in the sample is




Figure 3.7: RC circuit, which is analogous to the relaxation calorimetry method.
given by




If P (t) is constant, then eventually d(∆T )/dt = 0. This allows us to determine the
thermal conductance κ of the link, κl = P/∆T . When the power is suddenly turned
off,





If the heat capacity C(t) is constant over the temperature interval ∆T , this equation
yields a familiar exponential decay. We recognize the time constant τ = C/κl, giving
the solution ∆T (t) = ∆T (0)e−t/τ , where we turn the power off at t = 0.
This system is analogous to an RC circuit (Fig. 3.7). In this analog, the voltage
corresponds to the temperature, the capacitance corresponds to the heat capacity,
and the resistance corresponds to 1/κl.
Thus, to measure heat capacity, we connect a sample via a weak link to a thermal
bath, heat it a small amount above the bath temperature, turn off the power, and
measure the decay time constant. Specific heat is then heat capacity per mass.
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3.2.2 Experimental Setup
To measure the heat capacity at different temperatures we use a simple probe[26].
The design is shown in Fig. 3.8.
Like the dc transport probe, a vacuum can is immersed in a cryogen, usually
liquid nitrogen. The copper pot is connected with a weak thermal link to the heat
sink. The pot is hollow, and can be filled with helium and then pumped on to
reduce the temperature of the stage to less than 2 K. Because we are interested in
temperatures well above that, we never used this feature, and kept the pot evacuated
at all times. We used the heater and thermometer on the pot to regulate the
temperature of the pot, and thus the stage. The stage is supported by small copper
posts.
The stage is a home-made, designed and built by H. Balci[28]. A schematic is
shown in Fig. 3.9. In this stage, a heater and thermometer are glued to a thin piece
of sapphire (about 9 mm2 × 100 µm). The sample is connected to the other side
of the sapphire with thermally conducting grease. Gold wires are connected to the
heater and thermometer using silver epoxy. The other end of those wires are glued
to an anodized aluminum ring. This ring is screwed into the copper posts, thus the
aluminum ring is at the same temperature as the pot.
In this experiment, the aluminum ring acts as the thermal bath, and the four
gold wires are the thermal link between the sample and the bath. However, any mea-
surement of heat capacity necessarily includes the heat capacities of the sapphire,
heater, thermometer, and thermal grease. For this reason, every heat capacity mea-
surement is actually two measurements. First, we apply grease to the stage and
measure the heat capacities of the stage and grease, called the “addenda,” Caddenda.
Once we have measured Caddenda, we add the sample (note that the grease was ap-
plied earlier), and measure the heat capacity again. Then we subtract Caddenda from
the measured heat capacity to find Csample.
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Figure 3.8: Schematic of the heat capacity probe. See the text for details. The





Figure 3.9: Schematic of the heat capacity stage. A heater and thermometer are
glued to a 100 µm-thick piece of sapphire. The sample is connected with thermal
grease to the other side.
3.2.3 Problems
This method is prone to several problems. If the samples are small, the addenda
heat capacity can be larger than the sample. This is not a problem for us. First,
our crystals are relatively large, and second, H. Balci has designed stages especially
to reduce Caddenda. In our measurements, Csample > 3 · Caddenda.
At low temperatures, the time constant is very small, sometimes on the order of
milliseconds (as κ is very big). This is also not a problem for us at T ≈ 90 K. In
fact, the opposite is usually true, the time constants are on the order of 10 s, which
can lead to long measurement times. This is not an experimental difficulty, though
it can be annoying.
Unfortunately, at T ≈ 90 K we have major thermometry issues. We assume that
C is constant over the small temperature rise ∆T . This is a good approximation
over much of the temperature range. However, near Tc the heat capacity changes
drastically in less than 100 mK, making that assumption invalid. For that reason,
we would like to make ∆T as small as possible. However, measuring this small ∆T
becomes quite difficult. Our thermometer has difficulty measuring ∆T < 25 mK,
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and in fact for ∆T < 200 mK there is a large amount of noise in the measured
decay. For this reason, we have used ∆T = 200 mK for our measurements, which




Our experiment is based on several different theoretical foundations: superconduc-
tivity, phase transitions, and (most recently) scaling in the critical regime of high-
temperature superconductors. As such, the theoretical predictions for our measure-
ments are well understood.
In this chapter we will present the basics for these theories. This is not intended
to be an in-depth survey, but rather to serve as an introduction.
4.1 Ginzburg-Landau Theory
The Ginzburg-Landau (GL) theory to describe superconductors was first proposed
in 1950[29] as a phenomenological theory which combined electrodynamics, quantum
mechanics, and thermodynamics[3, 2, 4]. Bardeen, Cooper, and Schrieffer proposed
a microscopic theory in 1957[30] which proved successful in accurately describing the
origins of superconductivity. When it was shown in 1959 that the macroscopic GL
theory was a direct consequence of the microscopic BCS theory, GL theory became a
widely-accepted tool for understanding superconductors. GL theory looks at large,
slowly varying populations of electrons, and for that reason is called a mean-field
theory.
The mainstay of GL theory is a complex order parameter, given by ψ(r) =
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|ψ(r)|eiφ[3],1 where the density of superconducting electrons is given by ns(r) =
|ψ(r)|2. This order parameter is assumed to go to zero at Tc0. Tc0 is the mean-field
transition temperature, which can be different from the actual transition tempera-
ture, Tc.
4.1.1 Static GL theory
When used by most researchers, GL theory is nearly static, that is, the order param-
eter may vary in space and in time, but these variations are presumed to be neither
rapid nor over short distances. This is the essence of a mean-field theory: any elec-
tron sees (at worst) a slowly varying averaged (mean) background. In fact, this is
not the case very close to Tc, where the fluctuations described in Sec. 1.1 cause the
order parameter (and the density of superconducting electrons) to vary greatly over
small distances and short times. Nonetheless, all discussions of superconductivity
begin here.
In the absence of a magnetic field, GL theory assumes that the free energy density
is given by[3, 2, 4]






where fn is the free energy density of the normal state, α and β are material param-
eters and m∗ is the mass of the superconducting particles. Although the particles
that contribute to superconductivity are known to be pairs of electrons, m∗ is not
precisely 2me due to metallic band structure and other effects. We have obtained the
free energy density in Eq. 4.1 by simply expanding the free energy density in powers
of |ψ|2, thus α and β are the parameters that result from the Taylor expansion.
The system will be in equilibrium when the free energy is minimized. We will
assume that β > 0. Then, in the absence of spatial variations (|∇ψ| = 0), two cases
1Although ψ(r) is complex, for all the equations we will discuss (except Eq. 4.1) we can choose
ψ(r) to be real.
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α > 0 
α < 0 
Figure 4.1: The free energy difference when α > 0 and α < 0. If α > 0, then the
equilibrium value is |ψ|2 = ns = 0 (the normal state). For α < 0, |ψ∞|2 = −αβ in
the superconducting state.
arise: When α is greater than or less than zero. If α > 0, then there is a minimum
when |ψ|2 = ns = 0. Here fs = fn, which corresponds to the normal state, thus the
density of superconducting electrons is zero.
On the other hand, if α < 0, then the free energy has a minimum when
|ψ|2 ≡ |ψ∞|2 = −α
β
. (4.2)
This equilibrium value is conventionally called ψ∞ because that is the value for ψ
deep inside the superconductor. This is sketched in Fig. 4.1.
Clearly, α must change sign about Tc0 such that |ψ|2 = ns goes to zero as
T → Tc0. If we Taylor expand α about Tc0, then to lowest order




This is strictly true only near Tc0.
We can put Eqs. 4.2 and 4.3 back into the equation for the free energy density
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(Eq. 4.1) to obtain for T ≤ Tc0








and for T ≥ Tc0,
fs = fn. (4.5)
We see that the superconducting state has a lower free energy density than the
normal state for T < Tc0. The superconducting state has a free energy density[2]




which defines the thermodynamic critical field Hc(T ).
2 This is the same Hc(T ) as in
Sec. 1.2, and thus is directly measurable (at least for type I superconductors). The
difference in energy between the normal and superconducting states is called the
condensation energy.3 The condensation energy allows us to make the connection




We need another equation in order to relate both α0 and β to measurable quantities.
Ginzburg-Landau coherence length
We return to Eq. 4.1 and consider when the order parameter varies in space (again
in the absence of fields). For this case, ψ(r) will change to minimize the free energy.
We can use the variational method and find that the free energy will be a minimum








|ψ|2ψ + ψ = 0. (4.8)
2Here we use mks units, following Ref. [2] rather than Refs. [3] and [4].
3The condensation energy and the source of this energy can be confusing. See Appendix B of
Ref. [15] for a valiant attempt to sort out the various thermodynamic free energies, or Refs. [3]
and [2].
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This reduces to Eq. 4.2 for spatially homogenous order parameters, as expected.
Because every term in Eq. 4.8 has units of ψ, the coefficient of the gradient term
must have units of length squared. We call this length Λ2 = ~2/2m∗α. If we return




+ f − f 3 = 0. (4.9)














This is the characteristic length over which the order parameter ψ is uniform. We








i.e., the coherence length varies as a power law close to Tc0 depending on how far it
is from Tc0. This type of power law dependence will prove to be pervasive later.
Penetration depth and type II superconductors
There is another important length in superconductors, called the penetration depth
λ. Superconductors in a magnetic field below Hc (or Hc1 for type II) expel the
field from their bulk. This field does not drop to zero suddenly, but rather decays
exponentially to zero inside the bulk. The decay constant gives the typical length
fields can penetrate inside a superconductor (hence the name). The penetration







4This is below Tc0. Above Tc0, ξ2 = Λ2.
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where q∗ is the charge of the superconducting particles.






It was Abrikosov who first noted that the GL parameter separates type I and type
II superconductors. If κ ¿ 1, then the coherence length is much greater than the
penetration depth. This is the case for most conventional superconductors, and
for all type I superconductors. On the other hand, when κ À 1, then the fields
penetrate to distances larger than the coherence length. This leads to magnetic
field penetrating in flux quanta, and type II superconductivity. The switch from
type I to type II occurs at κ = 1/
√
2.
We can combine Eqs. 4.7, 4.11, and 4.13 to determine Hc in terms of measurable







where we have set q∗ = 2e. For type II superconductors, the above equation is
not particularly useful, as nothing occurs at the thermodynamic critical field Hc.
However, we can relate the thermodynamic critical field to the measured upper
critical field in type II materials by Hc2 =
√












We now know how Hc2 and ξ behave near Tc0, but GL theory can be used to
predict other behavior as well[32]. For example, the thermodynamic definition of
specific heat is C = −T ∂2f
∂T 2
. Below Tc0, |ψ| = |ψ∞|, and







2 , T < Tc0 (4.18)
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whereas above Tc0, |ψ| = 0, so
C = −T ∂
2fn
∂T 2
, T > Tc0. (4.19)
Thus, as a material goes through the superconducting transition, GL theory predicts
a discontinuous jump in the specific heat with magnitude α0
2/βTc0
2 (which can be
related to Hc or ξ and λ) . This jump and its magnitude has been well verified in
many different conventional superconductors.
4.1.2 Fluctuations as Perturbations (“Gaussian” Fluctua-
tions)
GL theory works well when the order parameter varies slowly or not at all. However,
in any material there are always energy fluctuations of order kBT . Near the Tc of a
second-order phase transition, these energy fluctuations can cause local changes in
the phase of the material, as there is no latent heat. These fluctuations can be both
large and rapid. Basic GL theory ignores these fluctuations.
We can, however, incorporate fluctuations into GL theory as perturbations[3,
33, 32]. These perturbations are called “Gaussian” fluctuations. As one might
expect, fluctuations can change the behavior of nearly every physical property of the
superconductor, including diamagnetism, specific heat, and conductivity. Although
the full derivation is beyond what we hope to do here, it is useful to quote some of
the results.
Because we are treating the fluctuations as perturbations, the effects they have
are additions to the usual GL results. For specific heat, from Eqs. 4.18 and 4.19,
above Tc0 we expect superconducting fluctuations to add to the specific heat.
It should not come as a surprise that fluctuation contribution to the specific heat

















Figure 4.2: The dotted line shows the predicted specific heat with Gaussian fluctu-
ations. The GL prediction for specific heat, a discontinuous jump, is shown by the
dashed line. The fluctuation contribution is labelled ∆C. Experimental data from
Ref. [34] (solid line) shows a rounded transition. The zero on the vertical axis is
offset for clarity.
Thus, for a three-dimensional (3D) sample, ∆C ∼ |T/Tc0 − 1|−1/2. The fluctua-
tion contribution is larger for two-dimensional (2D) samples, as ∆C ∼ |T/Tc0 −
1|−1. This enhancement to 2D specific heat has been verified in low-temperature
superconductors[34], and is sketched in Fig. 4.2.
Fig. 4.2 plots the total specific heat minus the normal state specific heat. The
dashed line represents the GL results, a discontinuous jump. The dotted line is the
predicted results, which diverges as T → Tc0. The solid line represents actual data,
rounded about the transition. The rounding of the transition is explained in Ref.
[34]. The fluctuation contribution is labelled ∆C.
Also of interest for us is the fluctuation-enhanced conductivity. Again, above Tc0
we expect superconducting fluctuations to add to the conductivity. This is sketched





Figure 4.3: The solid line shows the predicted conductivity with Gaussian fluc-
tuations. The GL prediction for conductivity is shown by the dotted line. The
fluctuation contribution is labelled ∆σ. σn refers to the normal-state conductivity.









for T ≥ Tc0. In 2D samples, the fluctuation contribution again is greater than for 3D
samples. Measurements on 2D films have verified the fluctuation contribution[35,
33].
Ginzburg criterion
What happens when the fluctuations are so large that they cannot be treated as
perturbations? When that occurs, GL theory breaks down and can no longer be
used – we must use a completely different theory. First, however, we shall ask a
simpler question: when does this occur? The answer to this question is the Ginzburg
criterion.
We can answer this quickly (but approximately) by the following argument.









2, we can expect GL theory to break down. Rewriting Eq. 4.12 as
ξ = ξ(0)|T/Tc0 − 1|−1/2 and Eq. 4.17 as Hc = Hc(0)|T/Tc0 − 1|, and using Eq. 4.16,
we find that this occurs when






where again we have used the fact that Hc2 =
√
2κHc.
To answer this question more exactly we must introduce the correlation function
Γ(r). Γ(r) is given by
Γ(r) = 〈(ψ(r)− ψ∞)(ψ(0)− ψ∞)〉. (4.23)
For fluctuations, Γ(r) will tell us how well correlated two regions a distance r apart









for D = 3. If there is no correlation, Γ(r) = 0, and the more correlation, the larger
the value for Γ(r). Γ(r) is not valid for r → 0 as it has an unphysical divergence[3].
This form for the correlation function (Eq. 4.24) assumes equipartition for two
modes from the complex order parameter. If, instead, we assume a real order pa-
rameter with only one mode, then we have 1
2
kBT in place of kBT , and the correlation









We will use Eq. 4.24 because, although we can usually choose the order parameter
to be real, in general, it is complex.
GL theory will fail when the fluctuations become more ordered than the super-
conductor itself. In other words, it fails when the correlation function for fluctuations
a distance ξ apart given by Γ(ξ) becomes larger than the squared order parameter
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given by GL theory, or[36, 31]
Γ(ξ) > |ψ∞|2. (4.26)















which assumes T ≈ Tc0 in Eq. 4.24. Here e is the base of the natural logarithm,
not the charge on an electron. Eq. 4.27 can be rewritten in terms of measurable
parameters using Eqs. 4.7 and 4.16, and the fact that ξ2(0) = ~2/4m∗α0 from Eq.
4.11. After some algebra, this gives






Plugging in for the known parameters, we have




Here, µoHc2(0) is measured in tesla and Tc0 in kelvin. Eq. 4.29 is one form of the
Ginzburg criterion.
We are now in a position to answer: when does GL theory fail? For conventional
superconductors, κ ≈ 10, Tc0 ≈ 10 K, and µoHc2(0) ≈ 1 T[31]. Thus, GL theory
breaks down only when |T−Tc0| < 1×10−7 K – impossible to access experimentally.
This helps explain why GL theory works so well for conventional superconductors.
But for the new high-temperature superconductors, the situation is very different[31].
It is somewhat complicated by the fact that these superconductors are anisotropic.
Eq. 4.28 is modified to become[10]








5This differs from Ref. [31] by a factor of 14e2 . Ref. [31] assumes equipartition for one mode as
opposed to two, leading to a factor of 14 ; and also uses the small-r form for Γ(r), when e
−r/ξ ≈ 1.
To our knowledge, Eq. 4.27 is the correct equation.
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or




where γ = ξc/ξab; i.e., the ratio of the coherence lengths along the c and a and b
axes, respectively. For YBCO, κ ≈ 120, γ ≈ 0.2, Tc0 ≈ 90 K, and µoHc2(0) ≈ 90
T[15]. This gives |T − Tc0| < 0.32 K. Thus, GL theory fails within a 0.6 K window
centered about Tc0, which is easily accessed experimentally.
4.2 Critical Regime
The Ginzburg criterion tells us when mean-field theory breaks down. We find this
occurs in a region very close to the critical temperature. This is called the critical
regime or critical region. In this regime, the fluctuations can no longer be treated as
perturbations to mean-field theory. In fact, we can see from Eq. 4.12 that we expect
that the typical size of a superconducting fluctuation above Tc0 will become infinite
at Tc0. Clearly, to analyze the critical regime, we must move away from considering
fluctuations to be small. In this section, we will follow the derivation in Ref. [4] (a
highly readable and highly recommended book).
If the fluctuations are not perturbations, let us move to the other side of the
spectrum and state the hypothesis that in the critical regime, fluctuations dominate
the behavior. This simple statement is perhaps somewhat radical, but from it we
can derive a set of equations which, it will turn out, are obeyed remarkably well in
a variety of different systems.
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4.2.1 Scaling
Empirically, it was found that as T → Tc,6 the physical parameters of a system (be
it liquid-vapor, ferromagnetic, or others) diverged as power laws similar to Eq. 4.12.







= |t|−ν , (4.32)
where for convenience we have defined t ≡ T/Tc − 1.7 The size of ξ diverges at Tc,
so it certainly seems as though fluctuations should play a large role in the behavior
of the material near the phase transition. Additionally, researchers have found near
Tc that the specific heat C goes as
C ∼ |t|−α, (4.33)
where we have already defined two critical exponents, ν and α.8 But this only dips
the spoon into the alphabet soup, as empirically, nearly every physical parameter
varies as a power law near Tc. For example, magnetization M in a ferromagnet or
density difference in the liquid-vapor transition go as
M or ρL − ρcritical or ρcritical − ρV ∼ |t|β, (4.34)
or magnetic susceptibility χ = ∂M
∂H




χ or K ∼ |t|−γ. (4.35)
6We now refer to Tc, the true critical temperature, as opposed to the mean-field transition
temperature, Tc0.
7Older references universally define ε ≡ T/Tc−1. We have adopted the more modern convention
of t, which unfortunately is easily confused with thickness. For this reason we use d to indicate
thickness – which is unfortunate, as older references use this for dimension. We will use D to
indicate dimension.
8The critical exponents α and later β have nothing in common with the GL theory parameters
α and β (besides having the same name). Although this will undoubtedly cause confusion, we
wanted to keep the symbols the same as those used in the literature.
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There are more formulae and more exponents; in addition to α, β, γ, and ν, there
are δ, η, µ, and ζ (see Ref. [4] or [32]). All these formulae and critical exponents
have been seen experimentally, and they can all be boiled down to some function of
ξ – i.e., scaled to ξ. This is the essence of scaling, to wit:
Everything depends on ξ.
This certainly agrees with our assumption that fluctuations dominate the behavior.
These critical exponents are interesting, but they lead us to wonder what, exactly,
they mean. Moreover, are they related, and can we predict them?
4.2.2 Critical Exponents
To find some theory that will explain the empirical results above, we start, as before,
by writing down a free energy. Suppose we have a system of size L. Because we
assume a priori that fluctuations dominate the behavior, it makes sense to expand
the free energy in terms of the dimensionless parameter, L/ξ. Then we have[4]












+ · · · , (4.36)
which is highly reminiscent of Eq. 4.1. Because we know ξ diverges close to Tc, we
will keep only the first term in the expansion.
If we consider a free energy density f = (F − Fo)/LD in D dimensions, then if
n = D the free energy density is independent of the size of the system, which is a
reasonable thing to expect. This means
f ∼ ξ−D (4.37)
or
f ∼ |t|Dν . (4.38)
This allows us to begin to write other properties, such as:









where we have used one of the most powerful weapons of scaling: throwing away
quantities that do not diverge. We could set T = Tc, but because T does not diverge
as T → Tc, it does not dominate the behavior as the singular |t|Dν−2 does – thus we
hide it in the ∼ symbol, essentially throwing it away. In a similar manner we have
discarded the factors Dν and (Dν − 1).
However, this simple derivation has already given an important result, namely
α = 2−Dν, (4.40)
which means, at the very least, α and ν are not independent of one another.9
In a similar manner, we can derive relations between all of the critical exponents,
and find that the alphabet soup of α, β, γ, etc. can be reduced to just two exponents,
x and y, and the dimension D. The first exponent we’ve already met in another
guise, it is just
ξ ∼ |t|−x, (4.41)
another way for saying ν, and clearly comes from the temperature dependence. The
other exponent comes from the second parameter which governs the phase transition
(magnetic field in superconductors and ferromagnets, pressure in liquid-vapor).10
Very close to Tc,
ξ ∼ |H|−y or ξ ∼ |P − Pc|−y. (4.42)
We have not (and will not) discuss this second parameter because our measurements
are in zero field. We will refer the reader again to Ref. [4] for a full discussion. In
fact, we have already derived the only relation we will need later (Eq. 4.40).
9Relations that involve the dimension D, such as Eq. 4.40, technically fall under the heading
of hyperscaling [37] (as opposed to regular scaling). The difference is not of great significance for
our purposes, and we will continue to refer to it as scaling.
10The magnetic field plays a different role in ferromagnets, where it causes order, and supercon-
ductors, where it destroys order. Nonetheless, magnetic field and temperature are the parameters
which govern both phase transitions.
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Essentially, the critical exponents are derived from a sort of dimensional analysis,
where we have scaled all the equations in terms of quantities that either diverge or go
to zero at the phase transition. This dimensional analysis will give us the equations
we need to describe the normal-superconducting phase transition in Sec. 4.3.
The question now remains: if these divergences have been seen experimentally,
then values for α, β, γ, etc. must be known experimentally for different phase tran-
sitions. The scaling laws predict how α is related to β and γ, how ν is related to
α, etc. And indeed, the relations between exponents are obeyed in a variety of very
different phase transitions[38, 39]. Thus, despite the apparent näıvité of the deriva-
tion, it seems to agree with experiment quite well. In fact, the relations between
the exponents (like Eq. 4.40) are so robust, they even work for exponents derived
from GL theory – if D = 4.11
We now have predictions that tell us how fluctuations behave near a second-
order phase transition, and clear power-law behavior for the measurable physical
parameters of the system. But if we don’t want to use the values for the exponents
predicted by GL theory (which would be strange, considering inside the critical
regime we know GL theory breaks down), we need a theory which can predict the
exponents. For this, we use the 3D-XY model.
4.2.3 3D-XY Model
We begin by looking at a collection of spins in a lattice as an approximation for a
ferromagnet. These spins have an interaction energy given by[39]
Hint = −Jsi · sj, (4.43)
where we assume J = 0 unless the spins si and sj are nearest neighbors. If the spins
are confined to move in only one dimension (up or down), then we have the Ising
11For a discussion of the upper critical dimension (which for GL theory is D = 4), see Refs. [39]
or [37].
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model, if they can rotate in all three, the Heisenberg model, and if they can only
rotate in a plane, we have the XY model.






B ·∑i si + 12
∑
ij Jsi · sj
kBT
], (4.44)
where the sum is over all i and j and the factor of 1
2
corrects for double counting.
Given the partition function, anyone can (in theory) calculate the physical prop-
erties of the system – for example heat capacity C = kBT
2 ∂2 log Z
∂T 2
. In reality, this is
not so easy. For one thing, it is hard to imagine Eq. 4.44 giving divergences. This
only happens, in fact, when then number of spins summed over goes to infinity[40].
In general, the solution to this model is actually quite difficult, and our current
understanding of the problem comes from renormalization-group theory.12
In this framework, the physical properties of the system can be evaluated for
a three-dimensional lattice of spins using numerical simulations, series expansions,
and other techniques[37]. Most recent estimates for two of the exponents in 3D-XY
theory are[41, 42]
ν = 0.672± 0.002 (4.45)
and
α = −0.007± 0.006. (4.46)
Not surprisingly, these predictions agree very well with Eq. 4.40, as well as agreeing
within the error bars of experimental data[38].
These numbers come from the XY model in three dimensions, a model that
describes a 3D lattice of spins that can only rotate in a plane. The question now
arises, why do these values work for other phase transitions, and why would the
3D-XY model be useful for a superconductor? The answer is one of the important
ideas of critical phenomena: Universality.
12For an introduction to renormalization-group theory, see Refs. [39], [40], or [37].
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The important feature of the XY model which extends its usefulness beyond
ferromagnets is the degrees of freedom of the spin. Because, in the XY model, the
spin is confined to a plane, the spin is a 2D vector, and requires two numbers to
describe it. A spin that can rotate in three dimensions requires three numbers to
describe it, up or down spin needs only one. In this manner, we can see that for the
spin model, there are two important parameters, the dimension in space, D, and
the dimension of the order parameter, usually called n. Thus the Ising model has
n = 1, the Heisenberg n = 3, and the XY model n = 2.
Researchers have shown that phase transitions with order parameters of the
same dimensions and samples with the same spatial dimensions belong to the same
universality class. Within each class, the behavior near the critical point is expected
to be the same, regardless of the material. Thus a ferromagnetic transition can be
identical in behavior to that of water if they belong to the same universality class.
In the liquid-vapor transition, the density difference ρL − ρcritical or ρcritical − ρV is
a scalar, putting it in the same universality class as the Ising model.
Superconductors have an order parameter which is complex – described by mag-
nitude and phase – so n = 2 for superconductors. Therefore, superconductors
belong to the same universality class as the 3D-XY model, and exponents derived
for the 3D-XY model should hold for the normal-superconducting phase transition
in three-dimensional samples.
Dynamic scaling
There is one final exponent and its experimental consequences that we must dis-
cuss. The majority of our measurements will be conductivity measurements near
Tc. However, in order to discuss the fluctuation conductivity ∆σ we must introduce
the fluctuation lifetime, τ . Unlike specific heat, conductance measures dissipation,
and any dissipative measurement depends not only on the size of the fluctuations,
but also on their lifetime. Following our assertion that everything depends on ξ, we
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write:
τ ∼ ξz, (4.47)
where the exponent z is called the dynamic critical exponent. This makes all the
other exponents static critical exponents.
The simplest arguments suggest that the fluctuations decay diffusively. In diffu-
sion, length ∼ time1/2[43, 37], thus we expect z = 2. If z > 2 the fluctuations decay
more slowly than diffusively, which is not so hard to imagine (fluctuations stuck on
defects or the like). If z < 2, the fluctuations decay faster than diffusively, which is
harder to imagine. The result z = 2 is found in a more exhaustive manner in Ref.
[44].
4.3 The Superconducting Phase Transition
We are now in a position to derive the equations we will use to describe the normal-
superconducting phase transition. The derivation relies heavily on dimensional anal-
ysis and the fact that ξ dominates the behavior. In this section, we will closely follow
the derivation in Ref. [45].
4.3.1 Scaling Relations in Superconductors
We already know that ξ ∼ |t|−ν and τ ∼ ξz. From Eq. 4.16 we know that Hc2 ∼
Φoξ
−2, which leads us to postulate
B ∼ Φoξ−2 ∼ ξ−2, (4.48)
keeping only terms which diverge. We know from Maxwell’s equations that ∇×E =
−∂B/∂t. We can make the derivatives dimensionless if we introduce x̃ = x/ξ and

















Combining Eqs. 4.47, 4.48, and 4.50 we find
E ∼ ξ−1−z. (4.51)
We can apply a simple argument to determine how the current density J scales
with ξ. We know that the power dissipated in a fluctuation will be ∼ JEξD. We
also know the thermal fluctuations will have an energy kBT (this has been one of








where J is now the D-dimensional current density. Eq. 4.53 also determines how
the critical current scales near Tc.








From Eq. 4.54 we can see that the fluctuation conductivity is ohmic (E ∝ J).
However, below Tc, the superconductor is not expected to respond linearly at all.
Additionally, above Tc, we expect non-linear effects at high J . Eq. 4.54 is clearly not
valid in these cases. We can extend the validity of Eq. 4.54 and include non-linear












where F± are unknown functions above and below Tc. The argument of F± is chosen
to be dimensionless (from Eq. 4.53), and thus obey scaling. In the limit as J → 0,
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above Tc the function in Eq. 4.55 becomes F+(0), a constant, and we recover Eq.
4.54.
Additionally, if E ∝ V and J ∝ I via simple geometric factors, then we can









where χ± are two new unknown functions. We have also dropped the first factor of
1/T , following convention[10]. Exactly why the first factor of 1/T is dropped – but
not the factor in the argument of χ± – is unclear, but because the temperature T
does not change appreciably in the critical regime, Eqs. 4.55 and 4.56 are equivalent.
Eq. 4.56 is the major theoretical prediction that researchers have tried to verify
for more than ten years. This result, and the predictions for the exponents given by
3D-XY theory, will be the theoretical foundations for our measurements.
Useful limits
Eq. 4.56 has two useful limits. Above Tc as I → 0, the function χ+ approaches a
constant. Thus, in the limit of low currents,
V
I
≡ RL = ξD−2−zχ+(0) ∼ |t|ν(2+z−D). (4.57)
There is another interesting limit when T = Tc. At Tc, ξ is infinite. However,
we know that the conductivity remains finite. The only way for the conductivity to
remain finite while ξ diverges is if the function χ is a power law such that all powers









∼ I 2+z−DD−1 (4.58)
or
V ∼ I z+1D−1 , (4.59)
13This is what is known in physics as “a neat trick.”
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in other words, V is a power law in I exactly and only at Tc. We will use this fact
extensively in the next chapter.
4.3.2 Theoretical Predictions
Theoretical predictions, especially in the vortex-glass transition, are complicated
by the fact that the exponents are not well-known theoretically[10, 19, 46, 47].
Moreover, there is still debate whether the vortex-glass transition exists at all[48, 49,
50, 51]! For a normal-superconducting phase transition to occur, the superconductor
must go from a resistive state to a state with zero resistance[52]. In practice, it is
hard to distinguish between zero resistance (phase transition) and immeasurably
small resistance (no phase transition). We circumvent this difficulty by looking at
zero field, where the existence of a phase transition is not in doubt and we expect
to see 3D-XY exponents.
It is useful to show exactly what a normal-superconducting transition is expected
to look like (be it zero field or the vortex-glass transition). Here we show theoretical
predictions, to be compared with experimental data later.
I − V isotherms
Most of our data are voltage vs. current (I − V ) curves, each taken at a different
temperature. Our data is taken typically over many decades of current and voltage,
so we plot it on a log-log scale. We expect to see I − V curves as shown in Fig. 4.4.
One of the major advantages of a log-log plot is the fact that, from Eq. 4.59,
we expect the isotherm at Tc to be a straight line. The slope of the isotherm will
then give us z, as the slope = z+1
D−1 . We can also identify ohmic behavior (slope = 1
on a log-log plot). This is marked with a dashed line in Fig. 4.4. The isotherm
at the highest temperature in the figure is ohmic over the whole range of currents,






Figure 4.4: Schematic of expected I − V curves from Eq. 4.56. The dashed line
indicates a slope of 1, or ohmic. The isotherm at Tc is clearly identifiable as a power
law (straight line with slope 6= 1 on the log-log plot). Above Tc for low currents, the
isotherms bend towards ohmic behavior. Below Tc, the isotherms increase in slope
as current decreases.
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close enough to Tc to be affected by fluctuations are non-linear at high currents and
become linear at lower currents, as predicted by Eq. 4.57. Below Tc, we see the
isotherms drop rapidly in voltage, indicating a transition to a zero voltage state.
Using Eq. 4.59, we can get z from the isotherm at Tc. By analyzing the ohmic
behavior at low currents (usually called ohmic “tails”), if we know Tc and z, we can
find ν from Eq. 4.57.
Derivative plot
Sometimes finding Tc is not as simple as it seems from Fig. 4.4. We can employ an-
other method to find Tc and z. If we take the logarithmic derivative, ∂ log V/∂ log I,





D − 1 , (4.60)
i.e., a horizontal line whose intercept should give us a value for z. In fact, Tc will
be the only horizontal isotherm in the derivative plot. The expected derivative plot
is sketched in Fig. 4.5.
Here, Tc is easily identified as the horizontal isotherm. Moreover, it is easy to see
another prediction, called the opposite concavity criterion[12]. We have predicted
that isotherms equal distances from Tc at the same current level should have opposite
concavities. These opposite concavities translate to increasing or decreasing slope
on the derivative plot, and thus the criterion is easy to identify. Finally, we can
see for T > Tc the isotherms tend to ∂ log V/∂ log I = 1 (ohmic behavior), again as
predicted by Eq. 4.57.
Data collapse
The final prediction is what is called the data collapse. We can re-write Eq. 4.56 in






















Figure 4.5: Schematic of expected ∂ log V/∂ log I vs I. Tc is identified as the hor-
izontal isotherm. Isotherms above and below Tc display opposite concavity about
Tc[12]. ∂ log V/∂ log I = 1 indicates ohmic behavior.
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where we have explicitly plugged in D = 3 for the dimension. We can see that if we
plot the left-hand side of Eq. 4.61 vs. the arguments of the unknown functions χ±
from the right-hand side, then the isotherms will fall upon two curves, χ+ for above
Tc, and χ− below Tc. Thus, if we are looking at a true phase transition where Eq.
4.61 applies, then all of the isotherms from Fig. 4.4 will collapse onto two distinct
curves. A data collapse is sketched in Fig. 4.6. Data collapse is seen as the “icing on
the cake” and the final proof that a phase transition does indeed exist. Moreover,
because the data collapse depends on the values for Tc, z, and ν, a good data collapse
is evidence of the correct choices for the critical parameters.
Derivative scaling
Another clever trick is to use derivative scaling. Starting with Eq. 4.56, we can take





























where Λ± are new unknown functions.
In other words, we can plot ∂ log V/∂ log I vs. Iξ
D−1
T
and all the isotherms should
scale in a similar manner to the regular I − V scaling collapse. This is yet a further
test of the phase transition.
This test is particularly useful for the following reason. Instead of using the
low-current data (Eq. 4.57) to find ν, you can use the scaling form for J itself, Eq.
4.53. Because J ∼ |t|ν(1−D), we can pick a current density J such that we get the
same value of ∂ log E/∂ log J for different isotherms. If we plot these values of J vs.




Figure 4.6: Schematic of expected data collapse. The left-hand side of Eq. 4.61 vs.
the argument of the unknown functions χ±. All the isotherms from Fig. 4.4 fall on
one of two curves for above and below Tc. A good data collapse is viewed as strong
evidence for a phase transition as well as confirmation of the correct choices for Tc,
z, and ν.
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Strachan has shown that derivative scaling does this exact procedure, except not
for one arbitrary value of ∂ log E/∂ log J , but for all values of ∂ log E/∂ log J at the
same time[53]. Thus, derivative scaling is more exacting than conventional tests to
find ν.
Specific heat
For good measure, we will show a schematic of what is expected from specific heat.
Critical behavior in specific heat has been well verified in 4He[54, 55], and we expect
specific heat in the critical regime of superconductors to look the same. The specific




|t|−α + B±, (4.64)
where B± are first-order corrections to the scaling form[55]. The exponent α and the
ratio A+/A− are known from theory and experiment. It is predicted that B+ = B−.
The most recent (and careful) experiment on specific heat in 4He gives[55]:
α = −0.0129± 0.0004 (4.65)
and
A+/A− = 1.054± 0.001. (4.66)










t−α = ln(t). (4.67)
So, because α ≈ 0, we expect
C ≈ −A± ln(t) + B±. (4.68)
Thus, on a semi-log plot, the specific heat will be two nearly parallel lines with
slightly different slopes A+ and A−. Over the limited range of accessible tempera-
tures, this plot looks like parallel lines with different intercepts, as sketched in Fig.
4.7.



























Figure 4.7: Expected specific heat in the critical regime. On a semi-log plot, we




Transport Measurements in Films
Our work builds on previous dc transport measurements on superconductors. For
more than ten years, researchers have looked at I − V measurements for evidence
of phase transitions, both in field and in zero field. Many researchers have claimed
to see the phase transition and have quoted critical exponents, but our recent work
has cast doubt on the methods used to find Tc, ν, and z.
In this chapter, we will examine the conventional method of data analysis and its
pitfalls. In an attempt to overcome these pitfalls, we will introduce a more sensitive
tool for finding Tc and z, the derivative plot. This tool uncovers new problems in
the form of unexpected ohmic behavior at low currents, the so-called “ohmic tails”.
These ohmic tails and their possible sources are the main focus of this dissertation.
5.1 Conventional Analysis
The predictions made by Fisher, Fisher, and Huse outlined in Ch. 4 [9, 10, 11] led
to a large body of experimental and theoretical work on the superconducting phase
transition in field and in zero field. Using I − V curves, a consensus has emerged
the vortex-glass transition exists in YBCO[19, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65,
66, 67], as well as in other materials[68, 69, 70], although the reported exponents
range from z = 1.25 to 6 and ν = 0.63 to 2[71, 72]. Researchers have also used
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I − V curves to examine the normal-superconducting transition of YBCO in zero
field[46, 73, 71, 72], where even here there are disagreements in the exponents.
Nonetheless, this general consensus has led I − V curves to become the favorite
tool to look at the superconducting phase transition, especially in field. This is
despite arguments that agreement with scaling is misleading[48, 74] and arguments
that there is actually no phase transition at all in a field[49, 50, 51]. There are
also problems within the framework of scaling, such as the range of validity in
voltage[75, 76], and finite size effects[46, 20].
Our current work builds upon previous work in our group. However, to under-
stand the context for our current (and previous) work, we must first discuss the
conventional method of analyzing I − V curves.
5.1.1 The Data: dc I − V Curves
We begin with the conventional analysis of sample mcs146. This is one of our best
films. X-ray diffraction shows clear c-axis orientation and no evidence for impurity
phases, and ac susceptibility gives ∆Tc = 0.15 K. We patterned this film into a
bridge with dimensions 20×100 µm2. The R vs. T in the transition region is shown
in Fig. 5.1. Here, Tc = 91.5 K (according to our definition of Tc) and ∆Tc = 0.5 K.
We measured the thickness of mcs146 with an AFM and found that d = 2100 Å.
We measure the voltage V across the bridge as a function of applied current I.1
This is akin to the total conductance, Σ = I/V . However, what we wish to examine
is the fluctuation conductivity, ∆σ (see Fig. 4.3). To do this, we must separate
the voltage generated by the fluctuations, Vfl, from the voltage generated by the
electrons in the normal state, Vn. In the two-fluid model, the fluctuations and the
normal electrons are two different parallel channels for the current to flow through.
1Each voltage V consists of many reverse-polarity measurements, as described in Sec. 3.1.1.
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Figure 5.1: R vs. T for sample mcs146 near the transition. By our definition from
Ch. 2, Tc = 91.5 K and ∆Tc = 0.5 K. The bridge dimensions for this sample are
20× 100 µm2. The film is 2100 Å thick.
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Thus,
V = Vn = Vfl and I = In + Ifl, (5.1)
i.e., a simple parallel circuit. But the normal channel is a simple resistor, Vn = In·Rn,
so
Ifl = I − Vn
Rn
. (5.2)
How can we know Rn when we are in the middle of the superconducting tran-
sition? We cannot measure it, but we can extrapolate the value of Rn into the
transition region. The full R vs. T is shown in Fig. 5.2. The dotted line in Fig.
5.2 is the fit to the normal-state resistance, Rn(T ) = aT + b. We extrapolate this
resistance into the transition region to find




Vfl = V, (5.4)
where V is the measured voltage and I is the applied current. Following convention,
we will drop the subscripts on Vfl and Ifl, however, it is important to remember
that we have subtracted out the normal channel.
We then take I − V curves in the transition region. These curves are shown in
Fig. 5.3. These I − V curves, and the I − V curves we will usually show, will be
only the fluctuation channel. We find many similarities between Fig. 5.3 and the
expected I − V curves from Fig. 4.4. At high temperatures, the I − V curves are
parallel to each other, and parallel to the dotted line which has a slope of 1. This
means V ∼ I, or ohmic. At intermediate temperatures, we see non-linear behavior
at high currents and ohmic behavior at low currents. At the lowest temperatures,
we see the isotherms increase in slope as I decreases, also as expected. Only a few
tenths of a kelvin below the lowest temperature pictured in Fig. 5.3, the voltage
becomes too small to measure with our nanovoltmeter. All this agrees qualitatively
with what we expected (Fig. 4.4).
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Figure 5.2: R vs. T for sample mcs146 from 77K to room temperature. The dotted






















































Figure 5.3: I − V curves for sample mcs146 (2100 Å thick). The dashed line has
a slope of one (ohmic). The solid line at 91.26 K is a power-law fit at lower volt-
ages. Isotherms are separated by 60 mK. Note that the normal channel has been
subtracted, as described in the text.
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5.1.2 Finding the Critical Parameters
Now that we have the fluctuation channel I − V data, we must find the critical
parameters for the transition: Tc, ν, and z. To determine these parameters, we will
follow the outline given in Sec. 4.3.2.
Power law: Tc and z
There are some aspects of our experimental I − V curves which do not conform to
expectations. Most striking is the fact that there is no isotherm which is a straight
line on the log-log plot over all decades in current and voltage. If we exclude the data
above ≈ 10−5 V, the curve at 91.26 K (marked by the solid line in Fig. 5.3) appears
to be straight. The conventional justification for excluding this high-voltage data is
that the critical regime is not only bounded in temperature, but also in current and
voltage, and at high voltages, the sample is driven out of the critical regime[75, 20].
If we exclude this data, then we can identify Tc = 91.26 K. We can fit this
isotherm to the form V ∼ I(z+1)/2 and extract a value for z. The solid line in Fig.
5.3 has a slope of 3.19, which gives z = 5.35 (slope = (z + 1)/2). This is very
similar to the z values reported for the vortex-glass transition (oddly enough)[71],
and at odds with some exponents reported for zero field, z = 1.25[72], z = 2[46],
and z = 3[73]. We expect z = 2 for diffusive dynamics.
Low-current ohmic tails: ν
Strange value for z notwithstanding, we have identified the critical temperature Tc
and the dynamic critical exponent z. All that remains is to find the static exponent
ν. To do this, we use Eq. 4.57. We find the resistance of the low-current ohmic tails
and plot the resistance log(RL) vs. log(|T/Tc − 1|). Because RL ∼ |T/Tc − 1|ν(z−1)
(for D = 3), the slope of the graph will give us a value for ν, provided we know z.
This is graphed in Fig. 5.4.
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 = 91.26 K
ν = 0.92
z = 5.35 
91.46 K 
Figure 5.4: RL vs. log(|T/Tc − 1|) for sample mcs146. The straight line is a fit for
the expected power-law behavior, RL ∼ |T/Tc−1|ν(z−1). Where the isotherms begin
to deviate, at about 91.46 K, is conventionally labelled the extent of the critical
regime. Each point is separated by 20 mK.
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Again we find deviations from the expected behavior. Instead of a straight line
on a log-log plot, Fig. 5.4 shows systematic deviations beginning about 91.46 K and
becoming more pronounced at higher temperatures. However, we do not expect Eq.
4.57 to be valid at all temperatures, rather only in the critical regime. Thus, the
isotherms above 91.46 K which deviate from linearity are conventionally considered
outside the critical regime. The last temperature which agrees with the fit, 91.46 K,
determines the size of the critical regime. In this case, |T−Tc| = |91.26K−91.46K| =
0.2 K, not far from the estimated size of the critical regime from Eq. 4.31. Because
we expect the transition to be symmetric, 91.06 K should be the lowest temperature
in the critical regime.
Now we have Tc, ν, z, and the isotherms expected to agree to scaling – all the
relevant parameters for the transition.
Data collapse
Now that we have the necessary ingredients, we can test to see if we can, indeed,


















and plot the left-hand-side of Eq. 4.61 vs. the arguments of the unknown functions
χ±. If we have found the correct critical parameters, and if there is indeed a second-
order phase transition, then all the isotherms should fall on two curves, for above
and below Tc (the functions χ+ and χ−). The collapse of isotherms from Fig. 5.3 is
shown in Fig. 5.5.
Although there appear to be systematic deviations (shown in Fig. 5.6) from the
collapse, one cannot reasonably expect a perfect collapse from experimental data,
and this collapse is not worse than others in the literature[73]. This type of collapse is
what has been offered in hundreds of papers as proof of a phase transition, especially
































 = 91.26 K                  
91.06 K ≤ T ≤ 91.46 K
10−9 V ≤ V ≤ 10−5 V
ν = 0.92                   







Figure 5.5: Conventional data collapse for sample mcs146. The critical parameters





























 = 91.26 K                  
91.06 K ≤ T ≤ 91.46 K
10−9 V ≤ V ≤ 10−5 V
ν = 0.92                   
z = 5.35                       χ− 
Figure 5.6: Conventional data collapse for sample mcs146, showing a zoom of the χ−
branch. The critical parameters are listed in the figure. In this figure, the systematic
deviations are obvious.
consensus that the vortex-glass transition exists.
5.1.3 Results of the Conventional Analysis
There are several doubts that should occur to any reasonable scientists upon expla-
nation of the conventional data analysis. One of these doubts comes from a quick
survey of the literature. As mentioned earlier, there is a wide range of reported
values for the critical exponents, especially in the vortex-glass transition.2 These
2See the table in Ref. [72] and Ref. [71] and [75] for a quick look at the wide variety of critical
exponents for the vortex-glass transition.
103
exponents all come from similar samples in similar magnetic fields, and all use a
data analysis similar to the analysis outlined here – and yet the measured dynamic
exponents range from z = 1.25 to z = 6!
Other doubts come from removing data at higher voltages. In the vortex-glass
transition, data at higher voltages are attributed to “free flux flow”[75, 20] and are
summarily removed. But the electric field (and hence the voltage) at which this free
flux flow occurs is ill-defined, and most researchers define it as the voltage where
deviations from scaling occur. This means data which disagrees with scaling is
thrown away (although a somewhat reasonable explanation is given for discarding
the data). This selective omission of data is more difficult to justify in zero field
(there are no vortices to flow freely), and perhaps for this reason, data collapses in
low fields are considered “uncontrolled”[72].
In addition to the selective omission of data, there is a serious problem with the
exponents derived from the conventional data analysis. It is indeed compelling that
data at µoH = 2 T, 3 T, and 4 T all fall upon the same curves in a data collapse
using the same exponents[3, 56], implying that the phase transitions in these fields
are just one phase transition – the vortex-glass transition. But this same compelling
evidence becomes worrisome when data in very low and zero magnetic fields also
yield the same exponents[71]. No one expects the zero-field and the vortex-glass
transitions to give the same exponents. If the vortex-glass exponents are similar to
zero-field exponents, they are expected to be 3D-XY exponents, not the consensus
values of ν ≈ 1.2, z ≈ 5.
These drawbacks prompted us to take another look at the vortex-glass transition
to see if we could determine why so many people got so many different exponents,
and why the exponents, even in low fields, seemed to be very different from 3D-XY
exponents.
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5.2 A More Critical Look at the Transition
The problems listed above led our previous group member, D. R. Strachan, to re-
examine the vortex-glass transition. Surprisingly, he found that he could arbitrarily
choose an isotherm for the transition temperature, provided that isotherm did not
have an ohmic tail (in Fig. 5.3, we could choose any isotherm below 91.26 K).
With that isotherm as the transition temperature, he was able to carry through the
data analysis outlined above, and demonstrated three data collapses for the same
experimental data. Each collapse had different values for the transition temperature,
ν, and z[12]. Of course, for each data collapse, Strachan chose a different range of
allowable voltages, and a different range of temperatures, as dictated by the log(RL)
vs. log(|T/Tc − 1|) plots. Strachan’s three data collapses are shown in Fig. 5.7.
The end result is very upsetting: using the conventional data analysis as it is
used in hundreds of papers, Strachan was able to show not one, but three reasonable
data collapses, each with its own set of critical parameters. If there is a vortex-glass
transition, it seems unlikely that z = 5.46 and z = 10.1 and z = 13.1, as implied by
Strachan’s work[12].
Strachan reasoned that what was needed was a better method for determining
whether a transition had occurred. It was not that scaling didn’t work, but the
opposite – scaling seemed to work too well.
5.2.1 Derivative Plot
To determine the transition temperature (in the vortex-glass or zero-field transi-
tions), you must look carefully at the curvature of the isotherms. Again, as shown
in Fig. 4.4, we expect I − V curves above Tc to have positive curvature, those be-
low Tc to have negative curvature[19, 75]. Conventionally, researchers choose an
isotherm which looks linear on a log-log plot over the largest number of decades.




























































































    
    

























Figure 5.7: By changing Tc, z, and ν, Strachan was able to demonstrate three
different data collapses for the same set of experimental data. This showed that a




There are better ways to find the isotherm which is a straight line. There is a
simple method of differentiating a straight line from other nearly straight lines: take
the derivative. If the curve in question really is a straight line, then its derivative
should be obvious as a horizontal line. Following J. M. Repaci[77], we plot the
derivatives of log(V ) vs. log(I) isotherms. We expect a figure similar to that of Fig.
4.5. The plot of ∂ log V/∂ log I vs. I for the isotherms in Fig. 5.3 is shown in Fig.
5.8.
The isotherms at the extreme temperatures in Fig. 5.8 agree with expectations.
The highest temperatures are slightly nonlinear (∂ log V/∂ log I > 1) at high cur-
rents and rapidly become ohmic (∂ log V/∂ log I = 1) at lower currents. The lowest
temperatures are non-linear, and increase in slope as current decreases.
The intermediate temperatures do not agree with our expectations (Fig. 4.5).
Most striking is the fact that the conventional choice for Tc, 91.26 K, is not horizontal
at all! In fact, what we thought was a straight line in Fig. 5.3 was merely a peak
in ∂ log V/∂ log I. This peak in ∂ log V/∂ log I occurs at other temperatures as well,
both above and below 91.26 K. Below 91.26 K, the isotherms are quickly limited by
our voltage sensitivity, nonetheless, we can see the isotherms begin to decrease in
slope as current decreases.
It seems as though there is nothing special about the isotherm at 91.26 K, except
that it does not have a pronounced ohmic tail. The fact that it does not have
an ohmic tail is due solely to the fact that the data reach the voltage sensitivity
limit, although given enough voltage sensitivity, the derivative plot suggests that
the isotherm at 91.26 K would have an ohmic tail, as would the isotherms at lower
temperatures.
Finally, when looking at the derivative plot, we can find no isotherm which is
horizontal over a wide range of current. This seems to imply that there is no Tc, and




























Figure 5.8: ∂ log V/∂ log I vs. I for mcs146. The conventional choice for Tc, 91.26 K,
is clearly not a horizontal line, and cannot be Tc. Surprisingly, there is no isotherm
horizontal over a wide range of current, as theory requires at T = Tc. Isotherms are
separated by 60 mK.
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There is no reason that there should not be a phase transition in zero field, and other
experiments strongly support a phase transition with 3D-XY exponents[78, 79].
Moreover, the appearance of the peak in the derivative plot is unexpected, and in
fact cannot be explained within the theoretical framework described in Sec. 4.3.
The opposite concavity criterion
Upon closer inspection of the derivative plot, there appears to be a region of data
that agrees with expectations. The isotherm at 91.44 K in Fig. 5.8 has a pronounced
ohmic tail at lower currents, clearly visible in the figure. At higher currents, however,
it appears to be horizontal. Fig. 5.9 magnifies the higher currents.
In Fig. 5.9, we can see that the isotherms above and below 91.44 K have slopes
with opposite signs at higher currents, and that the isotherm exactly at 91.44 K is
nearly horizontal at the high currents. Ignoring the lower currents, this graph agrees
with our expectations from Fig. 4.5. From this graph, we would take Tc ≈ 91.44 K.
Then the slopes of the isotherms about Tc have opposite signs, leading to opposite
concavities in the I − V curves.
This is, in essence, the opposite concavity criterion[12]. We have proposed that
isotherms at equal temperatures away from Tc (i.e. |T/Tc − 1|), the isotherms
should display opposite concavities at the same current level. The opposite concavity
criterion is a more stringent test for the existence of a phase transition.
The opposite concavity criterion allows us to find an unambiguous choice for Tc,
which then eliminates much of the flexibility in scaling that Strachan found. From

























91.26 K 91.08 K 
91.44 K 
91.92 K 
Figure 5.9: ∂ log(V )/∂ log(I) vs. I, showing the higher currents only. The isotherm
91.44 K is very nearly horizontal, and isotherms above and below it in temper-
ature display opposite concavities, satisfying our opposite concavity criterion[12].
Isotherms are separated by 60 mK.
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5.2.2 High-Current Data
The agreement with the opposite concavity criterion is tantalizing, but not without
pitfalls. The major pitfall, of course, is the fact that we must ignore the data at the
lower currents. We are also stymied by the fact that the separation between “low”
and “high” currents is not clear. In fact, in Fig. 5.9, we would label the separation
at the point where the 91.44 K isotherm begins to drop towards ohmic behavior –
a cutoff at least as arbitrary as the free flux flow cutoff conventionally used in the
vortex-glass transition.
Nonetheless, it is instructive to see where the analysis will take us, and whether
it offers any better results than the conventional analysis. The question remains:
“What do we do about the low-current ohmic tails?” We will assume, for the time
being, that the tails are an artifact in the data, created from something not under
our control, but that we are allowed to discard from the data. In short, we are going
to ignore some of the ohmic tails – simply close our eyes and pretend they do not
exist. The source of these ohmic tails will be discussed in detail in Sec. 5.3.
Critical parameters
If we wish to analyze the data, we must find the critical parameters. Using the
derivative plot in Fig. 5.9 and the opposite concavity criterion, we can find Tc,
which is slightly greater than 91.44 K (the isotherm at 91.44 K has a positive, but
very small, slope). Other isotherms not shown in Fig. 5.9 can narrow the range to
Tc = 91.46± 0.04 K.
Having found Tc, we can now find z. Because V ∼ I(z+1)/2, the isotherm at Tc in
the derivative plot should be a horizontal line with intercept (z + 1)/2. From Fig.
5.9, we can see that the intercept of the critical isotherm would be ≈ 1.55, which
gives z = 2.1. Due to uncertainty in the choice for Tc, the error in the intercept
gives z = 2.1± 0.15.
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Already the high-current analysis yields better results than the conventional
analysis. We have unambiguously found Tc, and the derivative plot gives a value for
z which agrees with the theoretical prediction to within experimental error.
To find ν, we must again use Eq. 4.57. The problem with using Eq. 4.57, though,
is that it assumes a value for Tc. Although using the derivative plot to find Tc is
certainly better than eyeballing I−V curves, it would be best to determine a method
for finding ν without a priori assuming a value for Tc. Moreover, to analyze the
high-current data, we must jettison much of the low-current data. However, to
find RL, we must use some of the ohmic tails at low currents – but which ones?
We propose a method of finding ν(z − 1) without assuming a value for Tc. This
method is also not without problems, but perhaps the problems are fewer than the
conventional method.







for D = 3. On a log-log plot, this will be a straight line. Following the same
line of reasoning which led us to the derivative plot, from Eq. 5.6 we can see that
∂ log(RL)/∂ log(T−Tc) = ν(z−1), i.e., a constant. Thus a plot of ∂ log(RL)/∂ log(T−
Tc) vs. T will be a horizontal line, with intercept ν(z− 1). Although this seems like
extra, unnecessary data analysis, using this method, we can test different values for
Tc. Whichever value for Tc gives a horizontal line must be the correct value for Tc.
In this way, we can find ν(z − 1) and Tc by a second method.
The plot of ∂ log(RL)/∂ log(T−Tc) vs. T is shown in Fig. 5.10. Each curve repre-
sents a different choice for the critical temperature. We do not expect ∂ log(RL)/∂ log(T−
Tc) at high temperatures (e.g., T = 92 K) to give the same constant value as tem-
peratures in the critical regime. Hence, all the curves at high temperatures look
similar, and tend to slope downwards, indicating that they are outside the critical
regime. All of the curves also have strong deviations downward at temperatures
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Figure 5.10: ∂ log(RL)/∂ log(T −Tc) vs. T . Each curve represents a different choice
for Tc. The correct choice of Tc should give a constant as a function of T . Above the
low-current ohmic tails, but below the high temperatures, the ∂ log(RL)/∂ log(T −
Tc) is constant at ≈ 91.4 K.
near Tc. Again, in this analysis, we will discard the low-current ohmic tails near
(and at) Tc, so these downward deviations we ignore.
In this limited range of temperatures, we compare the curves. In particular, the
conventional choice for Tc, 91.26 K, is not constant at all, contrary to expectations.
In fact, ∂ log(RL)/∂ log(T − Tc) seems constant (above the drop close to Tc, but
below the highest temperatures) at about Tc ≈ 91.4 K. From this graph, we estimate
Tc = 91.4 ± 0.05 K. We see that this Tc, and the Tc found from the derivative plot
(Fig. 5.9), Tc = 91.46 K ± 0.04 K agree within experimental errors. Finally,
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from Fig. 5.10 we can find an intercept of 1.75 ± 0.2. These values give a value of
ν = 1.6± 0.4 (assuming z = 2.1± 0.15).
This method is certainly not without its drawbacks, most notably choosing such a
limited range in temperature and calling ten data points or so constant. Nonetheless,
the critical temperatures from the I−V curve derivative plot and the RL vs. |T/Tc−
1| derivative plot agree with one another to within experimental error, and in both
cases, the conventional choice for Tc is clearly incorrect. Moreover, the analysis
implies that we can trust low-current data from 91.5 K to about 91.7 K.
This method has yielded an unexpected value for ν, ν = 1.6. We can try,
nonetheless, to ice the cake, and attempt a data collapse, now discarding only the
low current data for temperatures below 91.5 K. The resulting collapse is shown in
Fig. 5.11.
This data collapse also has systematic deviations, most notably in the low-current
ohmic tails, which do not fall on top of one another. Nonetheless, this collapse is
not less convincing than the conventional collapse in Fig. 5.5. The major advantage
of this data collapse is the fact that the method we have used to find the critical
parameters is more exacting than the conventional method.
Derivative scaling
As a final step, we can compare the derivative scaling plots for given the conven-
tional analysis and the high-current analysis. Using Eq. 4.63, we can scale the same
data using the conventional-analysis critical parameters, or the high-current critical
parameters. The results are shown in Figs. 5.12 and 5.13.
Strachan[15] showed that the derivative scaling collapse was better for the high-
current analysis than for the conventional analysis. In Fig. 5.12, the predicted data
collapse does not occur at all, whereas in Fig. 5.13, we can see a much better collapse.
These results confirm Strachan’s claim. However, this success must be taken with
































 = 91.46 K                                          
 91.26 K ≤ T ≤ 91.7 K                      
3×10−5 A ≤ I ≤ 5×10−4 A
ν = 1.6                                          
z = 2.1                                              
Figure 5.11: High-current data collapse, using parameters found from the less am-
biguous method of determining the critical parameters. There are still systematic






























 = 91.26 K                        
 91.06 K ≤ T ≤ 91.46 K    
10−9 V ≤ V ≤ 10−5 V 
ν = 0.92                        
z = 5.35                            
Figure 5.12: Derivative scaling plot using the conventional-analysis critical parame-
ters. From this plot, it is clear that the apparent agreement with scaling is mislead-





























 = 91.46 K                                          
 91.26 K ≤ T ≤ 91.7 K                      
3×10−5 A ≤ I ≤ 5×10−4 A
ν = 1.6                                          
z = 2.1                                              
Figure 5.13: Derivative scaling collapse using the high-current critical parameters.
This collapse seems to indicate a better agreement with scaling and a better choice
for the critical parameters.
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survives, perhaps giving a misleadingly good data collapse.
5.2.3 Results of Our Analysis
It is useful here to summarize the results of our high-current analysis. We began by
looking for a method to determine Tc unambiguously. By examining the derivative
plot, we found that data at the higher currents agreed with the opposite concavity
criterion and indicated a true phase transition.
From that derivative plot, we were able to find Tc and z. Plotting ∂ log(RL)/∂ log(T−
Tc) vs. T , we were able to determine ν and also Tc by a second method. The two
values for Tc agreed with each other within experimental error. With these values
for Tc, z, and ν, we demonstrated a data collapse as good as the conventional data
collapse. Lastly, we showed that the derivative scaling collapse was markedly bet-
ter for the high-current analysis than for the conventional analysis. Clearly, the
high-current analysis offers a better and more systematic method of analyzing the
data.
Throughout the analysis, however, we have doggedly ignored the data at lower
currents, for the simple reason that, from the derivative plot, the data at lower
currents just don’t look like a phase transition! Because we know in zero field
that there is a phase transition, we are forced to attribute this low-current data
to something we don’t, as yet, understand. This is the major drawback of the
high-current analysis: it forces us to ignore what turns out to be most of the data.
Moreover, we don’t even have a reason to discard the data half as reasonable as
the “free flux flow” argument used in the conventional analysis to discard data at
higher voltages. In an effort to save the high-current analysis from this failing, we
will discuss the ohmic tails and their possible sources in detail in the next section.
Finally, we must discuss the exponents derived from the high-current analysis.
The dynamic critical exponent z agrees with the theoretical predictions to within
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experimental error. This result we find comforting and a sign that we are on the
right track with the high-current analysis. This value for z is robust, and we have
seen it in more than 20 different films.
The value for ν is less exciting. It is, in fact, further from the expected value of
ν ≈ 0.67 than the conventional analysis! Is this just wrong, or are the predictions
wrong? Some transport measurements in low fields demonstrate ν > 1[71], and
others find ν ≈ 0.67[46]. Are there other experiments (i.e., not transport measure-
ments) which can confirm the high value for the static exponent?
The short answer is no. Although some specific heat and penetration depth
measurements support mean-field exponents for the transition (ν ≈ 0.5)[80, 81, 82],
more recent experiments and a re-analysis of previously published data support
3D-XY exponents (ν ≈ 0.67) [79, 83, 84, 85], and recent thermal expansivity data
are consistent with 3D-XY exponents[78]. None of these experiments find anything
approaching ν > 1.
Nonetheless, the high currents agree with a phase transition as predicted by
scaling and give a reasonable value for z, leading us to think that we are on the
right track. Perhaps if we can find an explanation for the low-current ohmic tails,
we can find a reason for our strange value for ν.
5.3 Possible Sources of Low-Current Ohmic Tails
In the previous section, we discussed the high-current analysis and the fact that, in
order to proceed with the analysis, we were forced to ignore the low-current ohmic
behavior, the “tails,” and discard all the low-current data. At that point, it was
unjustified, although it yielded some promising results.
In this section, we will work from the assumption that the high-current data
represent the true phase transition, and that low-current ohmic tails are an artifact
obscuring the transition. What we would like to do is identify the phenomenon
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creating the ohmic tails and correct it, if possible. If not, the identification of its
source might allow us to justify discarding the low-current data, or, even better,
understand how it affects the high-current data.
This section could have been included in Sec. 3.1.3, as it consists of a series of
problems associated with the dc transport measurement. They are included here
because of the effect they can have on the isotherms. Every problem listed here
has the unusual and extremely deleterious effect of creating or mimicking the low-
current ohmic tails. In the end, every problem in this section is ruled out as a
possible culprit for the ohmic tails in our zero-field data, although getting to that
end is a long and arduous experimental road.
5.3.1 Heating
In our measurements, the temperature measured by the thermometer in the sample
block is kept constant using feedback. If, however, we somehow heat the bridge
during the course of a measurement, the I − V curve we have will be meaningless.
Because we have been careful to heat sink our wires at several stages before they
reach the sample, any heat from the wires at 300 K at the top of the probe dissipates
in the heat sinks at the bottom of the probe and not into the sample. This leaves
the applied current as the most probable source of heating. Any applied current
will dissipate energy and create heat. In the worst-case scenario, we can imagine
that the ohmic tails are actually the true isotherm, and as the current increases, so
does the heat created, and actually the non-linear portion of the isotherm is merely
the sample marching upwards in temperature as the current increases.
Short of putting a thermometer on the bridge (no small feat), there is no way we
can measure the temperature of the bridge directly. We can, however, try to find
the source of heating, and can make estimates as to the amount of heating, and the
expected temperature change in the bridge.
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Leads and contacts or bridge?
If we are inadvertently heating the sample by applying a current, we would like to
know what the source of that heating is. It can come from two places: the leads and
contacts (i.e., everything leading up to the bridge) or the bridge itself. If the leads
and contacts have a large resistance, then they will create a large amount of Joule
heating, which will flow directly into the bridge. On the other hand, the bridge may
be heating on its own, unavoidably.3
It is a simple task to determine the power dissipated by the sample, P = I · V .
From the I − V curves in Fig. 5.3, we can determine the power dissipated by the
current at any temperature and current. We can see in the figure that at the highest
temperature shown, the maximum power dissipated is P ≈ 2 × 10−5 W when the
current is I ≈ 1× 10−3 A.
The last heat sinks are the gold pads glued directly to the stage (see Fig. 3.4).
From the gold heat sink, there is a short gold wire connected to the sample. This
wire is in vacuum, and thus any heat generated in the wire can only sink to the
sample or the gold pad it came from, and is a potential problem. The wire is
roughly 1 cm long and 3.2× 10−3 cm (0.00125 in.) in diameter. If the resistivity of
gold at 77 K is ρ ≈ 0.5 µΩ-cm[13], then each wire has a resistance of R ≈ 60 mΩ.
The contacts, as discussed, are approximately 5 mΩ each. At 1 mA, the leads and
contacts dissipate a power of 6.5× 10−8 W, three orders of magnitude less than the
power generated in the bridge, and so of little concern.
Of greater concern is the YBCO pattern leading up to the bridge. Each I − V
bridge is only a small portion of the entire YBCO sample pattern. The YBCO leads
before the bridge can also dissipate energy. From the dimensions of the pattern,
we can determine the resistance ratio RY BCO−lead/Rbridge ≈ 2.6, which implies the
3We could avoid this heating easily, actually, by not applying a current, but it’s hard to measure
I − V curves if I = 0.
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YBCO pattern on the substrate dissipates almost three times the power that the
bridge dissipates. This is true only when the sample is resistive. In the critical
regime, the wider leads dissipate less power because E ∼ JA, where A is greater
than 1. If E ∼ J3/2 (z = 2), then the powers dissipated in the bridge and the
leads are roughly equal. If E ∼ J2, then the leads dissipate 0.7 times the power
dissipated in the bridge, and the higher the exponent, the less power dissipated.
This is important because A increases as the temperature decreases. Thus, precisely
where the shape of the I−V curve changes radically for a small temperature change,
the leads will always generate less heat than the bridge itself. Moreover, because
the YBCO leads are directly connected to a heat sink – the substrate – we expect
most of the heat generated in these leads to dissipate into the substrate.
From these numbers we can see that the gold leads and contacts generate far
less heat than the YBCO bridge. We also see that the YBCO leads on the substrate
can generate more heat than the YBCO bridge itself, but if the I − V curve is non-
linear, they will generate less heat than the YBCO bridge; moreover, the YBCO
leads are always connected to a heat sink (the substrate). For this reason we have
concentrated our effort on looking at the self-heating of the bridge.
Heating in the bridge
We would like to estimate the temperature as a function of position in a bridge of
dimensions L × w × d carrying a current I. We assume that the temperature is
uniform along the width of the bridge, so we only need to solve for the temperature
along one dimension, the length of the bridge.
Following Skocpol et al.[86], we can estimate the heating in a our bridge. Heat
is generated by the power, I · V , and can flow out through the edges of the bridge







(T − Tb) = E · J, (5.7)
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where κ is the thermal conductivity of the bridge material, Tb is the base temperature
(i.e., the temperature of the substrate), E · J is the source term generated by the
applied current, d is the film thickness, and α is the heat transfer coefficient from
the bridge to the substrate per unit area of the film. This equation describes the
heat flow in our bridge in one dimension, x, position along the length of the bridge.
This heat flow equation is difficult to solve unless we make some assumptions.
Because we know the leads dissipate less heat than the bridge, we will assume that
heating only occurs in the bridge, and that the edges of the bridge are at the base
temperature, Tb. This gives us boundary conditions. The source term, E · J , is also
a strongly varying function of temperature, as any increase in temperature locally
also strongly changes the E− J curve. The actual functional forms for E and J are
unknown. We will assume E is linear in J (ohmic), as well as linear in T , and write
E · J = (aT + b)J . Assuming E is linear in J and T is untrue over much of the
temperatures we are interested in, but it will serve as a good first approximation.






























































We can make these equations nearly illegible by plugging back in the original
4Be careful not to confuse K (which is really just a temporary placeholder) for κ, the thermal
conductivity of the bridge.
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Although we have made some assumptions to arrive at these equations, they have
the distinct advantage of being analytic and easy to solve. From experiments[87,
88, 89], we find that the thermal conductivity of YBCO is κ ≈ 5 W/K-m. Although
κ is different for the a- and b-axes vs. the c-axis, these differences do not change
the results very much. Given our previous assumptions (E is linear in J and T ), we
can estimate a and b for E = aT + b from an R vs. T plot such as Fig. 5.1.
The parameter α is the most important, and the most difficult to quantify. Most
of the heat leaves the bridge into the substrate, if the sample is in vacuum, thus the
rate at which heat leaves the bridge into the substrate severely limits the cooling. We
cannot find any experiments which measure α for YBCO-STO. From Ref. [86], we
know the tin-sapphire interface gives α ≈ 2×104 W/K-m2. Because the YBCO-STO
lattices are matched whereas the tin-sapphire lattices are not, phonons should pass
easier through the YBCO-STO interface than through the tin-sapphire interface.
This leads us to expect α to be greater for YBCO-STO than for tin-sapphire. We
will use α ≈ 1× 105 W/K-m2.
Our calculations are for a bridge of dimensions 8 × 40 µm2 and 2000 Å thick.5
For E = aT + b, we will use the steep slope from the R vs. T curve (between 91.5
K and 92 K in Fig. 5.1). With these numbers, we can plot ∆T = T (x) − Tb as a
function of position. This will depend on the current through the bridge and also
the base temperature. We choose a point on the R vs. T curve near the largest
5These are our typical bridge dimensions. Sample mcs146 is 20× 100 µm2 because it was used
in another experiment, described in the next section.
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slope to get an idea of what the most heating possible looks like. This is shown in
Fig. 5.14.
Fig. 5.14 shows heating in the bridge at an applied current of 100 µA at Tb = 91.6
K. Here we can see that ∆T goes to zero at the edges of the 40 µm long bridge, as per
our boundary conditions. The bridge is hottest at the center, reaching ∆T ≈ 5 mK.
A temperature rise of 5 mK is still very small compared to most intervals between
isotherms (usually 50 mK or more). However, ∆T depends strongly on the applied
current I. For this reason, it is more useful to plot Tave−Tb as a function of current.
This is shown in Fig. 5.15.
Fig. 5.15 shows Tave−Tb as a function of current for two different base tempera-
tures. At the lower base temperature, 91.4 K, the R vs. T curve has a smaller slope
than at 91.6 K, which leads to less heating at all applied currents. We can see that
there is no significant heating at either base temperature until I > 10−4 A.
The results of these estimates lead us to doubt the worst-case scenario described
at the beginning of this section. We expect no heating from any of the leads or the
contacts, and expect self-heating in the bridge to occur at I ≈ 10−3 A. This means
that any applied current less than 1 mA safely probes the sample without unduly
heating it.
These results lead us to ask: if we expect heating at ≈ 1 mA, what does this
look like in the data? And can we get rid of it?
I-V curves with heating
In fact, heating in the I − V curves leaves an obvious signal. As we would ex-
pect, the I − V curves begin to deviate upwards towards the higher-temperature
isotherms, finally falling on the highest-temperature isotherm, i.e., becoming fully
normal. Isotherms with heating are shown in Fig. 5.16.
In this figure we can see I − V curves for sample mcs153. As expected, the
isotherms at the highest currents deviate upwards and eventually all go to the
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I = 100 µA
T
b
 = 91.6 K 
Figure 5.14: ∆T = T (x)−Tb as a function of position in a 8×40 µm2, 2100 Å thick
bridge, with an applied current of 100 µA. The base temperature is 91.6 K and we
have taken E = aT + b from the range 91.5 K to 92 K in Fig. 5.1. At its max,
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b
 = 91.4 K 
Figure 5.15: Tave − Tb as a function of current. Each curve is for a different base
temperature. The lower base temperature, 91.4 K, has a smaller slope in the E =
aT + b curve, as compared to Tb = 91.6 K. Nonetheless, we expect no significant

























Figure 5.16: I −V curves for sample mcs153 which have heating at higher currents.
The heating is obvious as the isotherms deviate upwards as current increases, finally
falling upon the highest temperature curve in the normal state. As expected from
our estimates, heating occurs at about 1 mA.
128
highest-temperature isotherm. This is significant because this isotherm is in the
normal state, thus we have heated sample out of the critical regime and into the
normal state. Most striking is that this heating occurs at about 1 mA, very close
to our estimates.
Low frequency measurements
In Sec. 3.1.1, we described a low-frequency experiment[19, 20] as a variation of the
standard discrete dc transport measurement. In this experiment, we apply a low-
frequency sine wave (ν < 200 Hz) to the sample and capture the voltage across
the sample on an oscilloscope. The major drawback of this method is that it is
impossible to achieve the sensitivity offered by our nanovoltmeter.
The low-frequency measurement has an advantage at very high currents, how-
ever. If we apply a sine wave with a maximum current of 10 mA, for example, then
we know at the maxima of the wave we are heating the bridge. If the period of the
applied signal is shorter than the time it takes the heat to decay from the bridge into
the substrate, then by the time the applied current goes to zero, the bridge has not
cooled off. Typically, the time constant of the bridge is on the order of seconds, and
our applied signals have periods ≈ 0.1 s. Thus, because the heat cannot escape into
the substrate before the next maximum in the applied current, the bridge comes to
an averaged temperature higher than the base temperature. What is significant is
the fact that this temperature is constant from high to low currents, so we know
high and low currents are at the same temperature. In effect, we have circumvented
the heating problem by heating the sample a uniform amount.6
This can make determination of the temperature of the isotherm somewhat
difficult. However, we can match up the low-frequency isotherm with a discrete-
measurement isotherm without heating to find the temperature of the low-frequency
6Similar to its cousin the neat trick, this is what physicists refer to as a “clever trick.”
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isotherm, in effect using the sample itself as a thermometer.
In Fig. 5.17 we show I−V curves for sample ds81d which have both discrete and
low-frequency measurements. The discrete measurement covers 10−7 A ≤ I ≤ 10−3
A, i.e., most of the data. The low frequency data is shown only at the upper right-
hand corner, 10−3 A ≤ I ≤ 6× 10−3 A. Unfortunately, due to the sensitivity of the
pre-amps, our low-frequency data are very noisy below the voltages shown in the
figure. This limits the usefulness of the low-frequency measurement at low currents.
However, the story is very different at high currents. In Fig. 5.18, we magnify
the highest currents. Here we can see the discrete I − V curves all bend upwards
at the highest currents, whereas the low-frequency measurements meet with the
discrete measurements at about 1 mA and then continue without heating as current
increases. Moreover, we can see that in order to make the isotherms agree, we
must lower the base temperature for the low-frequency isotherms, indicating that
the bridge is heated during the low-frequency measurement, as expected.
At the highest currents in Fig. 5.18, the low-frequency isotherms also begin to
bend upwards slightly. Although we might attribute this to heating also, it is more
likely coming from driving the sample out of the critical regime. We can estimate
the maximum current necessary to drive the sample out of the critical regime from










where c is an undetermined constant expected to be of the same order as the YBCO
anisotropy parameter, γ = 0.2, ξo is the size of the coherence length at T = 0, and
Tmax is the maximum temperature where the critical regime is expected to be valid.
From our estimates in Ch. 4, Tmax = Tc + 0.32 K. For sample ds81d (50 µm wide
and 2500 Å thick), we estimate Imax ≈ 3 mA, which agrees with where we see the
upturn in the low frequency measurements.7



























Figure 5.17: Discrete and low-frequency I−V curves for sample ds81d. The discrete
measurement covers 10−7 A ≤ I ≤ 10−3 A, the low frequency measurement, in the
upper right corner, 10−3 A ≤ I ≤ 6× 10−3 A. In this way, we can extend the useful
data approximately one decade in voltage and current. The discrete measurement




















Figure 5.18: Highest current I − V curves, showing discrete and low-frequency
I − V curves. The discrete and low-frequency measurements agree at about 1 mA.
Above that, the discrete measurements bend upwards, indicating heating, whereas
the low-frequency measurements do not show any heating, as expected. The base
temperature for the low-frequency measurements is lower than for the discrete mea-
surements, also as expected. The discrete measurement isotherms are separated by
100 mK, the low-frequency measurement isotherms by 50 mK.
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This method is useful for extending the range of useful data roughly a decade in
current and voltage. It circumvents the heating at higher currents, although very
high currents drive the sample out of the critical regime, and it is less useful for the
lower currents.
Summary
Heating can be a major problem, drastically changing the shape of the I−V curves.
However, our estimates show that any heating should take place in the bridge as
opposed to the leads or contacts. Our calculations suggest that this heating will
occur in a typical bridge at an applied current of about 1 mA. This is indeed what
we see in Fig. 5.16. Finally, using the low-frequency measurement[19, 20], we can
extend the range of useful data beyond where the I − V curves from the discrete
measurement show deviations, demonstrating experimentally that these deviations
are due to heating.
However, our work rules out heating as a source for the low-current ohmic tails.
We now know data at currents less than 1 mA show no effects from heating, so we
must look elsewhere for a cause.
5.3.2 Magnetic Field
The application of a magnetic field is expected to radically change the I−V curves.
In particular, as discussed at length above, a magnetic field is expected to change
the zero-field transition into the vortex-glass transition.
We would like to un-complicate our measurement as much as possible, and for
this reason, we use three layers of µ-metal shields to screen the magnetic field from
our sample. We have measured the magnetic field inside our dewar using a calibrated
Hall sensor and found it to be µoHresidual = 0.18 µT ± 0.1 µT. This is more than
133
250 times smaller than the Earth’s ambient field.8
Once we have set the field as close to zero as we can, it is interesting to see what
effect small magnetic fields have on the sample. Do we even need to be worried
about fields as small as the Earth’s ambient field, BEarth ≈ 50 µT?
Effects of low magnetic fields on I-V curves
We can look at the effect of small fields by attaching a solenoid to the outside of the
vacuum can. In this way, we can apply a magnetic field directly to the sample. We
cannot apply a field greater than ≈ 15 mT, but then, we are not trying to look at the
vortex-glass transition. The effect of magnetic fields on sample mcs156 is shown in
Fig. 5.19. In this figure and in our measurements, the field is applied perpendicular
to the substrate (meaning parallel to the c-axis of the film).
The result is sobering. The first thing to notice is that at high currents, the I−V
curves in different fields all agree, i.e., the field as no effect. The magnetic field has
a pronounced effect at lower currents, however. In particular, we can see that a field
of µoH = 1000 µT creates ohmic tails in I − V curves which were non-linear in 0.2
µT. And fields as small as the Earth’s field, 50 µT, can change the shape of I − V
curves. Below 50 µT, there seems to be little change in the I − V curves in the
range of experimentally accessible voltages.
These results indicate that we were right to place our experiment inside µ-metal
shields. But Fig. 5.19 also shows us that we can create ohmic tails in a previously
non-ohmic I − V curve simply by turning up the field – although the high-current
data seems immune to the effects of magnetic fields. This seems to support our
argument that the high-current data represents the true phase transition. But the
8We have chosen to stick to our guns and use SI units – if only for the reason that we measure
current in amperes, not esu/s. This makes some familiar numbers, like the Earth’s field in cgs


































Figure 5.19: The effect of small magnetic field on I − V curves for sample mcs156.
The solid line shows the I − V curves for the residual field inside the dewar, µoH =
0.2 µT. We can see that even fields as small as 50 µT can alter the shape of the
I − V curves. At fields of 1000 µT, we can see ohmic tails in the data that did not
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Figure 5.20: Schematic of the I − V bridge as a collection of wires radius r, each
carrying current Iw. The current is flowing into the page. The strongest fields occur
at the edges of the collection of wires, denoted by B in the figure.
fact that magnetic field can make ohmic tails immediately raises the question: Can
this be the cause for the ohmic tails in our zero-field data?
In our standard dc transport experiment, we have reduced the ambient field as
much as we can, so where would the magnetic field come from to create the ohmic
tails? We can eliminate all other sources of magnetic field, but, like heating, we
cannot eliminate the bridge itself. The bridge carries a current which creates a
magnetic field. Could the self-field created by the bridge be so large as to create an
ohmic tail?
Self-field estimates
To see whether or not the bridge has a self-field large enough to create the ohmic
tails, we need to estimate the self-field. We can consider the bridge as a collection
of wires, all of radius r, each carrying a current Iw. This schematic is sketched in
Fig. 5.20, where the current is flowing into the paper.
The strongest fields will be at the edges of the collection of wires, denoted by
B, and point in the directions indicated in the figure. Between the wires, the
magnetic fields will tend to cancel, and the net field will be smaller than at the
edges. Of course, above and below the wires, there will also be a net field. However,
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experiments have shown that field directed along the copper-oxygen planes in YBCO
have much less effect on the superconductivity than fields directed along the c-
axis[91]. For this reason, we concentrate on the field at the sides.


















2i− 1 . (5.15)
If our bridge is 8 µm wide and 2000 Å thick, then we can approximate our bridge
by 40 wires each with a radius of 1000 Å. Moreover, if the bridge carries a current


















for a typical bridge. We can now plot self-field as a function of current. This is
shown in Fig. 5.21.
In Fig. 5.21, we can see that for small currents, the self-field generated is . 1 µT.
However, when I ≈ 1 mA, then Bself ≈ 100 µT, large enough to generate an ohmic
tail. This large field would be cause for worry – if not for the fact that this only
occurs at high currents. Our experimental data suggests even 1000 µT is not enough
to alter the data at high currents. Similarly, the self-field at low currents is many
orders of magnitude smaller than what is required to create the ohmic tails. Thus,
although the self-field generated can be large, it is never large at low currents.
Cancellation of self-field
Calculations are nice and comforting, but they cannot take the place of cold, hard,
experimental data. To assuage any remaining doubts, we designed an experiment








































Figure 5.21: Self-field as a function of applied current for a bridge 8 µm wide and
2000 Å thick. We know fields as small as 50 µT can change the I − V curves, and








Figure 5.22: Cross-sectional view of experimental schematic to cancel self-field. A
gold layer is deposited directly above the YBCO (black) and etched into a similar
bridge design, with separate leads (connections between the leads and the bridges
not shown). Note that the gold on the YBCO leads is not connected to the gold
bridge. This figure is not to scale.
To cancel the self-field exactly, we should pass a current in the opposite direction
in the bridge to create a field in the opposite direction, which will then cancel the
self-field exactly. In practical terms, we can place a second bridge directly above the
first bridge and pass a current in the opposite direction. While this won’t cancel
the self-field exactly, it should at least reduce the field at the edges of the bridge.
The schematic is shown in Fig. 5.22.
Here we see a cross-section of the experimental set-up. The YBCO bridge is
covered by a layer of photoresist. On top of that layer, we deposit a layer of gold
of the same thickness as the YBCO (about 2000 Å). This gold is then etched into
a bridge pattern similar to that of the YBCO underneath.9 This means that the
bridges are separated only by the thickness of the photoresist, about 1 µm. In this
design, we can apply a current in one direction in the YBCO bridge (say, into the
9The gold on the YBCO leads is to ensure a low contact resistance, and is not connected to the
gold bridge.
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Figure 5.23: Sample mcs120, with gold bridge. Because the gold bridge is of exactly
the same pattern as the YBCO bridge, the YBCO bridge cannot be seen. Parts of
the YBCO voltage leads can be seen. The gold above and below the gold bridge
is the same shape as the YBCO voltage leads, but it does not connect to the gold
bridge. They were used to help align the mask. The contacts (for the gold bridge
and for the YBCO bridge) are not shown in the figure.
paper) and in the opposite direction in the gold bridge above it (out of the paper).
Thus, the field created by the current in the gold bridge should reduce the field at
the edges of the YBCO bridge. A picture of the sample is shown in Fig. 5.23.
In this figure, we can see mostly gold. This is because the gold bridge pattern
is the same size as the YBCO pattern, and so completely covers the YBCO bridge.
Some of the YBCO voltage leads can be seen above and below the bridge. The gold
above and below the bridge is the same shape as the YBCO voltage leads, but does
not connect to the gold bridge. These patterns were used to help align the mask
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onto the sample such that the gold bridge lay directly on top of the YBCO bridge.
With both bridges in place, we can apply a current in the YBCO bridge and
the same current in the opposite direction in the gold bridge. We can also apply
the same current in the same direction, which should also increase the ohmic tail
(if they are created from self-field). The I − V curves and data points taken with
current in the gold bridge are shown in Fig. 5.24.
The I−V curves measured without current flowing in the gold bridge are shown
as black solid lines in Fig. 5.24. To streamline the figure, we have shown the tests
with the gold bridge at only two measured temperatures, 92.0 K and 91.8 K. The
I − V points measured with current flowing in the gold bridge are represented
as triangles. The points with the current in the gold bridge (Igb) flowing in the
same direction as the current in the YBCO bridge (I) (“with”) are represented as
O symbols. The points measured with Igb flowing in the opposite direction as I
(“against”) are marked with M symbols. When Igb flows in the opposite direction
as I, it will reduce the field at the edges of the YBCO bridge, thus if the self-
field is creating the ohmic tails, we expect the M symbols to lie below the solid lines.
Similarly, when Igb flows with I, it should exacerbate the ohmic tails, thus we expect
the O symbols to lie above the solid lines. Finally, we can test not only when the
magnitudes Igb = I, but also when Igb > I, in an effort to compensate for the fact
that the gold bridge is not directly on top of the YBCO bridge, but rather lies 1 µm
above it. The various levels of current in the gold bridge are represented as different
colors.
We can see that nearly any level of current in the gold bridge has no effect on the
I − V point measured in the YBCO bridge, and that the O and M symbols often lie
directly on top of one another, indicating that the YBCO bridge is insensitive to the
direction of current flowing in the gold bridge. There is no difference in the I − V
points until Igb = 10 mA, at which point there is a systematic deviation upwards,
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Figure 5.24: Results of the experiment to cancel the self-field. Shown are gold bridge
tests at 92.0 K and 91.8 K. The I − V curves for no current in the gold bridge are
shown as solid lines. The I − V points measured with current flowing in the gold
bridge are represented as triangles (flowing with the current in the YBCO bridge,
O symbols, against, M symbols). Each color represents a different applied current
in the gold bridge. The colors are meaningless, however, as there is no deviation in
the I −V curves until the current in the gold bridge reaches 10 mA, when there are
systematic deviations at all currents in the YBCO bridge. At this level of current
in the gold bridge, we can see that the gold bridge is heating the YBCO bridge
underneath, causing the measured voltage to rise. The error in the points is the size
of the points.
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in thin bridges, we can see that the gold bridge is generating large amounts of heat
at this high current level, and that heat is being transferred directly to the YBCO
bridge, heating the bridge to a higher temperature.
Summary
We have shown experimentally that fields as low as 50 µT can alter the shape of
zero-field I − V curves at low currents, while the high-current data is unaffected by
fields as high as 1000 µT. This led us to wonder whether the self-field generated by
the current in the YBCO bridge might be the source for the low-current ohmic tails.
We estimated the self-field the YBCO bridge could produce at the edges of the
bridge, and found it to be > 100 µT, but only when I ≈ 1 mA. Our estimates
implied that the bridge, at low currents, could not produce a self-field large enough
to create the zero-field ohmic tails.
To test this hypothesis, we designed an experiment to cancel the self-field of
the YBCO bridge. We photolithographically patterned a second bridge of gold
directly above the YBCO bridge, the two separated only by ≈ 1 µm of photoresist.
We applied current in the gold bridge, designed to reduce the ohmic tails, and to
increase them (depending on the direction of current flow in the gold bridge) –
however, we saw that the current flowing in the gold bridge had no effect on the
I − V curves, until heat generated in the gold bridge raised the temperature of the
YBCO bridge.
Thus, we have reached the same conclusion as with heating: although it can be
a serious problem, a magnetic field is not the source of the zero-field ohmic tails.
5.3.3 Sample Inhomogeneity
Sample inhomogeneity is an insidious problem that every physicist who studies a
material grapples with. In our case, it is hard to predict what will happen if Tc is
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not the same throughout the material. At a given temperature, some of the sample
would be below Tc and behave non-linearly, but another part would be above its Tc
and act as a resistor – not exactly the results we are looking for.
Inhomogeneous samples
Let us reduce the problem. Suppose the bridge is composed of two regions, one with
Tc = 90 K and the other Tc = 91 K. If we measure the sample at T = 91 K, then
half the sample will be at Tc, (V ∼ I3/2, if z = 2) and the other half will be normal
(V ∼ I). The I − V curves for the two regions are the straight lines in Fig. 5.25.
Suppose the two regions are connected in series. Then the current must flow
through both regions. This makes the total voltage across the bridge the sum of
the two voltages. This is the curve above the straight lines in Fig. 5.25. We can see
that this looks remarkably like our ohmic tails. The I − V curve is non-linear at
high currents and ohmic at low currents.
If, however, the two regions are in parallel, then we have a markedly different
situation, shown in Fig. 5.26. In parallel, the total voltage will always be less than
the smallest voltage. This is the line below the straight lines in Fig. 5.26. This is
the opposite of what we see in our zero-field data – it is ohmic at high currents, and
non-linear at low currents.
Is it more likely for regions with different transition temperatures to be in series or
parallel in our samples? We can imagine that as we deposit the sample, the substrate
is at different temperatures. For example, we know the sides of the substrate are
hotter than the middle of the substrate (discussed earlier). Because the deposition
temperature determines the oxygen content of the film, and hence the transition
temperature, this can lead the transition temperatures changing radially from the
center of the film. Any bridge we pattern would contain regions of different transition
temperatures connected in series.
On the other hand, we know that the YBCO lattice, although similar, is not
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T = 91 K
region 1,
Tc = 91 K
region 2,
Tc = 90 K
regions in series
Figure 5.25: The I−V curves for two regions with different transition temperatures
are shown as straight lines. If the regions are connected in series, the total I − V
curve is the curve above the straight lines. This looks like our low-current ohmic
tails.
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T = 91 K
region 1,
Tc = 91 K
region 2,
Tc = 90 K
regions in parallel
Figure 5.26: The I−V curves for two regions with different transition temperatures
are shown as straight lines. If the regions are connected in parallel, the composite
I − V curve is the curve below the straight lines. This is the opposite of what we
see in our zero-field I − V curves.
146
the same as the STO lattice. This creates strain on the lowest layers of the YBCO
films, as they are forced to conform to the STO lattice. The YBCO film, as it grows
thicker, will relax to the bulk value for the lattice parameters. Different lattices
will create different transition temperatures, thus any bridge would contain layers
connected in parallel. Thus it seems likely we have inhomogeneities in series and
parallel.
This question can be answered by looking at the ac-susceptibility graphs. The
signal received at the pickup coil depends on the amount of magnetic field pene-
trating the sample. Thus, if the sample contains two layers in parallel (i.e., the top
of the film and the bottom), it is possible that the pickup coil might only see one
of the regions. When the top becomes superconducting, it will screen the magnetic
field, and so the superconducting transition of the bottom will not be seen – the
magnetic field is already being screened.
However, if the sample contains regions in parallel (i.e., the center and the sides),
when the center becomes superconducting it will only screen magnetic field from the
center. Thus, when the sides also go through the transition, we should see a second
region become superconducting, as the magnetic field is forced out of the remaining
area.
We have seen these types of two-transition samples, shown in Fig. 2.10. Our best
films, however, have very narrow widths and only one transition. This seems to rule
out regions of different transition temperatures. We cannot rule out layers with
different transition temperatures, but our I − V data does not seem to agree with
what we would expect from layers with different transition temperatures. These
facts indicate our samples are free from large-scale inhomogeneities.
Of course, there is the third possibility, that the regions are small and randomly
mixed together. This particular scenario is a nightmare. We can see that many small
regions with many different Tcs will broaden the transition in the ac susceptibility


























Figure 5.27: Derivative plot for sputtered film N. We can see that the isotherms still
have pronounced ohmic tails, and that the high-current Tc, 89.875 K, gives z ≈ 2.5,
similar to our measurements on PLD films.
much as possible.
Films grown via other methods
Film growth with PLD is known to be fast and simple. It is also well-known that
films grown via PLD can be some of the worst quality films compared with other
growth methods. To see if growth method made a difference in our data, we tested
a 2500 Å thick film grown via sputtering by Roy Beck at the Tel-Aviv University.
Sputtered films are generally considered to be more homogenous than PLD films[17].
We cut to the chase and show the derivative plot for sample N in Fig. 5.27. In
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this plot, we can see that the I − V curves still have pronounced ohmic tails. From
this plot, we would say Tc ≈ 89.875 K. This value for Tc gives z ≈ 2.5, similar to our
measurements on PLD-grown films. Thus it seems as though growth mechanism is
not a factor on the low-current ohmic tails.
Summary
It is impossible to rule out sample inhomogeneity as the cause of our ohmic tails.
In particular, the simple model of two regions in series reproduces our ohmic tails.
However, our ac susceptibility data implies that there are no regions connected in
series, and our I−V curves themselves are inconsistent with layers of the film having
different transition temperatures. Moreover, films grown by sputtering show nearly
identical traits to our films grown by PLD. This implies growth method does not
determine the data we see.
Although a possible source, we have optimized our films to the best of our ability
(although better films and crystals will always exist), and our data indicates that
sample inhomogeneity is not the cause of our ohmic tails. We must look elsewhere.
5.3.4 Noise
An experimenter’s first instincts when faced with noise is to: 1) add filters, 2)
average, and 3) forget about it. Noise is another intractable, endemic problem
(like sample inhomogeneity), but with computers that can take data overnight, why
worry?
For many situations these are the correct steps to take. However, previous work
done in our group[21, 15] has demonstrated theoretically and experimentally that
noise in a non-linear sample can actually generate ohmic tails similar to those found
in our zero-field data. This is not an effect we can simply average away and forget.
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Effect of current noise on non-linear I-V curves
The current we set on our current source is not really what the sample sees. Let us






where P (I) is the probability density function for the current. Ideally, we would
like P (I) = δ(I − Iapp), such that Isamp = Iapp, but noise will complicate P (I)
and broaden the distribution from the delta function, giving it a width σI . The
expectation value of P (I) is Iapp, and we expect the distribution to be symmetric
about this mean. This is reasonable, as we expect current noise not to have a
preferred direction.
Now suppose the bridge has a response V = f(I), where f(I) = −f(−I) (i.e.,
anti-symmetric), as we expect the voltage to change signs if we reverse the direction





If Iapp = 0, then 〈V 〉 = 0 from the symmetry of P (I) and the anti-symmetry of
f(I). This is the same result independent of noise.
For non-zero applied currents, there are two very different situations. If Iapp is
large, such that Iapp À σI , then the mean of P (I) is much greater than its width.







f(I)δ(I − Iapp)dI = f(Iapp), (5.19)
again the same voltage with and without noise.
On the other hand, if Iapp is very small, then it makes sense to expand the
distribution about I = 0. If P (I) = g(I − Iapp), where g(I) is some symmetric
10For the following equations, we follow the outline in Ref. [15].
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distribution function like a Gaussian, then to first order in Iapp,
P (I) = g(I − Iapp) ≈ g(I) + ∂g(I)
∂I
(−Iapp). (5.20)
























The first term in Eq. 5.21 is zero from the symmetry of g(I) and the antisymmetry
of f(I).
This is a startling result. This implies that, independent of the form of f(I),
with noise, the voltage measured will always be linear in the applied current! Thus
even a highly non-linear f(I) will give 〈V 〉 ∼ Iapp for low currents, whereas for high
currents, 〈V 〉 = f(Iapp). This is precisely the effect we have seen in our data, and
noise offers the most appealing explanation for the low-current ohmic tails yet.
Before continuing, let us make the above equations more concrete.11 We assume
























f(I)[P (I)− P (−I)]dI. (5.24)
11Here we follow Ref. [21].
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Plugging Eq. 5.23 into Eq. 5.24, we find

















We can further simplify the equation under the same conditions as those for which
we arrived at Eq. 5.21, namely, Iapp is small and Iapp ¿ σI . With the substitution






























Again, V is linear in the applied current, as expected.
In general, the form of the I − V curve V = f(I) is unknown, and is, in fact,
what we are searching for. However, there are two special cases when we know the
shape of the I − V curve. We know for T > Tc and Iapp → 0, V = R0I (Eq. 4.57).
In this case,12

























This justifies experimenters’ knee-jerk reactions to average: For a linear signal, there
is no change when you add noise, except to require more averages to get a more
precise signal. Thus, low-current ohmic tails which result from the phase transition
(Eq. 4.57) should be unaffected by noise. We will return to this fact later.
12In the following, Γ refers to the Gamma function, not the correlation function.
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Of course, we also know f(I) when T = Tc. At Tc, V = bI
a, i.e. a power law.

























We will use this result later.
Now that we have demonstrated mathematically that noise can create low-
current ohmic tails, we would like to know if these same ohmic tails can be seen
experimentally. As discussed in Sec. 3.1.2, we filter our lines to reduce noise (char-
acterization of our filters follows in just a few pages). Experimentally, reducing the
noise further is not easy. On the other hand, it is a relatively simple thing to in-
crease the noise in the system by removing the filters.13 If our equations are correct,
increasing the noise should create ohmic responses in the sample that were not there
before.
Exactly this experiment is shown in Fig. 5.28. In this figure, the solid lines
are the typical I − V measurement for sample mcs84a, a 2200 Å thick film with a
bridge of dimensions 8×40 µm2. Our typical measurement has π filters at the screen
room wall and double-T filters at the top of the probe. The dashed lines show the
measurement taken without any filters at all. At high currents, both measurements
agree, as expected. However, as the current decreases, we can see ohmic tails in the
isotherms taken without filtering not present in the isotherms taken with filtering.
Thus, we see the result exactly as expected: by adding noise, we can create ohmic
behavior in a previously non-ohmic I − V curve.
This effect cannot be averaged away, as the noise changes the behavior of the
sample. The sample, in effect, is averaging the noise for us. In order to eliminate





























Figure 5.28: I − V curves for mcs84a with and without filtering. The solid lines
show typical filtering (π filters on the screen room wall and double-T filters on top
of the probe). The dashed lines show the measurement with no filters. We can
see both sets agree at high currents, as expected. At lower currents, we can see
ohmic behavior in the isotherms without filtering absent in the filtered isotherms,
indicating noise can create ohmic tails. The isotherms are separated by 200 mK.
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ohmic tails created by noise, we must reduce the noise reaching the sample.
Estimates of noise
We are now in the position where we suspect that our low-current ohmic tails are
due to noise reaching the sample, despite our attempts to filter it.
The first question we can answer is: How much noise do we need? If the ohmic
tails are due to noise, then we can use the above equations to determine σI .
Let us take the isotherm that, in the high currents, appears to be Tc. We would
suspect that the high-current behavior is the true critical behavior, and the low-
current behavior is created by noise. If this is so, then we can fit the high currents
of the isotherm at Tc to a power law V = bI
a. We can also fit the low currents to














For the isotherm that looks like Tc in Fig. 5.28 (91.4 K, the second-hottest
isotherm), we can fit the high-current regime and find a = 1.55 and b = 102.8.
We can also fit the ohmic tails for the filtered and unfiltered isotherm, and find
R0 = 0.7 Ω for the filtered isotherm and R0 = 2.2 Ω for the unfiltered isotherm.
Plugging back into Eq. 5.30, we find that
σI ≈ 11 µA, unfiltered, (5.31)
and
σI ≈ 1.3 µA, filtered. (5.32)
This strikes us as an unusually large amount of current noise. Is it possible to
create this? The unfiltered isotherm is open to the elements, so to speak, and is
susceptible to all the noise created in the electronics, computers, and the environ-
ment, and perhaps 11 µA of current noise is not unusual. For the isotherms which
are filtered, however, where would the noise come from?
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Our low-pass filters have 3 dB cutoffs at 3 kHz, effectively screening noise
from outside sources. This only leaves internal sources for noise – namely John-
son noise[93, 94]. This thermal noise is white noise created by the electrons in a




where B is the bandwidth of the system. Let us consider the leads after the last filter
on the top of the probe to the sample. These leads have a resistance Rleads ≈ 10 Ω.
They are heat sunk only at the bottom of the probe, so as a worst-case for noise,
we can say the whole length is at T = 300 K. The twisted-pair in our probe cannot
transmit frequencies much above 1 GHz[95], which – again as a worst case – we take
to be our bandwidth. Then the leads themselves can create a voltage of Vnoise =
√
4 · 1.4× 10−23 J/K · 300 K · 10 Ω · 1 GHz = 13 µV. At the top of the probe, the
filters are connected to ground. This creates a circuit for the noise to flow, where the
current will flow through the sample and the leads to ground. Because the sample is
usually tiny, the resistance of the circuit will be Rleads, which means the sample sees
a current Inoise = 1.3 µA! This is, in fact, precisely the current required to create
the ohmic tails!
Of course, even at frequencies much lower than 1 GHz, the twisted pair and
connectors of our probe are not optimized for high frequencies and attenuate the
signal starting at roughly 1 MHz. If, instead of 1 GHz, we assume a more realistic
bandwidth of 20 MHz, and also assume that our leads are at an average temperature
of T = 200 K, we find that this will create a current Inoise = 0.15 µA, ten times
smaller than our worst-case estimate. Moreover, although the lead resistance at dc
is 10 Ω, because the top of our probe is filtered using T filters, the high frequencies
will see higher impedance than 10 Ω due to the inductors in the circuit, further
reducing Inoise.






Figure 5.29: Schematic of the insertion loss measurement. A signal is applied from
a function generator. The resulting voltage across a 50 Ω load is measured both
with and without the filters.
magnitude caused us to worry, and led us to further filter our probe in an attempt
to reduce the noise reaching the sample.
Attempted filtering in the dc transport probe
Following the lead of another group, we decided to place filters on the cold end of
our probe[95]. With a 3 dB cutoff of 3 kHz, this should reduce the noise at the
sample even in the worst-case scenario estimates to Inoise = 2 nA, three orders of
magnitude lower.
Before adding filters willy-nilly, however, it is useful to know exactly how these
filters behave. For this reason, we characterized our filters, both when warm at 300
K and cold at 77 K. To measure the filters, we tested their insertion loss in dB. The
schematic for the measurement is shown in Fig. 5.29.
The voltage from a function generator is placed in a circuit with a 50 Ω load.
Without the filters in the circuit, the voltage V1 across the load is measured. The






























double−T filter (300 K)
π filter (300 K)
T filter (300 K)
T filter (77 K)
π filter (77 K)
Figure 5.30: Insertion loss of our filters at 300 K and 77 K. The 3 dB point shifts
upwards in frequency as the temperature decreases.
The insertion loss is given by:
Insertion Loss (dB) = 20 · log(V1
V2
). (5.34)
We used commercial π, T, and double-T low-pass filters in our experiment. In
addition, we made low-pass Cu-powder filters. These filters have been shown to
filter very high frequencies.14
In Fig. 5.30 we show some of our characterization. At higher frequencies, the
filters seem to be less effective, as the insertion loss decreases. Actually, the signal
14The details of these filters can be found in Ref. [95].
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from the function generator bypasses the circuit completely and passes through the
air to the oscilloscope, because free space has a lower impedance than our circuit.
Thus, the decrease at high frequencies is an artifact of our measurement. When the
source is separated from the measurement (as when we measured the response of
the probe, which is inside the screen room), the insertion loss at high frequencies
does not decrease.
We can see that the different filters have different 3 dB points, and that the 3
dB point shifts to higher frequencies when the filters are cold. Nonetheless, the cold
filters should reduce the noise substantially, low enough to reduce the ohmic tails
(if noise is the cause of our ohmic tails). Our Cu-powder filters were characterized
by T. Frederiksen, who showed that they had an insertion loss of greater than 60
dB for ν > 10 GHz[96].
Now that we are certain the filters will function, let us examine the I−V curves
taken with various filtering schemes. The first we would like to compare is our
typical filtering scheme, π and double-T filters at the top of the probe, to a fully-
filtered scheme: warm filters at the top of the probe and the screen room wall, and
cold T and Cu-powder filters at the cold end. This is shown in Fig. 5.31.
Contrary to expectations, the two filtering schemes are identical! The addition
of filters to the cold end of the probe has no effect on the data. We must now wonder
what, exactly, are the cold filters doing? We would like to compare just the cold
filters vs. just the warm filters.
In Fig. 5.32, the solid lines indicate warm filters (π and double-T at 300 K), and
the dashed-dotted lines indicate cold filters (T and Cu-powder at 90 K). It is not
surprising that the cold filters do not work as well as the warm filters. We know
from Fig. 5.30 that the 3 dB point of the T filters moves up in frequency as they
become cold, thus the cold filters alone should not function as well as the warm
filters. However, the cold filters do still filter the data substantially over no filters



























π and double−T filters (300 K) 
π and double−T filters (300 K),
T and Cu−powder filters (90 K)     
Figure 5.31: Two different filtering schemes for mcs84a. Solid lines show the typical
filtering (π and double-T at 300 K). The dotted lines show the addition of T and
Cu-powder filters at the cold end of the probe. Surprisingly, additional filtering has



























π and double−T filters (300 K)     
T and Cu−powder filters (90 K) 
Figure 5.32: Two different filtering schemes for mcs84a. Solid lines show the typical
filtering (π and double-T at 300 K). The dashed-dotted lines show cold filtering only
(T and Cu-powder at 90 K). Cold filters alone are worse than warm filters alone,



























π and double T filters (300 K) 
T and Cu−powder filters (90 K) 
no filters 
Figure 5.33: All three filtering schemes for mcs84a: warm only (same as warm &
cold), cold only, and no filtering. The results indicate that we cannot improve upon
our typical filtering at the top of the probe and in the screen room wall.
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Our results indicate that we cannot filter better than the warm filters – that
luckily, our predecessors hit upon the correct amount of filtering. In desperation,
we experimented with various noise reduction schemes beyond filtering. We placed
large inductors (1 µH - 1 mH) and large resistors (100 Ω - 1 kΩ) close to the
sample in hopes that the larger line impedance would reduce the current noise
(larger impedance for the same voltage noise). These did not change the data.
We disconnected the sample from all outside noise: computer, current source, and
voltmeter, and used a battery as a current source and measured the voltage on a
battery-powered voltmeter, again with no improvement over our typical filtering.
In the end, we connected our probe up to a spectrum analyzer, but were unable
to measure anything above the noise floor of the pre-amps, about 1 nV/
√
Hz. With
a bandwidth of 3 kHz, even 1 nV/
√
Hz is far too small to create the 1 µA of noise
necessary to explain our data. Our worst-case scenario of Inoise = 1.3 µA was clearly
an overestimate. We are forced to conclude that noise, although a likely culprit, is
not the cause for the ohmic tails in our data.
Current or current density?
It is interesting to note that the estimates of noise all consider an amount of current.
Of course, what really matters to the sample is current density. If we have a fixed
amount of noise current, applying that same amount of noise to a wider sample will
create a much smaller noise current density. If the sample is wide enough, noise
that is a problem in a narrow bridge (read: high noise current density) might not
be a problem in a wide bridge (read: low noise current density).
In fact, this is what we see. In mcs101, a 2200 Å sample with a bridge 20 times
the length and 20 times the width of our typical bridges (160×800 µm2), we see no
difference between warm filters only and cold filters only. This disagrees with Fig.
5.32. But if cold filtering has a certain noise current associated with it, the noise
current density will be twenty times smaller in mcs101 than in mcs84a.
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In this way, we are tempted to want to use wider bridges than our typical width (8
µm), to reduce the noise current density. We have, in fact, measured I − V curves
on the same sample on bridges of several different widths (discussed in the next
section), all of which show identical characteristics, implying that for our typical
filtering and typical bridge width, the noise current density is already too low to
affect our data.
Using noise to test non-linearity of I-V curves
One would think we’ve done just about all we can with noise. However, there is
one last thing to note about noise in our system. When looking at the previous
figures, we can see that the addition of noise, as noted, can create ohmic tails where
the isotherm with less noise was non-linear. This agrees with the theory we noted
before.
But if we look closer at the isotherms, we notice that the addition of noise can
also change the resistance of some of the low-current ohmic tails. “So what?”, you
may ask. Consider an ohmic tail resulting from the phase transition (Eq. 4.57). We
know if we add noise to an ohmic sample, it does not change the resistance of the
sample (Eq. 5.28).
But when we add noise, we do change the resistance of the low-current ohmic
tails! This implies that the underlying I − V curve must be non-linear! If the
ohmic tails are caused by some averaging effect (it will be argued in the following
section that this occurs due to finite size effects), then the underlying behavior of the
sample is still non-linear. This is the first direct evidence that our original assertion
– that the ohmic tails are artifacts – is correct. If these ohmic tails were a result of
the true phase transition as predicted by Eq. 4.57, their resistance would not change
with additional noise. This is a fantastic result, and one that is very comforting.
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Summary
Given the fact that we have demonstrated theoretically and experimentally that
noise can create ohmic behavior in a non-ohmic sample, it is a natural choice for the
source of our ohmic-tail woes. However, numerous filtering schemes cannot make the
ohmic tails disappear (much to our chagrin). Our measurement of the noise in the
system is orders of magnitude too small to account for the ohmic tails. Moreover,
bridges with larger widths – and hence lower noise current densities – show identical
behavior to narrower width bridges, implying that we have filtered out all the noise,
even in our narrow bridges.
Out of this investigation, however, comes our first proof of our original assertion,
that the ohmic tails are an artifact, and that the high-current behavior is the true
phase transition. The addition of noise to a linear sample will not change its behav-
ior. However, the addition of noise in our samples actually changes the resistance
of the low-current ohmic tails – implying that the underlying I − V curve must be
non-linear!
This is comforting, and with this small success, we turn to look elsewhere for
the cause of the ohmic tails.
5.4 Finite Size Effects in Films
Finite size effects are often a likely candidate to blame when things go wrong. This
is because the effects that a finite-size sample can have on the data (which, of course,
assumes an infinite sample) are not easy to quantify. I know what a magnetic field
is and can calculate it, but a finite size effect?
This is not to say that finite size effects are intractable. In this section we will
discuss finite size effects, their impact on the data, and demonstrate that the limited
thickness of our sample can create the ohmic tails we see.
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5.4.1 Length Scales
When do we need to worry about the size of our sample? This is the fundamental
question that arises when working with finite size effects. To answer this, we must
look into the length scales of the problem.
The fundamental length scale of the problem is, of course, the size of the fluctu-








which tells us the typical size of a fluctuation as a function of temperature. Of
course, there are a few more important lengths (especially out here in the real
world), namely the length L, width w, and thickness d of our sample. The thickness
is the limiting length as it is so much smaller than either of the other two lengths.
There is a third length of significance. We apply a current (or current density,
really) in order to probe the sample. We know from Eq. 4.53 that
J ∼ kBTξ−2, (5.36)
for D = 3. This equation can be turned around, and indicates that a given applied






where we have added the constants back in such that the units agree. The unde-
termined constant c in Eq. 5.37 is expected to be of the same order as the YBCO
anisotropy parameter, γ = 0.2[10, 20, 97].
3D regime
We can see right away that there are certain inequalities that must hold in order
for our data to be a true investigation of the 3-D phase transition. The first two
are d > ξ and d > LJ . The first inequality implies the typical fluctuation, smaller
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than the smallest length in the bridge, doesn’t realize that the sample is finite; the
second inequality says that we are looking at only the fluctuations smaller than the
thickness of the film.
Given that the thickness is larger than ξ or LJ , what happens when ξ > LJ or
LJ > ξ? These two limits describe markedly different behavior.
When LJ > ξ (which implies J is small), we are probing a length much larger
than the typical fluctuation. This means that we are averaging over many smaller
fluctuations. This averaging is expected to produce an ohmic signal for T > Tc,
precisely the signature predicted by Eq. 4.57[10]. Below Tc, the I −V curves in this
region are expected to behave exponentially[10].
If ξ > LJ , then the fluctuations are, on average, much larger than the length
scale we are looking at. Now we are no longer looking at many fluctuations, and
it is in this regime, both above and below Tc, that we expect to see power-law
behavior[10].
What will happen if ξ > d or LJ > d? In the first case, the fluctuations are
limited by the thickness of the film, and can no longer grow along the c-axis. They
become 2D fluctuations, fluctuating in the a-b planes, but not along the c-axis.
This, needless to say, is not what we are looking for. In the second case, our current
attempts to probe only fluctuations that are larger than the thickness of the film.
This means that we see only the fluctuations that are limited in size along the c-axis,
and again we probe 2D fluctuations. Interestingly enough, the I−V curves of these
2D fluctuations are expected to look ohmic[10, 20, 97], although the underlying
behavior is non-linear, as there are fluctuations smaller than the thickness of the
film which we are not probing. This is precisely the situation described at the end
of the previous section. This ohmic behavior is treacherous, as it can mimic the true
phase transition.
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I − V curve “maps”
We have just defined a regime, bounded in length, were we can expect 3D data.
These lengths, though, can be turned into currents and temperatures. It is instruc-
tive to ask: in terms of current and temperature, where is the region of 3D data in
a typical I − V curve plot?
This (rather confusing) graph is shown in Fig. 5.34. In order to make this map,
we were forced to make several assumptions. We took Tc = 91.44 K, the value found
from the derivative plot. We also assumed c = 0.2, and ν = 0.67. Lastly, we took
ξo = 20 Å, that is, slightly larger than the spacing between copper-oxygen planes.
With these assumptions, the solid lines indicate equalities, namely where LJ = d,
LJ = ξ, and ξ = d. The thick isotherms indicate a region very close to Tc where
ξ > d. Outside these isotherms, and at currents higher than the LJ = d line, we
find four regions of 3D data, as described above. These regions correspond to where
we found evidence of a 3D phase transition in the derivative plot.
However, all of the data at lower currents than the LJ = d line is 2D data,
and is not useful for our experiment. More interesting still, this occurs at almost
exactly the current where the low-current ohmic tails set in – and 2D fluctuations
are expected to be ohmic! Is this yet another lucky coincidence, or evidence that
the finite size of the sample is creating the ohmic tails?
Before moving on it is instructive to show how the map would look if ν = 1,
closer to the value we found in our high-current data collapse. This is shown in Fig.
5.35
There is no region on this map which contains 3D data – it is all 2D data, and
maps with ν > 1 make the map even worse. This is a further indication that ν ≥ 1










d > ξ > LJ
LJ > d
d > ξ > LJd > LJ > ξ
d > LJ > ξξ > d
Tc
Figure 5.34: I − V curve map for mcs146. This assumes ν = 0.67, Tc = 91.44 K,
and c = 0.2. The solid lines indicate where LJ = d, LJ = ξ, and ξ = d. The data to
the left of the line indicating LJ = d is 2D, and cannot be used. The four regions
where d is the largest size indicate 3D data.
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Figure 5.35: I − V curve map for mcs146. This assumes ν = 1, Tc = 91.44 K, and
c = 0.2. The solid lines indicate where LJ = d, LJ = ξ, and ξ = d. There are no
data on this plot which are 3D.
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5.4.2 Previous Work
Of course, we are not working in a vacuum, and we are not the first ones to propose
that finite size effects obscure the 3D transition. Much of the previous work was
done in a field, examining the vortex-glass transition, but the equations are identical,
and as LJ does not depend on ν, the work done in field directly relates to our work
in zero field.
Dekker et al. [97] found z = 2.2 ± 0.4 from high-current data in a 500 Å thick
YBCO film in zero field, and saw ohmic tails at low currents. Using Eq. 5.37, they
noted that the fluctuation size along the c-axis saturated at ≈ 470 Å, indicating the
fluctuations had reached the thickness of the film. However, Dekker et al. made no
predictions as to ν nor attempted a data collapse.
Wöltgens et al. [20] measured films of different thicknesses in a magnetic field.
They found deviations from 3D-scaling which appeared as ohmic tails in films with
d ≤ 500 Å, as compared to a 3000 Å film. However, they assume that the finite-size
effects in thin films do not extend to the 3000 Å film because the I−V curves for the
3000 Å film scale with typical vortex-glass exponents. This assumption is doubtful
given the ease with which I − V curves can be scaled using different choices of Tg,
ν, and z[12]. This makes the data collapse of the 3000 Å film inconclusive evidence
that the thicker film is unaffected by the finite-size effects they see in thinner films.
A quick analysis shows that they included data in their collapse of the thick film
below the current where LJ = d, indicating 2D data were included in a 3D analysis.
Similarly, Yeh et al. [46] found grain boundaries in their crystals limited the size
of their fluctuations, and created a finite size effect. However, they analyzed their
data in a manner identical to that of Wöltgens et al., namely, as ohmic deviations
from the 3D scaling collapse. Again as shown by Strachan[12], assuming a data
collapse to prove the existence of a transition is treacherous at best (foolhardy at
worst, at least after the publication of Ref. [12] in 2001).
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Finally, Sawa et al. [98] showed data collapses for films as thin as 180 Å and
as thick as 10,000 Å in a 2 T applied field. To collapse the data, they were forced
to systematically change Tc, ν and z. They cited this as evidence for the need for
an anisotropic 3D-XY model. On the other hand, all of their collapses included
data at currents below the LJ = d line, indicating that perhaps as that line shifted
in current for the different thicknesses, they were required to change their critical
parameters to force a data collapse.
Those who found 2D ohmic behavior at low currents found it as deviations
from a 3D scaling collapse. They assumed the collapse worked first and explained
deviations second. Those who had no trouble with even very thin films found that
z and ν varied for every thickness of film (as well as finding very odd values of z
and ν).
Perhaps there is a way we can look for finite size effects without looking for
deviations from a scaling collapse.
5.4.3 Finding Jmin
The I−V curve map in Fig. 5.34 suggests that the ohmic tails occur at LJ = d and
are due to finite size effects. In order to make the map, we converted the LJ into
a current, despite the fact that equations like Eq. 5.37 indicate that it is current
density which matters, not current.
We would like to know if the ohmic tails occur at a given current or current
density. For example, ohmic tails due to noise would occur at a certain current,
whereas ohmic tails from finite size effects should occur at a certain current density.
Current or current density?
To test this question, we modified our experiment. Instead of one bridge, we pat-
terned three bridges in series, each bridge with its own set of voltage leads. In
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Figure 5.36: Picture of mcs146, showing all three bridges, each with its own set of
voltage leads. The YBCO is black. The voltage lead on the far right is broken.
this way, we tested bridges of different widths, under identical conditions, and each
bridge had identical material properties, because it was made from the same film.
One of the films with three bridges was mcs146. A picture of mcs146 is shown
in Fig. 5.36. In this figure, the film is substantially thinner than 2100 Å. We ion
milled the sample in an attempt to measure different thicknesses on the same film.
Unfortunately, the ion mill damaged the sample. The sample was ion milled after
we took the data we will present here.
We have already seen the derivative plot for mcs146 for a 20 × 100 µm2 bridge
(Fig. 5.8). Let us skip the I − V curves and focus on the derivative plot. The
derivative plot as a function of I is shown for three bridges (20 × 100 µm2, 50 ×
250 µm2, and 100 × 500 µm2) at 91.26 K in Fig. 5.37.15 It is clear why we have
chosen to display only one temperature in this figure, because more than one would
clutter the graph hopelessly – the isotherms do not agree at all!
The situation is radically different in a derivative plot as a function of current
density J . This is shown in Fig. 5.38. In this figure, we can see that the isotherms for
15We have switched and now refer to it as ∂ log E/∂ log J as opposed to ∂ log V/∂ log I. Because
























Figure 5.37: Derivative plot for three bridges on mcs146 as a function of current
I. The temperature for all three curves is 91.26 K. The bridge dimensions are






























Figure 5.38: Derivative plot for three bridges on mcs146 as a function of current
density J for 91.26 K. These isotherms overlap, indicating the ohmic tails occur at
a certain current density rather than current.
the three different bridges all lie on top of one another and display nearly identical
behavior. Thus we see that the bridge responds as a function of current density
rather than current, and demonstrates that the ohmic tails occur at a certain current
density.16
We can now plot all of the isotherms as a function of J . This is shown in Fig.
5.39. In this figure it is clear that the agreement of the 91.26 K isotherm was not a
16It is also evidence that the current flows through the bulk of our bridge, as opposed to flowing































Figure 5.39: Derivative plot for three bridges on mcs146 as a function of current
density J . Here we can see all isotherms in the derivative plot overlap as a function
of J .
coincidence, as all the isotherms fall on top of one another as a function of J .
Choosing Jmin
We can see that the ohmic tails occur at a certain current density. Moreover, from
the maps, we see that the ohmic tails begin at where LJ = d. This leads us to
define a minimum current density, such that smaller current densities probe 2D




Now we know how to find Jmin theoretically, but how do we find it in our data?
The high currents appear to exhibit 3D behavior, and the very low currents,
ohmic behavior. Jmin must be in the transition between the two. Unfortunately,
this leaves a large range in current (usually a decade or more). We will use the same
criterion used by Dekker et al., when ∂ log E/∂ log J = 1.2. This choice is arbitrary,
and other values of ∂ log E/∂ log J would work as well.
5.4.4 Jmin in Films of Different Thicknesses
Now that we know the ohmic behavior occurs at a certain current density, and
we have a method of finding Jmin, we want to examine Jmin in films of different
thicknesses. If the ohmic tails really are caused by finite-size effects, then we expect
1/
√
Jmin vs. d to be a line with slope (Φo/ckBT )
1/2. This slope will give a value for
the undetermined constant c.
The only question remains, at what temperature T? To choose I − V curves to
compare between films, we have taken the isotherm which, from high-current data,
most seems like Tc, that is, horizontal on a derivative plot. The films do not all have
identical values for Tc, but they vary only from 91.4 K - 92.5 K, a total change of
about 1%.
The results are plotted in Figure 5.40. Each value for 1/
√
Jmin incorporates
error in Imin, bridge width and thickness, leading to error bars of about ±22%.
Nonetheless, the trend is clear: as d increases, Jmin decreases. The solid line in Fig.
5.40 is a weighted least-squares linear fit to the data with a reduced chi-squared
of χ̃2 = 0.41. From the slope we determine c = 0.60 ± 0.17, the same order of
magnitude as γ ≈ 0.2, as expected.
The line fit in Fig. 5.40 does not have a zero intercept, as one would expect from
Eq. 5.38. This most likely results from a low choice of Jmin. The transition from
a power law to ohmic occurs over more than a decade, and dlogE/dlogJ = 1.2 is
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Jmin vs. thickness for eight different films. The solid line is a
weighted least-squares linear fit to the data, with a reduced chi-squared χ̃2 = 0.41.
The slope of the line gives c = 0.60±0.17, of the same order as γ ≈ 0.2, as expected.
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towards the lower end of this transition. It is difficult to choose values closer to the
high currents, as each film has different values for ∂ log E/∂ log J in the high-current
data. However, the non-zero intercept in the figure does not significantly change the
value of Jmin.
It seems as though we may have found our villain in the end. We have shown
that the ohmic behavior occurs as a function of current density and not current,
and that Jmin obeys an inverse-square relationship with the thickness d, and found
experimentally that c = 0.6± 0.17, of the same order as γ ≈ 0.2, as expected.
Implications of finite size effects
Our results indicate that finite size effects obscure the normal-superconducting phase
transition, especially for applied current densities less than Jmin. On the other hand,
this seems to imply that analyzing the high current data is legitimate, implying that
the exponents we derive from the high current analysis (z ≈ 2.1 and ν ≈ 1.2 in most
of our samples) are the correct values.
On the one hand, at Tc, the fluctuation size diverges, so the size of the fluctuation
will always be larger than LJ . This implies that varying LJ (by changing J) won’t
change the fluctuations we are looking at. Moreover, the power-law relationship we
use to find Tc and z is expected to obey at all currents. Thus, we expect to find
reasonable values for Tc and z from the high-current analysis.
On the other hand, it is more difficult to find ν. Finding ν requires us to use
the low-current ohmic tails – and now we know that these ohmic tails are artifacts
of the finite size of our sample. This means that we can no longer use them for data
analysis – leaving a data collapse (or the derivative plot collapse) to find ν. While
the data collapse has been often used to find critical exponents, we have shown that
it must be used with caution. This leaves our value for ν in limbo: a method without
the pitfalls of the data collapse must be found before we can state with certainty
the value for ν.
179
Before we discard our value for ν entirely, it is interesting to note that recent
theoretical work which incorporates finite size effects in the transition finds values
for ν similar to those we have found in our data, ν ≈ 1.2[47, 100]. These results
indicate that finite size effects may extend beyond J = Jmin to change the behavior
at even higher currents.
5.5 Summary
Because this chapter was so long, it behooves us here to provide a short summary.
We found that the conventional analysis of I − V curves had certain problems.
It was irksome that the critical parameters were so far from the expected values,
and that so much of the high-voltage data were discarded. When Strachan showed
that many different data collapses could be achieved by simply changing Tc, z, and
ν (and also the amount of data thrown away), we began to look for another method
to determine the critical parameters.
We found a better method in the derivative plot. From the high currents, we
found unambiguous choices for Tc and z, choices which agreed with theory. This
was promising – only the derivative plot unearthed new problems, and showed un-
explained ohmic behavior at low currents.
After discarding heating, sample inhomogeneity, magnetic field, and noise as
likely causes of the ohmic tails, we lit upon finite size effects. We were able to show
that there is a current density, Jmin, such that lower currents probe 2D fluctuations.
These 2D fluctuations look ohmic. By looking at Jmin in films of different thickness,
we showed that 1/
√
Jmin vs. d was linear as expected, and from the slope got a value
for the constant c = 0.6± 0.17, which is of the same order as the YBCO anisotropy




Given the ease with which we can grow, pattern, and measure films, many would
consider branching out into the world of crystals foolish. Crystals are notoriously
difficult to grow, and once grown, it is nigh-impossible to attach contacts, thermally
anchor, etc. Considering these problems, why bother?
There are many different experiments which can measure the critical behavior of
YBCO and extract exponents. One of the other ideas our group has been working
on is trying to conduct two experiments on the same sample. This will give us two
independent measurements of Tc and the critical exponents (and hopefully, the two
will agree!). This idea is not new, and has been attempted before[101]. Previously,
Strachan attempted to measure the dc transport and the microwave conductivity
σ(ω) on the same film, with limited success[15]. With crystals, we could measure
specific heat and dc transport on the same sample (the microwave measurement is
ill-suited to crystals).
The advantage of specific heat over the microwave measurement is that it requires
only a small amount of data analysis to extract C from the measurement, where the
microwave measurement requires significant (and difficult) data analysis to extract
σ(ω) from the output of the network analyzer. Moreover, we know instantly whether
we are measuring C properly, because many experimenters have already measured
the specific heat of YBCO, although few have combined it with another experiment.
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There is yet another advantage to crystals. If indeed finite size effects are ob-
scuring the transition in films, as we have argued in the previous chapter, then by
using a crystal, the smallest length in the sample grows by 2 orders of magnitude
or more! We can test to see if crystals are immune to these finite size effects, as we
expect them to be. If they are, then they should demonstrate the transition with
3D-XY exponents.
6.1 Specific Heat
We measured the specific heat of an 8.1 mg YBCO single crystal grown by the UBC
group[14, 18]. As expected, the data show a jump at Tc (recall in GL theory, at Tc
there is a discontinuity in specific heat [Eqs. 4.18 and 4.19]).
Unfortunately, our data is not precise enough to weigh in on the current debate in
the specific heat community, namely, does α = 0.5 (GL plus Gaussian fluctuations,
Sec. 4.1.2) or does α ≈ 0 (3D-XY, Sec. 4.2.3)? Reasonable fits can be obtained for
either value of α.
Perhaps, though, we can contribute in another way. Our own analysis of the
high-current of I − V curves indicates that ν > 1. Using specific heat, we can see if
we can fit our data using this value for ν.
6.1.1 Specific Heat Data
Our data is taken using the relaxation method described in Ch. 3. Any specific heat
measurement consists of two parts: the addenda, called Caddenda, and the sample,
called C. First we measure Caddenda, then we add the sample and measure Ctot =
C + Caddenda.
Technically, everything we measure is a heat capacity, and not a specific heat.
In particular, because Caddenda is the combined heat capacities of several different
things (heater, thermometer, grease, etc.), it cannot be turned into a specific heat.
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When we discuss the sample, however, we divide C by the mass of the sample,
making it a specific heat. However, following the literature, this is also given the
symbol C (as opposed to c, the symbol used in most textbooks). As a rule of thumb,
when we are talking about Caddenda, it is a heat capacity, C, a specific heat. When
completely confused, be sure to check the units.
The addenda
The addenda consists of everything that is not the sample: the sapphire stage,
heater, thermometer, and also the thermal grease used to connect the sample to
the stage. After measuring Caddenda, the sample is placed on the stage and the
measurement is run again, this time measuring Ctot = C + Caddenda. For this reason
it is important to make Caddenda as small as possible, such that the signal from the
addenda does not obscure the signal from the sample. Our stages have been home-
made by H. Balci, especially designed to reduce Caddenda. For our measurements,
C ≈ 3 · Caddenda.
In Fig. 6.1 we show a typical addenda measurement. Because the majority of
Caddenda comes from the grease, each time we measure Caddenda it is different (but
similar). The error bars in the plot indicate the statistical error after 20 measure-
ments. Each data point is actually an average of specific heat ± 50 mK about each
point (on the scale shown, roughly twice the size of the points), as the rise temper-
ature was 100 mK above the bath temperature. As expected, Caddenda is a smooth
function through the transition region.
The line is a weighted cubic fit to the data. It is this fit that we will subtract
from our measurement of Ctot to find C.
Specific heat of YBCO
Once we have measured the addenda, we can subtract it from the total heat capacity
to find the specific heat of the sample. The procedure seems straightforward, and
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∆T = 100 mK, 20 averages per point
Figure 6.1: A typical measurement of Caddenda. In this plot, the error bars indicate
the statistical error after 20 measurements. The rise above the bath temperature
was 100 mK (refer to Sec. 3.2.1). The line is a weighted cubic fit to the data.
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Figure 6.2: Specific heat of a YBCO single crystal, from 78 K to 115 K. The su-
perconducting transition is obvious at about 94 K. The upturn at T ≈ 82 K is
unexpected. The data were taken as twenty averages per point, and ∆T = 200 mK.
the results are shown in Fig. 6.2.1 Each point was averaged 20 times, and ∆T = 200
mK.
In this figure, we can immediately recognize the superconducting transition as
the jump in specific heat at about 94 K. This occurs at the same temperature as
the transition we measured in our magnetization measurements (Fig. 2.16). These
data leave no doubt as to the existence of a phase transition in YBCO.
1In this figure, we have given up and used non-SI units. We have a legitimate reason, however,
as the unit used most often in the literature is mJ/gK, making our results easy to compare with
those of other researchers. For purists, however, 1 mJ/gK = 1 J/kg-K.
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These data also show some unexpected results. First, there is an upturn begin-
ning about 82 K. Because we did not measure the addenda below 80 K, we might
attribute this upturn to errors from extending the addenda fit below the measured
addenda. However, this upturn is present in the raw data (Ctot). Moreover, the
upturn begins at 82 K, where we do have data for Caddenda.
This upturn is most likely nitrogen condensing on our sample. The crystal offers
a much larger area for nitrogen gas to condense upon than the stage, and as we get
closer to the boiling point of nitrogen (about 77.6 K in our dewar, which is slightly
under pressure), more and more should condense on our crystal. Nitrogen has a
very large specific heat, and so even an atomic layer on the surface of our crystal
(roughly 1 mm3 in size) will be measurable. Helium condensation near 4.2 K has
corrupted data in other measurements in our lab.
Another unexpected result becomes obvious when we zoom in to the transition.
In Fig. 6.3, we notice that the data are not a smooth curve. Each data point contains
an error of roughly ±0.6 mJ/gK, quite significant on the scale of the graph. In fact,
the error bars were not included in the figure because they tended to obscure the
data. This is the major drawback of our experiment – our thermometer is not very
sensitive. For a ∆T of 100 mK, our thermometer has a change of about ∆V ≈ 1 µV
(depending on the temperature and the current in the thermometer). Of course, 1
µV is easy to read, however, this 1 µV change is riding on a 1 mV signal. This leads
to noisy data, which are clearly visible in Fig. 6.3.
This noise is especially harmful when we look at the magnitude of the specific
heat jump ∆C.2 We can see that ∆C ≈ 6 mJ/gK, only about 3 % of the total signal.
In other words, we are looking for a small signal with an inaccurate thermometer –
not the best of experimental worlds.
Nonetheless, our measured specific heat is nearly identical to that for other
2Be careful not to confuse this with the fluctuation contribution to specific heat, also called (of
course) ∆C (see Ch. 4).
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Figure 6.3: Specific heat of a YBCO single crystal, from 88 K to 99 K. In this figure,
it is clear that the curve is not smooth. Each point contains sizable errors of ±0.6
mJ/gK – so large, in fact, that the error bars were omitted because they obstruct
the graph. The jump in specific heat, ∆C ≈ 6 mJ/gK, is only about 3 % of the
signal.
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crystals made by the UBC group and measured by other experimentalists[18, 102];
thus, despite the shortcomings of our apparatus, our data is reliable.
6.1.2 Analysis of Specific Heat Data
The problems in the data notwithstanding, we can now try to analyze the data.










which, in fact, looks almost nothing like the data presented in Fig. 6.3.
Of course, when we proposed Eq. 6.1, we failed to mention that this equation,
like most equations, is only valid under certain circumstances. Eq. 6.1 describes
how specific heat behaves near the superconducting second-order phase transition.
This, of course, is a phase transition that only the electrons undergo, thus we do not
expect the phonons to play a significant role in this transition, although at such high
temperatures, we do expect the phonons to contribute significantly to the specific
heat.
Moreover, Eq. 6.1 describes the behavior in the critical regime only. Outside
the critical regime, we expect the transition to look like GL theory (perhaps with
fluctuations as perturbations), and beyond that, we expect it to look like regular
electronic specific heat (Cel = γT ). These are yet further wrinkles that complicate
the data analysis.
Cel and Cph
Let us consider the specific heat outside the critical regime. To first order, we can
approximate this specific heat as linear in temperature. Although the fit will depend
on the temperature range we choose, for the following argument the exact range we
choose does not matter.
188
We first ask, what effect does the electronic specific heat have? We expect it to
be large in the critical regime, and outside the critical regime we expect it to go
as Cel = γT . Outside the critical regime, is Cel significant? The electronic specific
heat has been measured[103], and γ < 0.04 mJ/gK2 (γT . 4 mJ/gK) outside the
critical regime, and γ < 0.12 mJ/gK2 (γT . 12 mJ/gK)for all temperatures. If we
fit the data from 105 K to 110 K, we find a slope of ≈ 2.1 mJ/gK2. Thus, we see
that we can ignore the electronic specific heat outside the transition region.
This leaves us to worry about the phonon contribution, Cph. The lattice con-
tribution to the specific heat has been measured, and the Debye temperature has
been found to be ΘD ≈ 450 K[104, 105]. This puts the region of interest (near 90
K) directly in-between the low- and high-temperature limits of lattice specific heat.
As a result, many different methods have been used to fit the region of interest,
including (but not limited to): linear, quadratic, cubic, quartic, and two or three
Einstein modes[84].
This is another debate we do not wish to wade into. Over a small enough range in
temperature, Cph must be linear, and so we will fit the phonon contribution to Cph =
Cph1T + Cph0. This also agrees with other experimenters who note little difference
between the linear and quadratic fits for Cph near the critical regime[79, 102].
Two possible fits for Cph are shown in Fig. 6.4, each with its own advantages and
disadvantages. The solid line seems to fit specific heat data both above and below
the transition. On the other hand, the dashed line fits a wider range of temperatures,
and also fits closer to the transition. In practice, both fits are so similar that we
can use either fit without changing the data analysis much. Each fit is a weighted
least-squares fit for the given regions in temperature.
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Figure 6.4: Specific heat of a YBCO single crystal, with two possible fits for Cph.
The solid line is a good choice as it connects on both sides of the critical region.
The dashed line fits over a larger range of temperature, and closer to the transition.
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Data analysis
We now see that, with the simplest fit for the phonon contribution, the measured









+ B± + Cph1T + Cph0. (6.2)
Ideally, we would like to take the derivative, dC/dt, where t = (T/Tc − 1), to find
dC
dt
= A±|t|−(α+1) + Cph1Tc, (6.3)
which eliminates many of the fit parameters, leaving only Cph1 from the phonon
contribution. After subtracting Cph1Tc from
dC
dt
, the value of the exponent α should
be obvious on a log-log plot.
Unfortunately, as mentioned earlier, our data simply aren’t precise enough to
allow us to take the derivative. We must resort to the brute-force method – sub-
traction. The specific heat without the lattice contribution is often called Csing, as
it is expected to be singular at Tc, and is given by
Csing = C − (Cph1T + Cph0). (6.4)
This subtraction is shown in Fig. 6.5, using the solid line fit in Fig. 6.4 for Cph.
Fits
Now that we have found the singular part of the specific heat, we will attempt to
fit the data. Recall from Ch. 4 (Eq. 4.67) that
A±
α
|t|−α ≈ −A± ln(|t|), (6.5)
if α is very small. This implies that the specific heat on a semi-log plot will look
like two nearly parallel lines. This is shown in Fig. 6.6. To make this plot, we have
chosen Tc = 93.58 K, the point at the peak in Fig. 6.3. Although there is some error
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Figure 6.5: Singular part of the specific heat of a YBCO single crystal, after sub-
tracting out Cph. Cph was chosen as the solid line fit from Fig. 6.4.
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Figure 6.6: Semi-log plot of the singular part of the specific heat of YBCO. When
log(T/Tc− 1) = −2, this corresponds to Tc± 1 K. The data close to Tc look like two
parallel lines, as expected, indicating α is very small. Here Tc = 93.58 K.
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in choosing Tc (at least ±100 mK, the separation between data points), values from
93.4 K to 93.8 K do not change the following data analysis significantly.
As expected, for temperatures up to about 1 K away from Tc (where log(T/Tc−
1) = −2), the data look like two parallel lines.3 From this we can infer that α
is very small. We recall that α = 2 − Dν (Eq. 4.40), therefore if α ≈ 0, then
ν ≈ 0.67. Already we have general agreement with 3D-XY theory, as seen by other
measurements on specific heat[79, 83, 84, 102].
Let us see if we can now fit our data to 3D-XY theory. We recall that the
exponent α and the ratio A+/A− are well known theoretically and experimentally.
Theory predicts[106]
α = −0.007± 0.006 and A+/A− = 1.029± 0.013, (6.6)
while from experiments on 4He, we expect[55]
α = −0.0129± 0.0004 and A+/A− = 1.054± 0.001. (6.7)
In our fit, there are many adjustable parameters: α, A+, A−, B+, and B−. What
we would really like to know, however, is if our data agrees with 3D-XY theory,
not whether we can fit any number of theories to the data. For this reason, we set
α = −0.013 and B+ = B− as expected from 3D-XY theory. This leaves only three
adjustable parameters, A+, A−, and B+. The resulting fit is shown in Fig. 6.7.
In the figure we can see a reasonable fit for |T−Tc| < 1 K. This is much wider than
predicted[31], but similar to other measurements[79, 78]. In this fit, we constrained
α = −0.013, but put no restrictions on A+ and A−. From the fit in Fig. 6.7 and
other fits for different values of Tc and Cph, we find that A
+/A− = 1.06± 0.02, very
close to the predicted value, again in agreement with 3D-XY theory. The downturn
3Two points very near Tc for T > Tc deviate from these parallel lines. We can see from Fig.
6.5 that these two points correspond to the greatest value of dC/dT , meaning these points are
averaged over 200 mK when C varies the most in T , making these points unreliable.
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 = 93.58 K          
α = −0.013      
A+ = 1.23 mJ/gK             
A− = 1.16 mJ/gK            
B+ = B− = 92.9 mJ/gK 
Figure 6.7: Fit of Csing to 3D-XY theory. We have fixed α = −0.013, the exponent
expected from experiments in 4He[55], and B+ = B−. The resulting fit parameters
are shown in the figure. We see that the ratio A+/A− = 1.06, close to the expected
value.
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in Csing for T < Tc has been fit by other researchers by adding Gaussian fluctuations
to the fit[78]. Gaussian fluctuations are expected to be significant outside the critical
regime.
Finally, we must ask: Is there any way we could make this specific heat data
agree with the values for ν we have found in our films and are reported elsewhere?
Examining the data, it is highly unlikely that we can fit our data for ν > 1. If
ν > 1, then from α = 2−Dν, α < −1. This in turn implies that Csing ∼ |t|A, where
A is some power greater than one. This means that Csing and |t| will be a straight
line on a log-log plot, but not on a semi-log plot. Our trick (Eq. 6.5) only works for
α ≈ 0. This is a major blow against ν > 1.
Because scaling is so flexible, it should not surprise us when the log-log plot as
described above looks more-or-less linear, as shown in Fig. 6.8. We can find the
exponent α from these fits. However, we must find different values for α above
and below Tc, which does not agree with theory. Even assuming these values for α
(α = 0.14 and α = 0.3), the values for ν still do not agree with ν > 1.4 In fact,
the negative slope in Fig. 6.8 implies ν ≤ 2
3
. Any value for ν > 2
3
would imply that
α < 0 giving a positive slope in Fig. 6.8. Thus, the only reasonable values for ν
from our data are those from 3D-XY theory or GL theory.
Finally, with so many free parameters, we can force a fit to our data with α < −1
(meaning ν > 1). Doing so forces us to choose values such that A+/A− 6= 1.06 and
B+ 6= B−, in addition to the fact that the fits have higher residuals than the 3D-XY
fit with α = −0.013. We must conclude that the data simply do not agree with
ν > 1.
4From this plot, however, it is easy to see why we could fit our data using α = 0.5 (GL theory


























, α = 0.3, ν = 0.57 
T < T
c
,  α = 0.14, ν = 0.62 
Figure 6.8: Fit of Csing when α is not small. We can see that over the same range
in temperature as in Fig. 6.7, the data looks linear. However, we are forced to pick
exponents that are not equal above and below Tc, which is not predicted. And even
this does not alter the values for ν to agree with the high-current analysis.
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6.2 dc Transport in Crystals
It was our hope, and part of the reason we began working with crystals, that we
could quickly measure dc transport in crystals to confirm our results regarding finite
size effect in films. As is so often the case in experimental physics, the dc transport
measurement in crystals proved to be far more difficult than anticipated, and in fact
has not been resolved in our lab to date.
In this section, we will present our dc transport measurements on crystals. While,
from the measurements, it is clear that a phase transition exists, the data have
unexplained problems which preclude analysis of the data.
UBC transport crystals
Along with our specific heat crystal, the UBC generously supplied us with several
crystals the rough size and shape for transport measurements. One such crystal was
shown in Fig. 2.19. With the electrical contacts placed on the crystal as described
in Ch. 2, we measured the crystals. The R vs. T for one crystal, ubc2, we have
shown previously in Fig. 2.17. This crystal has dimensions 0.3 mm × 1 mm × 100
µm, although the voltage leads are only separated by ≈ 0.7 mm. In Fig. 6.9 we plot
the I − V curves for this crystal.
This figure shows very similar behavior to our measurements in films – albeit on a
much smaller temperature scale, as the isotherms in Fig. 6.9 are only separated by 10
mK! The highest temperatures are ohmic, changing rapidly to non-linear behavior.
However, at the lowest temperatures, we see nearly ohmic behavior (although they
look ohmic, ∂ log V/∂ log I is not precisely 1). This signal should not be present in
our I − V curves.
Initially, we attributed this to common mode, as the signal looks similar to that
of Fig. 3.5. However, the I − V curves do not line up exactly, as we would expect,



























Figure 6.9: I−V curves for crystal ubc2. Much of the behavior is similar to that of
films, only on a much narrower temperature scale. Here isotherms are separated by
only 10 mK. At the lowest temperatures, we see unexpected nearly-ohmic behavior.
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voltmeter with a higher CMRR, with no change in the data, ruling out CMRR as a
problem.
The most likely cause is the problem most experimenters have in crystals: non-
uniform current density. Our crystal is not exactly rectangular, and a 10% difference
from one side to the other might be enough to alter our measurement. This also
might not be so noticeable in the films, because in films, although we are applying
roughly the same current, the current density in films is many order of magnitude
larger than in crystals. If the current density bunches up on the narrower or thinner
side of the crystal, this might create the signal we see. Unfortunately, we cannot
increase the current in the crystal, as higher currents cause large amounts of heating.
CSR crystals
With the arrival of a new post-doc to our lab came the knowledge of how to grow
crystals, as well as several high-quality YBCO crystals. Although Bing Liang’s
crystals are not on par with the UBC crystals, they are of quality comparable as
our films, with Tc ≈ 89 K and ∆Tc ≈ 1 K from the magnetization measurement.
With these crystals, we tried to decrease any effects of non-uniform shape. In
order to do so, we glued the crystal to a piece of sapphire. Then, using typical
transmission electron microscope techniques, we polished the crystal down in size,
making it thinner such that we could pass a larger current density without heating
the crystal, while also making sure the sides were parallel. The drawback, of course,
was that we lost a good deal of the crystal in the polishing process.
We measured the I − V curves of one of the crystals we polished, bl1a. The
crystal was of size 0.8 mm × 2.5 mm × 50 µm. We can, in fact, polish it thinner
than 50 µm, but the polisher5 became nervous and stopped at d ≈ 50 µm. The



























Figure 6.10: I − V curves for crystal bl1a, polished such that we can apply higher
current densities. The isotherms are separated by 100 mK. There is still unexplained
ohmic behavior, only now in the middle of the I − V curves, at 89.0 K, and in the
surrounding isotherms.
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It is obvious that this crystal is not on par with the UBC crystals, as here the
temperature is lower and the isotherms are separated by 100 mK. Nonetheless, this
data looks much more familiar, and similar to the I − V curves from the films.
Unfortunately, this data is also marred by the unexplained ohmic tails occurring
abruptly in the middle of the non-linear isotherms at 89.0 K, and in the surrounding
isotherms.
As yet, we have no explanation for this ohmic behavior. We are currently working
to reduce the size of the voltage contacts. Because the gold voltage contacts will be




Although it would be nice to finish this dissertation with a summary of all we have
accomplished (in addition to the summary at the end of Ch. 5), it seems more fitting
to end with a list of things yet to be done. We feel there is still much left to be
studied, despite the opinions of many researchers who believe that the second-order
phase transition in field and in zero field is a done deal.
What follows is a short list of some of the many possible experiments possible.
Finite size effect in field
It would be very interesting to perform the same measurements we have done in
zero field in a field. The equations we derived in Ch. 5 should hold for the transition
in field, and so we expect to see significant finite size effects not only in the zero-
field transition, but also in the vortex-glass transition. Perhaps we can look at the
transition in field to determine the exponents of the vortex-glass transition with
greater accuracy. In fact, preliminary measurements indicate z ≈ 2, a far cry from
the consensus value for the transition of z ≈ 5.
There is work, also, that predicts that the magnetic field will create a finite
size effect[100] similar to that created by the thickness of the film. It would be a
relatively easy task to investigate these possible effects, and make a graph similar
to that of Fig. 5.39 as a function of field or thickness, depending on what is actually
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creating the finite size effect.
ac specific heat
One of the problems with our data on specific heat is the fact that it is simply not
sensitive enough. We would like to improve the data, and the simplest method to
do so is ac specific heat.
Our stages are similar to those used by other researchers to measure ac specific
heat[102], and with some adjustments to the electronics, it should be possible to
decrease the error in our measurement by an order of magnitude or more. This
improvement would afford us several opportunities. We would be able to wade into
the ν = 0.5 or ν = 0.67 debate, and we would be able to fit our data allowing more
parameters to vary. Most significantly, the increased sensitivity would allow us to
take the derivative of the data numerically without introducing large uncertainties
in the data. This should allow us to see the exponent without any further data
analysis or fits.
dc transport in crystals
It is curious that the future work should have the same title as a section of current
work presented here. However, there are many unresolved problems in this experi-
ment. Is the current uniform? Can we apply a larger current density? Although we
seem to have made some improvements by polishing the crystal to a thinner, more
uniform size, there are still many experiments to run. The fundamental question
still remains: Do the data agree with 3D-XY theory, as reported[46], and are they
immune to finite seize effects, as we predict?
We have made a strong claim that finite size effects obscure the transition. If we
are correct, then the same transition in a crystal should be free from these problems.




As mentioned at the beginning of Ch. 5, Strachan made preliminary measurements
of σ(ω) at frequencies from 45 MHz to 45 GHz. These measurements offer us the
chance to measure Tc, ν, and z on the same sample in two different experiments.
As such, though the data analysis of the microwave experiment is non-trivial, it is
a very useful experiment.
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