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INTRODUCTION 
Ultrasonic scattering measurements are influenced both by 
the measurement geometry and the properties of the flaw. This 
paper discusses a set of correction factors which account for 
the measurement geometry effects and allow the scattering properties 
of the flaw to be directly related to the measured data. As shown 
in the inset of Fig. I, theories for ultrasonic scattering often 
assume plane wave illumination and predict the scattering amplitude, 
A, which defines the far field radiation that would be observed 
in an unbounded elastic medium. This scattering amplitude is 
a function of frequency and the angles and polarizations of the 
incident and scattered fields. The diffraction corrections are 
designed to allow results of measurements in complex geometries 
to be related to these unbounded medium scattering amplitudes. 
The model to be presented contains no adjustable parameters. 
Absolute value for the scattering amplitude can be inferred from 
knowledge of three factors: the waveform of the signal scattered 
by the flaw, the waveform obtained in a reference experiment to 
define transducer efficiency and bandwidth, and a set of analytical, 
approximate corrections for the measurement geometry related effects 
of refraction, diffraction, and focussing during beam propagation. 
The measurement model and diffraction corrections for the geometries 
illustrated at the top of Fig. 1 are discussed in the following 
section. This is followed by the results of experimental tests, 
which are in good agreement with the model over the range of para-
meters studied. 
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Fig. 1. Measurement geometries considered 
a) flat interface; b) cylindrical interface. 
THEORY 
The theoretical derivation of the model has been discussed 
in detail in a recent paper by the authors. l That paper treats 
the case of immersion inspection and makes the basic assumptions 
that a} the flaw is small with respect to the ultrasonic beam 
dimensions and b) the flaw is sufficiently far from the transducer 
that the illuminating wave fronts are quasi-planar over the volume 
occupied by the flaw. 
1. Model for Flaw Signal. Under these conditions, one finds 
that the flaw signal, orF' is given by 
(1) 
where So is a frequency dependent factor related to the efficiency 
of the transducer, TOla and TOlb are liquid-solid transmission 
coefficients (relating particle velocity to particle velocity) 
for the central rays emitted by the transmitting transducer ("a") 
and detected by the receiving transducer ("b") , Ca and Cb are 
corrections for field changes induced by refraction, diffraction, 
and focussing, Pa and Pb are factors including propagation phase 
CORRECTIONS AND MEASUREMENT OF SCATTERING AMPLITUDES 
shifts and attenuation, Po is the density of the fluid, PI is 
the density of the solid, a is the transducer radius, ko is the 
wavevector in the fluid, Vo is the wave speed in the fluid, and 
vb is the speed of the wave type in the solid detected by the 
receiving transducer. The apparent non-reciprocity of Eq. (1) 
with respect to the interchanges of the roles of transducers "a" 
and "b" is removed when one recognizes the corresponding non-
reciprocity in the scattering amplitude, A.2 
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2. Axial Diffraction Correction. The axial diffraction 
correction, C, may be thought of as the ratio of the wave amplitude 
illuminating the flaw to that amplitude which would have been 
present had the signal propagated as a plane wave. It thus takes 
into account the diffraction induced beam spread, changes in this 
due to propagation through the liquid-solid interface, and any 
focussing or defocussing due to propagation through a curved inter-
face. Using the paraxial approximation, solutions have been derived 
for a variety of special cases as summarized in Table I. The 
solutions for the piston transducers have been presented previously.3 
Those for Gaussian beams have been recently derived. 4 Although 
they correspond less closely to the behavior of common transducers, 
they have the advantage that off-axis as well as on-axis fields 
are predicted and thus they can be used to predict additional 
phenomena such as the changes in signal strength when the beam 
is scanned over the flaw. 
Table I. Cases for which axial diffraction corrections are 
available. 
Transducer Displacement Profile 
Transducer Type Interface Shape Piston Gaussian 
Planar Planar I I 
Planar Cylindrical I I 
Focussed Planar I 
Focussed Cylindrical I 
The corrections for Gaussian beam diffraction are an extension 
of a set of analytical results developed originally by the optics 
community. 5 They are based on the concept that the specification 
of the position and width of a beam waist (position of minimum 
beam cross-section) is sufficient to define the beam in all space 
if it is propagating in a single medium. For a planar transducer, 
this waist occurs at the transducer face; for a focussed probe 
it is at the focal point. The problem then becomes one of estimating 
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the changes in these beam waist parameters produced by propagation 
through various interfaces. Included are the possibilities of 
different parameters governing the x and y behaviors of the beam 
as generally occurs during oblique incidence. 
Figure 2 illustrates the Gaussian beam calculation by plotting 
the lIe edges of a 10 MHz beam radiated from a 0.3 cm radius (lIe 
point) Gaussian probe with a 5.0 cm focal length. The beam is 
assumed to propagate 3.8 cm in water and then illuminate the inter-
face at such an angle to generate 0° or 60° longitudinal waves. 
In the latter case, one sees that the model predicts a shortening 
of the focal length and increase in beam divergence in the solid. 
Figure 3 further illustrates the model predictions, in this case 
of the axial beam profile, and compares them to those of a piston 
transducer (piston radius = lIe point of Gaussian) in the same 
geometry.4 As expected, the Gaussian beam does not exhibit the 
strong interference phenomena characteristic of piston sources 
but is qualitatively similar otherwise. For example, the focussing 
induced by the cylindrical interface is clearly exhibited in the 
lower plot. It should be noted that the Fresnel approximation 
used in the derivation of these corrections forces the beam profile 
to be symmetric in the plane of incidence. In fact, aberrations 
will occur which will be more severe at greater angles of incidence. 
The definition of their magnitude is the subject of ongoing work. 
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Fig. 2. Effects of oblique incidence on beam profile. Experimental 
parameters used in the calculation are given in the text. 
The speeds of sound in the fluid and solid were 1.5 and 
6.0 mm/J,lsec. 
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Fig. 3. Comparison of axial fields of Gaussian and piston sources. 
3. Reference Diffraction Corrections. Most of the remaining 
factors in Eq. (1) can be determined by standard techniques. However, 
it is necessary to perform a reference experiment to independently 
determine the frequency dependent efficiency factor 80 , Typically 
the ultrasonic signal is reflected from a planar backsurface of 
the material under interrogation. The model l ,3 predicts that 
the reference signal is given by 
(2) 
where TOI is the liquid-solid transmission coefficient, TlO is 
the solid-liquid transmission coefficient, PR includes the propaga-
tion phase shifts and attenuation in the reference experiment, 
and D is the diffraction correction for the reference experiment. 
The arguments of D, Zo and zl, are the distances from the transducer 
to the sample front surface and the thickness of the sample, respec-
tively. In the Fresnel approximation, D is given by 
(3) 
where 
D (S) 
o 
1 - e-jn!s [J ( 2n ) + 'J (2n )] 
o s J 1 s (4) 
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Equation (4) was originally derived by Rogers 6 and subsequently 
"rediscovered" by the authors. I ,3 It is equivalent to an expansion 
in Lommel functions derived by Seki, Granato, and Truel17 and 
tabulated by Benson and Kiyohara8 and to an integral expression 
with first order Bessel function kernel derived by Kino. 9 Its 
derivation is based on the physical assumption that the transducer 
radiates as a piston source and averages over the pressure that 
would exist in the absence of the transducer in the detection 
mode. 
Two questions regarding the accuracy of this approximation 
have been recently addressed by the authors. The first regards 
the degree to which other assumptions about the transducer's radia-
tion and detection processes would change the results (e.g., constant 
pressure rather than constant velocity drive, etc.). The second 
regards the errors introduced by the Fresnel approximation itself. 
Four sets of boundary conditions, Table II, were selected 
as the basis for considering the effects of different radiation 
and detection processes. The first row would be expected to most 
closely coincide with the case of a solid transducer radiating 
into water (transducer acoustic impedance»medium acoustic impedance). 
The second row would apply to the case of a low acoustic impedance 
transducer, for example PVF2, radiating into a solid. The last 
two rows represent intermediate conditions. In each case, the 
problem solved was that of the radiation between two transducers, 
each of radius a, and separated by a distance z. The exact integrals 
governing the individual cases were first derived. The results 
revealed cases III and IV to be equivalent. Furthermore, in the 
Fresnel approximation, each case reduced to Eq. (4). 
Each of the cases was then numerically compared to the common 
Fresnel approximation given by Eq. (4). Since the single medium 
case is considered here, the arguments have been chosen to have 
the values z = 2zo = total ultrasonic path length and zl = O. Figure 
4 summarizes the results for case I. The contours of constant 
error are plotted in a space defined by the dimensionless parameters 
a/A and z/A where a is the transducer radius, z is the total prop-
agation distance, and A is the wavelength. It will be seen that 
for most practical cases, Do as predicted by the Fresnel approxima-
tion and given in Eq. (4), gives excellent results. 
4. Determination of Absolute Value of Scattering Amplitude 
from Measurements. Equations (1) and (2) can be solved for the 
scattering amplitude A in terms of the measured flaw and reference 
signals, the axial and reference diffraction corrections, and 
various other factors which can be determined by standard techniques. 
This expression yields an absolute prediction of A, in units of 
length (with no adjustable parameters). The following section 
presents an experimental test of that prediction. 
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Fig. 4. Contours of equal error between Fresnel approximation 
and exact form of the diffraction correction for the 
first case in Table II. Here A is the transducer radius, 
A is the ultrasonic wavelength, and z is the propagation 
distance. 
Table II. Boundary conditions used in analysis of accuracy of 
D . 
o 
Transmitter Generates Receiver Detects 
Case Constant Average Unperturbed 
I Velocity Pressure 
II Pressure Velocity 
III Velocity Velocity 
IV Pressure Pressure 
EXPERIMENT 
Measurements were made in immersion in both pulse-echo and 
pitch-catch configurations. Some results reported e1sewhere1 
are summarized in Fig. 5. This compares the experimentally deduced 
and theoretically expected scattering amplitudes for a set of 
pitch-catch longitudinal scattering measurements from a 0.114 mm 
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radius spherical solder inclusion in a thermoplastic sample. 
The incident wave was normal to the surface and the scattered 
wave was measured at various angles. The theoretical predictions 
were base on an eigenfunction expansion. 10 When the scattered 
angle is 150 in the solid, the agreement is excellent. At 600 , 
a systematic error appears to be developing. This is believed 
to be a result of errors in the analytic expressions used for 
the axial diffraction corrections due to the neglect of aberrations. 
Previously unpublished data for the scattering from a 0 .21 
mm radius crack is presented in Fig. 6 . Here the scattering angle 
deduced from measurements at three angles of illumination is com-
pared to two different theories, a nominally exact calculation 
obtained using MooTll for a smooth flat circular crack and an 
elastodynamic Kirchhoff approximation. 12 The experimentally de-
duced absolute scattering amplitude values are seen to be in very 
good agreement with the MOOT predictions, which includes such 
phenomena as Rayleigh wave propagation on the crack faces. They 
are also in reasonable agreement with the elastodynamic Kirchhoff 
predictions. 
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Fig. 6. Comparison of theoretically (solid line) and experimentally 
(dashed line) deduced scattering amplitudes for a O.2lmm 
radius, laser induced crack in a thermoplastic sample. 
CONCLUSIONS 
The model presented has been found to allow absolute values 
of scattering amplitudes to be deduced from experimental measure-
ments in common immersion configurations. Applications include 
modeling the probability of flaw detectionl3 and correcting for 
systematic measurement errors in inverse scattering experiments. l4 
Additional work is required to fully define the limits of validity 
of the analytic expression used for the axial diffraction corrections. 
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DISCUSSION 
G.S. Kino (Stanford University): We have had a lot of experience 
over the last several years with diffraction corrections, and 
our experience with the piston transducers, like yours, is that 
the diffraction corrections work very well. We have tried it 
on glass slabs, reflecting from the back of the glass slab, 
things of this sort, and calibrated this way and it is right 
on the nose. 
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It is rather interesting to take a phase into account if you 
want to use the stress measurements; you get some differences 
due to the phase of the difraction correction, which really 
make a difference, the ones in absolute velocity. It works 
also for surface waves. You do the same thing allover again 
for a rectangular beam; it works very well. 
The one case where the paraxial approximation really seems to 
get into trouble is when you get an anisotropic medium even along 
the axis. If you do anisotropic correction setup for the micro-
scopic lens, all these paraxial assumptions we happily use just 
seem to dissolve in a heap. 
R.B. Thompson: That's interesting. We haven't studied any cases 
that really had a significant anisotropy, so that's a very 
interesting comment. 
