Abstract. In this paper, we study the strong convergence and stability of a new two step random iterative scheme with errors for accretive Lipschitzian mapping in real Banach spaces. The new iterative scheme is more acceptable because of much better convergence rate and less restrictions on parameters as compared to random Ishikawa iterative scheme with errors. We support our analytic proofs by providing numerical examples. Applications of random iterative schemes with errors to variational inequality are also given. Our results improve and establish random generalization of results obtained by Chang [4], Zhang [31] and many others.
Introduction and preliminaries
The machinery of random fixed point theory provides a convenient way of modelling many problems arising in non-linear analysis, probability theory and for solution of random equations in applied sciences. With the recent rapid developments in random fixed point theory, there has been a renewed interest in random iterative schemes [5, 6, 7, 22, 23, 24, 26] . In linear spaces, Mann and Ishikawa iterative schemes are two general iterative schemes which have been successfully applied to fixed point problems [1, 2, 13, 14] . In recent, many stability and convergence results of iterative schemes have been established, using Lipschitz accretive (or pseudo-contractive) mapping in Banach spaces [4, 8, 31] . Since in deterministic case the consideration of error terms is an important part of any iterative scheme, therefore motivated by the work of Cirić [11, 12, 13, 14, 15] , we introduce a two step random iterative scheme with errors and prove that the iterative scheme is stable with respect to T with Lipschitz condition where T is an accretive mapping in arbitrary real Banach space.
Let X be a real separable Banach space and let J denote the normalized duality pairing from X to 2 X * given by J(x) = {f ∈ X * : x, f = x f , f = x }, x ∈ X, where X * denote the dual space of X and ·, · denote the generalized duality pairing between X and X * . Suppose (Ω, Σ) denotes a measurable space consisting of a set Ω and sigma algebra Σ of subsets of Ω and C, a nonempty subset of X. Then random Mann iterative scheme with errors is defined as follows:
x n+1 (w) = (1 − α n )x n (w) + α n T (w, x n (w)) + u n (w), for each w ∈ Ω, n ≥ 0, (1.1) where 0 ≤ α n ≤ 1, x 0 : Ω → C, an arbitrary measurable mapping and {u n (w)} is a sequence of measurable mappings from Ω to C.
Also, random Ishikawa iterative scheme with errors is defined as follows:
x n+1 (w) = (1 − α n )x n (w) + α n T (w, y n (w)) + u n (w), y n (w) = (1 − β n )x n (w) + β n T (w, x n (w)) + v n (w),
for each w ∈ Ω, n ≥ 0, (1.2) where 0 ≤ α n , β n ≤ 1, x 0 : Ω → C, an arbitrary measurable mapping and {u n (w)}, {v n (w)} are sequences of measurable mappings from Ω to C.
Obviously {x n (w)} and {y n (w)} are sequences of mappings from Ω into C. Also, we consider the following two step random iterative scheme with errors {x n (w)} defined by
where {u n (w)}, {v n (w)} are sequences of measurable mappings from Ω to C, 0 ≤ α n , β n ≤ 1 and x 0 : Ω → C, an arbitrary measurable mapping. Remark 1. Putting β n = 0, v n = 0 in (1.3) and (1.2), we get random Mann iterative scheme with errors. Now we give some definitions and lemmas, which will be used in the proof of our main results. Definition 1.1. A mapping g : Ω → C is said to be measurable if g −1 (B ∩C) ∈ Σ for every Borel subset B of X.
: Ω → C is measurable for every x ∈ C. Definition 1.3. A measurable mapping p : Ω → C is said to be random fixed point of the random operator F : Ω × C → C, if F (w, p(w)) = p(w) for all w ∈ Ω. Definition 1.4. A random operator F : Ω × C → C is said to be continuous if for fixed w ∈ Ω, F (w, ·) : C → C is continuous.
In the sequel, I denotes the identity operator on X, D(T ) and R(T ) denote the domain and the range of T , respectively. Definition 1.5. Let T : Ω × X → X be a mapping. Then (i) T is said to be Lipschitizian, if for any x, y ∈ X and w ∈ Ω, there exists L > 0 such that
(ii) T is said to be nonexpansive, if for any x, y ∈ X and w ∈ Ω, [8] if and only if for all x, y ∈ X, w ∈ Ω and for all r > 0 the following inequality holds:
or equivalently if and only if for all x, y ∈ X, there exists j(x − y) ∈ J(x − y) such that
T is said to be accretive [8] , if and only if for all x, y ∈ X and for all r > 0 the following inequality holds:
(v) If T is accretive and R(I + λT ) = X for any λ > 0, then T is called m-accretive [20, 32] .
Accretive mappings are connected with nonexpansive mappings. It is well known that if T is accretive [10] , then (I + T ) −1 is a nonexpansive singlevalued mapping from R(I + λT ) to D(T ). The interest in accretive mappings also stems from the following facts:
(a) If T is accretive, then solutions of the equation T x = 0 correspond to the equilibrium points of some evolution systems [29] . (b) Many physical problems arising in applied mathematics can be modelled in terms of initial value problem of the form:
where T is an accretive mapping.
(c) Their connection with the well-known class of pseudo-contractive mappings (T is pseudo-contractive if and only if I − T is accretive).
Suppose that X is a real reflexive Banach space, T, A : X → X, g : X → X * are three mappings, and ϕ : X * → R ∪ {∞} is a function with a Gateaux differential ∂ϕ. Then u is a solution of a variational inequality if for any given f ∈ X, there exists a u ∈ X such that
is a mapping, then the following conclusions are equivalent:
(i) x * ∈ X is a solution of variational inclusion problem (1.8); (ii) x * ∈ X is a fixed point of the mapping S : X → 2 X ; Lemma 1.9. Let x n (w) be a sequence of real numbers satisfying the following inequality:
where x n ≥ 0, σ n ≥ 0 and lim
Definition 1.10 ([1]
). Let T : Ω × C → C be a random operator, where C is a nonempty closed convex subset of a real separable Banach space X. Let x 0 : Ω → C be any measurable mapping. The sequence {x n+1 (w)} of measurable mappings from Ω to C, for n = 0, 1, 2, . . . generated by the certain random iterative scheme involving a random operator T is denoted by {T, x n (w)} for each w ∈ Ω. Suppose that x n (w) → p(w) as n → ∞ for each w ∈ Ω, where p ∈ RF (T ). Let {p n (w)} be any arbitrary sequence of measurable mappings from Ω to C. Define the sequence of measurable mappings
as n → ∞ for each w ∈ Ω, then the random iterative scheme is said to be stable with respect to the random operator T .
Convergence and stability results
In this section, we establish the convergence and stability results of revised two step random iterative scheme with errors (1.3) and random Ishikawa iterative scheme with errors in real Banach spaces.
Theorem 2.1. Let X be a real Banach space, T : Ω×X → X be a Lipschitzian random mapping with a Lipschitz constant L ≥ 1, such that (−T ) is accretive. Let {x n (w)} be the random iterative scheme with errors defined by (1.3),with the following restrictions:
Then
(I) the sequence {x n (w)} converges strongly to a unique fixed point p(w)
Since (−T ) is accretive and Lipschitzian mapping, so using (2.1) and (1.7), we get
Also, from (1.3), we have the following estimate:
Using inequalities (2.2)-(2.4), we arrive at
Then (2.5) reduces to
Therefore, using conditions (i)-(ii) and Lemma 1.9, above inequality yields lim n→∞ x n+1 (w)−p(w) = 0, that is {x n (w)} defined by (1.3) converges strongly to a random fixed point p(w) of T .
(II) Suppose that {p n (w)} ⊂ X, is an arbitrary sequence,
where
Then using (2.7), we have
which further implies
Now, similar to (2.3) and (2.4), we have the following estimates:
(2.10) Using estimates (2.8)-(2.10), we arrive at
Substituting (2.11) in (2.6), we obtain
Hence again using Lemma 1.9, together with conditions (i)-(ii), (2.12) yields lim
Therefore, the iteration (1.3) is T -stable. Further, let lim n→∞ p n (w) = p(w), then using (2.11), we have
which implies lim n→∞ k n (w) = 0. This completes the proof of Theorem 2.1.
Putting β n = 0, in Theorem 2.1, we have the following obvious corollary:
Corollary 2.2. Let X be a real Banach space, T : Ω×X → X be a Lipschitzian random mapping with a Lipschitz constant L ≥ 1, such that (−T ) is accretive. Let {x n (w)} be the random Mann iterative scheme with errors defined by (1.1) with the following conditions:
(I) the sequence {x n (w)} converges strongly to a unique fixed point p(w) of T .
(II) the sequence {x n (w)} is stable. Moreover, lim
Theorem 2.3. Let X be a real Banach space, T : Ω × X → X be Lipschitzian random mapping with a Lipschitz constant L ≥ 1, such that (−T ) is accretive. Let {x n (w)} be the random Ishikawa iterative scheme with errors defined by (1.2) with the following restrictions:
Then (I) the sequence {x n (w)} converges strongly to a unique fixed point p(w) of T . (II) the sequence {x n (w)} is stable. Moreover, lim
Proof. Using (1.2), we have
Using (2.13) and (1.7), we get
As T is a Lipschitz mapping with constant L, so we have the following estimates:
Using (2.16) and (2.17), (2.15) yields (T (w, x n+1 (w)) − T (w, y n (w)))
Substituting (2.18) into (2.14), we arrive at
Then (2.19) reduces to
Therefore, using conditions (i)-(ii) and Lemma 1.9, above inequality yields lim Remark 2.5. New random iterative scheme is more acceptable as compared to random Ishikawa iterative scheme with errors due to following reasons:
(1) In deterministic case, for accretive mappings new two step iterative with errors has better convergence rate as compared to Ishikawa iterative scheme with errors.
(2) For convergence, weak control conditions on parameters are required in new two step random iterative with errors as compared to random Ishikawa iterative scheme with errors. (2) If we take L = 1,
But if we take L = 1,
Applications
In this section, we apply the random iterative schemes with errors to find solution of nonlinear random variational inclusion problem.
Theorem 3.1. Let T, A : Ω × X → X, g : Ω × X → X * are three random operators on real reflexive Banach space X and ϕ : X * → R ∪ {∞}, a function with continuous Gateaux differential ∂ϕ, such that T −A+∂ϕ•g−I : Ω×X → X is a Lipschitzian accretive random operator with a Lipschitz constant L ≥ 1. Define a random operator S : Ω×X → X by S(w, x) = f −(T (w, x)−A(w, x)+ ∂ϕ(g(w, x)))+x(w), where f ∈ X is any given point. For any given x 0 (w) ∈ X, let {x n (w)} be the random iterative scheme with errors defined by
where {u n (w)}, {v n (w)} are measurable sequences in X and {α n }, {β n } are sequences in [0, 1] satisfying the following conditions:
Then the iterative scheme (3.1) converges to the unique solution x * (w) ∈ X of the following nonlinear variational inclusion problem
Proof. We shall complete the proof in two steps. In the first step, we show that nonlinear variational inclusion problem (3.2) has a unique solution x * ∈ X. In the second step, we show that iterative scheme (3.1) converges to the unique solution.
Step 1. As T − A + ∂ϕ • g − I is a Lipschitzian accretive mapping, so by Lemma 1.7, T − A + ∂ϕ • g − I is m-accretive. Hence by Lemma 1.8, for any f ∈ X, the equation
has a unique solution x * (w) ∈ X. Then, using Lemma 1.6, x * (w) ∈ X will be the solution of nonlinear variational inclusion problem (3.2) and it is fixed point of S.
Step 2. Now since T − A + ∂ϕ • g − I : Ω × X → X is a Lipschitzian accretive operator with a Lipschitz constant L ≥ 1, so S : Ω × X → X is also a Lipschitzian mapping with Lipschitz constant L * = 1 + L, such that (−S) is an accretive operator. Now, replacing T by S in (1.3) , L by L * in condition (i) of Theorem 2.1 and following the same steps as in the proof of Theorem 2.1, it is easy to see that the random iterative scheme (3.1) converges to the unique solution x * ∈ X of nonlinear variational inclusion problem (3.2).
Letting ϕ ≡ 0, u n (w) = v n (w) = 0, in Theorem 3.1, we can obtain the following theorem. Theorem 3.2. Let T, A : Ω × X → X, g : Ω × X → X * are three random operators on real reflexive Banach space X, such that T − A − I : Ω × X → X is a Lipschitzian accretive operator with a Lipschitz constant L ≥ 1. Define a random operator S : Ω × X → X by S(w, x) = f − (T (w, x) − A(w, x)) + x(w), where f ∈ X is any given point. For any given x 0 (w) ∈ X, let {x n (w)} be the random iterative scheme defined by
where {α n }, {β n } are sequences in [0, 1] satisfying the following conditions:
Then the iterative scheme (3.3) converges to the unique solution x * ∈ X of nonlinear variational inequality
Theorem 3.3. Let T, A : Ω × X → X, g : Ω × X → X * are three random operators on real reflexive Banach space X and ϕ : X * → R ∪ {∞}, a function with continuous Gateaux differential ∂ϕ, such that T −A+∂ϕ•g−I : Ω×X → X is a Lipschitzian accretive operator with a Lipschitz constant L ≥ 1. Define an random operator S : Ω × X → X by S(w, x) = f − (T (w, x) − A(w, x) + ∂ϕ(g(w, x)))+x(w), where f ∈ X is any given point. For any given x 0 (w) ∈ X, let {x n (w)} be the random Ishikawa iterative scheme with errors defined by
where {u n (w)}, {v n (w)} are measurable sequences in X and {α n }, {β n } are sequences in [0, 1], satisfying the following conditions: Then the iterative scheme (3.4) converges to the unique solution x * ∈ X of nonlinear variational inclusion problem (3.2).
Proof. Using Theorem 2.3 and following the same arguments as in the proof of Theorem 3.1, it is easy to show the random Ishikawa iterative scheme with errors (3.4) converges to the unique solution x * ∈ X of nonlinear variational inclusion problem (3.2).
Theorem 3.4. Let T, A : Ω × X → X, g : Ω × X → X * are three random operators on real reflexive Banach space X and ϕ : X * → R ∪ {∞}, a function with continuous Gateaux differential ∂ϕ, such that T −A+∂ϕ•g−I : Ω×X → X is a Lipschitzian accretive operator with a Lipschitz constant L ≥ 1. Define a random operator S : Ω × X → X by S(w, x) = f − (T (w, x) − A(w, x) + ∂ϕ(g(w, x)))+x(w), where f ∈ X is any given point. For any given x 0 (w) ∈ X, let {x n (w)} be the random Mann iterative scheme with errors defined by x n+1 (w) = (1 − α n )x n (w) + α n S(w, x n (w)) + u n (w), for each w ∈ Ω, n ≥ 0, (3.5) where {u n (w)} is a measurable sequence in X and {α n } is a sequence in [0, 1] satisfying following conditions:
Then the iterative scheme (3.5) converges to the unique solution x * ∈ X of nonlinear variational inclusion problem (3.2). 5. Stability of more acceptable new two step random iterative scheme with errors has been proved in Theorem 2.1. 6. Theorem 3.1 of Chang [4] , generalizes and improves the results in [16, 17, 18, 21, 27, 28, 30] , so Theorems 3.1 and 3.3 extend and establish random generalization of the work of [16, 17, 18, 21, 27, 28, 30] .
