We present a multiscale modeling and computational scheme for opticalmechanical responses of nanostructures. The multi-physical nature of the problem is a result of the interaction between the electromagnetic (EM) field, the molecular motion, and the electronic excitation. To balance accuracy and complexity, we adopt the semi-classical approach that the EM field is described classically by the Maxwell equations, and the charged particles follow the Schröidnger equations quantum mechanically. To overcome the numerical challenge of solving the high dimensional multi-component manybody Schrödinger equations, we further simplify the model with the Ehrenfest molecular dynamics to determine the motion of the nuclei, and use the TimeDependent Current Density Functional Theory (TD-CDFT) to calculate the excitation of the electrons. This leads to a system of coupled equations that computes the electromagnetic field, the nuclear positions, and the electronic current and charge densities simultaneously. In the regime of linear responses, the resonant frequencies initiating the out-of-equilibrium optical-mechanical responses can be formulated as an eigenvalue problem. A self-consistent multiscale method is designed to deal with the well separated space scales. The isomerization of Azobenzene is presented as a numerical example.
Introduction
Optically manipulated nano devices have attracted a lot of recent interest with applications in solar energy harvesting, molecular engineering, molecular sensing and non-invasive regulation of intra-cellular reactions [12, 16, 30, 29] . One such example is a photoresponsive DNA nanomotor enhanced by silver nanowires as illustrated in [30] . Illuminated by ultraviolet (UV) and visible lights, the nanomotor can switch back and forth between 'open' and 'loop' states, thereby converting photonic energy to mechanical energy. The mechanism is facilitated by incorporating azobenzene moieties that can change conformational structure through the cis-trans isomerization. The efficiency of the conversion can be significantly enhanced by a plasmonic near-field coupling with silver nanoparticles, due to the spectral overlap between the azobenzene absorption band and plasmonic resonances of silver nanowires. Recent applications include photon regulated enzymatic nanostructures, drug releasing from nanocontainers, mRNA detection in living cells, etc.. A quantitative investigation of this type of nano scale opticalmechanical systems will obviously help to find optimal designing and novel applications.
From the modeling point of view, when the system is of nano scale, the macroscopic theory for the electromagnetic (EM) field fails to capture the microscopic and nonlocal character of the light-matter interactions, which suggests the quantum mechanical description of the current and charge densities. Quantum Electrodynamics (QED) [7] gives a complete description of the interactions between the EM field and the charged particles, but has limited applications to complex systems due to its high computational expenses. Semi-classical theories [23, 17, 6] combine the classical treatment of the EM field and the first principle approach to the charged particles. Different from QED, in a semi-classical theory, the EM field is not quantized, therefore lower computational cost is required. The EM field as well as the current and charge densities are determined self-consistently through coupled Maxwell and Schrödinger equations. However semi-classical theories are still prohibitively expensive for most applications of interest in nano op-tics since the high dimensional many-body Schrödinger equations still need to be numerically solved.
In a previous paper [2] , we incorporated Time-Dependent Current Density Functional Theory (TD-CDFT) [14, 22, 11] into the framework of the semi-classical optical response theory, thereby avoiding the computational cost of solving the Schrödinger equation. In the Density Functional Theory (DFT) for the ground state of electrons, a one-to-one correspondence up to an arbitrary constant between the external potential and the ground state electron density has been established in the seminal work of Hohenberg and Kohn [14] . Hence, the wavefunction can be obtained as a functional of the electron density, which allows the evaluation of all observables of the system. Similar results have been extended to the case of time evolutionary electronic structures in the form of Time-Dependent Density Functional Theory (TD-DFT) by Runge and Gross [22] , and later to the situation of external electric and magnetic fields with arbitrary time dependence by Ghosh and Dhara [11] in the form of TD-CDFT, where the current density is introduced as the fundamental variable. A practical Kohn-Sham (KS) system [18] , which is a numerically tractable single-particle system under effective external potentials, was introduced to compute the electron and current densities such that they are the same as those in the original interacting system under consideration.
We call the system obtained in [2] the Density Functional semi-classical theory for nano-optics, which is a combination of the semi-classical theory with TD-CDFT and can be formulated as coupled Maxwell-Kohn-Sham (Maxwell-KS) equations (also see [3, 19, 8] ). In the regime of linear responses, a system of linear equations for concurrently determining the EM field, the current density and the electron density can be derived. Moreover, the zero eigenvalue problem of the linear system corresponds to the resonant eigenmodes [6] of the nano-optical response. To deal with the disparate space scales of the system, we proposed a multiscale scheme which can solve the system self-consistently by allowing communications between the macrosolver for Maxwell equations and the micro-solver for Kohn-Sham equations. Numerical experiments with simple molecular structures such as Methane have shown validity of the model as well as efficiency and accuracy of the scheme.
In this work, we study the light driven nano devices by further introducing the molecular motion into the system through the Ehrenfest molecular dynamics [21] , where the excitation of the electrons and the motion of the nuclei are separated under the single-determinant approximation and molecular dynamics is obtained by the mean-field approximation [24] . The coupled system of classical electromagnetism and Ehrenfest molecular dynamics along with TD-CDFT, which we refer as the Maxwell-Ehrenfest-Kohn-Sham equations, provides a computationally practical model to investigate the optically manipulated nanostructures. Within the linear response regime, we formulate a linear system that determines the induced EM field, nuclear positions, and current and charge densities simultaneously. Similar to [2] , we can determine the resonant conditions initiating the molecular motion by solving an eigenvalue problem. The multiscale scheme introduced in [2] will also be generalized to deal with the three level system with well-separated electromagnetic, molecular and electronic scales.
The rest of the paper is organized as follows. In Section 2, we first incorporate Ehrenfest molecular dynamics into the Density Functional semi-classical Theory. Then in Section 3, we present the linear response formulation for the coupled Maxwell-Ehrenfest-Kohn-Sham system. The multiscale solver for the linear system is described in detail in Section 4. Finally in Section 5, Azobenzene isomerization [13] will be presented as numerical examples. Throughout the paper, we will represent vector variables in boldface notations and scalar variables in the normal font.
The Maxwell-Ehrenfest-Kohn-Sham Model
We first briefly review the semi-classical theory for nano scale light-matter interactions, the Ehrenfest dynamics and TD-CDFT separately, then formulate the Maxwell-Ehrenfest-Kohn-Sham equation by coupling these theories.
Semi-classical theory
In the semi-classical theory [6] , the evolution of the EM field is determined by Maxwell equations in terms of the vector and scalar potentials {A, φ} under the Coulomb gauge ∇ · A = 0 with the following form:
where c is the speed of light in vacuum, and j and ρ are the current and charge densities related by the continuity equation
The electric and magnetic fields E and B can be evaluated by
Quantum mechanically, the motion of a system of N charged particles is governed by the time-dependent Schrödinger equation [7] ι ∂Ψ(r 1 , ..., r N , t) ∂t
where ι = √ −1, is the reduced Planck constant, and the general nonrelativistic Hamiltonian takes the form
with e l , m l , r l and p l being the charge, mass, coordinate and conjugate momentum of the l th particle, respectively. The initial state before the incident light is applied, denoted as Ψ 0 , is assumed to satisfy
with ground state energy E 0 and
The current and charge densities, {j(r, t), ρ(r, t)}, can be computed as expectations with respect to the solution of the Schrödinger equation, i.e., j(r, t) = Ψ|ĵ|Ψ and ρ(r, t) = Ψ|ρ|Ψ ,
with the current and charge density operators {ĵ,ρ} given bŷ
where I(·) is the Dirac delta function.
In the semi-classical model, the light-matter interaction is completely described by (A, φ) and Ψ as a coupled system of Maxwell equations (1) and Schrödinger equation (4), through the current and charge densities by (7) . Therefore the system must be solved self-consistently to accurately describe the interactions.
Ehrenfest molecular dynamics
Letr = (r 1 , . . . , r Ne ) andR = (R 1 , . . . , R Nn ) denote the positions of the electrons and nuclei with N e and N n being the total number of electrons and nuclei respectively. The electronic and nuclear wavefunctions are given by ψ and Φ respectively, and e, m, r l , p r l (resp. Z k , M k , R k , p R k ) represent the charge, mass, coordinate, and conjugate momentum of coordinate of l th electron (resp. k th nucleus). The Coulomb interactions can be partitioned into
In [21, 24] , it is shown that one can separate the nuclear and electronic degrees of freedom with the following single-determinant ansatz for the solution of (4):
where · z denotes expectation values with respect to z variable and
Then the motion of electrons is determined by the electronic Schrödinger equation
and the motion of nuclei is determined by the nuclear Schrödinger equation
Equations (12) and (13) are also known as the Time-Dependent Self-Consistent Field (TD-SCF) equations. The motion of nuclei is further approximated with the mean-field approximation. Assume that the nuclear wavefunction has the WKB ansatz [21] Φ
where A is the amplitude and S is the phase. It is easy to derive that S satisfies Hamilton-Jacobi equation such that
+ H e r = 0.
Let P k = ∇ R k S(R, t), the Hamiltonian dynamics for solving (15) has the following form:
from which we can derive
for k = 1, . . . , N n , and
The coupled equation (12) and (17) is referred as Ehrenfest dynamics of electrons and nuclei.
Time-dependent current density functional theory
For computing the charge and current densities due to electronic motion, denoted as {ρ e , j e }, instead of solving the many-body Schrödinger equation (12) , TD-CDFT is adopted for approximations. The advantage of TD-CDFT is that by restricting to the charge and current densities that are functions of only three-dimensional (3-D) spatial variables, the computational cost can be greatly reduced.
DFT was originally designed to calculate the ground state electron density for a system satisfying time-independent Schrödinger equation (6) . Following the seminal work of Hohenberg and Kohn [14] and Kohn and Sham [18] , the Kohn-Sham (KS) system is given as
with
The effective KS potential v KS (r) is given by
where v(r) is the external potential due to nuclear attraction, and v H (r) is the Hartree potential given as
v xc (r) represents the exchange-correlation (xc) potential containing the manybody effects and is a functional of ρ e . Once the KS system (19) is solved, which gives the ground state orbitals {ψ l (r)} with energy { l }, the charge density ρ e can be computed by
with f l being the occupation number of orbital ψ l . DFT has been extended as TD-DFT by Runge and Gross [22] for timedependent systems and as TD-CDFT by Ghosh and Dhara [11] for timedependent systems under the influence of both electric and magnetic fields. For a system satisfying the Schrödinger equation (12), a system of timedependent KS equations can also be constructed in TD-CDFT [11] in the following form:
with the Hamiltonian
The time-dependent KS potentials are given by
where v(r, t), v xc (r, t) and v H (r, t) represent respectively the time-dependent external potential, scalar xc-potential and Hartree potential analogous to those in DFT,
with A being the vector potential, and A xc (r, t) is the vector xc-potential that is a functional of the current density. Once the KS system (24) is solved, we can compute the charge density ρ e (r, t) by (23) with {ψ l (r, t)}, and the current density by
In practice, both the scalar xc-potential v xc and the vector xc-potential A xc need to be approximated. For applications here, the local density approximation (LDA) and the adiabatic local density approximation (ALDA) are used for v xc in the ground state case and the time-dependent case, respectively [10, 20] , with parametrization of Vosko, Wilk, and Nusair (VWN) [28] . For the vector xc-potential A xc , the Vignale-Kohn (VK) functional [25, 26] is used.
The coupled Maxwell-Ehrenfest-Kohn-Sham system
The coupled system that is capable of describing the interactions between the induced EM field, the molecular motion and the electronic excitation consists of Maxwell equations (1) for the EM field, the Ehrenfest dynamics for the nuclei (17) , and time-dependent KS system for the electrons (24) . We refer to this system as Maxwell-Ehrenfest-Kohn-Sham equations which must be solved self-consistently. In (1), the current and charge densities are partitioned into the electronic and nuclear contributions such as j(r, t) = j e (r, t) + j n (r, t), ρ(r, t) = ρ e (r, t) + ρ n (r, t).
While the electronic current and charge densities can be obtained by the KS equation (24) , the current and charge densities due to nuclear motion, denoted as (j n , ρ n ), are given as
The so-obtained Maxwell-Ehrenfest-Kohn-Sham system is multi-physical in nature, as a result of the coupling of physical processes at different time and space scales. It also poses a numerical challenge due to well separated time and space scales of these processes.
Linear Response Theory of the Maxwell-Ehrenfest-Kohn-Sham System
To investigate the resonance effects of light on the molecular structure, we consider the linear response regime by treating the incident light as resonant perturbations driving the system away from the local minimum of the molecular energy landscape. To this end, we assume the nuclei are at equilibrium positionR 0 = (R 01 , . . . , R 0Nn ) before the incident light is switched on. In particular, tackling the system within the linear response regime allows us to solve the coupled system in the frequency domain (ω) after the Fourier transform given for any function f by
For consistency, incident and ground state quantities are indicated by adding subscript (·) 0 , e.g., A 0 represents the incident light, (ρ e ) 0 is the ground state electron density and (W nn ) 0 = W nn (R 0 ). Induced responses will be denoted with prefix δ, i.e., δA for induced light. For simplicity, atomic units (a.u., −e = = m = 1) are adopted in this and following sections. Assuming the nuclei to be in the equilibrium state before the applied EM field, with the first order approximation that R k = R 0k + δR k and A = A 0 + δA, the linearized Hamilton's equation (17) takes the following form:
for k = 1, ..., N n . For Maxwell equations, we can write
with δj = δj n − δj e , δρ = δρ n − δρ e .
The nuclear current and charge densities δj n and δρ n are given respectively as
And the electronic current density δj e and density δρ e are obtained within the linear response theory of TD-CDFT [26, 9] such that δj e (r, ω) = dr (χ jj (r, r , ω) − χ jj (r, r , 0))δA KS (r, ω)
+ dr χ jρ (r, r , ω)δv KS (r, ω), δρ e (r, ω) = dr χ jρ (r, r , ω)δA KS (r, ω)
where χ's are the linear response functions (refer to [26, 9] and the Appendix for formulation). δA KS and δv KS are functionals of the incident and induced fields with the following form:
and δv KS (r, ω) = δW en (r,R) + δv H (r, ω) + δv xc (r, ω)
= δW en (r,R) + dr δρ e (r , ω) |r − r | + dr f xc (r, r , ω)δρ e (r , ω),
with f xc and f xc being the vector and scalar exchange-correlation kernels, respectively. Therefore, the coupled Maxwell-Ehrenfest-Kohn-Sham system within linear response theory consists of equations (31), (32), (33) and (34) for determining the induced EM fields (δA, δφ), nuclear positions {δR k }, current and charge densities (δj n , δρ n ) due to nuclei, and current and electron densities (δj e , δρ e ) due to electrons. The linear response formulation helps us to avoid dealing with the time scale separation of the original nonlinear system.
P -matrix Formulation and the resonance condition
To identify the resonant condition for the nano optical-mechanical system, following [4, 2] , we can formulate the coupled system in a compact form with the P -matrix notation and define the resonant frequencies as solutions of an eigenvalue problem. We present formulations of P -matrix in this section. More details can be found in the Appendix. As in [4, 2] , we define the P -matrix such that
with ground state KS orbitals {ψ l , l } and {ψ m , m } and the paramagnetic current density operator j p is defined as
with ∇ † acting on the term to the left. Let P lm (ω) ≡ P lm (ω) − P ml (ω). As shown in the Appendix, we have
δA(r, ω) = G(r, r )δj n (r , ω)dr
where G and G are scalar and tensor Green's functions, respectively, and i and a indicate occupied and unoccupied ground state KS orbitals respectively (hereafter, we use i, j for occupied orbitals and a, b for unoccupied orbitals). With (39) and (33), from (31) we can write δR k as linear expansions in terms of P ia such as
with C R k and D R k being appropriate coefficients. Then with (40) and (33), we have
which can be used to obtain δA and δφ from (39) as
and δW en as
The above quantities {δA, δφ, δj e , δρ e , δj n , δρ n } have similar expressions with {P ia }. For notation's simplicity, we rewrite the above quantities in the following compact forms,
where the coefficients C's and D's can be derived easily from equations (39), (41), (42), and (43). Then by denoting
and
with f Hxc (r, r , ω) = 1/|r − r | + f xc (r, r , ω), and letting
we have a linear system on the P -matrix [P] ia (see the Appendix for more details on the derivation),
Technically, given any incident light with frequency ω, the system can be solved such that {δA, δφ}, {δR k } Nn k=1 , {δj n , δρ n }, and {δj e , δρ e } are determined. Furthermore, the linear system (48) also enables us to determine the resonant eigenmodes of the light-matter interactions. Resonant eigenmodes exist for particular frequencies such that the matrix in (48) is degenerate, which are called self-sustaining (SS) modes [6] . The resonant structure of optical spectra in general can be determined by the SS modes. Therefore, we can solve det S − ω 2 I = 0,
to determine the eigenfrequencies ω. In particular, we can treat it as an eigenvalue problem to compute the eigenvalues of the matrix S.
A Self-consistent Multiscale Method
In this section, we present a numerical scheme to solve the linear system simplified as (48) for optical-mechanical responses of nanostructures, and the corresponding eigenvalue problem (51) for resonant frequencies. The lightmatter interaction is multiscale in nature with physical processes from well separated time and space scales coupled together. The linearized MaxwellEhrenfest-Kohn-Sham system inherits the multiscale property such that the EM fields extend on the macroscopic domain, while the molecular and electronic structures vary in a microscopic region. As shown in [2] , a direct discretization of the system with a uniform mesh will lead to a stiff matrix that is numerically unstable. To determine (δA, δφ), δR, and (δj, δρ) self-consistently, following the multiscale solver presented in [2] , a multiscale scheme that seamlessly bridges different scales has the following procedure at each step m: The micro solver is performed on a refined mesh covering a smaller domain enclosing the matter, while the macro solver is performed in a larger domain partitioned with coarse meshes. Linear interpolation is used for the communication between numerical solutions of the micro and macro solvers.
For the micro solver, notice that the linear response of TD-CDFT is performed by solving the linear system of P -matrix with all other quantities given as fixed. The matrix S can not be implemented explicitly but the matrix-vector product S ·P can be obtained for any vector P as the following:
Therefore, Krylov subspace methods such as the BiCGSTAB algorithm [27] can be used to solve the linear system. The update of δR is simply obtained by inverting (31). For the macro solver, Maxwell equations (32) are solved by a hybrid nodal-vector finite element method with the impedance boundary condition imposed [15] , i.e.,
where n is the outward normal to the boundary, and the EM fields E and B, are given in the frequency domain by E(r) = −∇φ(r) + ιωA c , and B(r) = ∇ × A(r).
For determining the resonant conditions, we adopt the same self-consistent strategy for the nonlinear eigenvalue problem (51) as in [2] . Starting with an initial guess of the frequency (eigenvalue) ω 0 , fixing S(ω 0 ), a linear eigenvalue problem is solved with a Jacobi-Davidson algorithm [1] to update S. The scheme is iterated until convergence. In this work, we assume the system is in vacuum. At the microscopic level, the infinite space domain is truncated with a sphere containing the molecular structures under consideration. We use the package OCTOPUS [5] , which adopts real-space finite-difference methods on structured meshes, to obtain the ground state KS orbitals by solving the ground state KS equations (19) . Periodic boundary conditions are imposed in OCTOPUS for our applications. For the macroscopic variables, Maxwell equations are solved with a hybrid nodal-vector finite element method on a triangulated mesh (e.g., see [15] ). Figure 1 demonstrates the domains and meshes for macro and micro solvers. It can be seen that a larger domain with coarse meshes is used for macro solver, while a smaller domain with refined meshes is used for micro solver. 
Numerical Examples
We illustrate the Maxwell-Ehrenfest-Kohn-Sham model with the nanostructure chosen as trans-Azobenzene as shown in Figure 2 with x-y-z coordinates. The multiscale scheme is used to solve the linear response formulation (48). For solving the linear system, BiCGSTAB algorithm is incorporated into the multiscale scheme; for solving the eigenvalue problem, the JacobiDavidson algorithm is incorporated into the multiscale scheme. The spherical domain for Maxwell equations is centered at (0, 0, 0) with radius 40nm, and discretized by a triangulated mesh with 21971 nodes and 127412 tetrahedrons. The cubic domain for TD-CDFT is [−15, 15] 3 atomic units (a.u.), discretized by a uniform mesh of mesh size 0.5 a.u. for ground state in OCTOPUS, and 1 a.u. for linear responses. Figure 1 illustrates numerical domains and meshes.
The lowest eigenfrequency is computed by the Jacobi-Davidson algorithm and is approximately 0.1425 a.u. (≈ 3.8776ev, 318nm), which is in the wavelength of UV light and is consistent with experiments [30] . Figure 3 shows the linear response spectra computed by solving the linear system with given incident light with different frequencies ω, incident directions d and polarizations p such that
From Figure 3 , we observe peaks at the frequency that is approximately the eigenfrequency computed with the Jacobi-Davidson algorithm. When the frequency approaches the eigenfrequency, the nuclei intend to move. This is consistent with the azobenzene photoisomerization, i.e., the trans form can be converted to the cis form using an appropriate wavelength (UV at 300-400nm) of light [13] . The magnitude depends on the incident light. Also, the magnitude of the dipole moment depends on the incident light. Different configurations for the incident light are tested and the result seems to be robust. 
Conclusion
A numerically tractable semi-classical model is introduced for studying optical responses of nanostructures such that the EM field is described classically and the matter is treated quantum mechanically. The Ehrenfest molecular dynamics and Time-Dependent Current Density Functional Theory are adopted to avoid the difficulty of solving high dimensional Schrödinger equation. The so obtained Maxwell-Ehrenfest-Kohn-Sham system is further linearized, which facilitates the computation of resonant frequencies. To deal with the multiscale nature of the system, a multiscale scheme is introduced and numerical examples are presented. Future work will involve plasmonic metal enhancement and extended systems. ρ = 1 or the paramagnetic current density operator j p . So we have and using the first two equations of (39) for δρ e and δj e , we have the last two equations in (39). From the Hamilton's equation (31), with (33) and (39), we can have a linear system for δR k , whose solution can be represented as (40) with C R k and D R k being appropriate coefficients. With equation (40), we have equation (41), and then equations (42) and (43). By presenting perturbations in compact forms in (44) with appropriate coefficients C's and D's, we can derive a linear system for the P -matrix as in [4, 9, 2] . By substituting equation (35) 
