(3) have been applied extensively to model managers' decisions (see extensive reviews in Farquhar 1977 and Keeney and Raiffa 1976).
However, until recently vN-M utility functions have not achieved widespread use in marketing. This reluctance by marketing academics and practitioners stems in part because the question formats can be difficult and because the consumer modeling has not acknowledged measurement error as have more widely accepted techniques such as conjoint analysis (Green and Srinivasan 1978) and logit analysis (McFadden 1980). For example, both Hauser and Urban (1979) and Eliashberg (1980) have successfully modeled consumer preferences and have forecast reasonably well with vN-M theory, but both studies use the decision analysis procedure which requires complex questions to first test behavioral assumptions knd then obtain exactly n observations to fit n parameters.
The consumer preference modeling task is different from the decision analysis task. Market research interviews are usually severely limited in time, hence, tradeoffs must be made among interviewee training, assumptions testing, complexity of questions, and the number of questions. Marketing researchers/scientists often prefer to ask more but simpler questions to statistically infer properties and estimate parameters. Such procedures must acknowledge potential measurement error.
More recently, marketing scientists have recognized these.issues and have begun to adapt vN-M theory to marketing problems. For example, Ingene (1981) uses a Taylor series expansion to obtain simpler functional forms which are estimable with linear regression. Currim and Sarin (1984) provide two approaches. In the first, they adapt conjoint analysis to vN-M functions and in the second they retain the standard vN-M preference indifference format but use linear programming to minimize the stress of fit. All three approaches have practical merit and indicate the renewed interest in vN-M utility modeling.
In this paper, we take a different approach to the marketing problem. We explicitly acknowledge measurement error, but retain the axiomatic base and powerful, practical functional forms of vN-M theory. In the face of measurement error, we develop procedures to estimate unknown parameters for vN-M utility functions and we examine the implications of such measurement error on the utility functions and the choice outcomes.
Conceptualization of Measurement
The primary advantage of vN-M utility theory is its ability to model risk preferences. Basically, products are represented by their attributes and uncertainty (risk) is modeled as a probability distribution over the attributes. The vN-M function assigns a scalar value to every possible outcome of the uncertain attributes such that the consumer will prefer the product which has the maximum expected utility. The axioms imply that such a utility function exists and is unique (subject to a scaling change). The market research task is to obtain an estimate of this function such that expected utility is a reasonable predictor of the consumer's behavior. ' In general, a vN-M utility function can be an arbitrary function, but research in the last 20 years has identified a set of parametered functions based on reasonable behavioral assumptions. These functions are valuable for market research because they allow us to parameterize, and hence simplify, the estimation problem and because they focus our attention on functional forms that can be justified a priori with a qualitative analysis of the consumer's risk preference.
l'In marketing research, measurement error exists. Thus, we rarely can predict with certainty and instead forecast choice probabilities. Predictions of choice probabilities require modification of the vN-M axiom system. For one set of revised axioms, see Hauser (1978) .
Parameterized utility function
Experimenter chooses question u(x,r') describes consumer. We format which induces error. Error know form but not the parameter, r' can also be induced by other sources.
'truth" error"
Consumer is now modeled by utility form, u(x,r), and distribution, f(rjA) of risk parameter.
For each question*, consumer chooses r,, from f(rjA). We assume that this qualitative analysis has been carried out and that we know the functional form of the consumer's utility function. We do not know and would like to determine the unknown parameter(s) that characterize the degree of the consumer's attitude toward risk. Common functional forms and the interpretations of risk parameters are reviewed in ?3. Keeney and Raiffa (1976, pp. 191-193) provide details on the qualitative analysis and Hauser and Urban (1979, Figure C ) provide a market research example.
We can conceptualize the market research measurement as shown in Figure 1 . We, the experimenter, choose a set of questions. The type of question chosen as well as other factors could well induce biases and errors in the measurement process. For example, Hershey, Kunreuther and Schoemaker (1982) found that the domain of outcomes (e.g., pure loss versus mixed lottery) and the decision context (e.g., abstract versus concrete formulation) may be influential in the observation of the consumer's risk attitude. In our framework, this may influence the parameterized utility function describing the consumer, but for a given utility function, there is some true risk parameter, r T, and our questioning process induces error when we try to assess r T. We describe this error by a probability distribution, f(r I X), of the risk parameter, r, where X is a parameter of the distribution.
We then model the consumer's response as if he chooses a utility function, u(x, r), draws a risk parameter, ri, from f(r I X) independently for each question,2 and provides an answer to the question that is consistent with u(x.ri). When we obtain I observations, it is our task to estimate f(r X), or more specifically, X. If errors are unbiased (zero mean) or if the bias is known, we can then obtain an estimator of r T. The assumption of error induced by question format or by other sources such as temporal variation, approximation, etc., and its modeling through random draws of the risk parameter is similar to "random utility" error theories such as Thurstone (1927) or Luce and Suppes (1965) , but modified to emphasize the strength of vN-M theory-risk preference.
We note that our model of the consumer's response (dotted box in Figure 1 ) is a paramorphic model, that is, we assume that the consumer responds as if he follows the postulated procedure. Such details of cognitive response are inherently unobser-vable (without introducing new observation errors), but serve to provide a modeling frame20r for each product which he evaluates in answering the question. work with which to represent measurement error. In one interpretation, our assumption acts as a surrogate for explicit modeling of errors due to misspecification of the attributes, exogenous influences, task factors (e.g., problem framing), purchase situation variation, and other unobserved error sources.
To analyze the implications of Figure 1 , we investigate a number of issues. (1) We obtain methods to estimate X, and hence f(r I X), from data obtained from standard decision analysis indifference questions. (We allow X to be vector valued.) (2) We obtain methods to estimate X from revealed preference questions where the consumer is given two alternatives and asked to choose his most preferred. (3) Since uncertainty in r induces uncertainty in u(x, r), we derive the distribution of utility from the estimated distribution of r. (4) Since uncertainty in utility induces uncertainty in expected utility and hence uncertainty in choice outcomes, we derive expressions for the probability that a given alternative is chosen by the consumer. We investigate these issues for alternatives represented by discrete (Bernoulli) distributions of the attribute, x, and for alternatives represented by continuous distributions (e.g., Normal) of the attribute x. Before we begin the formal development we provide a brief review of vN-M concepts.
Review of vN-M Concepts
This section briefly reviews some aspects of vN-M utility theory that are necessary for our analyses. It may be skipped by readers familiar with vN-M theory. For greater detail see Keeney and Raiffa (1976) .
Uniattributed Functions
Uniattributed functions are derived from assumptions about how a consumer's risk preference changes as his "assets" increase. For example, we might expect a consumer to be less concerned about uncertainty of ?$100 in heating bills if his current base heating bill were $3,000 than he would be if his base heating bill were $300. Pratt (1964) A related concept is proportional risk aversion, S(x), which measures a consumer's risk preference when consequences are measured in proportion to current assets. For example, if the uncertainty in heating bills were ? 10% of the base bill then the proportional risk aversion measure would be appropriate to describe the consumer's risk attitude. If x0 is the minimum (reference) value of x, then S(x) is given by:
The most common uniattributed functional forms are based on constant R(x) or S(x). As Table I indicates, constant R(x) implies an exponential function and constant S(x) implies a power function. A third functional form, linear utility, is a special case when R(x) = S(x) = 0. This is the risk neutral form which applies when risk does not affect the consumer's decisions.
Other uniattributed functional forms are possible, for example, a logarithmic form or a sum of exponential forms, but the three functions in Table I are the functional forms that have dominated applications in decision analysis and marketing science. Furthermore, in reviewing 30 applications, Fishburn and Kochenberger (1979) found that the constant R(x) and constant S(x) functional forms fit the data quite well and substantially better than the linear form.
Multiattributed Functions
Multiattributed functions are derived from assumptions about utility and preference independence (or dependence) among attributes. Empirical experience in decision analysis and marketing science has found them to be feasible and useful. We return to the multiattributed issue in ?5 where we provide an example based on the commonly used multilinear form. Note. Functional forms also exist for r < 0. For ease of exposition we restrict our analyses to r > 0. For constant proportional risk attitude, the utility function is risk averse for 0 < r < I and risk prone for r > 1.
Empirical Experience
Neither decision analysts nor marketing scientists have explicitly approached vN-M utility measures as error-laden measures. Meyer and Pratt (1968) provide a procedure for "fairing" deterministically a smooth function through a set of points, Fishburn and Kochenberger (1979) use a minimum mean squared error procedure, and Currim and Sarin (1983) use a conjoint-like procedure and a minimum stress procedure, but none of these authors explicitly models measurement error statistically or examines its implications. We know of no systematic empirical study quantifying measurement error at the individual level.
The only systematic empirical studies of which we are aware relate to variation across individuals. Such studies do not necessarily relate to variation within individuals, but they are appropriate if our theory is to be applied across individuals and they are suggestive of the type of empirical research necessary to examine assumptions within individuals. For example, in one study by Fishburn and Kochenberger (1979) , although the intervals are coarse and unequal, 7 of 8 cases frequency distributions "look" either normal or exponential.
Single Parameter Uniattributed Utility Functions
Following Fishburn and Kochenberger (1979), we assume that separate parameters are estimated "above target" and "below target," thus we can assume that the utility function is either concave throughout the region, x0 < x < x*, or convex throughout the region. Without loss of generality we assume that the attribute of interest, x, has been scaled such that preference is monotonically increasing in x over the region of estimation. For example, if there were a finite ideal point, say length of an automobile, we either (1) assess separately for the range above and the range below the ideal point or (2) assess with respect to a rescaled attribute such as distance from the ideal point.
Our results are derived at the level of the individual consumer, that is, we assume that any variation in the unknown parameter, r, represents uncertainty in measuring the parameter and/or uncertainty across time and situations. We note, however, that our results can be interpreted for variation across consumers with proper modification in definitions. We begin with an example that illustrates the nature of the problem of interest and its essential characteristics.
An Illustrative Example
Suppose that a consumer is considering replacing his antiquated home heating system with a new oil, gas, electric, or solar system. He is uncertain about unit fuel cost, about heating efficiency, and about weather, thus, the annual savings, x, of the new system over the present system is an -uncertain outcome. Suppose that he has some prior beliefs about the savings due to each system and that these prior beliefs can be characterized by a probability distribution over the range of $200 < x < $1200. We want to estimate his utility for values of x and to predict his future choices. (Assume for simplicity of exposition that attributes other than x do not affect his choices. ?5 relaxes this assumption.) Using a standard decision analysis lottery questioning format, we ask the lottery question described schematically in Figure 2 
The practice in marketing research is to ask multiple questions as illustrated in Table  2 and to utilize all the information obtained. That is, we could vary xi and have the consumer specify a Pi for each xi. We would then use equation (6) to obtain an ri for each xi. However, as Table 2 indicates, we are likely to get a different value of r for each question since it is quite unlikely that the consumer will be perfectly consistent in responding to the various questions. The conceptual model in Figure 1 gives us a framework to analyze and interpret the implications of such variation in ri. 3We note, however, that Morrison (1979) uses an alternative error theory to analyze such probability scales. See also Kalwani and Silk (1982) . We begin with maximum likelihood estimators, A, for X, when questions are asked in the format of an indifference question. We address revealed preference questions after we derive the necessary analytic tools, i.e., expressions for the distribution of utility and for choice probabilities.
Estimation for Preference Indifference Question Formats
A preference indifference question is a question such as the one described schematically in Figure 2 . The experimenter provides x*, xo, and either xi or pi; the consumer answers with a value of Pi (or xi) such that he is indifferent between the two alternatives. The experimenter's task is to estimate X from I indifference questions. Before we can proceed further, we must make an assumption about the family of distributions, f(r I X). In this paper, we investigate two error distributions: (1) Normal distributions and (2) Exponential distributions.
Normal error theory has the advantage that it is the natural assumption usually made in statistical theory. Its drawback is that ri can take on any value in the range (-oo, oo). However, if the mean is significantly larger than the standard deviation, then negative values of ri will be extremely rare.
Exponential error is not subject to this problem since we can restrict r > ro, i.e.,
f(rX)=(X-ro)-'exp[-(r-ro)/(X-ro)]
for r rO.
However, exponential error theory does imply an asymmetric distribution with its peak at r = rO and zero probability for r < rO. Normal error and Exponential error are clearly quite different theories. Each has its advantages and its disadvantages and, a priori, each reader will have his own favorite theory. We investigate both assumptions in this paper in the belief that these two assumptions are each flexible and together span a broad range of potential shapes for f(rI X).
As it turns out, it is quite simple to obtain the maximum likelihood estimator ( 
where ri = r(xi, pi). The MLE for X, X, is the value of X that maximizes (7). In other words, we simply treat the ri as data points. This has a number of very practical advantages.
Estimators
If we treat the ri as data, the MLE's are well known for both Normal error and Exponential error. If y and a2 are the mean and variance of the Normal distribution, then the MLE's5 are given by: 
Question Format
We derived equation (7) for the case when the xi's were specified by the experimenter such that the consumer's answers were the pi's. But, by symmetry, it is clear 4F(p I x, A) is the product of the f(r(xi, pi) I X)'s times the Jacobian which is independent of A. 5Equation (9) is the MLE for o, but it is biased for finite I. The more commonly used estimator is (I/(l-1I))o2.
Also, if we want to estimate r0, its MLE is ?r = mini(ri}. that equation (7) applies if the probabilities, pi's, are specified and the consumer supplies the certain outcomes, xi's. In fact, a modified equation (7) will apply for any question format for which one can obtain an observation of ri. See Farquhar (1984) for a review of alternative question formats. However, equation (7) does not imply that the experimenter's choice of question format is free from systematic bias. Different formats may induce different biases, e.g., different ,u or X, different magnitudes of error, e.g., different a2 for Normal errors, or, for that matter, different types of error, e.g., different f(r I X). But equation (7) does state that once the error assumption is made, equations (8) and (9) or (10) apply independently of the question format.
Statistical Inference
One can test a hypothesis about the "true" value of r. For example, if normal error theory applies and the researcher wishes to test whether the "true" value of r is significantly different from some hypothesized value, rH, he can use a t-test with (I -1) degrees of freedom based on the statistic, (rH -')(I-l)1/2/a. Similar results apply for exponential error theory, except that the sampling distribution for X has a gamma density with mean XH and variance XH/n.
An Illustration
Consider the problem in Table 2 . Using equations (8) 
Distribution of Utility
If the risk parameter, r, were known with certainty, we could compute u(x,r) for any x and then compute directly the expected utility of a product. However, even with an MLE for the "true" parameter, X, our knowledge about r is still represented by a random variable with distribution, f(r I X). This uncertainty in r induces uncertainty in u(x, r) for any x. Hence, the expected utility and, ultimately, the choice outcome are random variables. We begin by computing the probability density function of u(x, r). We then examine its implications. For simplicity of analytic exposition we restrict our results to the infinite range (0 < x < oo) constant absolute risk averse utility function and (for exponential errors) to r > 0. For constant proportional risk averse utility functions the range can be either finite or infinite and for normal errors r is 
Probability of Choice
If r were known with certainty, the expected utility of each product could be computed and we would simply forecast that the consumer would choose the product with the maximum expected utility. In this case, our forecasting statement would be made categorically, that is, with probability zero or one. Instead, u(x,r) is a random variable with distribution given by Propositions I and 2. Hence, the best we can forecast is the probability, Pj (0 S Pj S 1) that the consumer will choose product j. 
where hj(x) is the probability distribution of outcomes for Alternativej. If we were evaluating riskless alternatives, then (13) becomes a quantal choice problem similar to logit or probit analysis (McFadden 1980) except that we use Lognormal or Beta distributions rather than the double exponential and normal distributions used in logit and probit analyses, respectively.6 (See reviews of quantal choice models in Manski and McFadden 1981 and Daganzo 1979.) Since our focus is on risky alternatives, we examine in detail two important cases of equation (13). We examine binary choices among:
(1) Products whose outcomes are specified by lotteries possessing discrete (Bernoulli) probabilities, and (2) Products whose outcomes are specified by continuous probability density functions, especially normal distributions.
These cases illustrate the essential ideas behind equation (13). We obtain analytic results for both problems. We leave the problems of other uncertain outcomes and multiple choices for future research, although we point out that, in principle, one could use Propositions I and 2 with numerical techniques to compute Pj via equation ( Our objective is to estimate the probability, PI, that the consumer will choose Alternative 1, given that we have estimated the parameters, X, of the probability density function from which the risk parameter, r, is drawn. Before we proceed, we note that, for the binary choice problem presented in Figure 4 , measurement errors may be induced once, for the question as a whole, or twice, once for each alternative. This gives rise to two viewpoints (assumptions) regarding the nature of our conceptualizations of how consumers draw r, from f(r I X).
We label these assumptions as single and multiple random draws. Under the single random draw assumption, the consumer draws the corresponding risk parameter only once, and he is consistent in the sense of using the same parameter (and hence, the same utility function) to evaluate all alternatives in his choice set. Under the multiple random draw assumption, the consumer draws the risk parameter every time he evaluates an alternative. The two assumptions imply similar, but slightly different, choice probabilities. We begin with single random draw. for normal error theory. In a marketing forecasting application, we would assign a 0.075 value to the probability that the consumer would choose oil heat.
We now consider multiple random draws. We have been able to obtain analytic results for constant proportional risk averse utility functions. It is interesting to compare Proposition 3 (Normal errors, constant proportional risk aversion) to Proposition 5 (Normal errors, constant proportional risk aversion). This comparison illustrates the impact of measurement error on our ability to estimate choice probabilities. Without error, rT is known and Alternative I will be chosen, P1 = 1, whenever rT > Klog(,//a). This corresponds to Propositions 3 and 5 with 0-0. As our uncertainty, a, about r increases, our ability to predict the consumer's behavior decreases, i.e., P1 decreases for e> KIlog( /a). If we compound that error by allowing the consumer multiple random draws from f(r I X), then our ability to predict is modified still further because we replace a by K7'a. The differences between Propositions 3 and 5 make clear the implications of our assumption about our knowledge of the consumer's choice process.
One can obtain similar interpretations by comparing Propositions 4 and 5 for exponential errors. The forms are the same, but the constants vary, e.g., K vs. k7-I Thus, clearly, an "open loop" estimation of probabilities, i.e., use indifference questions to estimate f(r X) and Propositions 3 to 5 to estimate Pi, will depend on the assumptions we make about how uncertainty in u(x, r) affects uncertainty in choice outcomes. On the other hand, a "closed-loop" revealed preference estimation of probabilities will be much less dependent on this assumption. We discuss these issues in detail after we derive the revealed preference estimators. However, we first complete this subsection with estimates for P, for constant absolute risk averse utility functions.
Despite Since we are addressing a market research issue, we allow the experimenter to choose the question format much as he would choose the fractional factorial design in conjoint analysis. For revealed preference estimation the consumer's task is simple. He is given I pairs of alternatives. Each alternative is described by a probability distribution of outcomes (usually lotteries, but continuous distributions are allowable if they can be described adequately to the consumer). 
In principle, we could form a log-likelihood function based on equations (14) and (15) and then maximize it by numerical techniques to obtain MLE's of X,X. However, if the experimenter chooses his measurement design carefully, he can obtain practical analytic expressions for X. In particular, for equation ( 
where a, fi, k1 and k2 are obtained from the reference question.
To illustrate this technique, consider a set of questions in which each alternative is a potential heating system. The attribute of interest is reliability, that is, a 0 to 10 scale indicating how likely it is that the system will not require major repairs during the next five years. (For example, this reliability index might be 10 times the probability that no repair will be required.) One such question is illustrated schematically in Figure 6 .
We can then ask 10 questions of this form as indicated in Table 3 . (We have rounded /3 to the nearest 0.05.) We record II, the number of times the consumer prefers Heating System 1. Table 3 for Proposition 5, Exponential error. It is also possible to construct experimental designs for Normal errors, for continuous distributions of outcomes, and for constant absolute risk averse utility functions. The experimenter simply chooses the appropriate proposition (or its extension) and derives the condition on a, fi, x,, and x2 such that P, is constant for all questions. X is the solution to P,(X) = I,/I. For example, for Proposition 7, we can restrict (mi -m2)/(vv_) to be constant to assure P1 is constant. For Normal errors, there are two unknown parameters, hence we must either (I) assume one parameter is known, or (2) ask two sets of clustered questions to obtain two equations in two unknowns. Of course, more parameters will require more questions and the MLE's will depend upon the obtainable sample size.
Revealed Preference vs. Preference Indifference Questions
Each type of question format has its advantages and disadvantages. For example, revealed preference formats are likely to be easier for the respondent to answer, but we require more of them to obtain reasonable estimates of X or PI.
A more subtle issue is that of "open loop" vs. "closed loop". We saw earlier that the estimate of P1, based on the preference indifference format, depends upon our assumption of single or multiple draws. This is because we estimate f(r I X) directly from the preference indifference question and then use f(r I X) to calculate PI. We never collect direct information on choice outcomes.
On the other hand, with the revealed preference format, we do collect direct information on choice outcomes. In this case our estimate of P1 depends less upon our assumptions. For example, if we use Proposition 3 rather than Proposition 5, our estimate of a will be smaller by a factor of (K)-1, but K1 will cancel out when we use the same proposition to forecast PI. We can expect similar robustness, but not exact cancellation, with respect to our assumptions on the error distribution.
Such robustness of "closed-loop" revealed preference technique is discussed in the econometric literature. For example, Domencich and McFadden (1975, p. 57) provide a table and discussion illustrating the similarity in probability predictions of the Logit, Probit, and Arctan probability of choice models. The Logit is based on Doubleexponential errors, the Probit is based on Normal errors, and the Arctan is based on Cauchy errors.
The preference indifference format has complementary advantages. Because X (or A and 6) are calculated directly from the consumer's answers and not from "solving" X = g(P,), estimates of A based on the preference indifference format are less likely to be dependent upon our assumptions.
A
In other words, if our interest is in estimating the purchase probability, PI, then the revealed preference format is likely to be better because it uses choice outcome data directly and is robust with respect to our assumptions on the type of error distribution and on single vs. multiple draws. If our interest is in estimating the "true" value of the risk parameter or the distribution of the risk parameter, then the preference indifference format is likely to be better.
Summary of Single Parameter Uniattributed Utility Functions
This completes our analytic discussion of single parameter, uniattributed utility functions. (We discuss empirical issues and assumption testing in ?6.)
Occasionally, researchers may wish to use multiple parameter uniattributed utility functions, for example, see Keeney and Raiffa (1976, p. 209) . If questions can be clustered then the multiattributed technique (Procedure 2) discussed in ?5 can be applied to multiparameter uniattributed functions. Alternately, one can use a regression approximation8 based on a Taylor's series expansion of the risk premium as defined by Pratt (1964) and discussed also by Keeney and Raiffa (1976).
Multiattributed Utility Functions
There are many applications in marketing where it is necessary to model decisions involving multiple attributes, each of which is risky. For example, the decision to buy a home heating system might involve reliability as well as annual dollar savings. Similar results apply for multivariate exponential error.
Probability of Choice
Choice probabilities can be obtained with equation (13) and numerical techniques. For example, one might use equation (13) by sampling from the multivariate normal distribution, then using the sampled w-to compute the expected utility of each option. Choice probabilities are then the percent of times an alternative is chosen in, say, 1000 draws. This computation method is similar to methods used in probit analysis, e.g., Daganzo (1979) , and has proven feasible in that context.
Estimation Example
We illustrate Estimation Procedure 2 with a home heating system example. Suppose that besides annual savings, xl, the individual is concerned with reliability, x2, as measured by 10 times the probability that no repair will be needed each year. We wish to model the consumer's preference by a constant proportional risk averse, multilinear utility function. (This is a two-attribute version of equation (20 Table 4 . In each question, the consumer is asked to give a probability, Ppi, such that he is indifferent between a certainty equivalent, (x-1, -xp12) and a lottery where the system is described by (xv 1 , Xp2) with probability Ppi, and by (xi I, xpi2) with probability, (1 -Ppi). In other words, the standard lottery shown in Figure 7 . The reader will note that we have designed the questions in Table 4 These are difficult questions to ask. In our own experience we have found it critical to "train" the respondent with warm-up questions and to use multi-colored props and probability wheels to explain the concepts (see Appendix 2). In the initial questions, we iterate in on the indifference point, e.g., indicate a pi value in which alternative 1 is clearly preferred and a pi value in which alternative 2 is clearly preferred, then continually narrow the range until the respondent finally indicates it is "too close to call."
Revealed Preference Questions
In a revealed preference question, the respondent is given two lotteries and asked to choose the one he prefers. Because we know of no empirical studies using such questions to assess vN-M functions, we can only speculate on the type of question wording that is appropriate. Appendix 2 provides one such speculation. We expect that the basic task will prove easier for the respondent, but that the concept of a lottery must still be explained carefully. Warm-up questions, props, and attention to potential misunderstandings are likely to be important as we gain experience with this type of question.
Future Research
This paper provides the analytic framework to study the effect of measurement error on the modeling of consumer risk preference. But research remains.
Besides the tradeoffs discussed above, we can identify at least four important empirical issues:
( (4) Common belief in the decision analysis literature holds that we can identify the appropriate functional form with qualitative assessment. For example, see Farquhar (1984) and Keeney and Raiffa (1976, pp. 188-200) for discussion and examples. An experimenter can partially test this assumption by first using the qualitative techniques and then using our estimators of choice probabilities based on both alternative functional forms. Theory suggests that predictions should be most accurate using the functional form identified qualitatively.
We hope that our analyses encourage researchers to address these and other empirical issues and to identify which assumptions are appropriate under which empirical conditions. This completes our analysis of the implications of measurement error for modeling consumer risk preference with vN-M utility functions. Our emphasis is on uniattri- This set of questions allows you to express how important you feel it is that you are certain about the savings you achieve with your new heating system. Most people find these questions difficult but interesting to answer, but feel it is important to express their feelings on this aspect of their preference.
To better understand this question, imagine that you are not sure about the savings you will achieve with your new heating system. In fact, these savings can be between $200 and $1,200. The exact savings you achieve will be determined by a game of chance.
Imagine that someone is going to spin this wheel. [Interviewer lays out the wheel and cards, as shown in Figure That is, set the yellow area of the wheel for 'Heating System I' such that if it were larger you would take a chance on 'Heating System I' and if it were smaller you would prefer the guarantee of $400 given by 'Heating System 2'.
[After the respondent sets the wheel, the interviewer checks the setting by challenging the respondent to make a choice. If the respondent can make a choice, the interviewer encourages him to modify his probability. Which system do you prefer, 'Heating System A' or 'Heating System B'? [Note. The warm-up section can be modified to introduce the respondent to choices between the lotteries. We suspect that after the first or second revealed preference question, subsequent questions can be streamlined.
These example questions are for a personal interview. A mail questionnaire will require modification in format. Pretesting will improve the questions for each application.]
