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ABSTRACT
Cooperative and relay wireless communication networks use one or more distinct wire-
less nodes as relays to combat performance impairments, which include signal atten-
uation due to power loss over long distances and the signal power fluctuation due to
multi-path fading. The second one is the primary focus of this thesis.
Diversity is an effective weapon to combat the fading effects and using multiple
antennas at both the transmitter and receiver is a way of achieving it. However, using
multiple antennas may not be practical for some mobile terminals due to the limited
physical size, battery power and computational capability of these mobile terminals.
Therefore, cooperative schemes have been proposed in which several wireless nodes
cooperate with each other to achieve diversity even though each node has only one an-
tenna. Many cooperative schemes have been proposed including Amplify-and-Forward
(AF) and Decode-and-Forward (DF) [1] to achieve this diversity. This thesis primarily
proposes and studies a DF scheme.
For the DF schemes, imperfect decoding at the relay is one of the major limitations
to the achievable performance. To address this problem and yet remain simple to
implement, a novel DF based cooperative scheme is proposed in this thesis. This
proposed scheme uses a distributed Turbo coding (DTC) scheme and is resilient to relay
errors. It is analyzed by using the approximate Gaussian density evolution method.
The analysis shows how the iterative Turbo decoding performs with different bit error
rates (BERs) at the relay. Based on the results, a novel scheme, which adaptively
changes the code used at the relay, is then proposed to further improve performance.
The diversity offered by the proposed scheme is achieved at the cost of decreased
spectral efficiency compared to a non-cooperative network. To recover some of the
spectral efficiency loss due to cooperation, the proposed single source node cooperative
scheme is extended to a two source nodes (users) scheme. The relay node forwards a
combined packet which is formed by combining multiple users’ information packets into
a single packet. The results show that combining multiple users’ information packets
using superposition modulation can achieve better performance than that of using
“XOR” operation (network coding) when two users have different channel qualities,
which is very common in a wireless communication environment.
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Chapter 1
INTRODUCTION
1.1 INTRODUCTION
The demand for high speed and reliable wireless access to communication networks has
been growing dramatically over recent years. It extends to many aspects of our daily
life ranging from cellular networks to ad-hoc data networks for home entertainment.
To meet this demand, wireless communication networks are becoming much more ef-
ficient and sophisticated. However, many of these applications, for example, ad-hoc
data networks, require that this is done in a cost-effective way. With recent advances
in wireless communication technology and better understanding of the multiple-user
wireless network environment, cooperative communication has emerged as a way to
approach a cost effective solution.
Cooperative communications is built around relaying, a concept which has been
used since the days of microwave radio transcontinental telephone. At the network level,
a cooperative communication system can be designed to extend network coverage by
using other wireless users/devices as relays [3] to combat power loss over a long distance.
At the physical per-link level, one important benefit that a cooperative communication
system can provide is diversity to combat multi-path fading, which is one of the most
significant impairments to the performance of a wireless communication system.
This thesis primarily considers the design and analysis of cooperative systems which
achieve diversity in a cost effective manner. As a consequence, the schemes proposed
in this thesis are designed to enhance physical point to point link connectivity with
reduced complexity compared to some existing schemes.
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1.2 WIRELESS CHANNEL
In a wireless communication environment, the received signals normally have different
amplitude and phase from the transmitted signals. This is caused by many factors,
which can be classified into two classes, large-scale propagation effects and small-scale
propagation effects [4]. Large-scale propagation effects, which occur over long dis-
tances, include path loss and shadowing. The path loss represents the dissipation of
transmit power over distance. This loss results in received signals with much lower
power. Given the same transmitter-receiver separation, the received signal strength
measured at different locations may still be different due to the fact that the surround-
ing environmental clutter may be vastly different at these locations. This phenomenon
is referred to as shadowing.
On the other hand, the small-scale propagation effects, which typically occur over
short distances, include the constructive and destructive addition of many versions of
a transmitted signal collected by the receive antenna. This is because the transmit-
ted signal normally reaches the receive antenna via many paths due to the scattering
environment. The signal observed by the receiver is the combination of many ver-
sions of the original signal, each of which normally have different amplitudes and phase
shifts. The resulting interference can be either constructive or destructive. As a result,
the amplitude of the received signal and, hence, the channel gain may change rapidly.
The properties of the variation of this combined signal are normally described on a
statistical basis. A deep fade means that, at a given moment, all the phase shifts of
these different versions of a transmitted signal cause a destructive combination and
the combined signal has significantly reduced power at the receiver front end. This is
one of the major reasons why wireless communication is more error prone than wired
communication.
In this thesis, we consider the frequency flat Rayleigh fading channel which mod-
els many wireless communication environments with no line of sight path between the
transmitter and receiver. The channel gain is modelled as a complex Gaussian ran-
dom process and its two quadrature components are uncorrelated Gaussian random
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processes with zero mean and variance σ2. The envelope of the received signal has a
Rayleigh probability distribution and its phase has a uniform distribution between −pi
and +pi. The envelope probability density function (pdf) is given by [2]
p(α) =

α
σ2
· e−α
2
2σ α ≥ 0
0 α < 0
(1.1)
During the ith signalling interval, the baseband signal for a received signal at the
receiver front end for a Rayleigh fading channel is given by
yi = ai · xi + ni
where yi is the received signal, ai is the Rayleigh distributed channel coefficient, xi is
the transmitted baseband signal and ni is the additive white Gaussian noise (AWGN)
with one side power spectral density of N0.
1.3 DIVERSITY
A very effective way of combating multi-path fading is to design the system to achieve
diversity. Diversity means that multiple independently faded versions for each trans-
mitted signal arrive at the receiver so that the probability of all copies of a transmitted
signal experiencing a deep fade at the same time can be significantly reduced. This
leads to the concept of diversity reception. Diversity can be achieved in several forms
which include
1. Temporal diversity: Multiple signals corresponding to the same information are
transmitted at different times with intervening intervals that are longer than the
channel coherence interval. Thus, multiple separated and independently faded
copies of the signals arrive at the receiver. An Automatic-Repeat-reQuest (ARQ)
system is an example of an approach that may be used to provide temporal
diversity.
2. Frequency Diversity: Diversity is provided in the frequency domain when the
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same message is sent using different carrier frequencies which are separated by at
least the coherence bandwidth of the channel.
3. Spatial Diversity: Diversity is provided in the spatial domain when the same
message is sent from multiple places in space which are separated far enough
that the received signals experience independent fades.
4. Polarization Diversity: The same message is transmitted using orthogonally po-
larized electromagnetic waves.
A wireless communication system can be designed to achieve diversity in one or multiple
forms simultaneously. In this thesis, we explicitly consider spatial diversity.
As a way of achieving spatial diversity, multiple input multiple output (MIMO)
systems have gained significant popularity over recent years. A MIMO system achieves
diversity by using multiple antennas at both the transmitter and receiver. In order to
let each transmit-receive antenna pair have independent channel gain as required to
achieve full spatial diversity, the minimum distance between adjacent antennas must be
at least half of the wave length [5]. As a consequence, using multiple antennas requires
the device to have a significantly larger size than when using only one antenna. Also,
employing multiple antennas requires more power to run and higher computational
complexity, etc.. All these requirements make MIMO systems more expensive compared
to single antenna systems and, therefore, limit their use in low cost wireless networks.
To avoid the problems of MIMO systems, cooperative communication systems are
proposed as a means to provide a practical solution. Cooperative systems use other
terminals as relays to achieve spatial diversity even though each has only one antenna.
They appear very attractive for certain applications. The diversity offered by a cooper-
ative system is called cooperative diversity since diversity is achieved via the cooperation
among multiple wireless nodes [6]. Cooperative systems take advantage of the wire-
less propagation environment and exploit its broadcast nature. Such systems improve
performance by allowing wireless nodes to relay other nodes’ messages to achieve the
inherent spatial diversity existing in the network. It is desirable that these cooperative
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Figure 1.1 A three node cooperative network.
schemes are simple to implement, because each wireless node is also an individual user
in the network and helping other nodes costs extra resources.
All nodes in a cooperative communication system cooperate according to a pre-
designed protocol which normally involves the design of sub-protocols for multiple
layers including the physical layer. Hence, cooperative systems may be viewed as a
cross-layer approach to achieving spatial diversity. A simple three-node cooperative
wireless network is illustrated in Fig. 1.1.
There exists a fundamental tradeoff called the diversity and spatial multiplexing
gain tradeoff (DMT) [7] in designing a diversity achieving wireless communication sys-
tem. The diversity gain D is defined as
lim
SNR→∞
Pe(SNR)
logSNR
= −D, (1.2)
where Pe(SNR) is the error probability. The spatial multiplexing gain is defined as
lim
SNR→∞
R(SNR)
logSNR
= r, (1.3)
where R(SNR) is the data rate a given scheme can support. Therefore, given a spatial
multiplexing gain r, the data rate that can be supported is approximately R(SNR) ≈
r logSNR (b/s/Hz). Equation (1.3) shows that, r = 0 for any system having a fixed
data rate, because, as SNR goes to infinity, a fixed data rate is only a vanishing fraction
of the channel capacity. Consequently, a scheme being investigated using the DMT may
be considered as a scheme using a set of codes or a set of modulation constellations. It
uses codes with higher rates or denser modulation constellations as the SNR increases.
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A tradeoff between D and r means that the diversity gain achieved by a scheme can
be related to the multiplexing gain it achieves through a function
D = f(r).
This function is generally a decreasing function, which means, the higher the data rate
is, the smaller the diversity gain will be. The DMT is used extensively to analyze diver-
sity achieving systems including MIMO systems, ARQ systems [8, 9] and cooperative
networks [10–13].
1.4 WIRELESS RELAYING SYSTEMS
Wireless relaying is the foundation, on which cooperative communication systems are
built. Its use in wireless communications can be dated from the 1950’s when microwave
radio transcontinental telephone systems were deployed. In those systems, fixed, ded-
icated wireless relays were used. Some theoretical studies of these relay systems can
be found in [14–17]. The primary objective of relays is typically to extend coverage
without using very high transmission power.
Although relay networks can be designed for different purposes, a relay node al-
ways performs the same function which is to forward the messages it receives to the
designated destination. As a consequence, the available signal processing techniques
that relay nodes can use are essentially the same for all relay networks. In general, relay
nodes can be classified into two main types [18], regenerative and non-regenerative, in
terms of the signal processing techniques used.
In regenerative systems, the relays demodulate and/or decode the received signals.
Then, if they forward the signals to the destination after they are regenerated, re-
encoded and remodulated, they are referred to as Decode-and-Forward (DF) systems.
They are known as Demodulate-and-Forward (DmF) systems if the relay only demod-
ulates and remodulates the received message without decoding it. Non-regenerative
systems are referred to as Amplify-and-Forward (AF), if the relays simply amplify
and forward their received signals, still contaminated by the channel and noise, to the
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destination.
If designed properly, regenerative systems can normally achieve better performance
than non-regenerative systems at the cost of higher complexity at the relay nodes.
DF can provide not only diversity gain but also coding gain. Among the coded DF
schemes, those using distributed Turbo codes (DTCs) have been shown to offer good
performance [19,20].
Recently, some research attention has been given to wireless relay systems employ-
ing MIMO techniques [21, 22], in which all or some of the wireless nodes in a network
are equipped with multiple antennas to achieve larger capacity, coverage and diversity
gain. However, this is beyond the scope of this thesis.
1.5 THESIS CONTRIBUTIONS
A cooperative network design normally consists of two parts. The first is the design of
a cooperation protocol, which determines how multiple wireless nodes access the shared
wireless channel 1. The second is the physical layer design which normally involves the
modulation and coding/decoding scheme design. These two parts should be considered
as a whole. In this thesis, it is assumed that a relay node always exists and it is pre-
selected and fixed during the entire transmission. How to select an idle wireless node
from many possible candidates as a relay can be handled separately. The uplink or
downlink of a microcell in a cellular system is considered and inter-cell interference is
ignored. Also, it is widely considered that it is extremely difficult to design a radio
frequency circuit which can transmit and receive information simultaneously on the
same channel. As a result, in this thesis, all the wireless nodes are assumed to be
half duplex nodes which means they are not able to transmit or receive information
simultaneously through the same channel.
This thesis considers the design and analysis of a new regenerative cooperative
communication system with relatively low complexity at the relay nodes. It uses a
form of DF protocol and a distributed Turbo coding scheme to achieve both diversity
and coding gain.
1This is also referred to as multiple access control (MAC).
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A challenge in designing regenerative systems is that imperfect decoding at the
relay nodes degrades the achievable system performance significantly. As shown in [1],
if the relay nodes always forward the decoded message and the decoding errors are not
dealt with properly, no diversity gain can be achieved by using regenerative relays. A
simple selective DF scheme was proposed in [1] to solve this problem. In this case, the
relay keeps silent when its decoded data is detected to contain errors. This requires
the use of an embedded Cyclic Redundancy Check (CRC) in the source-relay link.
The DTC schemes proposed in [23, 24] showed that end-to-end performance can
be improved significantly, possibly, without using a CRC, by properly weighting the
relayed information which may contain errors. This allows the relay to be used even
when it makes decoding errors, provided the source-to-relay link quality is provided to
the destination. In [23, 24], the relay obtains the Log Likelihood Ratio (LLR) values
for each information bit by using a maximum a posteriori (MAP) decoder to process
the received message. Then, it estimates the LLR value for each re-encoded parity
bit based on the decoded LLR values of the information bits using a modified MAP
decoding algorithm. Finally, each re-encoded bit, uj , (j = 1, 2, · · · , n), is remodulated
and forwarded to the destination according to its LLR value as
xˆj = P (uj = 1)× 1 + P (uj = 0)× (−1),
where xˆj is the modulated value for the jth bit. Therefore, the reliability information of
the re-encoded bits is forwarded to the destination at the cost of having essentially an
analogue relay-to-destination link. The schemes of [23,24] also significantly increase the
cost of having such cooperation from the relay’s point of view because of the complexity
of the MAP or MAP-like decoding algorithm. The power required to run a MAP or
MAP-like algorithm is significant compared to simpler algorithms such as, for example,
the Viterbi algorithm.
To address this problem, a simple non-selective DF scheme is proposed in this
thesis. In this scheme, the relay decodes the received data without performing a CRC
check. Then, it interleaves, re-encodes the decoded data packet and forwards it to
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the destination. Along with the re-encoded packet, the relay also forwards its average
receive SNR to the destination. The relay may then use a simple decoding algorithm,
for example, the Viterbi algorithm, if a convolutional code is used, to perform decoding
and the whole system can still achieve both diversity and coding gain. Furthermore,
the relay still forwards digital signals rather than soft reliability information, which
reduces decoding complexity at the destination compared to [23, 24]. To combine the
information received from both the source and relay during the two time slots, the
destination uses a modified Turbo decoding algorithm, which takes into account the
SNR at the relay and which is based on the widely accepted assumption that the
extrinsic information generated during the iterative Turbo decoding process from each
component decoder can be well approximated as a Gaussian random variable [25–27].
This proposed scheme is then analyzed by using density evolution (DE) [26], which
is a semi-analytical tool for analyzing iterative decoding processes. In this thesis, the
standard DE method is modified in order to accommodate any decoding errors at the
relay. Based on the results of the DE analysis, a modified scheme, which adaptively
changes the code used by the relay according to its decoded bit error rate (BER), is
proposed to further improve performance without adding more network cooperation
overhead.
One drawback of using cooperative systems to achieve diversity is that the diver-
sity gain is achieved at the cost of decreased spectral efficiency compared to MIMO
systems because relays are only able to forward the source node message after it has
been broadcast by the source node. One way of recovering this spectral efficiency
loss is to introduce multiple sources/users into the cooperative network so that relays
can forward a combined packet formed by combining the message packets from all or
some of these users [28,29]. A two user cooperative communication system is proposed
in this thesis based on the proposed technique for a single user cooperative network.
The performance of using “XOR” to combine multiple message packets is compared to
the performance of using superposition modulation to combine them. The simulation
results show that superposition modulation achieves better performance. The perfor-
mance gain is more pronounced when the channel qualities for the users are different
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compared to when they are the same.
1.6 THESIS OUTLINE
This thesis is structured as follows:
Chapter 2 introduces relevant background information and theory on cooperative
communication and Turbo decoding. This includes an introduction to convolutional
codes, the maximum a posteriori (MAP) decoding algorithm, Turbo codes and their
en/decoder structure and a literature survey of the currently used relaying strategies.
Chapter 3 develops the non-selective DF scheme designed for a triangle cooperative
network consisting of three nodes, namely, the source (S) node, the relay (R) node and
the destination (D) node, respectively.
Chapter 4 presents the analytical results obtained as a result of the modified DE
procedure and a modified scheme for the triangle network is then proposed to further
improve the performance.
Chapter 5 considers a network consisting of two source nodes and one relay node.
The broadcast message packets from the users are decoded, interleaved, re-encoded
and, then, combined at the relay node. The scenarios of using the “XOR” operation
and using superposition modulation as a signal combining mechanism are investigated
for different network topologies. The results are then generalized to networks having
more than two users.
Chapter 6 gives the conclusions and details of possible future work.
1.7 PUBLICATIONS
The following published or submitted papers are based on the research results presented
in this thesis:
• R. Lin, P. A. Martin and D. P. Taylor,“Cooperative Signalling with Soft Infor-
mation Combining,” Journal of Electrical and Computer Engineering, Hindawi,
Vol. 2010, Article ID 530190, 2010.
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• R. Lin, P. A. Martin and D. P. Taylor,“Two-user Cooperative Transmission Using
Superposition Modulation and Soft Information Combining”, IEEE Vehicular
Technology Conference, Ottawa, Canada, 6-9 Sep. 2010.
• R. Lin, P. A. Martin and D. P. Taylor,“Density Evolution Analysis of Iterative
Turbo Decoding in Cooperative Networks”, Submitted to IEEE Transactions on
Communications.

Chapter 2
BACKGROUND
This chapter provides the relevant background information. Section 2.1 introduces
convolutional codes, the maximum a posteriori probability (MAP) decoding algorithm
and the en/decoder structure of Turbo codes. Section 2.2 summarizes the relevant
literature on the recent advances in cooperative wireless communication networks.
2.1 ENCODING AND DECODING TURBO CODES
Shannon showed that, by using a random coding technique and codes with very long
block length, reliable communication is possible over a noisy channel as long as the
transmission rate is less than a certain quantity called channel capacity [30]. To prove
this, Shannon assumed that the codes have very long block length. One way of con-
structing codes with long block length while maintaining manageable decoding com-
plexity is to concatenate codes.
In 1993, Turbo codes were proposed [31]. They provided performance close to chan-
nel capacity over an additive white Gaussian noise (AWGN) channel with manageable
encoding and decoding complexity. They are formed by the parallel concatenation of
two or more recursive systematic convolutional (RSC) codes via one or more inter-
leavers. A convolutional code encoder can encode information sequences of any length
by introducing memory between these bits.
This section is organized as follows. The convolutional codes and the overall Turbo
encoder are introduced in Section 2.1.1. Then, in Section 2.1.2, we introduce a MAP
decoding algorithm for decoding convolutional codes and the overall structure of a
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Turbo code decoder.
2.1.1 Encoding Turbo Codes
In this section, we first introduce convolutional codes and then, the structure of a
Turbo code encoder is described since the formation of a Turbo code is based on the
convolutional codes.
Convolutional Codes
In this section, a class of forward error control codes, namely, convolutional codes,
is introduced. In particular, recursive systematic convolution (RSC) codes are a key
component of Turbo codes.
The convolutional code encoder introduces memory between adjacent input bits of
a sequence of any length. A convolutional code has the following parameters [32]:
• Number of input streams: K.
• Number of output streams: T.
• Memory length: M. It is the maximum number of shift register elements for a
single path connecting an input to an output.
• Constraint length: v=M+1. It represents how many shift operations are required
to move a single input symbol from the input to the output of the shift register
(see encoder in Fig. 2.1). It also indicates the maximum number of bits in the
output stream affected by a single input bit.
• Code rate: r=K/T. This is an approximation as it does not include tail bits which
are used to reset the encoder state back to the all-zero state.
For simplicity, only modulo-2 adders 1 are considered for the convolutional code
encoders. The encoder in Fig. 2.1 does not contain a feedback path. Hence, it is called
1Convolutional codes can be defined on any Galois filed (GF). The convolutional codes generated
using modulo-2 adder are the codes defined on GF(2). These modulo-2 adders can be implemented as
“XOR” gates.
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a feed-forward convolutional (FFC) code encoder. A convolutional code encoder can
also have feedback paths. Consequently, these codes are called recursive convolutional
codes. They do not have a specific constraint length due to the feedback path. In other
words, one input symbol can affect all following output symbols. The content of the
shift registers is used to define the state of the encoder. The encoder of a convolutional
code always has a finite number of states. Based on the current input and state, a
trellis diagram with associated outputs can be obtained. An important subclass of
convolutional encoder is the class of systematic encoders. In a systematic encoder, the
output sequences contain replicas of the input sequences in an unmodified form.
shiftregister
input
output
Figure 2.1 A simple convolutional code encoder [2].
The input-output relationship for each input-output pair of a convolutional code
can be defined by its generator polynomial. This may also be considered as the im-
pulse response of the encoder. As a consequence, the output sequence can be ob-
tained by using discrete convolution, if the input sequence is also represented as a
polynomial. For example, the generator matrix of the encoder shown in Fig. 2.1 is
g(D) = [g0(D) g1(D)] = [1 + D1 + D2 1 + D2], where gn(D) describes the input-
output relationship between the input and the nth output. The generator polynomials
are normally represented in octal format for convenience. Therefore, the generator
polynomial for the encoder shown in Fig. 2.1 can also be written as g(D) = [7 5]8.
A recursive systematic convolutional (RSC) code can be easily obtained from a
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nonsystematic FFC code by dividing all its generator polynomials by a polynomial 2
so that one of its outputs becomes 1. This means that the input bit stream will
appear unaltered in the output stream. Therefore, the encoder is systematic. As an
example, the generator polynomial of a RSC encoder modified from the encoder shown
in Fig. 2.1 is g(D) = [7/5 1]8. The structure of this RSC encoder is shown in Fig. 2.2.
A nonsystematic FFC encoder can be converted to a systematic FFC encoder by simply
adding an output stream directly connected to the input, but this decreases the code
rate.
Figure 2.2 The RSC encoder with generator polynomial g(D) = [7/5 1]8.
A nonsystematic FFC code encoder and a RSC code encoder obtained by the fore-
mentioned method will generate the same set of codewords and, hence, have the same
free distance, dfree 3. However, the mappings between the information input sequences
and the coded sequences of these two encoders are different. The striking property
of using a RSC is that a RSC maps an input sequence with a Hamming weight 4 of
one into an output sequence with much larger weight. Given the length of a block of
information bit sequence, the weight of the resulting output sequence depends on the
position of the “1” in the input sequence. This property is one of the reasons for which
Turbo codes achieve performance close to capacity. On the other hand, a FFC code
2Normally, this polynomial is primitive.
3The minimum free distance is the most important distance measure for convolutional codes. It is
defined as the minimum hamming distance between two codewords which start from and end at the
all-zero state. Since convolutional codes are linear codes, dfree is also the weight of the codeword with
minimum code weight excluding the all-zero codeword.
4Here, Hamming weight means the number of 1 bits.
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encoder maps a low weight input sequence to a low weight output sequence.
The Encoder structure
The original Turbo code encoder, introduced in [31], is formed by parallel concatenating
two RSC code encoders via a pseudo-random interleaver. This encoder is shown in
Fig. 2.3. The information sequence is organized into blocks of a certain length. Each
block and its interleaved version are fed into two RSC code encoders. The systematic
bits are, normally, punctured from the output coded bit sequence of the second encoder
to improve the overall code rate and, finally, the output coded sequences from the
two encoders are multiplexed into one coded sequence before being transmitted. It
is common to use the same encoder for both constituent codes. This is done mainly
to reduce the complexity but not necessarily for good performance. It is possible to
construct a Turbo code with different constituent codes to achieve good performance.
Figure 2.3 The structure of a Turbo code encoder. xs, x1p and x2p are the systematic bit sequence,
the parity bit sequence from encoder 1 and the parity bit sequence from encoder 2, respectively.
Turbo codes have a property called “interleaving gain”, which means the perfor-
mance can be improved when the length of the interleaver is increased at the expense
of having increased delay [32]. The reason for achieving this “interleaving gain” is that,
by using the interleaver, the number of codewords having low weight is significantly
reduced compared to when it is not used. In other words, the interleaver changes low-
weight codewords into higher weights codewords. This phenomenon is called “spectral
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shinning” 5 [32]. Using RSC codes instead of FFC codes makes this spectral shinning
effect more pronounced. This is because a pseudo-random interleaver exploits the fact
that the output sequence of a RSC encoder depends on the positions of the “1”s in
the information sequence to generate a time-varying code and, hence, produces a more
significant spectral shinning effect. This is the main reason for using RSC codes rather
than their equivalent non-systematic FFC codes.
A Turbo code may also be constructed by parallel concatenating more than two
constituent codes. This improves performance at the cost of complexity. However,
for simplicity, only Turbo codes consisting of two constituent codes are considered in
this thesis because, from the decoding point of view, the extension to a turbo code
consisting of more than two component codes is trivial.
2.1.2 Decoding Turbo Codes
Using an interleaver greatly improves the performance of Turbo codes, but it also makes
the decoding process more complicated. Basically, there are 2N , where N is the length
of the interleaver, codewords which need to be considered. For convolutional codes, the
Viterbi algorithm (VA) [2] provides a maximum likelihood (ML) solution to minimize
the code word error rate (WER). A Viterbi decoder normally outputs hard decisions.
However, it is too complicated to decode a Turbo code by applying the VA to the entire
trellis of the Turbo code due to the very large number of states caused by the inter-
leaver. Therefore, Turbo codes are normally decoded by using a suboptimal iterative
process. This iterative decoding process requires the use of an algorithm generating
soft output information to decode the constituent code. Consequently, Turbo code
decoding algorithms often employ the algorithm introduced by Bahl, Cocke, Jelinek
and Raviv [33], called the BCJR algorithm, to decode each constituent RSC code. The
BCJR decoder is a maximum a posteriori probability (MAP) decoder, which means,
for the jth bit, it minimizes the bit error rate (BER) by maximizing
P (uˆk = uk|y), k ∈ {1, · · · , N}, (2.1)
5Here, “spectral” means the codeword weight spectrum.
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where uˆk is the estimated kth bit and y is the received symbol vector corresponding to
the information bit vector of length N . In other words, the output of a Viterbi decoder
always gives a valid codeword having minimum Hamming distance to the transmit-
ted codeword. In comparison, the output of a BCJR decoder always has minimum
Hamming distance to the transmitted information sequence. Note that, a minimized
WER does not necessarily give a minimized BER, although the ML algorithm is closely
related to the MAP algorithm. Another algorithm that can be used to generate soft
output information from decoding a convolutional code is the soft output Viterbi algo-
rithm (SOVA). Compared to the BCJR algorithm, the SOVA trades performance for
reduced decoding complexity [34]. However, only the BCJR algorithm is considered
here as it better lends itself to iterative processing.
BCJR Algorithm
The BCJR algorithm calculates the log a posteriori probability (LAPP) ratio for the
kth bit using [32]
L(uk) , log
(
P (uk = 1|y)
P (uk = 0|y)
)
, (2.2)
Then, uˆk = 1 if L(uk) > 0, otherwise, uˆk = 0.
Incorporating the trellis of a component code, (2.2) can be written as
L(uk) = log
(∑
S+ p(Sk−1 = s
′, Sk = s,y)/p(y)∑
S− p(Sk−1 = s′, Sk = s,y)/p(y)
)
, (2.3)
where Sk ∈ S is the encoder state at time k, S is the set of all state pairs, (s′, s), at time
k − 1 and k, S+ is the subset of all state pairs that correspond to an input uk−1 = 1
and, similarly, S− corresponds to an input of uk−1 = 0.
In the BCJR algorithm, the term p(Sk−1 = s′, Sk = s,y) is calculated as
p(Sk−1 = s′, Sk = s,y) = αk−1(s′) · γk(s′, s) · βk(s). (2.4)
where γk(s′, s) , p(Sk = s|Sk−1 = s′, yk), which means γ represents the transition
probability from state s′ to state s, which are connected by a trellis, given the received
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symbol at time k, yk.
The probabilities α , p(Sk = s,yk1), where yk1 = [y1, y2, · · · , yk], are computed
recursively in a forward recursion as
αk(s) =
∑
s′∈S
αk−1(s′)γk(s′, s). (2.5)
Since the initial state is assumed to be the all-zero state, the initial conditions are
α0(S = 0) = 1 and α0(S 6= 0) = 0.
Equation (2.5) shows that the αk(S = s) value represents, at time k, the joint proba-
bility of state s′ given the received symbol vector yk1 .
The probabilities βk(s) , p(yNk+1|Sk = s), where yNk+1 = [yk+1, · · · , yN ], are com-
puted recursively in a backwards recursion as
βk−1(s′) =
∑
s∈S
βk(s)γk(s′, s). (2.6)
Assuming the trellis is terminated in the all-zero state, the boundary conditions are
βN (S = 0) = 1 and βN (S 6= 0) = 0.
Equation (2.6) shows that βk−1(s′) represents, at time k − 1, the probability of the
received symbol vector yNk+1 given the state s
′ at time k − 1.
Then, (2.3) can be rewritten as
L(uk) = log
(
(
∑
S+ αk−1(s
′) · γk(s′, s) · βk(s))/p(y)
(
∑
S− αk−1(s′) · γk(s′, s) · βk(s))/p(y)
)
, (2.7)
This equation describes the calculations of the LAPP ratio for the kth bit in the BCJR
algorithm. We note that dividing p(y) in (2.7) or simply dropping it even though it is
common to both numerator and denominator leads to a numerically unstable algorithm.
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The solution is to divide (2.4) by
p(y)
p(yk)
= p(yk−11 )p(y
N
k+1|yk1). (2.8)
This leads to
p(Sk−1 = s′, Sk = s, |y)p(yk) = α˜k−1(s′) · γk(s′, s) · β˜k(s), (2.9)
where α˜k(s) may be calculated in a recursive manner as
α˜k(s) =
∑
s′ α˜k−1(s
′)γk(s′, s)∑
s
∑
s′ α˜k−1(s′)γk(s′, s)
(2.10)
and β˜k(s) may also be computed in a recursive manner as
β˜k−1(s) =
∑
s′ β˜k(s
′)γk(s′, s)∑
s
∑
s′ β˜k−1(s′)γk(s′, s)
. (2.11)
Finally, equation (2.7) can be rewritten as
L(uk) = log
(
(
∑
S+ α˜k−1(s
′) · γk(s′, s) · β˜k(s))
(
∑
S− α˜k−1(s′) · γk(s′, s) · β˜k(s))
)
, (2.12)
The unwanted factor, p(yk), in (2.9) is canceled out in (2.12) because it appears in both
numerator and denominator of (2.12).
Iterative “Turbo” Decoding
In this section, the iterative Turbo decoding process is introduced. Each iteration
contains two decoding steps, one for each constituent code, assuming the Turbo code
consists of two RSC codes. The BCJR algorithm introduced above is used to decode
each component RSC code of a Turbo code. During each decoding step, generally, each
BCJR component decoder takes two inputs, namely,
1 The channel observations (received symbols) associated with the corresponding
coded sequence, which is called intrinsic information. This is provided by the
detector/demodulator and not changed during the entire process.
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2 The information output by the other decoder, which is used as a priori information
in the BCJR algorithm. This information is called extrinsic information and its
values are changed after each component code decoding process is completed.
From Bayes’ rule, the LAPP ratio for a MAP decoder can be written as
L(uk) = log
(
P (y|uk = 1)
P (y|uk = 0)
)
+ log
(
P (uk = 1)
P (uk = 0)
)
. (2.13)
The second term of (2.13) on the right side of the equal sign represents a priori informa-
tion. In a non-iterative decoding process, it is normally assumed that the probabilities
for each being 1 or 0 are equal. Therefore, this term becomes 0 and has no impact on
the decoded results. Consequently, the decoder is a maximum likelihood (ML) decoder.
However, in an iterative decoding process, the probabilities for each bit being 1 or 0
are not equal after the first component code decoding process is completed.
During the iterative decoding process, decoder 1 receives extrinsic information for
each information bit from decoder 2 with the initial condition that all bits are equally
likely to be 1 or 0. Similarly, decoder 2 receives extrinsic information from decoder 1.
All these extrinsic information values are treated as a prior probabilities (APP) in the
decoders in the second and succeeding iterations. Given the extrinsic information, the
γ values in the BCJR algorithm are computed as
γk(s′, s) = P (uk)p(yk|uk), k = 1, 2, · · · , N (2.14)
where P (uk) is the APP of the kth bit being 1 or 0 and it is obtained from the extrinsic
information from the other decoder.
Defining the extrinsic information as
λe(uk) , log
(
P (uk = 1)
P (uk = 0)
)
,
after the BCJR algorithm is completed, the LAPP value for each bit, L(uk), can be
written as
L(uk) = Lcysk + λ
app(uk) + λe(uk), (2.15)
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where Lc , 4EcN0 and Ec is the average symbol energy, y
s
k is the value of the systematic
bit, λapp(uk) is the LAPP ratio which is the extrinsic information provided by other
decoders and λe(uk) is the extrinsic information generated by the current decoding
process. Lc is called the channel reliability factor [32] and plays an important role in
distributed Turbo code decoding as described in Chapter 3. From (2.15), it is straight
forward to see that the extrinsic information generated from the current decoding
process is calculated as
λe(uk) = L(uk)− Lcysk − λapp(uk). (2.16)
In general, the idea behind extrinsic information is that each decoder provides soft
information to the other decoders using only information not available to the other
decoders so that all the soft (extrinsic) information generated by each decoder is close
to being independent of each other. When the number of iterations is completed, the
decoder makes final decisions based on
L(uk) = Lcysk + λ
e
12(uk) + λ
e
21(uk), (2.17)
where λe12 and λ
e
21 are the extrinsic informations from decoder 1 to decoder 2 and from
decoder 2 to decoder 1, respectively. If L(uk) > 0, uˆk = 1. Otherwise, uˆk = 0. Fig. 2.4
shows the structure of a Turbo decoder for a rate 1/3 Turbo code.
Figure 2.4 The structure of a Turbo code decoder. ys, y1p and y2p are the received symbols for
the systematic bit sequence, the parity bit sequence from encoder 1 and the parity bit sequence from
encoder 2, respectively.
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2.2 COOPERATIVE COMMUNICATIONS
A literature study of cooperative communication system design is presented in this
section. A cooperative network can be designed for different purposes. At the network
level, relays can extend wireless network coverage if a direct source-to-destination link
does not exist [3] and, at the physical level, the use of relays can achieve the diversity
gains offered by multiple antenna space-time systems through using several relay nodes,
possibly with only one antenna per physical node [35]. The latter is the primary focus of
this thesis and, therefore, of this section. A brief discussion of the relay channel capacity
is present in Section 2.2.1. How the relay nodes process and forward the information
to the destination is discussed in Section 2.2.2. Section 2.2.3 gives an introduction to
various cooperation protocols and Section 2.2.4 presents some distributed error control
coding designs.
2.2.1 Relay Channel Capacity
The simplest cooperative network is the triangle network shown in Fig. 1.1 and redrawn
in Fig. 2.5 for convenience. It consists of three nodes, namely, the source node (S),
relay node (R) and destination node (D). This triangle network can be considered as a
building block for larger networks. Due to the presence of the relay node, to date, the
capacity for a general relay channel is still unknown, which means the upper capacity
bounds do not match the lower capacity bounds [36]. The capacity is known only for
some special cases, for example, the physically degraded relay channel or a general
relay channel with feedback [15].
Figure 2.5 A three node cooperative network.
Fig. 2.6 is a modified version of Fig. 1.1 for the convenience of describing the
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capacity. It comprises of four finite sets x1, x2, y1, y and a collection of probability
mass functions, p(y, y1|x, x1). x1 and y are the input and output of this general relay
channel, respectively. y1 and x2 are the observation about x1 at the relay node and
input to the relay channel sent by the relay node, respectively. x2 is chosen by the
relay node only based on its observations, y1. Then, the capacity of such a general
relay channel is the capacity between x and y. A memoryless channel is assumed
here, which means that, at the ith signalling instant, (yi, yi1) only depend on (x
i
1, x
i
2).
This relay channel combines a broadcast channel, which is from x1 to y and y1, and
a multiple access channel, which is from x2 and x1 to y, together. By applying the
max-flow-min-cut theorem, an upper bound on capacity can be obtained [15]
Theorem 1 The relay channel capacity is
C 6 sup
p(x1,x2)
min{I(x1, x2; y), I(x1; y, y1|x2)}, (2.18)
where the supremum is over all joint distributions of x1 and x2, p(x1, x2), and I(x1, x2; y)
is the mutual information between x1, x2 and y, which is the reduction in the uncer-
tainty of x1 and x2 due to the knowledge of y, and I(x1; y, y1|x2) is the mutual infor-
mation between y, y1 and x1 given x2, which is the reduction in the uncertainty of x1
due to the observations of y and y1 given x2. The term, I(x1, x2; y), upper bounds
the maximum rate of information transfer from x1 and x2 to y, which is the multiple
access channel and the second term, I(x1; y, y1|x2), upper bounds the maximum rate
of information transfer from x1 to y and y1, which is the broadcast channel. For the
broadcast channel, the destination receiver should decode the relay forwarded signal x2
first before decoding x1. Hence, the second term in (2.18) has a conditional term x2.
The degraded relay channel implies that one received signal, (y or y1), is a degraded
version of the other received signal. Specifically, either y is a degraded version of y1 or
y1 is a degraded version of y. The first case is of interest because it is always desired
that the relay can help the destination to decode the message x1. Fig. 2.7 shows a
special type of degraded channel, in which the received signals are contaminated by a
Gaussian random noise. Mathematically, the degradation is defined as [15]
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Figure 2.6 A general relay channel.
Definition 1 The relay channel with inputs (x1, x2) and p(y, y1|x1, x2) is said to be
degraded if
p(y, y1|x1, x2) = p(y1|x1, x2)p(y|y1, x2).
An example of a degraded relay channel is when x1 → (x2, y1) → y forms a Markov
chain. The channel capacity of a degraded relay channel is known and given in the
following theorem [15].
Theorem 2
C 6 sup
p(x1,x2)
min{I(x1, x2; y), I(x1; y1|x2)}. (2.19)
The second term in (2.19) shows that being a degraded relay channel means I(x1; y, y1|x2) =
I(x1; y1|x2). Similarly, an equation of the capacity can be developed for a relay channel
degraded in the reverse order. Then, it is straightforward to show the capacity for a
general relay channel with feedback, since the wireless node knows the way in which
the current channel is degraded.
2.2.2 Relay Forwarding Strategies
Generally, the relaying strategies can be classified into two major classes:
1 Regenerative: the relay nodes try to regenerate the information sent by the source,
according to a given digital modulation format and forward it to the destination.
2 Non-regenerative: the relay nodes do not regenerate the information sent by the
source node but only forward their observations to the destination. Therefore,
the signals leaving the transmit antenna are (or represent) analog signals.
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There are two types of regenerative forwarding techniques, namely, decode-and-forward
(DF) [1, 15] and demodulate-and-forward (DemF) [37–39]. In DF schemes, the relay
node fully decodes and then re-encodes the information sent by the source node and
then forwards the re-encoded codeword to the destination. DF is referred to as full
cooperation and is shown to achieve the degraded relay channel capacity in [15]. In
DemF schemes, the relay node only demodulates the symbols sent from the source node
and remodulates them without exploiting the embedded coding structure. It provides
a cost effective solution compared to many DF schemes.
Similarly, the non-regenerative forwarding techniques can also be roughly clas-
sified into two classes, namely, amplify-and-forward (AF) [1, 40] and compress-and-
forward (CF). CF is also referred to as facilitation in [15] 6. In AF schemes, the relay
sends a scaled version of its received signal to the destination. Scaling the received
signals in an AF scheme is done to satisfy the relay node power constraint. Then, the
retransmitted signals from the relay node can be represented as [6]
xr = κ · yr, κ ≤
√
Pr
|αs,r|2Ps +N0 , (2.20)
where yr and xr are the received and transmitted symbol at the relay node, αs,r is
the channel gain between the source and relay, Pr is the power constraint at the relay
6It is called simple facilitation in [15] if the relay node does not forward anything when the relay
channel is not degraded
Figure 2.7 A degraded Gaussian relay channel.
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node and Ps is the power constraint at the source node. In CF schemes, a quantized
version of the received signals is forwarded to the destination by using a predesigned
quantizer and code. Although using CF may achieve higher rate compared to some
other strategies in some scenarios, CF schemes are difficult to implement in practice
because they require joint processing of a long sequence of received symbols and the
use of highly sophisticated code design to achieve the desired compression [41].
A problem associated with the regenerative strategy is that it is shown in [6]
that no diversity gain can be achieved if the relay always forwards the decoded re-
sults due to error propagation. In order to solve this problem, [6] proposes a simple
selective protocol for DF, in which the relay does not forward anything if decoding
errors are detected, possibly, by using an embedded cyclic redundancy check (CRC)
code. This problem is investigated in [37, 38] for the DemF protocol. Cooperative
maximal ratio combining (C-MRC) is proposed in [38]. In this scheme, the relay
also forwards the average receive SNR of the source-relay channel, SNRSR, during
the broadcasting stage to the destination. Then, the destination uses the well known
maximal ratio combining technique to combine the two signals received through the
direct path and the relay path except that the relayed component is multiplied by a
weight, min(SNRSR, SNRRD)/SNRRD, where SNRRD is the average receive SNR at
the destination node during the relaying stage.
Generally, regenerative forwarding techniques are superior to non-regenerative tech-
niques at medium to high SNRs, while non-regenerative techniques are better op-
tions at low SNRs [15,42]. There are other non-regenerative forwarding strategies but
they require either decoding or demodulation. One is referred to as decode-amplify-
forward (DAF) in [43]. In this scheme, the relay decodes its received signals. Then,
instead of making hard decisions, the relay forwards a scaled version of the log likeli-
hood ratio (LLR) value of each information bit to the destination. In another scheme,
the relay node forwards
xˆr = ε(x|r), (2.21)
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where ε(x) denotes the standard expectation and r is the received symbol, to the
destination. This scheme is referred to as estimate-and-forward (EF) in [42]. For
example, the relay forwarded signals can be represented as
xˆr =
√
Pr
ε(tanh2(
√
Psr))
tanh(
√
Psr), (2.22)
where tanh(z) returns the hyperbolic tangent of z, if EF and BPSK are used by the relay
and the source node, respectively. This type of forwarding technique is referred to as
soft information relaying (SIR) [23,44]. These schemes are not very desirable in practice
due to the required analog transmission between the relay and destination. Hence,
quantization and/or compression may be performed at the relay to convert analog
signals into digital signals before being forwarded. This, however, further increases the
complexity of the relay nodes.
Some hybrid strategies formed by combining regenerative and non-regenerative
strategies have also been proposed. These schemes include combining the DF and AF
together [45] and combining DF and CF together [41]. These schemes explore the
good performance offered by regenerative techniques at medium to high SNRs and
better performance offered by non-regenerative techniques at low SNRs. Although
these hybrid schemes achieve some performance gain compared to non-hybrid schemes,
they also increase both the complexity of the wireless nodes and the overall network
overhead.
2.2.3 Cooperation Protocols
One of the differences between a cooperative communication system and a MIMO
system with co-located multiple antennas is that the information of the source node is
not known a priori at the relay nodes. Therefore, each cooperative transmission cycle
is comprised of two stages, namely, a broadcasting stage and a relaying stage. During
the broadcasting stage, the source node broadcasts the information to other wireless
nodes involved in the cooperative process and, during the relaying stage, the relay
node forwards its received information to the destination using one of the forwarding
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techniques introduced in Section 2.2.2.
Protocols for a Three-node network
Nabar et al. [35] investigated three protocols regarding the three-node network shown
in Fig. 2.5. The three protocols are shown in table 2.1.
I II III
broadcasting S→ R,D S→ R,D S→ R
relaying S→ D,R→ D R→ D S→ D, R→ D
Table 2.1 Cooperative transmission protocols for a three-node network
All three protocols can be used to achieve diversity gain for the information orig-
inating from the source node. Among them, during the relaying stage, protocols I
and III can use space-time codes designed for the MIMO system [46], for example, the
Alamouti code [47] or a linear dispersion code [48] for protocol I and III, to achieve
diversity gain. However, they are very challenging to implement in practice. This is
because using space-time coding techniques generally requires the carrier signals for all
transmit antennas to be synchronized, but due to the nature of a cooperative communi-
cation network, this synchronization for a cooperative communication network is very
expensive and difficult to achieve [49]. For a MIMO system with co-located antennas, it
is reasonable to believe all the symbols leaving from the multiple transmit antennas at
the same time will arrive at the receive antennas roughly at the same time because they
basically go through the same set of scatterers, but this is not the case for a cooperative
communication network. This leads to inter-symbol interference [50]. Also, in order
to make a fair comparison with the case in which only the relay node is transmitting
during the relaying stage, the relay needs to share the total power consumption with
the source node during the relaying stage if a space-time code is employed. However,
the relay node, on average, enjoys better channel conditions to the destination than
the source node. Therefore, assuming the relay node can decode the source node infor-
mation successfully, it will be able to achieve better performance if only the relay node
transmits at its full power during the relaying stage. As a result, the space-time codes
designed for MIMO systems may not be easily applicable to a cooperative network.
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Protocol II is considered to be the most practical protocol among these three although
it may be outperformed by other protocols from an information theory perspective.
It is also clear that, if the time slot allocated for the relaying stage has the same
length as the time slot for the broadcasting stage, the spectral efficiency is half that
achieved without a cooperative transmission protocol. In other words, the price to pay
for achieving cooperative diversity is a reduction in spectral efficiency. This indicates
that, as in the MIMO cases, there is a tradeoff between how much diversity gain
and multiplexing gain can be achieved simultaneously. Therefore, these cooperative
protocols can be analyzed by using the same tools as used for MIMO systems, for
example, the diversity-multiplexing gain tradeoff (DMT) [7]. In order to reduce this
reduction, many protocols have been proposed [11, 51]. These protocols are shown to
provide better performance in terms of the DMT tradeoff curves but they are still
difficult to implement in practice.
The non-orthogonal AF (NAF) protocol proposed in [35] lets the source node con-
tinuously transmit new information during the relaying stage of protocol I. It has been
proven to be the optimal AF scheme for a half duplex single relay channel in [11] in
terms of the DMT tradeoff. However, it greatly increases the decoding complexity at
the destination due to the introduced inter-symbol interference and, more importantly,
not all data symbols achieve diversity, which excludes it from some applications.
Another protocol known as the dynamic DF protocol is proposed in [11]. In this
protocol, the relay node calculates the accumulated mutual information. It will start
to decode the received message when this mutual information is above the code rate.
Then, the relay re-encodes the decoded information to obtain the rest of the codeword
and transmits it using a predesigned space-time code with the source node. This,
however, is very difficult to implement in practice.
Protocols Achieving Higher Spectral Efficiency
Using more than one relay may achieve higher spectral efficiency for protocol I or III.
For example, if a larger number of relay nodes are used, the relaying stage can be
shorter than the broadcasting stage. However, it makes synchronization more difficult
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because the signalling overhead required is larger than that of using less relay nodes.
A diamond network was introduced in [52] and investigated in [53]. This diamond
network is shown in Fig. 2.8. This protocol is used for a network consisting of one
source node, two relay nodes and one destination node. The source node keeps trans-
mitting new information with one relay listening during odd numbered time slots and
transmitting during even numbered time slots and the other relay node doing the same
functions in the opposite order. This protocol, however, suffers from an inter-relay
interference problem and this further complicates the relay selection problem. This is
because, in this protocol, the distance between two relay nodes also needs to be under
consideration so that the interference between these two relays is either very strong or
very weak compared to the strength of the desired received signal sent by the source
node.
Figure 2.8 The diamond cooperative network. Solid lines represent the transmissions during the
odd numbered time slots and dashed lines represent the transmissions during the even numbered time
slots.
Another way of achieving higher spectral efficiency is to introduce more than
one user into the cooperative communication network. A network consisting of two
users (say A and B) and one destination node is introduced in [54] and is shown in
Fig. 2.9. In this protocol, when user A is transmitting during one time slot, user B is
listening and decodes the information when user A finishes transmission. Then, user B
adds the decoded user A information to its locally generated information using super-
position modulation, if the decoded results are correct, and transmits this combined
information to the destination node during the next time slot. Therefore, even though
each user uses only half of the time, there is no loss in terms of the total throughput
2.2 COOPERATIVE COMMUNICATIONS 33
from the destination’s point of view and information is protected by the diversity gain
assuming all data is decoded correctly by user A and B. It is found in [55] that, if
the operation of superposition is replaced by an “XOR” operation 7 for the same net-
work, performance can be improved. This protocol, however, requires the two channels
connecting the two users to the destination to have equal quality. Otherwise, the per-
formance of the user which has a better channel condition compared to the other will
suffer. This also increases the overall network overhead.
Figure 2.9 A two-user cooperative network without a dedicated relay node. Solid lines represent
user A transmission and dashed lines represent user B transmission.
Another multiple user protocol is investigated in [28,29,57–60] from different per-
spectives. Each user is allocated a dedicated broadcasting stage and one dedicated
relay combines all users’ information into one packet which is forwarded to the desti-
nation during the relaying stage. This protocol is shown in Fig. 2.10. The relay node
uses a “XOR” operation to combine the information from all users. It will be shown in
Chapter 5 that using a “XOR” operation is outperformed by superposition modulation
when all users do not have equal channel qualities, which is a very common scenario in
a wireless communication environment.
Two way relaying systems using a network coding approach at the relay are also
investigated in many works in order to achieve higher overall throughput [52,61]. It is
shown in Fig. 2.11. Under this protocol, two users broadcast their information during
the assigned time slot to the relay node and the relay node forwards the combined
information to both users during the relaying stage. Since each user knows their own
information perfectly, interference cancelation can be performed.
7This codeword obtained by using “XOR” operation is referred to as network coding [56].
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Figure 2.10 A two-user cooperative network with a dedicated relay node. Solid lines represent the
broadcast stage and dashed lines represent the relay stage.
Figure 2.11 A two-way cooperative network. Solid lines represent the broadcast stage and dashed
lines represent the relay stage.
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2.2.4 Distributed Coding Design for Decode-and-Forward Systems
In this section, the distributed coding design is briefly introduced since a focus of this
thesis is to design a practical cooperative communication system with good performance
and error control coding design is a necessary component of such a system.
Applying error control coding to cooperative networks was first proposed in [62–64].
This type of cooperation is called coded cooperation 8 [62,63]. Generally, in coded co-
operation schemes, incremental redundancy rather than repetition based redundancy
is provided to the destination by the relay. For example, in a coded cooperation
scheme, some of the parity bits are punctured from the codeword transmitted dur-
ing the broadcasting stage. The relay decodes this punctured code 9 and re-encodes
the decoded information to obtain these punctured bits which are transmitted during
the relaying stage. Cooperative transmission using rate compatible punctured convo-
lutional (RCPC) codes is investigated in [64]. This type of work is generalized in [65]
as the coded cooperation may be viewed as a distributed hybrid Automatic Repeat
reQuest (HARQ) system of which the retransmissions are from a relay node instead of
the source node. Another advantage of using the coded cooperation is that the overall
rate of the distributed codes is very flexible. Various error control codes are studied
under the coded cooperation framework including distributed LDPC codes [66,67] and
Turbo codes [19,23,24].
Among these codes, distributed Turbo codes (DTC) are very attractive due to the
powerful performance they offer. There are two ways of constructing a distributed
Turbo code.
1 The source node broadcasts its information encoded using a Turbo code and the
relay node decodes this Turbo code and, then, interleaves and re-encodes the
information using a convolutional code [20,68]. The destination observes a Turbo
code consisting of three RSC component codes.
2 The source node transmits a RSC code and the relay node decodes this RSC and,
8This type of scheme must be used with DF.
9Note that the relay can normally decode this punctured codeword successfully because the relay
generally has a better channel from the source node compared to the destination node.
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then, interleaves and re-encodes the information using a RSC code [19, 63]. The
destination observes a Turbo code consisting of two component codes.
The advantage of the first approach is that the code used during the broadcast
stage, which is also for the inter user channel (S-R), is a very powerful code. Hence,
the relay node will successfully decode most of the time. Consequently, the performance
loss due to imperfect decoding at the relay node is reduced compared to using a weaker
code, for example, a RSC code during the broadcast stage. However, this requires the
relay node to use a complicated Turbo decoder to exploit the powerful coding gain.
On the other hand, the second approach allows the relay node to use a decoder which
may only produce hard decisions and no iteration is required. Assuming the relay
decodes the information correctly, the destination can decode a powerful Turbo code
by combining the codewords sent through the direct path and the relay path. Therefore,
it appears more attractive for a practical cooperative communication network, in which
a wireless node only spends a restricted amount of resources helping others. Also, the
second approach is more likely to achieve a higher rate than the first approach because,
generally, a turbo code has a lower rate than its component code. However, as a result of
using DF at the relay node, it also suffers from error propagation. This problem is dealt
with in [23,24] by using a clever soft encoding method. In this scheme, the re-encoded
parity bits are estimated from the soft information of each information bit obtained
during the MAP decoding process and, then the kth estimated bit is remodulated by
using EF. Hence, the reliability information is forwarded to the destination at the cost
of having a complicated relay function and an analog relay-destination transmission.
2.3 SUMMARY
The relevant background information has been presented in this chapter. In Section 2.1,
the Turbo code en/decoder structure are introduced and their associated algorithms
are described. An overview of cooperative communications is given in Section 2.2,
which includes the introduction of relay channel capacity, relay forwarding strategies,
cooperative protocols and distributed error control coding design.
Chapter 3
PROPOSED DISTRIBUTED TURBO CODING AND
DECODING
3.1 INTRODUCTION
In this chapter, a simple DF scheme using a distributed Turbo code (DTC) is pro-
posed. It is designed for the three-node (triangle) network introduced in Section 2.2.3.
It has a source (S), relay (R) and destination (D) node. All nodes are assumed to
be half duplex and equipped with one antenna. This network can potentially achieve
maximum diversity order of two. The protocol II introduced in Section 2.2.3 is em-
ployed. Therefore, node S broadcasts a packet of its information to R and D during
the broadcasting stage and node R forwards the re-encoded packet during the relaying
stage as shown in Fig. 3.1. From the multiple access control (MAC) point of view, this
is a time division multiple access (TDMA) protocol. It does not use a CRC code. The
relay simply decodes, interleaves, re-encodes and forwards all packets without checking
whether or not they are correct. The relay also forwards its average receive SNR for
the packet to the destination. In other words, the relay is always “on” and uses hard
decision forwarding. Inspired by the cooperative maximal ratio combiner (C-MRC)
proposed in [38], a modified decoding metric is used at the destination. It scales the
soft information calculated for the relayed code so that not only diversity order of two
but also coding gain can be achieved compared to both the selective and adaptive DF
scheme proposed in [6]. In the selective DF scheme, the relay node R keeps silent when
decoding errors are detected and the source node S transmits the re-encoded packet in
the adaptive scheme. Therefore, a feedback channel is required between S and R.
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This chapter is organized as follows. The system model is introduced in Section 3.2.
Section 3.3 describes the modified decoding metric. Comparisons to other similar
schemes are made in Section 3.4. Simulation results are presented in Section 3.5.
Finally, conclusions are drawn in Section 3.6.
3.2 SYSTEM MODEL
Since the quality of each channel is generally different in a cooperative network due to
different locations, it is important to modify the channel model to reflect this. This
is also one of major differences between a cooperative network and a MIMO system
with co-located antennas because the transmitter of a MIMO system generally has
no knowledge regarding the current qualities of the channels connecting each transmit
and receive antenna pair without using a feedback channel. However, in a cooperative
network, since the relay nodes are selected according to certain criteria which are
normally based on the channel qualities (SNRs), it is reasonable to believe that the
R-D channel is generally better than the S-D channel. Therefore, a line model, of which
the average channel quality is related to the length of the channel between two end
nodes, is employed here.
In this model, it is assumed that nodes S, R and D are aligned so that dSR+dRD =
dSD. A planar model may also be used, but the distances between all nodes, S, R and
D, will involve a parameter θ which is the angle between the S-D line and the S-R
line. This makes the mathematical representations for all distances more complicated
without giving more insight into the system design compared to the line model.
Figure 3.1 The cooperative network of the proposed scheme. Solid lines represent the broadcasting
stage and dashed lines represent the relaying stage.
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All the distances are normalized. This means that all three distances involved in
this three-node network, (S-D, S-R and R-D), are normalized against the source to
destination (S-D) distance, which is assumed to be the longest distance among the
three distances. As a result, dSD = 1 and the other two distances are always smaller
than or equal to 1 with dSR + dRD = 1.
Transmission is organized in a packet by packet fashion. The transmission of each
packet is divided into two stages, namely broadcasting and relaying. The channels
connecting all three nodes are modeled as quasi-static Rayleigh block fading channels,
which are constant over the combined broadcast and relay stages for each packet and
change independently between adjacent packet transmissions. The channel coefficient
is modelled as
ρ =
√
gh, (3.1)
where h is a circularly symmetric complex random variable with zero mean and unit
average power and g is the channel gain which is related to the distance, d, according
to
g =
1
dv
, (3.2)
where v is the path-loss exponent. Equation (3.1) shows that the channel model com-
bines the large-scale effects and small-scale effects together. This model is also exten-
sively used in cooperative communication literature [23,39,69,70] and a common path
loss exponent for a urban cellular radio channel is a number between 3 and 5 [71]. In
this thesis, a path loss component of 3 is considered.
During the broadcasting stage, the source encodes a block of information bits using
a RSC code and broadcasts it to the destination and relay. The destination delays
decoding until the end of the relay stage. The relay decodes the broadcast message,
then it interleaves the decoded bits and re-encodes them using the same or a different
RSC code. It forwards the encoded packet to the destination during the relaying stage
(while the source stays silent). The corresponding received signals at the relay and
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destination for a single packet are given by
YSR =
√
gSRhSRXS +NSR (3.3)
YSD =
√
gSDhSDXS +NSD (3.4)
YRD =
√
gRDhRDXR +NRD, (3.5)
where Ypq is the received signal vector at node q sent by node p, Xp is the encoded
symbol vector at node p and Npq is the additive white Gaussian noise (AWGN) vector
with a variance of N0/2 per dimension at node q. Note that XR may contain errors
due to the relay incorrectly estimating the information bits. An equal power allocation
is considered here, which means that the source node and the relay node use the same
amount of power. Power allocation is not considered in this thesis because achieving
the optimal power allocation requires each node to know the channel status of the
channels connecting other nodes [72]. To disseminate the instantaneous or average
channel qualities to the desired node within the network requires the use of a low rate
side channel to feedback the information [73]. As a result, this will incur a large amount
of overhead signalling, particularly, when the wireless node is moving.
Along with the re-encoded packet, the relay forwards its receive SNR,
SNRSR =
gSR|hSR|2Es
N0
, (3.6)
to the destination, where Es is the average symbol energy transmitted from the source.
After receiving the message from the relay, the destination uses a Turbo algorithm
to decode the coded packets it received during the broadcast and relay stages. The
proposed system model is shown in Fig. 3.2
3.3 PROPOSED DECODING ALGORITHM
3.3.1 Overall Iterative Decoding
We now describe the proposed Turbo decoding algorithm. In iterative decoding, each
iteration comprises of two decoding steps, one for each component decoder. For a
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standard Turbo coding scheme, at the ith decoding step, component decoder 2 accepts
a received intrinsic information vector,
L(2) = [L1,L2,L3, · · · ,Ln], (3.7)
where n is the total number of information bits in a packet and Ll is a sub-vector of
the channel variables (log-likelihood ratio values) for all the coded bits corresponding
to the lth information bit. The other input to component decoder 2 is an extrinsic
information vector generated at the (i− 1)th decoding step by component decoder 1,
λ(i−1,1) = [λ(i−1,1)1 , λ
(i−1,1)
2 , · · ·λ(i−1,1)n ], (3.8)
where λl denotes the extrinsic information for the lth information bit. This is used
as a priori information by component decoder 2 during the ith decoding step. The
extrinsic information for the lth bit produced by component decoder 2 at the end of
the ith decoding step is the additional likelihood produced beyond that provided by the
shared channel measurement between the two decoders and the a priori information.
It is given by
λi,2l = log
(
P (dl = 1|L˜(2), λ˜(i−1),1)
P (dl = −1|L˜(2), λ˜(i−1),1)
)
, (3.9)
where λ˜ is λ from (3.8) excluding λl and L˜ is L from (3.7) excluding the channel
variables corresponding to the coded bits for the lth information bit shared by both
decoders, which are denoted Ll,s. For a conventional Turbo coding scheme, these are
the systematic bits.
Figure 3.2 The proposed system model using a DTC.
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In this proposed DTC scheme, the relay does not puncture the systematic bits
out so that each stage has an equal time slot. This means that there is no shared
channel measurements here. As a result, the systematic bits of the overall concatenated
codewords sent by both the source and relay may be considered as the parity bits of a
repetition code so that each constituent decoder only works on the bits sent through the
channel to which it is connected. This also leads to a modification of the estimation of
the information bits. After the ith decoding step at decoder 2 is completed, the optimum
estimate of the jth bit for a conventional Turbo coding scheme is given by [32]
uˆij = sgn
(
Ll,s + λ
i−1,1
j + λ
i,2
j
)
. (3.10)
However, for the modified Turbo decoder considered here, since there are no shared
channel variables between two decoders and the data of each component code is sent
independently1, the estimation for the ith information bit then has the form
uˆij = sgn
(
λi−1,1j + λ
i,2
j
)
. (3.11)
(3.11) shows that only extrinsic information is used in making the output bit decisions.
3.3.2 Proposed R-D Component Code Decoding
The BCJR decoding algorithm introduced in Section 2.1.2 is used to decode each com-
ponent code at the destination. Note that the packet sent from the relay can contain
errors from decoding the source transmission. As a result, we modify the transition
probability used to decode YRD (but not YSD).
The transition probability of a standard BCJR decoder [32] is
γj(s′, s) = P (uj) exp
(−Es
N0
‖ Y − ρ ·X ‖2
)
, (3.12)
where uj is the jth information bit and P (uj) is its a priori probability (APP). X is the
encoder output vector corresponding to the jth input bit which causes the state change
1It may be viewed that the two component codewords consists only parity bits.
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from s′ to s, Y is the corresponding received signal vector and Es/N0 is the average
symbol SNR.
In order to take the error probability at the relay into account, we extend the
idea of “cooperative maximum ratio combining” as proposed in [38] to redefine the
calculation of γj(s′, s) as
γ′j(s
′, s) = P (uj) exp
(−Es
N0
· ζ· ‖ Y − ρ ·X ‖2
)
, (3.13)
where
ζ =
min(SNRSR, SNRRD)
SNRRD
. (3.14)
The term −EsN0 is here called the channel reliability factor [32].
When the S-R link experiences a deep fade or is much weaker than the R-D link,
ζ ≈ 0. Then, the extrinsic information generated from this decoding process is nearly
zero for each information bit. This is because a value of ζ less than 1 reduces the
magnitude of the decoded LLR of each bit. This can be illustrated by considering a
trivial code, consisting a delay register, and assuming equiprobable bits, P (uj = 1) =
P (uj = 0) = 0.5. Then, the branch transition probability is increased when ζ < 1
compared to when ζ = 1 because the exponent is negative. However, the LLR is
calculated as
LLR′uj = log
(
γ′uj=1(s
′,s)
γ′uj=0(s
′,s)
)
= log
([
γuj=1(s
′,s)
γuj=0(s
′,s)
]ζ)
= ζ · log
(
γuj=1(s
′,s)
γuj=0 (s
′,s)
)
= ζ · LLRuj .
(3.15)
Equation (3.15) shows that the magnitude of the LLR is reduced. Reducing ζ
will generally have a similar impact on the LLRs obtained from decoding any code,
although the simple relationship of (3.15) does not hold when more complicated codes
are used. This is because, when the probability of a bit being 1 or 0 is calculated,
the calculation normally involves a summation over several exponential terms where
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each exponent contains ζ. ζ is then not a simple multiplying coefficient as in (3.15).
Therefore, when the S-R link experiences a deep fade or is much weaker than the R-D
link, the packet sent from the relay has little or very limited impact both on decoding
the packet sent from the source and in making the final hard decision. This will also
be confirmed in Chapter 4 by using Gaussian density evolution analysis. Hence, error
propagation is mitigated. Note that the extension to more than one relay is trivial.
The component decoder for the code received directly from node S has ζ set to 1.
It is worth emphasizing the difference between the proposed scheme and the co-
operative maximum ratio combining proposed in [38]. Although they look similar to
each other mathematically, the underlying principles are very different. The principle
of maximal ratio combining (MRC) can only be applied to repetition based protocols
including Demodulation-and-Forward [37–39], Amplify-and-Forward protocols [6] and
DF using a repetition code [74]. This is because this type of combining requires the
direct and the relayed transmissions to send the same symbols (bits), so they can be
combined at the destination to form the input for the channel decoder. As a result, if
a Turbo code is used, it must be transmitted by the user. Since a Turbo code generally
has lower rate than a component convolutional code, these schemes will have lower rate
than our scheme.
On the other hand, in the proposed scheme, due to the interleaver which results
in incremental relaying, MRC cannot be applied before the channel decoder at the
destination as the parity bits (symbols) from the direct and relayed copies are differ-
ent. Therefore, it can be considered that the cooperative combining is performed on
the weighted extrinsic information through the iterative process. Then, in principle,
the relay can use arbitrary and possibly different modulations and codes from those
used during the broadcast stage. At the destination, the soft information generated
from these two codes can be properly weighted and combined to make the decisions
for the information bits. This makes it possible to use relay nodes to provide the in-
cremental redundancy instead of repetitive redundancy so that the whole cooperative
communication system achieves diversity gain even when the relay nodes have decoding
errors.
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3.4 COMPARISON TO OTHER SCHEMES
In this section, a discussion of the similarities and differences between the scheme
proposed in Section 3.3 and some other always “on” DF relaying schemes is presented.
It particularly focuses on two schemes which are the scheme of [23] (scheme 1) and the
scheme proposed in [75] (scheme 2).
3.4.1 Comparison to Scheme 1
In this section, the scheme proposed in [23] is briefly introduced and then the rela-
tionship between the proposed decoding algorithm shown in (3.13) and the decoding
algorithm used in [23] is discussed.
The relay in [23] does not make hard decisions on each bit in a broadcasted packet
after it has been received. Instead the soft information for each information bit, P (uk),
are computed using the BCJR algorithm. It interleaves this decoded soft information
for the packet of information bits and then estimates the probabilities of all parity bits
of the relay forwarded constituent RSC code according to its trellis. This process is
referred to as soft information relaying (SIR) in [23]. The algorithm used to estimate
these probabilities is an algorithm modified from the BCJR algorithm that, given a
code trellis, computes the total probability of each parity bit being 1 and being 0 for
all information bits contained in the interleaved information packet.
We assume that BPSK is used and the binary symbols 1 and 0 are mapped to 1
and −1, respectively. After all parity bits are estimated, the symbols consisting of the
relay forwarded component codeword (packet) are remodulated and transmitted by the
relay node according to
xˆkRD = P (u
k
RD = 1)− P (ukRD = 0), x ∈ {1, 2, 3, · · · ,M}, (3.16)
where xˆkRD is the modulated value for the k
th bit, M is the total number of bits
comprising of the relayed packet, P (ukRD = 0) and P (u
k
RD = 1) are the probability
of the kth bit being 0 and 1, respectively. This also shows that, in this scheme, the
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relay node must use a decoder which can generate soft outputs 2 and the re-encoding
process has a similar complexity to its decoding process. Equation (3.16) also shows
that the power of the transmitted symbols is always less than the maximum allowed
power available at the relay. Upon receiving the relayed packet, the destination can
obtain a DTC by combining the constituent codeword received through the S-D channel
and the soft encoded constituent codeword received through the R-D channel.
In order to decode this relay forwarded component codeword at the destination,
an equivalent model of xˆk was introduced in [23] as
xˆkRD = x˜
k
RD(1− n¯k) (3.17)
where x˜kRD is the exact symbol of the k
th bit which has a value of being either −1 or
1 and n¯k > 0 is the equivalent noise with mean
µn¯ =
1
M
M∑
k=1
n¯k =
1
M
M∑
k=1
|xˆkRD − x˜kRD| (3.18)
and variance of
σ2n¯ =
1
M
M∑
k=1
(1− xˆkRDx˜kRD − µn¯)2 (3.19)
whereM is the length of the forwarded packet. Equation (3.17) introduces a correlation
between the exact symbol and the equivalent noise.
Based on (3.17), the kth received signals at the destination during the relaying
stage may be represented as
ykRD = ρRD · κ · x˜kRD(1− µn¯) + n¯kRD (3.20)
where ρRD is the gain of the R-D channel which considers the path loss and multi-path
fading effects, κ is a coefficient used to satisfy the power constraint at the relay and
the equivalent noise at the destination is
n¯kRD = n
k
RD − ρRD · κ · x˜kRD(n¯k − µn¯),
2Hence, the decoding complexity is close to at least that of the SOVA, if a RSC code is used.
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where nkRD is AWGN with a variance of N0. This equivalent noise has zero mean and
variance of σ2E , given as
σ2E = N0 + |ρRD · κ|2 · σ2n¯. (3.21)
For simplicity of the presentation, assuming symbol energy is normalized to be 1 and
equal power allocation is used, κ may be dropped without losing generality.
Based on (3.20) and the variance of the equivalent noise given in (3.21), the de-
coding metric used at the destination for the relay forwarded component code is
γk(s′, s) = P (uj) exp
(‖ ykRD − ρRD · x˜kRD(1− µn¯) ‖2
σ2E
)
. (3.22)
It also can be seen from (3.22) that, in order to decode properly, the relay may need
to forward both µn¯ and σ2n¯ to the destination.
Having briefly introduced the SIR scheme proposed in [23], we now show that the
proposed decoding metric given in equation (3.13) may be considered as an approxima-
tion version of the decoding metric of (3.22). In order to show this, the denominator
and numerator of (3.22) are studied separately.
The numerator of the exponent in (3.22) can be rewritten as
‖ ykRD − ρRD · x˜kRD(1− µn¯) ‖2= ‖ ykRD − ρRDx˜kRD + ρRDx˜kRDµn¯ ‖2
= ‖ ρRD · (xˆkRD + x˜kRDµn¯) + nkRD − ρRDx˜kRD ‖2
= ‖ ρRDx˜kRD(1 + µn¯ − n¯k) + nkRD − ρRDx˜kRD ‖2 .
(3.23)
The second equal sign is obtained, based on (3.5), by using ykRD = ρRD · xˆkRD+nkRD and
the last equal sign is obtained by substituting (3.17) for xˆkRD. Note that x˜
k
RD ∈ {1,−1}.
Then, it is clear that, the proposed scheme is equivalent to using the assumption that
µn¯ is always equal to n¯k in the numerator of (3.22).
Assuming the energy of the transmitted symbols are normalized to be 1, the de-
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nominator of (3.22) can be represented as
σ2E = N0 + (ρRD)
2 · σ2n¯
= N0(1 +
(ρRD)
2σ2n¯
N0
)
= N0(1 +
σ2n¯
1
SNRRD
)
= N0(
1
SNRRD
+σ2n¯
1
SNRRD
),
(3.24)
where SNRRD = (ρRD)2/N0.
Now two scenarios are considered here. The first case is when the S-R link is very
strong compare to the R-D link, SNRSR À SNRRD. Then, σ2n¯ ¿ 1SNRRD . This
is because σ2n¯ is the equivalent noise at the decoder output. Therefore, it is then
reasonable to assume that
σ2n¯ <
1
SNRSR
¿ 1
SNRRD
.
In this case, (3.24) can be simplified as
NE = N0
(
1
SNRRD
1
SNRRD
)
= N0
and, for the numerator, the assumption that µn¯ = n¯k is also likely to be held because,
for medium to high SNRs, µn¯ ≈ n¯k ≈ 0.
The second scenario is when the R-D link is very strong compare to the S-D link,
SNRSR ¿ SNRRD. Then, it is more usual to have σ2n¯ À 1SNRRD . In this case, (3.24)
can be simplified as
NE ≈ N0
(
σ2n¯
1
SNRRD
)
< N0
(
1
SNRSR
1
SNRRD
)
= N0 · SNRRD
SNRSR
.
Here, the S-R link noise variance, 1SNRSR , is used to bound the decoder output noise
variance σ2n¯.
1
SNRSR
is generally larger than σ2n¯. As mentioned earlier, using a larger
noise variance has the effect of reducing the magnitude of the LLR value. This means
this decoding output is weighted more conservatively because the S-R channel is unre-
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liable. This is also done to offset the impact of the assumption that µn¯ = n¯k made for
the numerator, which may not be close to what is really happening.
The soft encoding scheme proposed in [23] also suffers an error propagation problem
which is related to the RSC code structure. Assuming the relay has a certain percentage
of bits in error, these bits are likely to be indicated by LLR values close to zero. The
soft encoding scheme based on a RSC code trellis will propagate the impact of these
low LLR values through the rest of the bits in the same packet. When the BER is
relatively high, these error bits are more likely to appear as burst errors. As a result,
their small LLR values will affect all the following bits so that they are likely to have
small values even though the correctly decoded bits may have strong LLR values before
the soft-re-encoding. This may make the performance worse than expected.
3.4.2 Comparison to Scheme 2
In [75], another similar scheme was proposed. In this scheme, the relay node interleaves,
re-encodes the decoded results and forwards this re-encoded packet to the destination.
Along with this re-encoded packet, it also forwards the first hop S-R channel coefficient,
ρRD =
√
gRDhRD, to the destination if it detects the decoded results contain errors.
Based on this coefficient, the destination node can estimate the error probability, pe, at
the relay node. Then, given a BER at the relay, Pe, and output extrinsic information,
LLRuj = log
(
P (uj=1)
P (uj=0)
)
, the algorithm of [75] adjusts the extrinsic information at the
destination according to
LLR′uj = log
(
P (uj = 1)(1− Pe) + P (uj = 0)Pe
P (uj = 0)(1− Pe) + P (uj = 1)Pe
)
.
Looking at the magnitude of these LLRs, we get
|LLR′uj | = | log
(
P (uj=1)(1−Pe)+P (uj=0)Pe
P (uj=0)(1−Pe)+P (uj=1)Pe
)
|
= | log
(
P (uj=1)−Pe·(P (uj=1)−P (uj=0))
P (uj=0)+Pe·(P (uj=1)−P (uj=0))
)
|
= | log
(
P (uj=1)−Pe·4P
P (uj=0)+Pe·4P
)
|
< |LLRuj |
(3.25)
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where 4P = P (uj = 1)− P (uj = 0). This shows that, by using the algorithm of [75],
a non-zero error probability at the relay (Pe) reduces the magnitude of the LLR. This
has the same impact as reducing ζ in (3.13). The magnitude of the LLR is reduced to
be zero, when Pe = 50%.
Regarding algorithm implementation, a minor difference between the scheme pro-
posed in this chapter and the scheme of [75] is that, in the scheme of [75], the adjustment
of the LLR values is not a part of the constituent code decoding algorithm, which is the
BCJR algorithm, but is a step performed between two constituent code decoders and
it needs to be performed for each information bit during each iteration. In comparison,
adjusting ζ is a part of the BCJR algorithm and only needs to be calculated once. This
reduces the decoding complexity.
3.5 SIMULATION RESULTS
The simulation results are presented in this section. These simulations use packets
formed by encoding blocks of 500 information bits and the path loss exponent v = 3.
The Turbo decoder uses 15 iterations. BCJR component decoders are used. Both the
source and relay node use the same code, which is an 8-state rate 1/2 RSC code with
generator polynomial [1, 17/15]8. It gives good performance at high SNRs for a rate 1/3
Turbo code using 8-state component RSC codes [76]. QPSK modulation is considered.
For comparison purposes, the selective DF, adaptive DF [6], ideal DF, conventional
DF and direct transmission schemes are also considered. All the comparative schemes
use the same Turbo code as the proposed scheme and they are briefly introduced as
the following:
(1) Adaptive DF [1]: Relay performs a CRC check after it decodes each packet. If the
check is satisfied, then the relay interleaves, re-encodes and forwards during the
relaying stage. If the check fails, then the relay informs the source. The source
interleaves, re-encodes and forwards during the relaying stage. A relay to source
feedback channel is required.
(2) Selective DF [1, 77]: Relay performs a CRC check. If the check is satisfied, then
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the relay interleaves, re-encodes and forwards during the relaying stage. If the
check fails, then neither relay nor source transmits during the relaying stage. The
destination only decodes the source transmission from the broadcasting stage.
(3) Ideal DF: An error-free source-relay link is assumed. So, the destination receives
packets from both broadcasting and relaying stages.
(4) Direct Transmission (non-cooperative): No relay is considered. The source trans-
mits during the broadcasting stage. Then it interleaves, re-encodes and transmits
during the relaying stage. Both transmissions experience the same channel.
(5) Conventional DF: The destination treats the relay forwarded packet as if it is
error free.
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Figure 3.3 Performance curves (dSR = 0.5, dRD = 0.5).
Fig. 3.3 shows the performance of the above schemes when the relay is located at
the mid-point between the source and destination. It can be seen that all the coop-
erative schemes, except conventional DF, achieve second order diversity while direct
transmission only achieves diversity order one. The proposed scheme achieves about
3dB gain compared to selective DF and is only 1dB worse than ideal DF.
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Fig. 3.4 shows that using 3 bits to quantize SNRSR can achieve almost identical
performance to using ideal SNRSR. The SNR range being quantized is −5dB to
12.5dB. Each binary representation covers a 2.5dB subrange. The mean of each
subrange is used at the destination to calculate ζ. The destination assumes that the
relay forwarded packet is error free if SNRSR is above 12.5dB and the packet is dropped
if SNRSR is below −5dB. This is because, when the SNRSR is below −5dB, the
BER at the relay is very high. No CRC codes are used, which more than offsets the
throughput loss due to transmitting the quantized SNR.
Now the performance of the proposed scheme with different relay locations is in-
vestigated. The relay node is moved to a position to give either (dSR = 0.3, dRD = 0.7)
in Fig. 3.5 or (dSR = 0.7, dRD = 0.3) in Fig. 3.6.
The performance curves show that the proposed scheme performs approximately
the same as adaptive DF when the relay is close to the source, but achieves performance
gain as the relay moves towards the destination. The proposed scheme performs well
over a large range of dSR. In general, the performance gap between the DF schemes
and ideal cooperation increases as the relay moves closer to the destination and further
from the source. This is because relay performance gets worse when it moves towards
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Figure 3.4 Performance curves using quantized SNR and (dSR = 0.5, dRD = 0.5).
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Figure 3.5 Performance curves (dSR = 0.3, dRD = 0.7).
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Figure 3.6 Performance curves (dSR = 0.7, dRD = 0.3).
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the destination.
Based on the above observations, the following conclusions can be drawn:
1 When the S-R-D channel is stronger than the S-D channel, by properly scaling
the soft information, the end-to-end performance can be improved by using the
S-R-D channel even though the relay node may decode in error.
2 It can also be observed that, for the proposed scheme, a relay located at the mid
point between source and destination nodes gives the best performance, which
coincides with the results reported in [70] in which AF is used. This is because,
from (3.14), it can be seen that the performance is limited by the smaller of
SNRSR and SNRRD in the S-R-D channel and the mid point gives the highest
average SNR for min{SNRSR, SNRRD}.
Based on the simulation results, it can be conjectured that, if the performance of the
proposed scheme is worse than that of the scheme of [23], this performance loss is very
small when the relay is carefully chosen, for example, a relay giving dSR ≤ 0.5, because
the performance gap between the proposed scheme and ideal cooperation is small. For
large networks, where a three-node triangle relay network is a building block, having
simpler operations at the relay is highly desirable. In this sense, forwarding reliability
information is not very practical although it may perform better. The proposed scheme
is expected to have similar performance to the scheme of [75], although the scheme
of [75] uses the perfect BER at the destination. This is because, as shown in Section 3.4,
the processing of the reliability information at the destination has a similar impact on
the extrinsic information and, therefore, the iterative decoding process3.
3.6 SUMMARY
In this chapter, a simple DF scheme has been proposed. The proposed decoding algo-
rithm is also compared to two other similar schemes. We have shown that the proposed
3The comparison between the proposed scheme and the scheme of [75] is similar to the comparison
between the C-MRC of [38] and a combining scheme using the ideal error rate of the relay at the
destination for a DemF protocol, which were shown to perform similarly in [38].
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decoding algorithm is an approximation of the decoding algorithm proposed in [23] due
to the hard decision forwarding at the relay and it differs from the scheme of [75] pri-
marily in how the reliability information is handled at the destination.
The proposed scheme not only achieves full diversity gain but also offers significant
coding gain compared to the DF schemes of [6] for a wide range of dSR without sig-
nificantly increasing complexity. The simulation results also show that quantizing the
SNRSR using 3 bits can achieve almost identical performance to using ideal SNRSR.
This proposed scheme offers a practical solution to the design of a triangle relay network
and gives the designer significantly more freedom (number of relays or using different
codes). The proposed scheme has the potential to be extended to a large network in
which each node performs relatively simple operations when it is a relay and performs
a more complicated operation (e.g. Turbo decoding), when it is the destination.

Chapter 4
ANALYSIS BASED ON DENSITY EVOLUTION AND
ADAPTIVE DISTRIBUTED TURBO CODING SCHEME
4.1 INTRODUCTION
In this chapter, the scheme proposed in Chapter 3 is analyzed using a semi-analytical
tool. This tool is called density evolution [78], which is widely used to analyze iterative
decoding [25–27, 79]. This method is introduced in Section 4.2.1. Then, the standard
density evolution method is modified to analyze the iterative decoding process employed
in the proposed system. How the errors at the relay node affect the overall iterative
Turbo decoding is also investigated. This proposed analytical framework can also
be extended in a straightforward manner to analyze similar schemes including that
of [75]. Based on the results of the density evolution analysis, an adaptive scheme to
further improve overall error performance under some conditions without increasing the
overhead is proposed in Section 4.3. Some simulation results for the proposed schemes
are presented in Section 4.4 and a summary of the chapter is given in Section 4.5.
4.2 DENSITY EVOLUTION ANALYSIS
Iterative decoding can be considered as a nonlinear dynamic feedback system [26], which
is very difficult to analyze in a rigorous way. As a result, semi-analytical methods such
as EXIT charts [80] and the Gaussian approximation method [25] have been developed
to investigate the behavior of the iterative process. For the distributed Turbo code
case investigated here, a rigorous analysis is complicated further due to the imperfect
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decoding at the relay node 1. Hence, the analysis carried out in this section relies on the
Gaussian density evolution method, one of the semi-analytical tools. These tools rely
on a combination of analytical modeling and simulation. They study the input-output
behavior of only one component channel decoder. This allows the iterative decoding
process to be analyzed using a non-iterative method which is much simpler and gives
insight into the overall decoding process.
The distributed Turbo coding (DTC) scheme proposed in Chapter 3 is complicated
by the fact that one of the component codewords may be obtained from encoding a
string of bits in which a small percentage of the bits differ from the information bits
contained in the other component codeword due to decoding errors at the relay. Thus,
although the semi-analytical density evolution method is used here, the process has to
be modified in order to analyze the scheme proposed in Chapter 3.
Some general concepts of density evolution are first introduced and applied to the
three node cooperative network when the relay has error free decoding in Section 4.2.1.
Then, in Section 4.2.2, the specific density evolution analysis for the proposed cooper-
ative scheme is presented, when the relay may make decoding errors. The channels in
the simulations are the channels directly connected to the destination (S-D or R-D).
This is because the quality of the S-R link is reflected in either the relay BER or the
parameter ζ for a given R-D channel SNR.
In order to approach the Gaussian distribution assumption, the simulation results
presented in this section are obtained by averaging over 200 packets, each of which is
formed by encoding 20000 information bits. For simulation purposes, we assume here
that the all-zero codeword is transmitted. For simplicity, we consider only BPSK with
bit 1 transmitted as +1 and 0 transmitted as −1. Both the source and relay use the
same component code, namely an 8-state rate 1/2 RSC code with generator polynomial
[1, 17/15]8.
1This also makes applying the union bound technique to analyze the performance too complicated
to use.
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4.2.1 Introduction to DE
It was observed in [81] that, for conventional Turbo coding schemes, the output extrin-
sic information λi,ml , which is generated by the m
th component decoder for the lth bit
after the ith decoding step, can be tightly approximated by a Gaussian random variable,
if the inputs, namely, the intrinsic information vector, y, and APP information vector
λ(i−1), to a MAP decoder are independent Gaussian random variables. This means
that the probability density functions (pdf) of λ, f(λout), at the end of each decoding
step can be tightly approximated by Gaussian density functions since iterative decod-
ing starts from an all-zero extrinsic information vector. It is also reasonable to assume
that, for randomly interleaved codes of sufficiently long codeword length, the extrinsic
information is approximately independent over some number of decoding steps [25].
This approximation has been extensively used to analyze iterative decoding for Turbo
and LDPC coded systems [25–27, 79, 82]. However, there is a difference between the
schemes considered here and the classic Turbo coding schemes.
As mentioned in Section 3.3, in the presently proposed DTC scheme, the relay does
not puncture the systematic bits out. This is because, it has been observed that, if the
systematic bits from the S-D path are fed into the relay code decoder as a conventional
Turbo code does, the output extrinsic information can no longer be approximated
as a Gaussian random variable. As a result, the codewords sent by the source and
relay are all considered as parity bits so that each constituent decoder only works on
the bits sent through the channel to which it is connected and the only information
exchanged between the two decoders is the extrinsic information generated at the end
of each decoding step as shown in (3.11). Consequently, the present DTC scheme
satisfies all the conditions for the Gaussian approximation, which was first proposed
for conventional Turbo codes, namely, all the inputs to a MAP decoder are Gaussian
random variables.
Since the extrinsic information can be approximated as an independent Gaus-
sian random variable, a SNR can be defined for it as SNR = µ2/σ2, where µ and
σ2 are the mean and variance, respectively. Note that this SNR is not the channel
SNREb/N0 . However, it completely characterizes the classic Turbo decoder conver-
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gence. Here, only the relationship between the SNR of input extrinsic information
and the SNR of the output extrinsic information, which is denoted to SNRnλout =
Gn(SNRλin , SNREb/N0), n ∈ {1, 2}, is of interest. The function Gn is obtained
through simulation. These are performed by feeding the input extrinsic information
variables generated according to a set of SNR values to a MAP decoder and estimating
the SNRs of the resulting output extrinsic information variables.
As noted in [26,27], there are two choices for estimating the Gaussian density:
1. Estimating the mean (µ) and variance (σ2) separately as two independent pa-
rameters.
2. Estimating the mean only and the variance is determined by the mean assuming
it satisfies the symmetry condition as proposed in [27]. The symmetry condition
means that σ2 = 2µ.
The symmetry condition is primarily due to the widely used AWGN model, for which
the variance of the LLR value for a BPSK symbol is double of mean value.
Similar to the work of [26,79], the second approach, which simplifies the estimation
process, is also used in this chapter. This approach is an approximate Gaussian density
evolution model. However, the “approximate” is dropped in the remainder of the thesis
without causing any confusion since it is the only model considered. The symmetry
condition means σ2 = 2µ. As a result, SNRλ = µλ/2. Then, assuming the extrinsic
information random variables generated from two component decoders are independent
and the relay decodes the information bits successfully, from (3.11), the SNR of the
random variable λtotal = λi−1,1 + λi,2, is given by Lemma 1,
Lemma 1 SNR(λtotal) = SNR(λi−1,1) + SNR(λi,2)
Proof:
The proof is straightforward. Assuming mean(λi−1,1) = µ1 and mean(λi,2) = µ2
mean(λtotal) = µ1 + µ2, var(λtotal) = 2 · µ1 + 2 · µ2.
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Then
SNR(λtotal) =
mean(λtotal)2
var(λtotal)
=
µ1 + µ2
2
= SNR(λi−1,1) + SNR(λi,2).
This lemma indicates one of the reasons for preferring to use density evolution to
analyze the distributed Turbo code rather than EXIT charts, even though they are both
based on Gaussian approximation of the extrinsic information random variables. The
difference between the two is that the SNR of the extrinsic information is estimated in
density evolution while the mutual information between the extrinsic information and
the transmitted symbol I(λ;X) is estimated in EXIT charts. We use density evolution
because one of the key questions we are concerned with is whether or not the errors
made at the relay can be corrected at the destination. To answer this question, the SNR
based density evolution gives a more intuitive solution than the mutual information
based EXIT chart approach. Lemma 1 says that, if the decoded results from the two
component code decoders conflicts on some bits, the one with larger SNR will dominate
the final results.
The mean value of the extrinsic information is estimated based on the value of the
bits at the node (source or relay) where the codeword is originated 2 as
mean(λ) =
∑
j=1,2,··· ,n sgn(xj) · λj
n
, (4.1)
where xj ∈ {+1,−1} is the modulated jth bit value for BPSK. Hence, a positive mean
indicates that, on average, the signs of the output extrinsic information have the same
polarity as that of the information bits. Erroneous bits occur where the codeword sent
from a relay node and the codeword sent from the source node conflict on these data
bit indexes because of imperfect decoding. If the mean of the erroneous bits is positive,
this indicates that these bits are not corrected during the component code decoding
process.
The BER of the final decoder output is completely determined by SNR(λtotal).
This BER goes to zero if SNR(λtotal) goes to infinity. Thus, the iterative decoding
2This two information bits vector may be different due to the decoding errors.
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process is said to converge if SNR(λtotal) is unbounded as the number of iterations
goes to infinity. Graphically, this is equivalent to the two density evolution curves not
crossing over each other. This guarantees that the output SNR of decoder n during
the (i+1)th iteration, SNRi+1,nλout , is always greater than the value in previous iteration
SNRi,nλout , n ∈ {1, 2}. Hence, the functions, Gn, must be increasing functions for a
given channel SNREb/N0 .
4.2.2 Cooperative Network with an Error Free Relay
The case, where no errors are made at the relay node, is considered in this section.
This in effect means that the two component codes are sent through two independent
S-D channels.
In Fig. 4.1, the X and Y axes are swapped for constituent decoder 2 compared
to decoder 1 in order to plot the two functions on the same figure. This means
that the X axis represents SNR1λin or SNR
2
λout
and the Y axis represents SNR2λin
or SNR1λout . The iterative decoding process starts from the point, (0, SNR
1
λout
),
where SNR1λout = G1(0, SNREb/N0). Then, SNR
2
λin
= SNR1λout for the function
G2(SNR2λin , SNREb/N0) in the next decoding step. This iterative process can be visu-
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Figure 4.2 A DTC decoding trajectory. Two component codewords are sent through channels having
SNRs of 0dB and 2dB, respectively.
alized by drawing horizontal and vertical lines between the points on the two density
evolution curves of the two functions based on how many iterations are used. This
forms the so called decoding trajectory [80]. SNR(λtotal) of the final output can then
be calculated as the sum of the X axis value and the Y axis value of the last point on
the trajectory. As an example, a decoding trajectory is shown in Fig. 4.2.
In a conventional Turbo coding scheme, all bits are sent through the same chan-
nel. Therefore, if the two component codes are the same, the functions, Gn(SNRλin ,
SNREb/N0), n ∈ {1, 2}, are symmetric about the line SNRλout = SNRλin , which has a
slope of 1. Being symmetric means that, if one of the curves Gn(SNRλin , SNREb/N0),
n ∈ {1, 2} touches the line SNRλout = SNRλin for a given channel SNR, (SNREb/N0),
the other curve will also touch this line. This implies that the curves of the two func-
tions cross over at this point and, as a result, the Turbo decoding process cannot
converge. This is because SNRλout generated by both constituent decoders during
each decoding step will not be greater than SNRλout at this crossing point, no matter
how many iterations occur. Consequently, the maximum achievable SNRtotal is twice
SNRλout at this crossing point. This is usually a small number and means that the
BER is bounded away from zero regardless of the number of decoding iterations. How-
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ever, this condition for converging is relaxed, if the two component codewords are sent
through two independent channels as in a cooperative or relay network.
Fig. 4.1 clearly shows that a conventional Turbo code using the component codes
considered here cannot converge when the channel SNR is 0dB because the trajectory
touches the line SNRλout = SNRλin . However, if the other component code is sent
through a channel at all the other channel SNRs shown in this figure, it will converge
because the extrinsic information generated by decoder 2 at all these channel SNRs
grows much faster than that of decoder 1 so that these curves do not cross over the
curve at 0dB. This figure also indicates that the DTC schemes can achieve second order
diversity, assuming the relay sends the correct information, because the probability of
the iterative decoding not converging, which may be considered as a form of outage
probability, depends on two independent SNRs. Therefore, the minimum channel SNR
at which the Turbo code can converge, which is the prime concern for a conventional
Turbo code, is no longer the key parameter for a DTC since, given any S-D channel
SNR, there always exists a range of R-D channel SNRs making the iterative decoding
converge in theory.
Since the minimum channel SNR at which the iterative decoding converges is not
our primary concern and we are interested in the diversity gain which is related only to
large channel SNRs, the curve of the functions, Gn(SNRλin , SNREb/N0) may be ap-
proximated by a line based on the simulation results3. This linear approximation means
that
∂(SNRnλout
)
∂(SNRnλin
) = kn, n ∈ 1, 2, where ∂ is the derivative operation and kn is a constant.
We state the following proposition to characterize the functions kn = f(SNREb/N0),
which describe the relationship between kn and the channel SNRs, SNREb/N0s.
Proposition 1 Under the independent Gaussian assumption, function,
kn =f(SNREb/N0), is a non-decreasing function and SNRλout is proportional to
SNREb/N0 when SNRλin = 0.
Proof: This is because MAP decoding is optimum in terms of BER. Hence, given a
larger channel SNR, SNREb/N0 , the output of a MAP decoder should have a larger
3For a wide range of simulated channel SNRs, we have found that only the curves for very low
channel SNRs and at very small extrinsic information SNR values, λins, are nonlinear.
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SNR, SNRλout , compared to the output of a MAP decoder at a smaller channel SNR,
when no APP information is provided. Otherwise, it would be possible to find another
algorithm which provides better BER performance. For the same reason, given a higher
channel SNR, if the SNRλin is increased by a certain amount, the amount by which
SNRλout is increased should not be smaller than that of a MAP decoder output at
smaller channel SNRs. This means that, the larger the channel SNR, the greater the
slope and the higher the start point of the Gn curve are and our simulation results also
confirm this.
Then, we give the following propositions regarding the convergence of the dis-
tributed Turbo coding schemes in a more general sense.
Proposition 2 Distributed Turbo iterative decoding will converge if one of the follow-
ing conditions are satisfied:
1. kn ≥ 1, n ∈ 1, 2
2. Assuming either (0 < k1 < 1 and k2 > 1) or (0 < k2 < 1 and k1 > 1), we need
k2 · k1 ≥ 1.
Proof:
Condition 1 means that, if both of the two curves have a slope greater than 1, the
iterative decoding process converges. Condition 2 says that, if one of the curves has a
positive slope less than 1, which means it crosses the line SNRλout = SNRλin , the other
curve must have a slope which satisfies condition 2 in order for decoding to converge.
Condition 2 can be easily proven as follows:
Assuming 0 < k1 < 1 and k2 > 1 and denoting the angle between the curve for decoder
1 and the line SNRλout = SNRλin as θ1, it is clear that, in order for the curve of
decoder 2 not to cross the decoder 1 curve, the angle between the decoder 2 curve
and the line SNRλout = SNRλin , θ2, must be greater than or equal to θ1 as shown in
Fig. 4.3. This means that θ2 ≥ θ1. As the tangent function is a monotonic increasing
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Figure 4.3 Proof for condition 2 of Proposition 2.
function over θ ∈ (−pi/2 ∼ pi/2), it follows that,
tan(θ2) ≥ tan(θ1)
tan(arctan(k2)− pi/4) ≥ tan(pi/4− arctan(k1))
tan(arctan(k2))−tan(pi/4)
1+tan(pi/4) tan(arctan(k2))
≥ tan(pi/4)−tan(arctan(k1))1+tan(pi/4) tan(arctan(k1))
k2−1
1+k2
≥ 1−k11+k1
k1k2 ≥ 1.
The second condition is particularly useful for the present DTC scheme. As long
as both constituent decoder curves have a positive slope, one constituent decoder curve
crossing the line SNRλout = SNRλin only implies that the other needs a larger SNR in
order to converge as the larger the channel SNR, the greater the slope of the curve. In
other words, for the present DTC scheme, we are most interested in whether or not the
functions Gn(SNRλin , SNREb/N0), n ∈ {1, 2} are still increasing functions when the
relay node makes decoding errors and the algorithm proposed in Section 3.3 is used.
Now it will be shown that functions Gn(SNRλin , SNREb/N0), n ∈ {1, 2} are still
increasing function when the relay does not make errors and ζ < 1. This means that
using the scheme proposed in Section 3.3 generally will not affect the convergence of
the DTC scheme for this case. In order to do so, the parameter ζ is added to the
simulations and is changed from 0.1 to 1 at a step size of 0.1.
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Figure 4.4 Gn(SNRλin , SNREb/N0 = 8dB) curves with ζ = 0.1, 0.2, 0.3, · · · , 1 and an error free
relay.
Fig. 4.4 shows how ζ affects the curve of Gn(SNRλin , SNREb/N0 = 8dB). We can
observe that, for a channel SNR of SNREb/N0 = 8dB, all curves have a positive slope
and only the curve with ζ = 0.1 crosses the line SNRλout = SNRλin . Therefore, we
conclude that, the proposed scheme will generally not affect the convergence of the
DTC, if the relay has decoded successfully.
Fig. 4.4 also clearly shows that changing ζ according to (3.14) controls where the
Gn curve of the component code starts and how fast it grows. It may also be viewed
as weighting the output extrinsic information according to the channel SNRs. This is
the fundamental reason why the proposed scheme works.
4.2.3 Gaussian Density Evolution with Errors at the Relay
In this section, we will investigate how the extrinsic information variable evolves when
the relay makes errors. If the Turbo decoder is viewed as a feedback system and
these errors are viewed as additional noise, then the iterative decoding process with
errors may be viewed as a noise re-injection process. Based on the discussion pre-
sented in Section 4.2.2, our goal is now to determine what error rate makes the
Gn(SNRλin , SNREb/N0) functions no longer increasing functions. If the error rate
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goes above this threshold, forwarding the relay decoded information to the destination
losses its value from an iterative decoding perspective. The conventional Gaussian den-
sity evolution method needs to be modified to take the imperfect decoding at the relay
node into account.
We now need to look at how the errors at the relay node can be incorporated
into the model. A precise modeling of how the error bits appear at the output of a
convolutional code decoder requires a complicated model of the correlation between
these error bits. A simple model is to consider that these errors are independent by
ignoring this correlation, although this is clearly suboptimal. Consequently, the error
bits in a given packet are generated randomly according to a user defined BER at the
relay and the total number of bits of a packet. Then, the jth bit being an erroneous
bits means that
sgn(λ(i−1),nj ) = −sgn(xj), n ∈ 1, 2. (4.2)
This operation is carried out before the extrinsic information vector is passed to the
component decoder. Passing the extrinsic information between two constituent de-
coders means that the error bits will affect both codeword decoding processes in a
similar manner if the erroneous bits are not corrected. As a consequence, the curves
plotted in the figures presented in this section can be used for both the S-D link and
R-D link. For the S-D link, the G(SNRλin , SNREb/N0) curve is the curve with ζ = 1.
In the simulations presented in this section, the curves of Gn(SNRλin , SNREb/N0) for
the correct bits and the error bits are studied separately.
First, we look at the cases where the BER’s are small, for example, BER = 10−3.
In this case, we only need to consider the scenarios that the R-D channel SNR is
relatively low because better performance can be expected if this SNR is high. As a
result, ζ ≈ 1 according to (3.14), which means the iterative decoding process is very
similar to a conventional Turbo decoding process. The curves in Fig. 4.5 show that
the functions Gn(SNRλin , SNREb/N0) of the correct bits are still increasing functions
for various possible ζ values4. From Fig. 4.6, we can observe the overlap between the
4In this case, compared to curves of the correct bits, the error bit curves having slightly higher
SNRs output is because, for the considered BER, there are much less samples for the error bits than
the correct bits. This is not observed when the BER or the channel SNR is increased.
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Figure 4.5 Gn(SNRλin , SNREb/N0 = 1dB) curves with BER=10
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Figure 4.7 Gn(SNRλin , SNREb/N0 = 5dB) curves when BER=10
−3.
curves of the correct bits (BER = 10−3), where ζ = 1, and bits forwarded by an error
free relay (BER = 0). This overlap means that these error bits have almost no impact
on the correct bits at this BER.
Another example is shown in Fig. 4.7 with a 5 dB channel SNR and similar phe-
nomena can be observed. Comparing Fig. 4.7 to Fig. 4.5, it can be observed that
the curves do not cross over the line SNRλout = SNRλin for a wider range of ζ when
SNREb/N0 = 5dB at the same BER of 10
−3. This means that, as the R-D channel SNR
improves, the required minimum S-D channel SNR for these correct bits to converge
is reduced. Consequently, after a sufficient number of iterations, all the bits decoded
correctly at the relay will converge to their correct values if the curve of the other com-
ponent codeword satisfies Proposition 2. The overall BER at the destination can be
improved significantly compared to using selective DF in which the relay keeps silent.
However, these figures also show that the curves of both correct bits and erro-
neous bits are highly correlated for BER= 10−3. This means that, for these error bits,
the signs of the output extrinsic information from two component decoder still have
opposite polarity and their SNRs grow at a similar rate to those of the correct bits.
This indicates that these errors are not corrected during the component code decoding
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Figure 4.8 Gn(SNRλin , SNREb/N0 = 1dB) curves with BER=1% and various values of ζ.
process. They may be corrected only if the SNR generated from the S-D component
codeword decoding process is greater than that for the R-D component codeword de-
coding process when the iterative decoding process stops. This is achieved by adjusting
the ζ value for the R-D component decoder.
We now look at a subtle difference between the proposed scheme and the scheme
of [75]. In [75], the extrinsic information is adjusted according to the estimated S-R
BER regardless of the R-D channel SNR, but the adjustment is negligible when the
relay BER is small such as 10−3 or below. As a result, for this scenario, the decoding
trajectory is almost identical to a conventional Turbo code decoding. This may make
the error bits more difficult to correct because this will then depend on the SNRSD
and SNRRD and, normally, it is expected that SNRRD > SNRSD. However, in the
proposed scheme, how fast the SNR of the extrinsic information grows depends on
ζ which, in turn, depends on the relationship between SNRSR and SNRRD and is
bounded by 1. Therefore, the erroneous bits are still possible to be corrected in the
scheme proposed in this thesis and the worse case of the proposed scheme is ζ = 1
which is equivalent to the conventional Turbo decoding. Then, the proposed scheme
may be viewed as an opportunistic approach of correcting error bits.
72CHAPTER 4 ANALYSIS BASED ON DENSITY EVOLUTION AND ADAPTIVE DISTRIBUTED TURBO CODING SCHEME
0 2 4 6 8 10
15
20
25
30
35
40
45
50
55
60
65
SNRin
SN
R o
u
t
correct bits
error bitsEb/N0=15dB, BER=1%
ζ=0.5
ζ=0.4
ζ=0.3
ζ=0.2
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Figure 4.10 Gn(SNRλin , SNREb/N0 = 1dB) curves with BER=5%.
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Figure 4.11 The curves of Gn(SNRλin , SNREb/N0 = 15dB) with BER=5%.
Next, the cases with higher BERs are studied. The selected BERs at the relay node
are 1% and 5%. Fig. 4.8 and Fig. 4.10 show the curves of Gn(SNRλin , SNREb/N0) at
a channel SNR of 1dB with a BER of 1% and 5%, respectively. Fig. 4.9 and Fig. 4.11
show the curves of Gn(SNRλin , SNREb/N0) at a channel SNR of 15dB with a BER
of 1% and 5%, respectively. Based on the scheme proposed in Section 3.3, we are
interested in relatively large ζ values, for example, ζ > 0.5, for the cases with a channel
SNR of 1dB and we are interested in relatively small ζ values, for example, ζ < 0.5,
for the cases with a channel SNR of 15dB. This is because a high BER at the relay
indicates a low SNRSR. As a result, large ζ’s are expected for high SNRRD and small
ζ’s are expected for low SNRRD.
Fig. 4.8 and Fig. 4.9 show that, at a BER of 1%, the Gn(SNRλin , SNREb/N0)
curves for the correct bits are still increasing functions for all the ζ values of interest.
In Fig. 4.9, all the curve for correct bits are above the line SNRout = SNRin even for
the curve with ζ = 0.1. We can also observe the overlap between curves for correct bits
and the curves for the error bits. These figures clearly show that the relay forwarding its
decoded information to the destination is beneficial from an iterative decoding point
of view, even when the decoded results contain 1% errors. However, Fig. 4.10 and
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Figure 4.12 The curves of Gn(SNRλin , 15dB) when BER=10%.
Fig. 4.11 show theGn(SNRλin , SNREb/N0) functions are no longer increasing functions
if the BER is further increased to 5%. Therefore, the relay forwarding the decoded
information is not beneficial from an iterative decoding point of view. Our simulation
results show that further increasing the BER turns Gn(SNRλin , SNREb/N0) into a
decreasing function.
Through extensive simulations with a wide range of different SNRs, it is found that
5% is approximately the BER threshold at which the functionsGn(SNRλin , SNREb/N0)
are no longer increasing functions.
For reference purposes, we next show Gn curves for which the BER at the relay is
very high. The considered BERs are 10%, 20% and 50% and we only need to consider a
relatively strong channel SNR, for example 15dB, because having a weak S-R channel 5
and a weak R-D channel in one cooperative transmission cycle is not of our interest
and it is an extremely rare case, particularly in the medium to high SNR region and,
hence, is not considered here. Fig. 4.12, Fig. 4.13 and Fig. 4.14 show the Gn curves for
relay BER of 10%, 20% and 50%, respectively. All these figures show the Gn functions
are no longer increasing function under these relay BERs. The curves in these figures
5A high relay BER means the S-R channel is in a deep fade.
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Figure 4.13 The curves of Gn(SNRλin , 15dB) when BER=20%.
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Figure 4.14 The curves of Gn(SNRλin , 15dB) when BER=50%.
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with large relay BERs also confirm the statement made in Section 3.3 that the extrinsic
information generated from the R-D component codeword decoding process is nearly
zero for each information bit if ζ ≈ 0.
Based on the simulation results presented in this section, we may draw the following
conclusions:
1. As the BER at the relay increases, it gradually turns the functions Gn(SNRλin ,
SNREb/N0) from an increasing function to a decreasing function of SNRλin . A
5% BER appears to be the critical BER that makes the Gn(SNRλin , SNREb/N0)
curves become non-increasing regardless of the channel SNRs.
2. The Gn(SNRλin , SNREb/N0) curves for both correct bits and error bits are gen-
erally highly correlated which means the errors are not corrected during the com-
ponent codeword decoding process. They may be corrected only when the soft
information generated from the S-D component codeword decoding process has
larger SNR values compared to the soft information generated from the R-D com-
ponent codeword decoding process and they are added together to make a final
hard decision.
The correlation between the curves for the correct bits and the curves for the er-
ror bits is caused by the structure of the recursive convolutional codes used by the
DTC scheme. The constraint length of a RSC code being infinite means one bit af-
fects all the following bits and this effectively spreads the impact of these error bits
across the entire packet. As the BER at the relay increases, larger noise due to these
error bits are injected into the MAP decoder to decrease the slopes of the curves of
Gn(SNRλin , SNREb/N0).
4.3 PROPOSED ADAPTIVE SCHEME
In Section 4.2.3, it was seen that when the BER at the relay reaches 5%, the Turbo
decoder at the destination does not benefit from iterative decoding. The curves pre-
sented in Section 4.2.3 also show that the extrinsic information SNR is small, when
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ζ ≈ 0, to mitigate error propagation. However, this also limits the contribution made
by the relayed codeword to any final decoded results for the bits decoded correctly at
the relay due to the high correlation between the extrinsic information SNR of correct
bits and that of the erroneous bits. For the cases where BER> 5%, the percentage of
bits for which both component codewords agree remains a significant majority of the
total number of bits in a packet.
In this section, a new scheme, which improves the performance of the proposed
scheme by targeting packets where the relay decodes to a relatively high BER, is pro-
posed. In order not to increase network overhead, no feedback is introduced. For these
high BER cases, it is desired that, over a range of BERs, at which the Gn functions
are no longer increasing,
1. Gn(SNRλin , SNREb/N0) for the correct bits is not correlated with that of the
error bits so that the output erroneous bit extrinsic information has a lower SNR
than that of the correct bits.
2. Gn(SNRλin , SNREb/N0) of the correct bits is a nondecreasing function as SNRλin
increases.
The first point means that, when the extrinsic information generated from the R-
D component code decoding process is fed into the S-D component code decoder,
the erroneous bits will have less error propagation effect compared to when they are
highly correlated. This also means that the error bits are more likely to be corrected.
The second point means that feeding the extrinsic information obtained from the S-
D component code decoding process into the R-D component decoder will generate
extrinsic information with higher SNR values than that of decoding the R-D component
codeword using zero λin for the correct bits.
Before proposing the new scheme, we first examine the Gn(SNRλin , SNREb/N0)
function for non-recursive convolutional (NRC) codes. As reported in [26], it is found
that NRC codes exhibit opposite convexity (Gn curves become saturated as the input
extrinsic information SNR increases) to the RSC codes. Therefore, the two curves will
always cross thus preventing the iterative decoding from converging. This excludes
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Figure 4.15 G(SNRλin , SNREb/N0 = 1dB) curves for both a RSC code and a NRC code.
NRCs from being suitable code candidates to form a standard Turbo code even though
they may have the same free distance as their counterpart recursive convolutional
codes. However, they turn out to be useful for a cooperative network using the scheme
proposed in Section 3.3 when the relay BER> 5%.
Since searching for the optimum code is not the focus of this thesis, an 8 state NRC
code with generator polynomial [15, 17]8 is used. It has the same distance properties
as its recursive version (with a generator polynomial [1, 17/15]8) used in the previous
section.
Fig. 4.15 shows the Gn(SNRλin , SNREb/N0) curves of the equivalent NRC code
and RSC code at a channel SNR of 1dB. Comparing these two curves, we observe that
the NRC code starts from a higher position than that of the RSC code and SNRλout
increases as SNRλin increases. But the curve flattens out when SNRλin is greater
than 4. The overall shape of the curve is similar to the curve using a RSC with a relay
BER> 5% but with larger values.
Now we consider the curves when the relay makes errors. Only the cases where
the relay has relatively high BER (> 5%) are studied because it is always desired
that all the correct bits can converge to improve the BER performance. Consequently,
4.3 PROPOSED ADAPTIVE SCHEME 79
0 2 4 6 8 10
15
20
25
30
35
SNRin
SN
R o
u
t
Eb/N0=15 dB, BER=10%
NRC code, correct bits, ζ=0.2
NRC code, error bits, ζ=0.2
RSC code ζ=0.2
Figure 4.16 An example of using a NRC code and a RC code with BER=10% and ζ = 0.2 at
Eb/N0 = 15dB.
when the relay BER < 5%, RSC codes are used so that the Gn(SNRλin , SNREb/N0)
functions are increasing.
Fig. 4.16 also shows that using a NRC code will start from a higher output SNR
compared to that for a corresponding RC code. Furthermore, there is a gap between
the curves ofG(SNRλin , SNREb/N0) for the correct and erroneous bits. This is also ob-
served with other channel SNRs at BERs greater than 5%. This means that SNRλtotal
for the correct bits, when a NRC is used, is much higher than that using RSC codes
when the relay BER> 5%. In other words, although using a NRC cannot make de-
coding converge in theory, it can still greatly improve the performance when the relay
BER is relatively high. The errorred bits may then be corrected if the other channel is
strong enough.
Based on the above observations, we propose the following scheme. When the BER
at the relay is larger than or equal to 5%, the relay uses a NRC code to encode the
decoded bits. In practice, this condition can be detected from the value of the received
symbol SNR defined as in (3.6). Since the average received SNR will be forwarded
to the destination, the destination will know what type of code is being used without
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increasing the network cooperation overhead. Also, based on the observations in the
previous section, we can see that a relatively large number of iterations is required only
when the gap between SNRSD and min(SNRSR, SNRRD) is narrow 6 or when RSC
codes are used. As a result, we propose that, when the channel SNR gap is larger
than a preset threshold or NRC codes are used, only 1.5 iterations are carried out.
This means the S-D component code decoding will be performed twice and the R-D
component code decoding only once. This also reduces the decoding complexity. Since
the relay adaptively changes the code it uses, this scheme is referred to as the adaptive
DTC in the sequel.
4.4 SIMULATION RESULTS AND DISCUSSION
Here, we present some simulation results for the proposed adaptive cooperative scheme.
These figures are obtained by using the following parameters. The BER for switching
at the relay to a NRC code is set at 5%. This threshold is estimated from the S-R
measured SNR, which can be used to calculate a SNR value for which the BER is
5%. The number of iterations is 1.5, if the NRC codes 7 are used or the larger of
SNRSD and min(SNRSR, SNRRD) is greater than or equal to 4 times the smaller
one 8. Otherwise, the number of iterations is 15. Each packet is obtained by encoding
500 information bits and the path loss exponent is assumed to be v = 3. The generator
polynomials for the RSC and NRC code are [1, 17/15]8 and [15, 17]8, respectively. The
channels connecting the three nodes are modeled as quasi-static Rayleigh block fading
channels, which are constant over the combined broadcast and relay stages for each
packet and change independently between adjacent packet transmissions.
The relay positions considered in the simulations presented in this section are
(dSR = 0.5, dRD = 0.5), (dSR = 0.6, dRD = 0.4) and (dSR = 0.7, dRD = 0.3). Due to
the line model, the average qualities (channel SNRs) of the three channels are different.
6This gap is zero for a classic Turbo coding scheme transmitted through an AWGN channel.
7It is because, in this case, NRC Gn functions are non-increasing or not increasing fast enough.
Hence, larger number of iterations is not needed.
8This is because, in this case, the decoding tunnel is open so widely that very few iterations are
required to gain outputs with significant SNR values. The simulation results show little loss in terms
of performance due to doing this.
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Figure 4.17 Performance comparison between the scheme proposed in Chapter 3 and the scheme in
which relay keeps silent if its BER> 5%.
The S-D link has the worst quality of the three channels and the qualities of the S-R
and R-D channel depend on where the relay is placed and the path loss exponent v.
Firstly, we investigate the performance of the scheme that the relay keeps silent
when the BER at the relay is equal to or above 5%. Its performance curves are plotted
in Fig. 4.17. It is shown that they overlap with the curves of the scheme proposed in
Chapter 3. This can be explained by the figures presented in Section 4.2.3, which show
that when the relay error rate is high, the scheme proposed in Chapter 3 effectively
turns the contribution from the R-D component code off softly. This is equivalent to
the relay not transmitting.
Fig. 4.18 and Fig. 4.19 show that the proposed adaptive scheme improves both BER
and FER performance, particularly when the relay is further away from the source node.
It can be observed that both the BER and FER curves exhibit an error floor when
dSR > 0.5 for the scheme proposed in Section 3.3. However, the proposed adaptive
scheme does not show this error floor for the SNRs considered in the simulations. This
is because, when the relay is further way from the source node, the relay is more likely
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Figure 4.18 The BER performance curves (BER threshold =5%).
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Figure 4.19 The FER performance curves (BER threshold =5%).
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to exhibit larger BER and ζ is more likely to be a small number. From the Gaussian
density analysis presented in Section 4.2.3, we can see that, for such a case (BER is high
and ζ is small), using a RSC code is not a good option compared to using NRC codes
because the NRC code can generate extrinsic information with much higher SNR’s for
the correct bits, particular when the R-D channel is very strong and, also, the S-D
channel is more likely to be good enough to correct the error bits in the high channel
SNR region.
4.5 SUMMARY
In this chapter, the scheme proposed in Chapter 3 is investigated and analyzed using
Gaussian density evolution, which is a semi-analytical tool. Based on the obtained re-
sults, a modified scheme, which adaptively changes the code used at the relay according
to its estimated decoded BER (estimated from its SNR value), is proposed to improve
performance without adding more network cooperation overhead. The proposed adap-
tive scheme is also simple to implement.

Chapter 5
A TWO-USER PROTOCOL
5.1 INTRODUCTION
In previous chapters, it has been shown that the proposed cooperative communication
system can achieve diversity gains in systems with limited numbers of transmit antennas
through the use of relay nodes. However, the gain is achieved at a cost of throughput
because transmission has to be divided into the two stages of broadcasting and relaying.
This presupposes wireless nodes cannot transmit and receive in the same channel (half
duplex).
As introduced in Section 2.2.3, in order to recover some of the throughput loss,
numerous schemes have been proposed. Designing a protocol for two users is one of
them and has attracted significant research attention. Such schemes can be roughly
divided into two groups:
(I) The first is for a system in which two users cooperate to transmit information
to a common destination. Each user acts as a relay for the other user in its
own channel. It adds the information it successfully decoded from the last time
slot to its new locally generated data using superposition modulation [54, 83,
84]. Therefore, each transmission is a combination of broadcasting and relaying.
Then, [55] shows that using a XOR operation to combine the relayed and locally
generated data can outperform superposition modulation.
(II) The second type is a system in which multiple users communicate to a com-
mon destination with the aid of a common relay. Throughput is increased by
merging the relaying stages for all users into a single relaying stage using network
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coding [28,29,57–60]. For example, for a two user network, the network coding as-
sisted cooperative protocol uses three time slots for the cooperative transmission
of one packet from each user instead of using four time slots as in a conventional
cooperative protocol. The relay XORs the information packets of all users and
then forwards the resultant during the relaying stage. This type of protocol re-
quires the user-relay channel and the relay-destination channel to be of better
quality than the user-destination channel. This can be achieved by placing the
relay between the users and the destination.
The first type of protocol requires pairing users with equal quality channels. This
is a nontrivial task that adds overhead to the network design, particularly, when all the
nodes are mobile. In comparison, in type II protocols, the relay node can be chosen
from any location as long as it is located between the source node and the destination.
Therefore, the second type is the focus of this chapter.
Type II protocols use DF. In addition, the XOR operation is used to merge multiple
data streams in most such schemes [29,55,57,59,60] because the relay needs to combine
the users’ re-encoded packets. Using a XOR operation to merge the data streams from
multiple sources was proposed and called network coding in [56]. Therefore, the type II
schemes are normally called physical layer network coding (PLNC) assisted cooperative
protocols.
Note that, in order to avoid error propagation, the relay checks whether or not
all the decoded packets are correct. It drops incorrectly decoded user packets and
combines the remaining packets if more than one user’s packet is successfully decoded.
Therefore, from each user’s point of view, selective DF [6] is employed at the relay
node. Due to the existence of multiple users, adaptive DF [6], in which the user sends
the relayed code when the relay fails to decode users’ information, cannot be used.
In [55], the performance of using superposition modulation and XOR operation for
type I protocols was investigated and compared. In this chapter, we investigate whether
using XOR or superposition modulation to combine multiple user data streams at the
relay node gives better performance for type II protocols. To this end, a two-user
cooperative type II protocol is proposed and investigated.
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In this proposed protocol, the scheme proposed in Chapter 3 is employed for each
user. Hence, the data streams from both users are always decoded, interleaved and re-
encoded at the common relay (non-selective DF) regardless of their correctness. The
two re-encoded data streams are combined using either superposition modulation or
a XOR operation into one data stream before they are forwarded. A recursive sys-
tematic convolutional (RSC) code is used by each user and the relay always makes
hard decisions, which in principle, requires only Viterbi decoders. In the cases, where
superposition modulation is used, the two re-encoded packets are each re-modulated
using an M -PAM constellation and then one user’s pi/2 rotated symbols are superim-
posed onto the other user’s symbols. This superposition modulation can be considered
as re-mapping two users’ data onto the in-phase and quadrature axes of an M2-QAM
constellation. The scheme is referred to as superposition mapping (S-mapping) in the
sequel. Along with this relayed re-mapped packet, the average receive SNRs for each
user, which are estimated at the relay as done for the single user case, are also for-
warded to the destination. The cooperative Turbo decoder of Section 3.3 is used at the
destination. Different network topologies are considered in order to compare the two
combining techniques.
This chapter is organized as follows. The system model is introduced in Section 5.2.
Section 5.3 describes the proposed and comparison schemes. Simulation results are
presented in Section 5.4. Finally, a summary is presented in Section 5.5.
5.2 SYSTEM DESCRIPTION
The system model considered in this chapter is shown in Fig. 5.1. Two users (U1, U2)
communicate to a common destination (D) aided by one relay (R) node. Each node is
assumed to be half duplex and to have only one antenna. The distances between nodes
(Un-D, Un-R and R-D) are normalized against the longest distance, dmaxUnD, among all
the distances so that dmaxUnD = 1. For simplicity, we use a line model, which means the
relay is located between the users and the destination and dUnR + dRD = dUnD, for
n = 1, 2.
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Transmission is organized in a packet by packet fashion. The transmission of a
packet from each user to the destination is referred to as a transmission cycle. Each
cycle is divided into the two stages of broadcast and relay. The broadcast stage is
further divided into two time slots. Each user broadcasts its coded message in the as-
signed time slot during the broadcast stage. The relay decodes and combines through
S-mapping both packets into one packet which it forwards to the destination during
the relay stage. Therefore, for two users, each transmission cycle consists of three time
slots. The channels connecting all nodes are modeled as quasi-static Rayleigh flat fad-
ing channels, which are constant over a transmission cycle and change independently
between adjacent transmission cycles. The channel coefficient for each channel is mod-
elled as ρ =
√
gh, where h is a circularly symmetric complex Gaussian random variable
with zero mean and unit average power and g is the channel gain which is related to
distance according to g = 1dv , where v is the path-loss exponent.
During the broadcast stage, each user encodes a block of information bits using a
RSC code and then broadcasts this to the destination and relay. The destination delays
decoding until the end of the ensuing relay stage. The relay decodes the broadcast
messages from both users. Then it interleaves the decoded bits and re-encodes them
using the same or a different RSC code. It forwards the combined packet to the
destination during the relaying stage (while the source stays silent). The corresponding
received signals at the relay and destination for the mth packet are given by
YmUnR =
√
gUnRh
m
UnRX
m
Un +N
m
UnR, n = 1, 2 (5.1)
YmUnD =
√
gUnDh
m
UnDX
m
Un +N
m
UnD, n = 1, 2 (5.2)
YmRD =
√
gRDh
m
RDX
m
R +N
m
RD, (5.3)
where Ympq is the received signal vector at node q sent by node p, X
m
p is the encoded
symbol vector at node p and Nmpq is the additive white Gaussian noise (AWGN) vector
with variance N0/2 per dimension at node q during the transmission from node p. Note
that, no CRC code is used. So, XmR may contain errors due to incorrect decoding.
5.3 PROPOSED TWO-USER COOPERATIVE PROTOCOL AND COMPARISON SCHEMES 89
Figure 5.1 System model of the two-user system.
5.3 PROPOSED TWO-USER COOPERATIVE PROTOCOL AND COMPARISON
SCHEMES
5.3.1 Proposed Two-user Cooperative Protocol
In the proposed cooperative scheme, the relay does not check the correctness of the
decoded packets. It always decodes the messages from both users, interleaves and re-
encodes them into two new packets. No CRC code is required, resulting in an always
“on” relay for all users. Instead of XORing [59] all user data packets into one packet,
we combine them using S-mapping and forward this re-mapped combined packet to the
destination. Assuming anM2-ary modulation is used at the relay, log2(M) bits/channel
use/user can be achieved during the relay stage.
Along with the re-encoded relayed packet, the relay forwards the average receive
SNR of each user packet,
SNRUnR =
gUnR|hUnR|2Es
N0
, n = 1, 2 (5.4)
where Es is the average symbol energy transmitted from each source to the destination.
The resulting scheme is referred to as S-mapping with scaling.
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Consider the structure of the decoder at the destination. The direct user to desti-
nation code is decoded using a standard BCJR algorithm. A modified metric is used
for the relayed code. Now we describe how to decode the relayed code for each user.
We assume an M2-QAM constellation is used at the relay and the set of constellation
points is denoted {ci}M2i=1. When the relayed packet is received at the destination, the
LLR for the ith bit of the kth received symbol is calculated as
Λki = log
(∑
ci∈C1 e
||ykRD−ρ·ci||2/N0∑
ci∈C0 e
||ykRD−ρ·ci||2/N0
)
i = 1, · · · ,M2 (5.5)
where Ca denotes the set of constellation points having the ith bit of its binary label
equal to a ∈ {0, 1}. The likelihood for the relayed code of user n, ΛUn (n ∈ {0, 1}), is
obtained by separating these LLR values according to their mapping 1.
In the cooperative Turbo decoder, the relayed code is decoded using the transition
probability for each trellis branch,
γj(s′, s) = P (uj) exp
(−Es
N0
· ζ· ‖ Y − ρ ·X ‖2
)
, (5.6)
where
ζ =
min(SNRUnR, SNRRD)
SNRRD
, n = 1, 2, (5.7)
uj is the jth information bit, P (uj) is its a priori probability, X is the encoder output
vector corresponding to the jth input bit which causes the state change from s′ to
s, Y is the corresponding received signal vector and EsN0 is the average symbol SNR.
The component decoder for the code received directly from the user has ζ set to 1.
The overall decoder structure at the destination for the S-mapping with the scaling
of (5.6) and (5.7) is shown in Fig. 5.2. We assume phase coherence and that any phase
ambiguity problem has been resolved. This can be achieved by sending pilot symbols
before data transmission, but this is beyond the scope of the current work.
1For example, user 1 data and user 2 data are mapped to the first and second bit of a QPSK
constellation point.
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Figure 5.2 The decoder structure of the proposed S-mapping based cooperative schemes.
5.3.2 Comparative Schemes
For comparison to the proposed S-mapping with scaling, we consider the following
schemes:
(1) Selective XOR: The relay performs a CRC test and relays the data only if it is
decoded successfully. If two users’ data are decoded successfully, they are re-
encoded, XORed and forwarded to the destination. Since the relay uses linear
codes, the XORed data stream is also a valid codeword [57].
(2) Selective S-mapping: The relay performs a CRC test and only relays the packet
if it is decoded successfully. If both users’ data are decoded successfully, they
are re-encoded, re-mapped onto the constellation points and forwarded to the
destination2.
(3) XOR with scaling: The relay does not check the correctness of the decoded data.
It always decodes, re-encodes and forwards the packet formed by XORing both
re-encoded packets to the destination. It also forwards an equivalent average
SNR, defined as
SNReq =
1
(1/SNRU1R) + (1/SNRU2R)
, (5.8)
as the SNR value forwarded by the relay, which is half of the harmonic mean of
SNRU1R and SNRU2R. Since the errors in both data streams are mutually inde-
2Note, all selective schemes need to tell the destination how the relayed packet is formed.
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pendent, the equivalent SNR of the XORed data is smaller than min(SNRU1R,SNRU2R).
The value calculated using (5.8) may not be the optimum value for the equivalent
SNR. However, finding an optimal value is beyond the scope of this thesis.
(4) Direct transmission: This is not a cooperative scheme. All the coded signals are
directly transmitted from the users.
(5) Ideal cooperation: The Un-R channel is an error free channel.
Here, the algebra used to calculate the LLR value of the XORed bits is briefly
introduced. When XR = XU1
⊕
XU2, the LLR value of XR is calculated as
ΛR = ln
(
eΛU1 + eΛU2
1 + e(ΛU1+ΛU2 )
)
≈ (−1) · sign(ΛU1) · sign(ΛU2) ·min(| ΛU1 |, | ΛU2 |). (5.9)
In selective schemes, all the packets received from U1, U2 and R are CRC coded. If any
of the three packets are decoded successfully as indicated by the CRC test result, the
hard decisions of this packet will be fixed. So, if XU1 = 1, ΛU1 = ∞ and, if XU1 = 0,
ΛU1 = −∞. Then, assuming XU1 is successfully decoded, (5.9) can be simplified to be
ΛjUR = (−1)XU1 · ΛU2 . (5.10)
Due to the XOR operation, if any two of XU1, XU2 and XR are successfully decoded,
the third one is decoded successfully too. Each user’s Turbo decoding iteration stops
when this condition is satisfied in the simulations for the selective XOR scheme based
on the CRC test results. Since no CRC codes are used in the XOR with scaling scheme,
iteration continues until the predefined number of iterations is completed. The decoder
structure used for these XOR schemes when the relayed packets are formed from both
users’ data is shown in Fig. 5.3.
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Figure 5.3 The destination decoder structure of the XOR schemes when the relayed packet is formed
by using both users’ data.
5.4 SIMULATION RESULTS AND DISCUSSION
As in the single user case, the simulation results presented here are obtained from using
packets formed by encoding blocks of 500 information bits. The path loss exponent
v = 3. The Turbo decoders use 15 iterations. An 8-state rate 1/2 RSC code with
generator polynomial [1, 17/15]8 is used at both source and relay. For simplicity, each
user and relay use BPSK (effectively 2-PAM) except that QPSK (4-QAM) is used at
the relay in the S-mapping based schemes. In order to make a fair comparison, the
energy is normalized. The normalization is based on an always “on” relay. The selective
schemes will use less power. However, having two users in the system makes this power
normalization penalty negligible because the relay is “on” as long as at least one user’s
information is successfully decoded.
5.4.1 Case Study 1: Symmetric Topology
A symmetric scenario is considered first. This topology is shown in Fig. 5.4. We
assume that the relay is placed at the mid point between users and the destination so
that dUnR = 0.5 for n = 1, 2 and dUnD = 1 for n = 1, 2.
Fig. 5.5 shows the resulting average bit error rate (BER) for the various schemes.
It clearly shows that, although all cooperative schemes achieve a diversity order of
2, S-mapping with scaling achieves the best performance from non-ideal approaches,
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Figure 5.4 The symmetric topology.
especially at low SNRs. The selective S-mapping scheme has the same performance as
the proposed scheme at high SNRs, while all the XOR schemes perform worse than
S-mapping. S-mapping with scaling is within 2dB of the ideal S-mapping scheme over
the simulated range of SNR. The XOR with scaling scheme has the worst performance.
Fig. 5.6 shows the performance of each user under a symmetric network topology.
It can be seen that, since the topology is symmetric, both users yield similar perfor-
mance. This is particularly prominent for the XOR based schemes, of which both users’
performance are almost identical.
We note that having a symmetric topology is virtually impossible for a wireless
network. Therefore, we next investigate the case of having an asymmetric topology.
5.4.2 Case Study 2: Asymmetric Topology
The asymmetric topology of Fig. 5.7 is now considered. We assume the normalized
distances dRD = 0.3, dU1R = 0.4, dU2R = 0.7, dU1D = 0.7 and dU2D = 1. The relay is
now placed closer to the destination and user 1 has a better average channel condition
than user 2.
Fig. 5.8 shows the BERs averaged over both users for this case. It clearly shows that
the proposed S-mapping with scaling scheme outperforms the other schemes including
the ideal XOR scheme over the simulated SNR range, while the selective S-mapping
and selective XOR schemes have similar performance. The XOR with scaling scheme
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Figure 5.7 The considered asymmetric network topology.
has the worst performance.
Fig. 5.9 shows the performance of each user under the considered asymmetric net-
work topology. It can be observed that, for user 1, selective S-mapping has better
performance than the selective XOR scheme. S-mapping with scaling has better per-
formance than selective S-mapping at low SNR and has similar performance at high
SNR. For user 2, both selective schemes have similar performance. S-mapping with scal-
ing improves the performance of user 2 significantly compared to the selective schemes
considered here.
The average performances in Figs. 5.5 and 5.8 show that using S-mapping with
scaling achieves good coding gain compared to both selective schemes under both net-
work topologies. The reason is shown by Fig. 5.9. It shows that using the selective
S-mapping scheme only improves the performance of user 1 (having a better channel
condition) compared to the selective XOR scheme while S-mapping with scaling im-
proves the performance of user 2 and maintains the performance of user 1 compared
to both selective schemes since it is always “on” for both users. Average performance
is dominated by the user with the worst performance.
It has also been observed that the S-mapping schemes outperform the XOR based
schemes. Although using XOR enables two users to achieve higher diversity order
at an improved rate, it introduces error propagation or correlation between the two
users during the decoding process at the destination. This error propagation is more
pronounced when the two users experince different channel qualities. This degrades the
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performance of the user having good channel conditions. As a result, the performance
gap between two users of the selective XOR scheme is smaller than that of the selective
S-mapping scheme as shown in Fig. 5.9.
This error propagation problem is also shown by the performance of the ideal XOR
scheme and the ideal S-mapping scheme, both of which use an error free inter user-
relay channel. As shown in Fig. 5.5, the ideal ML-mapping uniformly outperforms
the ML-mapping with scaling scheme over all the SNRs, while ideal XOR scheme only
outperforms selective XOR scheme at high SNRs. This is because the XOR operation
allows the errors made in one decoder to impact the other decoder’s decoding process at
the destination. Therefore, the performance of the two users, when the XOR operation
is used at the relay node, are close to each other for both topologies considered here.
It prevents the user having better channel conditions from achieving its full potential.
5.5 SUMMARY
In this chapter, a two-user cooperative scheme using S-mapping and the cooperative
Turbo decoder proposed in Chapter 3 has been investigated. It has been found that
XOR based multi-user cooperative schemes can achieve a similar performance to the
S-mapping based schemes when the SNR is sufficiently large. Therefore, they may
be applied to those wireless networks in which all users have equal quality channels
to both the relay and the destination with relatively large SNRs. However, being
symmetric is not the case for a general wireless network where nodes are randomly
deployed. In contrast, using S-mapping with a carefully designed distributed error
control coding scheme gives better performance even when the users experience different
channel qualities.
The proposed two-user scheme not only achieves good performance in terms of
average performance but also reduces the performance gap between different users
having different channel conditions without degrading the performance of the user
having good channel conditions. The protocol is simple to implement with comparable
complexity to other selective schemes in the literature.
Chapter 6
CONCLUSIONS AND FUTURE WORK
6.1 INTRODUCTION
In previous chapters, contributions made in this thesis to the field of cooperative com-
munications are presented. In this chapter, conclusions on the original work presented
in Chapter 3, 4 and 5 are drawn in Section 6.2 and suggestions for future work are
given in Section 6.3.
6.2 CONCLUSIONS
In a cooperative network, the forwarding strategy used at the relay node is either regen-
erative or non-regenerative. DF and AF are the typical protocols used by regenerative
and non-regenerative strategies, respectively. The DF schemes are optimal in the sense
that no other schemes can have lower error probability at the relay. Hence, if the pro-
tocol is designed properly, DF protocols are expected to achieve not only diversity gain
but also coding gain compared to others.
However, a problem existing in a cooperative network using DF is that the decoding
process at the relay node is not always perfect due to many reasons, for example, a
deep channel fade or strong interference. It has been shown in [6] that non-selectively
forwarding the broadcasted message using DF will not achieve the potential spatial
diversity gain offered by such a cooperative network. To address this problem, a triangle
single user cooperative network using a distributed Turbo code was proposed and its
performance was studied in Chapter 3. To mitigate the error propagation problem, in
the proposed scheme, the received average SNR of the S-R channel is also forwarded
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to the destination and used in a modified iterative (Turbo) decoding process at the
destination.
The performance of the proposed scheme was compared to the performance of
other schemes including selective DF, adaptive DF and ideal DF scheme by using
simulations. The simulation results presented in Section 3.5 show that its performance
is close to ideal DF when the relay is very close to the source node and the performance
gap is increased as the relay node moves towards the destination. Simulation results
also showed that the coding gain achieved by the proposed scheme compared to the
selective DF and adaptive DF schemes is increased as the relay node moves towards
the destination node. The performance of the proposed scheme using a quantized SNR
value forwarded by the relay is also investigated and simulation results show that the
performance is almost the same as that of using the ideal SNR for a wide range of
SNRs. Only a minor performance degradation was observed at high SNRs. Also, it
was observed that the best performance is achieved when the relay node is half way
between the source and destination.
Another advantage of the proposed scheme is that it is relatively simple to im-
plement in practice compared to some other schemes proposed in literature, for ex-
ample, [11, 43]. The relay node can use a Viterbi decoder in principle to decode the
broadcasted message since only hard decoding decisions are needed. The synchroniza-
tion problem is also simple to solve because TDMA is used. The designer can use guard
intervals between each stage to avoid the inter-symbol interference.
This proposed scheme is then analyzed in Chapter 4 using a modified semi-analytical
method, Gaussian density evolution. It has been found that, the input-output relation-
ship of each BCJR constituent decoder is no longer an increasing function, when two
component codewords are encoded from two information streams, of which at least 5%
of bits differ. In this case, the iterative decoding can not possibly converge. This is due
to the use of a recursive systematic convolutional code, which has indefinite constraint
length. Then, an adaptive scheme was proposed in Section 4.3. In this scheme, the
relay adaptively switches the employed code between a recursive systematic convolu-
tional code and a feed forward convolutional code. Simulation results show that this
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adaptive scheme outperforms the non-adaptive scheme when the relay is closer to the
destination than to the source node. This is because, in this scenario, the relay node
is more likely to have high error rates.
Finally, in Chapter 5, we developed a two user scheme, where each user employs
the scheme proposed in Chapter 3. The aim of introducing two users into the protocol
is to improve the throughput since the scheme proposed in Chapter 3 suffers a half rate
loss due to the half duplex constraint. Therefore, in the two-user protocol, each user
is allocated a designated broadcasting stage, but during the relaying stage, the relay
node forwards a combined packet. Hence, the time used for a cooperative transmission
of one packet from each user is three slots instead of the 4 time slots required using the
single user protocol. This essentially is another example of the reliability-throughput
tradeoff existing in any communication system design.
The aim of Chapter 5 is to find how to combine the data packets of two users at
the common relay. There are two main techniques: XOR operation or superposition
modulation. In [55], it was found that using XOR is superior if the channels connecting
the two users to the destination have the same average quality and they act as the
relay node for each other. However, in the protocol investigated in Chapter 5, the
superposition modulation outperforms the XOR based schemes, particularly when the
channels connecting the two users, the relay node and the destination node have unequal
average qualities, which it is very common for a wireless communication network with
randomly deployed nodes.
6.3 FUTURE WORK
In this section, some suggestions for the future work are presented. In this thesis, the
work has mainly been focused on the single user cooperative communication system
design and it is assumed that the relay node always exist and is pre-selected. This may
be considered as the simplest scenario of a cooperative network and as a building block
for a larger network consisting of hundreds of wireless nodes. Future research work
may be carried out in the following areas.
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1. Power Allocation:
In the work presented in this thesis, the power allocation between the source
node and the relay node is not investigated. This is because this will cause cer-
tain amount of network signalling overhead in order to disseminate the channel
state information (CSI) or power allocation coefficients and this power allocation
changes as the relay position or the channel model changes. This will become
more challenging for a large network due to the large amount of signalling over-
head required. However, it is reasonable to believe that the performance can
be improved if the power is not evenly allocated among all the nodes partici-
pating the cooperative transmission cycle and a good scheme should balance the
performance improvement and the required extra signalling [85–87].
2. Relay Selection:
How to select a wireless node from potentially thousands of nodes as a relay
node is a non-trivial task. Also, there may be some nodes leaving the network
or some new nodes joining the network at a constant or varying rate. For such a
large network, the selection process will also require extra network-wise signaling.
Since, in a large network, there existing multiple users and multiple relay nodes
in the network, the selection process may be complicated by the fact that each
user can select a relay node and each relay node can also select a source node it
wants to help. The selection process may require the knowledge of the geometry
of the network.
3. Network Fairness:
For some networks, it is desirable that the batteries of all the nodes run flat
roughly at the time. Normally, these networks are disposable and their nodes do
not have mobility, for example, a sensor network. In these networks, the battery
of each node may not be able to be recharged. Hence, the entire network may
stop work earlier than what it was expected if some nodes are always acting a
relay node because their batteries run flat much more quickly than other nodes.
Therefore, to some extent, acting as a relay node may be considered as a punish-
ment for having a favorable channel condition towards the destination. This is
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not “fair” from each individual node’s perspective. How to share the role of being
a relay node among a group of potential candidate nodes should also be taken
into account, when such a network is being designed. This is referred to as co-
operative network fairness [88]. This may be solved by introducing an economics
model to the cooperative network protocol.
4. The balance between network performance and single link performance:
For a large network, a scheme having higher throughput or reliability per link
level does not necessarily mean it will give a better performance from the point
of view of the entire network. This may be due to the required signalling overhead
or inter-cell interference. So, the relationship between the per link cooperative
transmission and the network wise performance needs to be investigated.
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