Introduction
The problem of simultaneity (or reciprocal causation) and methods of estimating such relationships has been widely discussed in the statistical literature (for general introductions, see Gujarati (1995) and Pindyck and Rubinfeld (1991) ; for more advanced expositions, see Davidson and MacKinnon (1993) , Greene (2000) , and Judge et al. (1985) ). At issue is the problem that standard estimation methods in the presence of simultaneity will result in biased and inconsistent estimates. This bias can be corrected by choosing one of two popular methods: indirect least squares (ILS) or two-stage least squares (2SLS). The main focus of the literature, however, has been on situations where the endogenous variables are continuous across equations.
In social science research, however, many phenomena of interest can take on only two values or can only be observed as dichotomies. For example, a person either voted or did not vote. This is an example of a phenomenon that naturally has only two possible values. In other cases, such as involvement in militarized interstate disputes, one can argue that the propensity to engage in such disputes is a continuous underlying process, but this propensity can only be observed as a dichotomy; i.e., we can only observe whether a state is/has engaged in a militarized dispute or not. In a singleequation setting, this type of model is easy to fit, and all statistical packages have built-in procedures for estimation; see [R] probit, [R] logit, and [R] logistic.
What if, however, a continuous and a dichotomous variable are hypothesized to simultaneously determine each other? For example, Keshk et al. (2002) are interested CDSIMEQ in whether a simultaneous relationship between trade and militarized interstate disputes (MIDs) exists. Trade is a continuous variable whereas MIDs is a dichotomous variable or only observable as a dichotomous variable. In such situations, the options for estimating such relationships using current statistical software packages become extremely limited. This limitation is not due to a lack of statistical literature on how to fit such models, but to the lack of procedures to fit such models in available statistical software packages.
2 Heckman (1978) , Amemiya (1978) , and Maddala (1983) all discuss appropriate estimation procedures for such models. Like their continuous counterparts, estimation can proceed through indirect methods (i.e., recovering the structural parameters from reduced form estimates) or through two stage procedures (i.e., creating instruments for the endogenous variables and then substituting them for their endogenous counterparts in the structural equations). In spite of this literature, I am not aware of any statistical package that includes procedures to fit such models. This is puzzling in the age of programmable statistical software programs such as Stata. The command cdsimeq is hopefully a first step in filling this void.
Background
In order to fully comprehend the usefulness and applicability of the cdsimeq command, it is essential to understand the nature of the problem that it is trying to estimate. Equations (1) and (2) present a generic two-equation model,
The proper estimation strategy to be used depends on how y * 1 and y * 2 are observed, as well as whether we are dealing with recursive or nonrecursive models. First, if y 1 = y * 1 and y 2 = y * 2 , 4 i.e., both variables are observed, and neither γ 1 nor γ 2 equal zero, then we have the typical simultaneous equations models discussed in the statistical literature. Methods for fitting such models can be found in the previously cited literature. Stata's reg3 can fit such models; see [R] reg3. If theory or prior expectation leads us to believe that γ 1 = 0 or γ 2 = 0, but not both, and the error terms are not contemporaneously correlated, then we have a recursive model and each equation can be estimated separately by OLS. 2 To the best of my knowledge, no statistical software packages have procedures for fitting this type of model. One Stata program, probitiv, written by Jonah Gelbach fits such models; however, it does not correct the standard errors.
3 The following discussion borrows heavily from Maddala (1983, 242-7) .
If y * 1 and y * 2 are observed as follows
and neither γ 1 nor γ 2 equal zero, then we have a model for which cdsimeq is written. How to fit such a model is discussed in the next section. If, however, theory or prior expectation leads us to believe that γ 2 = 0, then we have two interesting situations.
First, if it is hypothesized that y * 1 is only observed given some selection criterion defined by another variable, in this case y * 2 , then we have an example of a sample selection model. While the details of such models are beyond the scope of this paper, the interested readers are directed to Barnow et al. (1981) , Breen (1996) , and Maddala (1983) for discussion of such models and methods for their estimation. Stata's treatreg can perform all the necessary estimations (two-stage and maximum likelihood) for such models; see [R] treatreg. On the other hand, if y * 1 is not determined by any selection criterion, γ 1 = 0 or γ 2 = 0, but not both, and the error terms are not contemporaneously correlated, then we have a recursive model with a continuous and dichotomous variable and methods for fitting such models are discussed in Maddala and Lee (1976) .
A final model of some relevance to our discussion is the following:
If γ 1 and γ 2 are not equal to 0, then we have what Amemiya (1979) calls a simultaneous equation tobit model. Estimation of such models is fully discussed in Amemiya (1979) and Maddala (1983) . Readers interested in fitting such a model can cannibalize cdsimeq to do so, since the estimation procedures for both models are very similar.
8 While there are several other model possibilities, their discussion is beyond the scope of this paper and interested readers are directed to Maddala (1983) .
Methods and formulas
The command cdsimeq is written to fit a simultaneous equation model in which one of the variables is continuous and the other is dichotomous and as was shown above, this is but one possible model in a class of such models. Adapting current methods for estimating simultaneous equations to a model in which one of the endogenous variables is continuous and the other is dichotomous is straightforward. The only difference is in the appropriate calculation of the standard errors. The discussion that follows will present 160 CDSIMEQ the estimation method as it pertains to programming and not to statistical derivation. Readers interested in the statistical derivation aspect are directed to Heckman (1978) , Amemiya (1978) , and Maddala (1983) .
We begin with our simultaneous equations model:
where y 1 is a continuous endogenous variable, y * 2 is a dichotomous endogenous variable, which is observed as a 1 if y * 2 > 0, and 0 otherwise, X 1 and X 2 are matrices of exogenous variables in (3) and (4), β ′ 1 and β ′ 2 are vectors of parameters in (3) and (4), γ 1 and γ 2 are the parameters of the endogenous variables in (3) and (4), ε 1 and ε 2 are the error terms of (3) and (4).
Because y * 2 is not observed, the structural equations (3) and (4) are rewritten as
Now estimation follows the typical two-stage estimation process. In the first stage, the following two models are fitted using all of the exogenous variables (i.e., the exogenous variables in both (5) and (6)),
where X is a matrix of all the exogenous variables in (5) and (6), Π 1 and Π 2 are vectors of parameters to be estimated, υ 1 and υ 2 are error terms.
Equation (7) is estimated via OLS and (8) via probit. From these reduced-form estimates, the predicted values from each model are obtained for use in the second stage.
In the second stage, the original endogenous variables in (5) and (6) are replaced by their respective fitted values in (9) and (10). Thus, in the second stage, the following two models are fitted:
Again, (11) is estimated via OLS and (12) is estimated via probit.
The final step in the procedure is the correction of the standard errors. This is necessary because, as can be seen from (11) and (12), the outputted standard errors for each model in the second stage will be based on y * * 2 and y 1 and not on the appropriate y * * 2 and y 1 . Thus, the estimated standard errors in (11) and (12) will be incorrect. The correction that needs to be implemented on the variance-covariance matrices α 1 and α 2 , which are the variance-covariance matrices of (11) and (12), respectively, is as follows: First define the following:
With these definitions at hand, and noting that in probit models σ 2 is normalized to 1, the corrected variances of α 1 and α 2 can be obtained as follows:
Everything defined above is easily obtainable from built-in Stata procedures, while others can be obtained by programming Stata. The following are easily obtained via built-in Stata procedures: nosecond specifies that the displayed output from the second stage estimations be suppressed.
asis is Stata's asis option; see [R] probit.
instpre specifies that the created instruments in the first stage are not to be discarded after the program terminates. Note that if this option is specified and the program is rerun, an error will be issued saying that the variables already exist. Therefore, these variables have to be dropped or renamed before cdsimeq can be rerun.
estimates hold retains the estimation results from the OLS estimation, with corrected standard errors, in a variable called model 1 and estimation results from the probit estimation, with corrected standard errors, in a variable called model 2.
10 Note that if this option is specified the above variables must be dropped before cdsimeq command is rerun again with the estimates hold option.
Stata output
Here is a stylized example for cdsimeq:
. cdsimeq (continuous exog3 exog2 exog1 exog4) ( dichotomous exog1 exog2 exog5 > exog6 exog7) 
Saved results
The command cdsimeq provides certain saved results depending on whether the option estimates hold was specified. Without the estimates hold option, the following saved results are provided: If estimates hold is specified, then the above results are also returned along with typical estimation results returned by Stata after estimation. See [P] estimates.
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