The rise of innovative transportation services and the recent breakthrough in the development of autonomous vehicles have stimulated the research on collective travel planning problems such as ride-sharing, carpooling, and on-demand vehicle routing in recent years. In this paper, we introduce several optimization problems to recommend a suitable route and stops of a vehicle, in a road network, for a group of users intending to travel collectively. The goal of each problem is to minimize the aggregate cost of the individual travelers' paths and the shared route under various constraints. First, we introduce the optimal end-stops (OES ) query that finds a pair of pick-up-and-drop-off locations such that the sum of the distance between these locations and the total distance traveled by the travelers from their start locations to the pick-up location and from the drop-off location to their end locations is minimized. We propose a polynomial-time fast algorithm for the OES query by utilizing the path-coherence property of road networks. Second, we formulate the optimal route and intermediate stops (ORIS ) query to find a set of intermediate stops for the vehicle such that the sum of the total distance traveled by the vehicle and the total distance traveled by the travelers from their start locations to one of the stops and to their end locations from one of the stops is minimized. We propose a novel near-optimal polynomial-time-and-space heuristic algorithm for the ORIS query that performs reasonably well in practice. We also analyze several variants of this problem. Finally, we perform extensive experiments to demonstrate the efficiency and efficacy of our algorithms.
INTRODUCTION
With the advancement of the GPS-enabled cellular technologies, the location-based services (LBS) have gained popularity. Most recently, the rise of innovative transportation services and the recent break-through in the development of autonomous vehicles have stimulated the research on LBS queries related to collective travel planning problems such as the ride-sharing [5] , the carpooling [22] , and the vehicle routing [14] . In this paper, we introduce several optimization problems to recommend a suitable route and stops of a vehicle, in a road network, for a group of users intending to travel collectively.
In our first problem, we introduce the optimal end-stops (OES ) query. Given the start and end points of each traveler, the goal of the OES query is to find a pair of pick-up-and-drop-off locations such that the sum of the distance between these locations and the total distance traveled by the travelers from their start locations to the pick-up location and from the drop-off location to their end locations is minimized. A demand-based transportation agency that provides vehicles to carry people across a city and assigns a group of passengers to a particular vehicle may use this kind of query to determine the vehicle's optimal end points. Vehicular service for tourists traveling from one hot-spot to another or friends planning a picnic may also benefit from this query. Any group of people desiring to travel collectively may decide upon the meeting and the disperse points by using this query.
In our second problem, we propose the optimal route and intermediate stops (ORIS ) query. Given the start and end locations of each traveler, and the start and end points of the vehicle, the goal of the ORIS query is to find a set of intermediate stops for the vehicle such that the sum of the total distance traveled by the vehicle and the total distance traveled by the travelers from their start locations to one of the stops and to their end locations from one of the stops is minimized. An off-campus bus service for an educational institution may ask this query to determine its route and the locations to pick up and drop off students. A transportation service for office staffs may similarly benefit from this query. A person may want to pick friends up along the way to a restaurant, or a theater; s/he would also require determining her/his travel route and pick-up locations. In general, any vehicle with advance passenger-reservations, or any group of people planning to travel collectively by sharing a vehicle may ask this query to plan the route. Similarly, a ride-sharing system [5] , after matching its passengers to a fleet of vehicles [8] , [12] , may use this query to determine the optimal route and stops of each vehicle in the system.
We also introduce several variants of the ORIS problem: (i) a user may want to constrain the maximum allowable travel distance to the vehicle; (ii) the vehicle's agency may want to limit its path length, (iii) the vehicle may restrict the minimum number of people required to get on/off at a stop, or limit the allowable number of stops of the vehicle; (iv) one may need to assign a different weight for the distance traveled by the vehicle and a different weight for the distance traveled by the passengers to/from the vehicle stops.
To the best of our knowledge, we are the first to address the OES problem. A related problem is the optimal meeting point (OMP ) query in road networks [20] , [21] . The OMP query is fundamentally different from our OES query. In the former, the objective cost is a function of the distances of the query nodes to the meeting point. Contrarily, in the latter, the cost function depends on both the individual path costs of the users and the route cost of the vehicle. If we provide the co-located sources (resp. destinations) of our problem as input to the OMP query [20] , it may find an approximation to our optimal start-stop st (resp. end-stop en). However, since the OMP query does not take into account the location and orientation of the other distant cluster, it will fail to compute a reasonable answer to our query, in most instances. Hence, we cannot use the existing solutions for the OMP query to solve the OES problem.
To solve the OES problem, we adopt a simultaneous search technique that utilizes the path coherence property of road networks to reduce the expected time complexity of our algorithm, which is an order of magnitude faster than the baseline solution. Note that, in the OES problem, given a cluster of co-located sources, and another of co-located destinations, we find an optimal pair of end-stops for a vehicle. We assume that the LBS provider uses an existing clustering algorithm such as [13] , which partitions the path queries of users demanding a vehicle, into groups, where each group comprising the queries from a source cluster to a destination cluster can serve as the input to our OES problem.
To solve our ORIS problem, we first adopt a dynamic programming algorithm proposed for the optimal multi-meeting-point route search (OMMPR) problem [10] , namely, the дrow method, which provides an exact solution of both time and space complexities exponential in the number of sources-and-destinations. This method works for only a small number of passengers (e.g., 5). To avoid this limitation, we propose a polynomial-time-and-space heuristic algorithm that is scalable for a large number of users (e.g., 50). In this approach, instead of exploring an exponential number of subproblems, we make greedy choices to keep the size of our search space within polynomial bound. We also propose adaptations of our solutions for other variants of the ORIS query.
Our fast solution for the OES query is several order of magnitudes faster than the baseline solution. Our heuristic solution for the ORIS query and its variants incurs an average relative error of less than 5%; however, contrary to the exponential-time exact method, the heuristic approach produces an answer instantly.
In summary, this paper has the following key contributions:
• We introduce two novel queries: the optimal end-stops (OES) and the optimal-route-and-intermediate-stops (ORIS) for collective traveling of a group of users.
• We provide a fast algorithm to compute the OES, which outperforms the baseline in several orders of magnitude.
• We propose novel polynomial-time heuristics for the ORIS problem and its variants; our heuristics are far more efficient than exponential-time exact solutions and produce a nearoptimal answer.
PROBLEMS FORMULATION
In this section, we introduce our problems of determining the optimal route and the stops of a vehicle in a road network. In each problem, we are given a road network graph G = (V , E), and a set Q = {(
} of trip queries in the form of source-destination pairs, where
First, we define the problem of finding an optimal pair of end-stops. Second, we formulate the problem of determining the optimal route and the intermediate stops. Last, we suggest several variants of the second task. In the discussion below, let SPC (u, v) denote the shortest path cost to a node v from a node u in the road network graph. For the purpose of presenting each problem, without loss of generality, we may assume that all roads are bi-directional and have the same cost in either direction.
The Optimal End-Stops
Given the source-destination pair, (s i , d i ), of each traveler, the OES query finds a pick-up location, st, and a drop-off location, en, such that the shortest path cost between them plus the total cost of travel from the sources to st and from en to the destinations is minimized:
The Optimal Route and Intermediate Stops
Given the source-destination pair, (s i , d i ), of each traveler, and the start-and-end locations of the vehicle, the ORIS query computes a route of the vehicle such that the cost of the route plus the total cost of travel from the sources to the route and from the route to the destinations is minimized. Thus, in addition to G, and Q, we are given a start-stop st ∈ V , and an end-stop en ∈ V . Our task is to find an ordered sequence of stops P = [P (1), P (2), ..., P (t )] of a vehicle, where len P = t, and (
). The vehicle's route is the collection of shortest paths among consecutive stops in P. Let us define the functions f s : {(Q.S, V )} → {True, False}, and
is True when the i th passenger starting from s i enters the vehicle at P (j), False otherwise. Similarly,
only when the i th passenger going to d i exits the vehicle at P (k ). A passenger gets on (resp. off) at a unique stop, where the entry point precedes the exit point in the sequence P. We need to compute P in such a way that minimizes the following aggregate cost function:
Here, ∃! denotes uniqueness quantification. For any boolean statement S, [S] equals 1 when S is True, 0 otherwise. Below, we recommend several variants of this problem under different constraints.
Constraint on Each
User's Lone Path Length Before Entering or After Exiting. We may limit the maximum length a user may travel before getting on, or after getting off the vehicle to some value R 1 ∈ [0, ∞). The constraint R 1 → ∞ technically means that there is no limitation; while, with R 1 = 0, the problem becomes identical to the traveling salesman path problem (T SPP ) [9] .
2.2.2 Constraint on the Vehicle's Route Length. We may impose that the vehicle's length of travel does not exceed R 2 * SPC (st, en), where R 2 ∈ [1, ∞). When R 2 = 1, the vehicle travels in its shortest path. Contrarily, when R 2 → ∞, the task essentially remains the same as the original.
Constraint on the Entering/Exiting
Passenger-Cardinality at a Stop. To limit the total number of stops, we may require that at least R 3 ∈ [0, 2 * q] passengers enter/exit the vehicle at each intermediate stop. At one extreme, R 3 = 0 or R 3 = 1 is equivalent to there being no constraint. At the other extreme, R 3 = 2 * q means that there is at most one intermediate stop.
2.2.4
Constraint on the Total Number of Stops. We may directly limit the total number of stops by requiring that it does not exceed some value R 4 ∈ [2, 2 * q + 2]. R 4 = 2 means that the vehicle cannot stop midway at all; while R 4 = 2 * q + 2 suggests that the driver can always freely stop to pick up/drop off a single passenger.
2.2.5
The Weighted Version. We may assign a different weight, e.g., R 5 ∈ [0.3, 1], for the distance traveled by the vehicle and a different weight, (1−R 5 ), for the distance traveled by the passengers to/from the vehicle stops. When R 5 = 0.3, this weighted version reduces to the T SPP problem [9] (see [10] for a proof). Contrarily, when R 5 = 1, the shortest path between the end-stops is the optimal route of the vehicle.
We assume that our each algorithm takes as input, a reduced road network graph that makes sense, i.e., beyond which, neither the vehicle nor the passengers require traveling. The reduced graph may be a reasonably large elliptical section of the original graph, or a sub-graph with a region-specific boundary, e.g., the road network graph of the San Francisco city [3] . We consider city scale graphs, rather than continent scale ones, since they are more practical for the scope of our queries.
RELATED WORKS
In this paper, we have introduced two types of problems -the optimal end-stops (OES ) query, and the optimal route and intermediate stops (ORIS ) query. Our OES and ORIS problems are closely related to the ride-sharing problem in road networks [5] . In recent years, several studies, [11] , [19] , [2] , have demonstrated the benefits of ride-sharing in reducing the traffic congestion [11] , the number of DWI fatalities [19] , and the greenhouse gas emission [2] .
The challenges in a ride-sharing system come from two directions. First, to dynamically match the passengers, requesting shared rides, to appropriate vehicles. Second, to compute the best route of each vehicle and its pick-up and drop-off locations for the passengers assigned to it. Several works in the existing literature address the first problem [8] , [12] . These algorithms concentrate on efficiently assigning the passengers to a fleet of vehicles in real-time. Our techniques complement the existing ride-sharing approaches, [5] , by computing the optimal route and stops of a vehicle for a large group of passengers.
A general class of NP-hard problems, namely, the vehicle routing problem (V RP ) [14] , and the collective travel planning (CT P ) query [17] , are somewhat related to both the OES and the ORIS problems. However, ours are fundamentally different from these in that we do not aim at optimizing the global sub-graph using a fleet of vehicles. Instead, we deal with a group of passengers traveling collectively, only in the most major shared route, using a single vehicle. Again, unlike the V RP and the CT P problems, ours do not impose that the vehicle passes through any query node(s). The V RP and the CT P queries are better in addressing the first challenge of a ride-sharing system than the second one.
Our OES problem closely relates to the optimal meeting point (OMP ) [20] , [21] , the k-optimal meeting points (k −OMP ) [18] , the group nearest neighbor (GN N ) [15] , and the group trip planning [1, 7] queries in the road network. Given a single group of nodes, these problems compute one (or k) meeting location(s), minimizing some aggregate cost. Unlike our OES query, they do not deal with two distant clusters of query nodes and a vehicle carrying passengers between these clusters; they do not take into account the locations and orientations of these two clusters either. Therefore, we cannot apply the techniques in [20] , [21] , [18] , and [15] in the context of the OES problem.
An interesting approach, related to our ORIS, is the carpooling problem [22] . However, the route calculation for our ORIS query is significantly different from that in the coRide system, presented in [22] , as follows. First, in the coRide, a vehicle picks up (resp. drops off) a passenger at his/her query node. Contrarily, in the ORIS problem, the vehicle does not necessarily travel through each query node. Second, the coRide system imposes that some vehicle from among a fleet of vehicles has to pick each passenger up within a specified time window. This constraint limits the matching possibilities and the order in which a vehicle may handle the queries. Our ORIS query does not have any time-window constraint. Due to these factors, even a coRide system with a single vehicle is different from the ORIS query. Therefore, we cannot use the technique in [22] to solve our problem.
The only known problem in the literature that tackles the second challenge of the ride-sharing, namely, computing the route of a single vehicle for a group of assigned passengers, is the optimal multi-meeting-point route search (OMMPR) query [10] . However, it only solves a variant of our problem that we introduce in Section 2.2.5 -it aims at minimizing a weighted sum of the vehicle's route cost and the users' query-node-to-route costs. Furthermore, it provides four dynamic programming algorithms, each of which has time and space complexities exponential in the number of queries. The techniques in [10] do not scale well for a reasonably large number of users, i.e., is suitable for a small 5/6-seated taxi-sharing. In contrast, our heuristic computes a near-optimal solution for even fifty passengers, within a few seconds. We contribute further by introducing several useful variants and proposing their solutions.
Baseline Solution
Initially, we compute the shortest path costs from the query sources to all nodes in the reduced road network graph (as discussed in Section 2), and from all nodes to the query destinations. At each node, we store the sum of the shortest path costs from the sources and the sum of the shortest path costs to the destinations. Then, from each node of the graph, we compute the shortest path costs to all nodes. We consider each pair of nodes as a candidate solution whose cost is determined by the cost function C 1 . Among all candidate solutions, we choose a pair of nodes that minimizes C 1 , as the optimal end-points. To compute single-source shortest paths, we use the Dijkstra's algorithm with Fibonacci Heap [4] , which suffices for the purpose of comparing with our proposed solution.
Computing the single-source shortest paths from a node, using the Dijkstra's algorithm, takes O (n lg n +m) time. Since we run the Dijkstra's algorithm from each node, the overall time complexity of the brute-force solution is O (n 2 lg n + nm). The space requirement of our baseline technique is O (n + m).
We can improve the baseline solution by replacing the Dijkstrabased shortest path computation with a faster approach, e.g., a method based on the contraction hierarchies [6] , and another using the arterial hierarchies [23] . However, even using the state-of-theart in the shortest path computation [23] , which answers a query in constant time, cannot improve the complexity of the baseline beyond O (n 2 ) as calculating the all pair shortest paths is necessary in the baseline. Besides, although [23] has a constant time complexity per point-to-point path query, it depends on a massive pre-computation. Our proposed fast solution works an order faster than the O (n 2 ) bound.
Fast Solution
In our fast algorithm, we develop a search technique that utilizes the path coherence property of road networks. Our approach performs a simultaneous search from all the sources and another from all the destinations. In this method, the existence of shared routes among queries helps reducing the execution time. In practice, our algorithm is an order of magnitude faster than the baseline technique.
As mentioned above, we perform a search involving the query sources and another including the query destinations. In the former, we compute the minimum total cost of travel to each node v ∈ V in the reduced road network (as discussed in Section 2), when the passengers travel alone to some node, say st, and the vehicle carries them from st to v. In the latter, we calculate a similar minimum traveling cost from each node v ∈ V , when the vehicle conveys the passengers from v to some node, say en, and each passenger travels individually from en to his/her respective destination.
Since both searches are similar, we detail only the search from the query sources. Throughout the search procedure, we maintain a frontier using a priority queue PQ. We define the search frontier as a set of nodes, from each of which, we are yet to branch some queries to its adjacent nodes. Initially, PQ comprises each query source node with the respective query waiting to be branched from that node. We relatively order each node in the search frontier PQ by a cost associated with that node; we term this cost as the node's key cost. We will outline the computation of a node's key cost shortly. Each time, we extend the search space by picking a node from PQ with the minimum key cost and branch the queries waiting at that node to its adjacent nodes. It is easier to visualize our search technique as individual searches from the query nodes, running in parallel threads. The difference is that ours is single search, where more than one query may wait at a node simultaneously; when a node's turn arrives, we branch the queries waiting at it to each neighbor at once. We term the process of branching queries to an adjacent node as relaxation. Notice, at any moment during our search, each query likely reaches a different subset of nodes in the road network graph. Hence, at a particular time, for each node in the graph, we can find a subset of queries, whose individual search space has reached that node; we term this subset as the node's currently-reaching-queries. At each node, we maintain and update the following: (i) The node's key cost, which we use for relatively ordering it in the search frontier PQ. (ii) The node's parent, which is its predecessor on the vehicle's route; the parent is N IL, when the node is not on the vehicle's path or is the start-stop. (iii) Each currently-reaching-query and the shortest path from the corresponding source node; we let this information persist even after we relax the queries waiting at the node.
Let us delineate the relaxation of the queries waiting at a node u, to a node v. First, for each query q i waiting at u, we determine the shortest path cost from its source node s i to v by considering the path through u as an option. We may need to update the costs of some already-reaching-queries if the paths through u turn out a better option. Again, we may require inserting some new queries at v, if they reach v for the first time during this relaxation. Second, we compute the key cost of v as the minimum of the below options:
(1) Summation of the costs of the queries currently reaching v, in case we have updated/inserted some query cost at v through u. Option 1 represents the situation when each passenger is still traveling alone; if all the queries are currently reaching v, then it means that they have just boarded the bus. Hence, we set the parent of v to N IL if option 1 is the minimum. Option 2 indicates that the vehicle has carried all the passengers from u to v; we, therefore, count the edge cost between u and v only once as part of the vehicle's routing cost, not for the individual passengers, since they are already onboard. If this option is the minimum, we set the parent of v to u. Option 3 simply tells that no new query has reached v and that its previous key cost is better than the other options; thus, we keep its key cost and parent unchanged. Notice that this option does not necessarily mean that we have not performed any update during the relaxation. Indeed, we may have updated some query cost at v through u; however, the former key cost may still be the minimum due to a better route of the vehicle through some other node. Last, in the scenario that we have performed any update in the first or the second step, we consider v as a frontier node in the search space. Even when option 3 is the minimum, we push v to the frontier PQ as long as we have updated at least one query cost at v, since propagating this update may help obtain better key costs in future relaxations. Recall, we expand the search space by each time picking the minimum-cost-node from PQ and relaxing to its neighbors. The search terminates when PQ is empty.
We illustrate our search technique with an example in Figure 1 . In this figure, we show several relaxations by our algorithm in a sample graph with synthetic queries. Nodes a and b are the query sources s 1 and s 2 . In the initialization phase, step (i), we set the key cost of node a (resp. node b) to 0, with query 1 (resp. query 2) waiting at that node. For the remainder nodes, we set their key costs to ∞, with no waiting queries. We set all parents to N IL. Nodes a and b are in the search frontier PQ. In step (ii), we remove a from PQ and relax query 1 from a to b, and c. After these relaxations, the key cost of b becomes 20, with both queries waiting, and the key cost of c becomes 5, with only query 1 waiting; option 1 prevails in each case. In the figure, for each node, we show its individual query costs and key cost, e.g., {20, 0}|20 for node b. In step (ii), we push c to PQ and update the position of b. In the next four steps that we do not illustrate for brevity, we relax from c, e, f , and d respectively. In step (vii), we relax from b to a, c, and d; again, option 1 dominates in each case. In the omitted step (viii), we relax from д. In step (ix ), we relax from c to its neighbors. Option 1 reigns at a, option 3 at b, and option 2 at e, and f . Node c becomes the parent of e, and f each. We push e, and f to PQ and update the status of a. As we have performed no updates at b, we keep its frontier status unchanged. Then, after relaxing from a in step (x ), in step (xi), we relax from d to its adjacent nodes. Node b remains unchanged. Option 1 prevails at node f , and we reset its parent back to N IL. In step (xii) that we leave out, upon relaxations from f , f becomes д's parent, and we update the status of e, even when option 3 dominates. After two more steps, step (xv) illustrates the final standing of each node. For example, node д has the cost values {10, 7}|14, and its parent is node f . Apparently, passenger 1 (resp. passenger 2) travels on the path a − c − f (resp. b − d − f ) to get on the vehicle at f ; then, the vehicle carries them to д.
Notice that we may carry out the search from the query destinations easily by running a similar search as above in the transpose of the road network graph. After both searches terminate, for each node v ∈ V in the road network, we calculate the summation of the two key costs at v computed by the searches as a candidate solution cost. The minimum among all such candidates is our answer cost. Finally, we utilize the parent information, stored during the searches, to determine the optimal end-stops.
Algorithm 1 outlines the pseudo-code for our fast solution. First, Line 1 computes the transpose graph G T of G. Then, Line 2 calls the GROU P -SEARC H routine that performs the search from the query source nodes. By a similar call to the same procedure, Line 3 runs the search from the query destinations in the transpose graph G T . The GROU P -SEARC H function, which Lines 7-14 demonstrate, performs the simultaneous search of Figure 1 . Line 4 computes the optimal mid-point of the two searches. Then, LIne 5 finds the optimal end-stops using the parent information computed by the searches. Finally, Line 6 returns the solution.
We achieve further enhancement on Algorithm 1 by executing the two searches in parallel and terminating each search upon extracting a node, with a cost higher than the current best solution cost. Input: A graph G, a cost function for edges w , and a set of queries Q Output: An optimal pair of end-points (st, en) 1.1 Comput e G T , and w T
1.6 return (st, en)
1.7 Function GROU P -SEARC H (G, w, N ):
while P Q ∅ do
cannot guarantee the optimal relaxation order for any individual query. Hence, we may need to relax a query at most n − 1 times along each edge of the graph, like in the Bellman-F or d's algorithm [4] . Thus, in the worst case, we need to perform O (n 2 q) EXT RACT -MI N operations and O (nmq) edge relaxations. Therefore, the worst-case time complexity of our algorithm is O (n 2 q lg n + nmq 2 ). Apparently, this bound is even worse that the O (n 2 lg n) of the baseline algorithm. However, the expected performance of our technique outsmarts the baseline approach for the following reasons. First, the path-coherence property of the underlying road network ensures the existence of shared routes among the queries. Hence, we usually relax multiple queries at once along an edge. Second, although our search procedure does not guarantee the optimal relaxation order for any individual query, it provides a 'good order' for most of the queries. Thus, in practice, the required number of relaxations is close to the best case of the Bellman-F or d's algorithm; the expected number of relaxations along each edge is O (q), rather than O (nq). Therefore, the expected time complexity of our algorithm is O (nq lg n + mq 2 ). The adjacency list representations of edges need O (n + m) space. For each node v ∈ V , our algorithm takes O (q) space to store d (v ), π (v ), and T (v ). Therefore, the overall space complexity of our approach is O (m +nq).
THE OPTIMAL ROUTE AND INTERMEDIATE STOPS (ORIS)
In this section, we study the problem of finding the optimal route and intermediate stops of a vehicle, given its end-stops and a set of path queries from users. First, we provide an optimal solution of exponential time and space complexities by adopting a dynamic programming algorithm from [10] . Second, we propose our heuristic algorithm that achieves a nearoptimal solution, requiring polynomial time and space. Last, we analyze several variants of this problem and offer modifications of our original algorithms to solve these variants with similar efficiency and accuracy.
Exact Solution
The optimal multi-meeting-point route (O M M P R) search problem, [10] , solves a weighted version of our problem (Section 2.2.5), which also computes the route of a single vehicle for a group of users. [10] provides two straightforward dynamic programming solutions -the basic and the дr ow methods, and two further optimized versions -the bidir ect ional and the bidir ect ional -bounded techniques; all four algorithms compute the exact answers. However, even the most optimized of these four approaches, namely, the bidir ect ional -bounded method, has both time and space complexities exponential in the number of query nodes. For ease of explanation, we adopt the дr ow method of [10] to develop a baseline solution that computes an optimal answer for our O RI S problem. Notice that the bidir ect ional -bounded technique has the same theoretical time and space complexities as the дr ow method; however, it achieves an improved execution time in practice. We compute the exact answer by formulating the O RI S as a dynamic programming problem. We use the Di jkst r a's algorithm with bit-masking. We define each sub-problem by a node and a subset of the query sourcesand-destinations, served by the vehicle along its path from the start-stop to that node. In the accompanying subset of query nodes, which we represent using bit-masking in our implementation, a source stands for a passenger who has already entered the vehicle, while a destination corresponds to a user already dropped off on the path from the start-stop to the current node. During the progress of our algorithm, the search space comprises a collection of node-bitmask pairs, i.e., sub-problems, as defined above.
First, we initialize our algorithm by computing and storing the shortest path costs from the query sources (resp. all nodes) to all nodes (resp. the query destinations). By all nodes, we mean the nodes in the reduced graph (as discussed in Section 2). Second, we compute the optimal solution cost by performing the Di jkst r a's search technique. At each iteration of our search, we expand the search space by choosing a node-bitmask pair of the minimum cost and relaxing from that pair. We perform two types of relaxation. One is to branch to each neighbor node keeping the associated subset of sources-and-destinations fixed. The other is to grow the subset bitmask while remaining on the same node. We grow the subset of queries by adding either a new source, i.e., take a passenger onboard, or a new appropriate destination, i.e., drop one user off the vehicle. We use the edge costs and the costs between graph vertices and query nodes in the relaxation methods. Once a search-path reaches the end-stop with a full bitmask, it symbolizes that the vehicle has served all the users, and reached the final stoppage. By the end of the search, we have computed the optimal cost and the parent information for each state. Last, we calculate the optimal route and the intermediate stops en-route from the parent information computed during the search procedure. Figure 2 demonstrates an example relaxation step of the optimal algorithm; we show only the information necessary for our discussion. Node a is 3 units away from s 1 , and 6 units from d 1 . Before relaxation, the cost at node a, with only s 1 served, is 15; node b (resp. c) has similar cost 17 (resp. 20). Also, the cost at node a, with both s 1 and d 1 served, is 23 before relaxation. After relaxation from a, with s 1 , b, with s 1 remains unchanged (15 + 5 > 17). We update the cost at c, with s 1 , to 18 (15 + 3 < 20); a, with s 1 , becomes the parent of c, with s 1 . We also update the cost at a, with both s 1 and d 1 , to 21 (15 + 6 < 23) and make a, with s 1 its parent. We update the search frontier P Q accordingly.
Complexity Analysis.
At a first glance, the number of sub-problems in the exact method is O (n2 2q ). However, not all subsets of query sourcesand-destinations are valid. The subsets, which contain a query destination without its corresponding source, are not reachable from the starting state. A nice implementation would consider only the valid bitmasks and reduce the total number of sub-problems to O (n3 q ). Therefore, the overall time complexity of our optimal solution approach is O ((n + m)3 q + nq3 q lg n).
An Adjacency List representation of the road network requires O (n +m) space. The search space takes O (n3 q ). Hence, the space complexity of the optimal algorithm is O (m + n3 q ).
Heuristic Solution
The exact solution approach has both time and space complexities exponential in the number of queries. We present a novel heuristic algorithm that efficiently computes a near-optimal answer for a large number of passengers. In this approach, unlike the optimal method, we do not explore an exponential number of sub-problems. Rather, we make greedy selections to keep the size of our search space within a polynomial bound; this results in a near-optimal algorithm with polynomial time and space complexities.
In our heuristic, for each node v ∈ V in the reduced road network graph (as discussed in Section 2), we aim at finding a route of the vehicle from the start-stop st , which minimizes the cost function C 2 . Throughout our search, we keep a frontier of nodes, from where we are yet to branch to their adjacent nodes. We maintain the search frontier using a priority queue P Q ; we order the nodes in P Q by their costs. In the beginning, P Q contains only the start-stop st , with each passenger both entering and exiting the vehicle at st . Then, we gradually expand our search space by each time extracting a node with the minimum cost from P Q and greedily relaxing to its adjacent nodes. By relaxation, we mean the process of branching the search to a neighbor node. The route of the vehicle to a node u is a sequence of stops, P = [P (1) = st, P (2), ..., P (t − 1), P (t ) = u]; each passenger gets on at some stop P (i ), and off at another stop P (j ), with i <= j. The cost of such a node u is C 2 (P ), i.e., a summation of the vehicle's route cost to u and the passengers' solo travel costs to or from the vehicle. Suppose, at one point of our algorithm, the node u is the frontier node of the least cost. We extend the search by relaxing from u to each of its neighbor nodes v ∈ G .Ad j [u] . During the relaxation to a node v from a node u, we consider the following options for each passenger:
(1) S/he may get on and off the vehicle on the path leading to u. (2) S/he may enter at or before u and exit at v. (3) S/he may both enter and exit at v.
We determine the cost C 2 (P ), P = [P (1) = st, P (2), ..., P (t − 1) = u, P (t ) = v], by taking the minimum of the above three choices for each passenger. If C 2 (P ) is less than the current best at v, we assign v's new cost to C 2 (P ) and its parent to u; we also update the passengers' lone travel costs accordingly. We will illustrate the details with an example shortly.
Remember, we grow the search space by each time picking the frontier node of the minimum cost and relaxing to its neighbors. Notice that two factors are affecting the cost of a relaxation to a node v from a node u. One is the positive edge cost w (u, v ) between u and v. The other is a possible decrease in cost as a result of the availability of better location options for stops, with v as an additional choice, as described above. Due to a balance between these two opposing factors, the cost of a relaxation may be either positive or negative. Suppose, at one time, we have relaxed from a node u. Later, due to the existence of negatively weighted relaxations, we may find a better route to reach u. Depending on whether or not we allow relaxing to such a node u, we may implement two versions of our algorithm. In one version, we allow relaxing to a node, already extracted from the search frontier. In this version, we may even encounter negative weighted cycles. However, we do not require traversing a cycle more than twice; we do not gain any new information when traversing for the third time, and the cost of the vehicle's route keeps increasing after each relaxation. In the other version, like the Di jkst r a's algorithm, we do not permit relaxing to an already extracted node. The former version is slightly more accurate and less efficient than the latter. Shortly, we will illustrate with an example that both versions fail to compute the optimal solution. For simplicity, we will present only the latter version in Algorithm 2. We continue the search until the search frontier P Q becomes empty. Then, we compute our answer sequence of stops between the start-stop st and the end-stop en from the stored parent information and report as the outcome of our algorithm. We illustrate our heuristic technique with an example in Figure 3 , showing several steps of our algorithm in a sample graph with artificial queries. In Figure 3 , Query 1 is from node b to node f , while query 2 is from node c to node д. Node a (resp. node h) is the vehicle's start-stop (resp. end-stop). In the initialization phase, step (i ), we compute the shortest path cost between each node and each query node. For example, the four numbers in the entry {(2, 4), (5, 7) } at node d indicate the smallest travel costs between d and the query nodes -s 1 , d 1 , s 2 , and d 2 respectively. We omit step (ii ) from the figure for brevity, where node a is the sole member of the search frontier P Q . In step (iii ), we relax from a to b, and c. Let us clarify the entry beside each node; consider 0 | {(1, 7), (3, 10) } |21 at node a. The first number, 0, designates the cost of the vehicle's route from st to a. The second number, 1, shows the cost of travel of the passenger in Query 1 before entering the vehicle, while the third number, 7, demonstrates the path cost of the same passenger after exiting the vehicle. Similarly, the fourth and the fifth numbers, 3 and 10, depict the solo travel costs of the passenger in Query 2 outside the vehicle. The last number, 21, indicates the total cost, which is a summation of the first five numbers. The vehicle moves to b (resp. c) with cost 1 (resp. 3). At b, for query 1, the cost-pair (0, 6) dominates over the pair (1, 7) , i.e., the first passenger both enters and exits at b; for query 2, the second passenger gets on at a and off at b, ensuring the cost-pair (3, 9) to prevail. At c, (1, 7) triumphs over (4, 8) for query 1, i.e., passenger 1 both boards and leaves at a; for query 2, (0, 11) persists. Note that (3, 10), (0, 11), and (3, 11) are the valid choices for the second passenger, among which (0, 11) is the minimum; (0, 10) is invalid, since a passenger cannot leave a vehicle before entering. Node a becomes the parent of each b, and c. We push b and c to P Q and mark a's costs as final. We leave out steps (iv ) and (v ), where we relax from nodes b and d respectively. After that in step (vi ), we relax from f ; it becomes the parent of e, д, and h. Notice that once we have relaxed from a node, such as d, we never relax to it throughout the remainder of our search. In step (vii ), which we omit again, after relaxing from д, it becomes h's parent, replacing f . We exclude the next few steps as well. Finally, step (x i ) depicts the outcome of our algorithm. We determine the vehicle's route as a − b − d − f − д − h from the parent information. Each passenger gets on (resp. gets off) the vehicle at a node in its route, nearest to her/his source (resp. destination). In our example, user 1 gets on at b and off at f ; user 2 boards at the start-stop a and leaves at д. Therefore, b, f , and д are our vehicle's intermediate stops.
In the above instance, our heuristic search produces the optimal solution. The next example in Figure 4 illustrates that our algorithm does not always produce the optimal answer. For brevity, we leave out any destination and consider only two source nodes, s 1 and s 2 , in this example. In the figure, we have also omitted any node, edge, or path irrelevant to our discussion. a is the start-stop, and e is the end-stop. The entry at each node shows its distances from the two sources, e.g., {11, 2} at node c means that c is 11 units distant from s 1 , and 2 units from s 2 . First, consider the paths a − b − d and a − c − d . The former costs 20 (5 + 4 | {3, 8} |20), while the latter costs 21 (4 + 8 | {7, 2} |21). Hence, our algorithm keeps the former path and forgets the latter. Then, it greedily proceeds to calculate the path a − b − d − e ending at e, whose cost is 25 (5+4+5 | {3, 8} |25). Our search technique never considers the path a−c−d −e ending at e, whose cost is 23 (4+8+5 | {4, 2} |23). Thus, the greedy choice made at node d has prevented our heuristic from computing the optimal answer, and we have only managed to reach a suboptimal solution. Be that as it may, while at node d , we had no other choice than to forget the more expensive path. Of course, we would succeed in computing the optimal answer by remembering every path; however, such an algorithm would have exponential time complexity. We have chosen to provide a polynomial-time algorithm at the price of a little accuracy.
Algorithm 2: H EU R-ST O P S (G, w, Q, st, en)
Input: A graph G, a cost function for edges w , a set of queries Q , the start-stop st , and the end-stop en Output: An optimal sequence of stopping points P = [P (1) = st, P (2), ..., P (t − 1), P (t ) = en] 
2.14 return P Algorithm 2 provides the pseudo-code for our heuristic technique. First, Lines 1-4 pre-compute the shortest path costs between the query nodes and the graph vertices. Then, Lines 5-6 perform the necessary initializations. The while loop of Lines 7-12 performs the heuristic search of Figure 3 . Finally, Lines 13-14 compute the optimal sequence of stops P and return it as the answer of our algorithm.
To further improve Algorithm 2, we refrain from performing any relaxation that causes the vehicle's route cost to exceed the current best solution cost.
Complexity Analysis.
In Algorithm 2, Lines 1-4 require O (q (n lg n+ m)) time to compute the shortest paths between the query nodes and the graph nodes. Then, Lines 5-6 take O (n + q) time. In the while loop of Lines 7-12, we extract each vertex only once from P Q . Similarly, we relax along each edge exactly once; the RELAX -V EH I C LE routine executes in O (q) time. With a F ibonacci H eap-based implementation of P Q , the time complexity of the while loop is O (n lg n + mq). Therefore, the overall time complexity of our heuristic is O (q (n lg n + m)).
The adjacency list representations of edges take O (n + m) space. At each node v ∈ V , our algorithm needs O (q) space to store the information necessary for performing our search. Hence, the overall space requirement of our heuristic solution approach is O (m + nq).
Variants
In this section, we analyze the variants introduced in Section 2.2. We propose modifications of our algorithms to solve each variant. The complexities of these variants remain the same as of the original algorithms.
Constraint on Each User's Lone Path Length Before Entering or After
Exiting. In this variant, we limit the maximum length a user may travel before entering, or after exiting the vehicle to R 1 . To solve this variant, we replace each query-node-to-graph-node cost > R 1 with a very large number, near ∞. This way, we prevent our algorithms to compute a path for the vehicle -which does not meet the constraint -by increasing its cost.
5.3.2
Constraint on the Vehicle's Route Length. In our second variant, we restrict the vehicle's path cost to R 2 * S PC (st, en). In both algorithms, we refrain from relaxing if a potential relaxation violates the constraint.
Constraint on the Entering/Exiting
Passenger-Cardinality at a Stop. Here, we require that at least R 3 passengers get on-or-off the vehicle at 
Constraint on the Total Number of Stops.
In this version, we directly limit the total number of stops by demanding that it is less than or equal to R 4 . In the optimal method, we require an additional parameter in the sub-problem representation, namely, the number of stops. This gives a total of O (nq3 q ) sub-problems. Therefore, the time complexity increases to O ((n + m)q3 q + nq 2 3 q lg n) and the space complexity to O (m + nq3 q ). In our heuristic approach, we consider each potential relaxation to see whether it causes the number of stops to become larger than R 4 . Thus, we greedily get rid of a stoppage of the lowest passenger-cardinality (or the lowest total passenger-costs, in the case of ties) and distribute each concerned passenger to another stop, where her individual travel cost is the least.
5.3.5
The Weighted Version. In our last variant, we assign different weights to the route cost of the vehicle and the total lone travel cost of the passengers, specifically, R 5 and (1 − R 5 ) respectively. To solve this variant, in both algorithms, we compute the objective cost as defined in Section 2.2.5.
Our solution approach to each variant permits the possibility of merging the above techniques to solve additional variants with multiple constraints.
EXPERIMENTAL RESULTS
In this section, we evaluate the performance of our algorithms by demonstrating the results of our extensive experiments. First, we compare the efficiency of our fast solution approach with that of the baseline algorithm for our O ES query. Second, we provide a similar comparative analysis between the optimal and the heuristic methods for the O RI S query.
We have conducted our experiments in a PowerEdge R820 rack server with 6-core Intel Xeon processor, E5-4600 product family, and 64 GB RAM. We have compiled our implementations by G N U G ++ with −O 3 command line option in UNIX OS. In the experiments, we have used a road network graph of San Francisco, CA, USA [3] , with 174956 nodes and 223001 bidirectional edges. We have loaded the necessary data into the main memory.
The Optimal End-Stops
We have generated a set of queries for our O ES problem as follows. First, we calculate the maximum node-to-node Euclidean distance, ED. Then, we find a pair of nodes, the Euclidean distance between which is approximately a variable percentage of ED. We consider these two nodes as approximate estimates of the source-and-destination-cluster-centers. Next, we choose a square window -centered on each estimated cluster center -with its area being a variable percentage of an approximate total area of the graph. Finally, we generate each query by randomly picking two nodes -one from each cluster window. We show a list of the parameters in Table 1 . We vary each parameter within its range by its step size, keeping the others at their default values. For each combination of parameter values, we perform 10 experiments and take an average of their results for each of our performance measures, namely, the execution time, and the memory space.
We illustrate a majority of our findings in Figure 5 . We observe that our approach is 3-4 orders of magnitude faster than the baseline solution. None of the parameters affects the complexities of the baseline method. In contrast, both the execution time and the memory space of the fast approach varies linearly in the number of queries, which conforms to the complexity analysis in Section 4.2.1. Our approach also shows a negative (resp. positive) correlation to the cluster distance (resp. cluster area) parameter. These relations are consequences of the path-coherence property of road networks; an increase (resp. a decrease) in the cluster distance (resp. the cluster area) results in a larger amount of shared paths among the passengers.
The Optimal Route and Intermediate Stops
We have produced a set of synthetic queries for the O RI S problem as follows. First, we find a pair of nodes, whose Euclidean distance is a variable percentage of the maximum node-to-node Euclidean distance in the road network. We regard these as the end-stoppages of the vehicle. Then, we compute an ellipse as our query space, with the start-and-end-stops of the vehicle as the foci, and an area, a variable percentage of the total area of the graph. Finally, we randomly select the query nodes, for our second problem, from within that space. In Table 2 , we present a list of the parameters. We carry out 10 experiments for each combination of parameter values and show the average execution time and the memory space. We also measure the minimum, maximum, and average errors of our heuristic algorithm. Figure 6 shows the execution times of the exact (opt) and our heuristic (heur) solutions; it also shows the average errors of the heuristic algorithm. We omit the memory space plots for brevity. Both the execution time and the memory space measures vary significantly only in terms of the number of queries parameter. As the complexity analyses in Section 5.1.1 and Section 5.2.1 indicate, the optimal method's complexities vary exponentially, while those of our heuristic approach increase linearly in the number of queries. Even for only five queries, our approach is 2-3 orders of magnitude faster than the exact algorithm. For five queries, the space requirement of the exact method is 1300 M B, while that of the heuristic solution is only 75 M B. The error fluctuates randomly in terms of the Euclidean distance, the Query Space, and the R 1 parameters; this variation is a result of the random orientation of the query nodes and not related to these parameters. The error curve heightens only slightly with an increase in the number of queries; however, the average error remains quite low, i.e., below 5%. The maximum error of our experiments is 12%, while the minimum is near 0%. When we increase R 5 , the weight of the vehicle's route cost, the error falls logarithmically. Notice that this behavior is desirable since placing a larger weight in the vehicle's cost prevents looping of its route, when the number of queries is large. For a pragmatic value of R 5 , like 0.75, the error of our heuristic becomes close to zero. Conversely, when R 5 is close to 0.3, the T S P P case, the error of our fifth variant is quite high. However, another way to solve the T S P P , which is practical for a small number of users, is to use our first variant with R 1 = 0. Fortunately, the error of our first variant is quite low for a small value of R 1 . Thus, we may always compute a pragmatic route with a very low error. The last plot shows the scalability of our heuristic algorithm -our approach can answer the O RI S query for a large number of passengers within a few seconds. Due to the space constraint, we do not show the experimental results on the second, third, and fourth variants as they would produce results similar to that of the first variant.
CONCLUSIONS
In this paper, we have introduced two novel problems -the optimal endstops (O ES ), and the optimal route and intermediate stops (O RI S ) queries. To solve the O ES problem, we have proposed a novel algorithm that exploits the path-coherence property of road networks and is 3-4 orders of magnitude faster than the baseline brute-force solution. For the O RI S problem, we have provided a new polynomial heuristic that computes a near-optimal solution (an average relative error of only 5%) and outperforms the exponential-timeand-space exact algorithm significantly in terms of efficiency. Please, refer to the extended version of the paper in [16] for detailed analyses of the algorithms and experimental results.
