Two fixed point theorems for the sum of contractive and compact operators are obtained in this paper, which generalize and improve the corresponding results in [H. Schaefer, Über die methode der a priori-Schranken, Math. Ann. 129 (1955) 
Introduction and preliminaries
It is well known that Krasnoselskii's theorem combined the Banach and Schauder's fixed point theorems. In a certain sense, we can understand this theorem as: if a compact operator has fixed point property, under a small perturbation, this property can be inherited. The sum of operators is clearly seen in delay integral equations and neutral functional equations which have been discussed extensively in [6] [7] [8] , for example. In [2] , Burton introduces the concept of a large contraction mapping and generalizes this result in a wide setting. On the other hand, Burton and Colleen [4] extend Krasnoselskii's idea by combining a result of Schaefer [1] on fixed points from a priori bounds with Banach theorem. We continue to study this principle in this paper and find it to be valid in a wider setting. In order to attain this goal, we introduce the concept of a separate contraction mapping which is weaker than the large contraction mapping. In particular, we obtain several fixed point theorems which improve the results in [2, Theorems 1 and 2] and [4, Theorem 1], respectively.
The existence of periodic solutions of nonlinear evolution equations with delay has been considered in several works; see, for example, [6] [7] [8] [9] [10] [11] and references listed therein. We are interested in obtaining the periodic solution for the following equation type:
(t,x) ∂x 2 + au(t, x) − bu 3 (t, x) + F t, x, ∂u(t,x) ∂x
, 0 x 1, t > 0, [2] . Let (X, d) be a metric space and f : X → X is said to be a large contraction mapping if x, y ∈ X, with x = y then d(f (x), f (y)) < d(x, y) and if for any ε > 0, there exists a constant δ(ε) < 1 such that [ 
) be a metric space and f : X → X is said to be a separate contraction mapping if there exist two functions ϕ, ψ :
It is easy to see that if f is a contraction mapping, then f is separate contraction mapping. Moreover, we have the following result. 
Thus
is not continuous. Then there exists (I − f )y and (I − f )x n → (I − f )y but there exists ε 0 > 0 and {x n k } with y − x n k ε 0 . Now for each ε > 0, there exists N such that n k > N, we have
A contradiction occurs as ε → 0. This contradiction implies (I − f ) − 
It is easy to see thatφ andψ satisfy the condition (1) in Definition 1.2. Moreover,
and for r > 0,
These imply that λf ( · λ ) is a separate contraction mapping and the proof is complete. 2 This paper is organized by following four parts: in Section 1, we show the background of this topic. Several fixed point theorems are given in Section 2. As applications, in Section 3, we prove some existence results of periodic solutions for some nonlinear delay equations and semi-linear parabolic equations. Finally, Section 4 is devoted to three examples.
For the remainder of the introduction, we state the following two theorems as a prototype in this paper.
Theorem A (Burton [2] ). Let M be a bounded, convex nonempty subset of a Banach space (X, · ). Suppose that A and B map M into X such that 
Proof. For any given
Obviously, 0 a n+1 ϕ(a n ) < a n ϕ(a n−1 ) for any n > 0. From this, we see that both {a n } and {ϕ(a n )} are decreasing positive sequences and lim n→∞ (ϕ(a n ) − a n ) = 0. Let lim n→∞ a n = a, we have ψ(a) ψ(a n ) a n − ϕ(a n ) → 0. Thus a = 0. Since ϕ(r) < r, for r > 0, without loss of generality, we assume that, for fixed ε > 0, ε * = sup 0 r ε ϕ(r) < ε. Now we choose sufficiently large number N such that
In order to show that the sequence {x n } is Cauchy sequence, we prove the set
This shows the set is invariant under f . Thus the sequence {x n } is a Cauchy sequence. Let lim n→∞ x n =x ∈ X, we have
That is,x is the fixed point of f . The uniqueness is obvious. This completes the proof. 2
Theorem 2.2. Let M be a bounded, convex nonempty subset of a Banach space (X, · ).
Suppose that A and B map M into X such that
Then there exists y ∈ M with y = Ay + By.
Proof. For any given y ∈ X, the mapping T z = Bz + Ay is a separate contraction on M, 
Proof. This result follows from Theorem 2.3 immediately. 2
Periodic solutions for abstract differential equations
In this section, we are interested in obtaining the existence results of periodic solutions for the following differential equations given by
where
. Now we define the linear operator A by
then (X, · X ) is a Banach space.
Theorem 3.1. Suppose the following conditions hold: Proof. Let
By Henry [7, p. 50] ,
we have
By (3.5) and (3.6),
(Lu) (t) + A(Lu)(t) = C t, u(t) . (3.7)
Thus, if u(t) is a fixed point of L, then u(t) satisfies (3.2). Let u ∈ X, since u and C(t, u) is T -periodic, it is easy to show that (Lu)(t) is Tperiodic. To see that Lu ∈ X, we define
So that
where 1 < δ < 2. Let 0 t 1 < t 2 T , we have
That is
And so Lu ∈ X. This complete the proof of Lemma 3.2. 2
Lemma 3.3. The operator L is a compact operator in X.
Proof. By Lemma 3.2, for any u, v ∈ X, it follows that
u(t) − C t, v(t) .
Define
u(t) − C t, v(t) dx
+ 2 1 0 −(Lu − Lv) 2 t + (Lu − Lv) t C t, u(t) − C t, v(t) dx 1 0 −2(Lu − Lv) 2 x + (Lu − Lv) 2 + C t, u(t) − C t, v(t) 2 dx + 1 0 −2(Lu − Lv) 2 t + δ(Lu − Lv) 2 t + 1 δ C t, u(t) − C t, v(t) 2 dx − 1 2 1 0 (Lu − Lv) 2 x + (Lu − Lv) 2 dx − 3 2 1 0 (Lu − Lv) 2 x − (Lu − Lv) 2 dx + 2 1 0 C t, u(t) − C t, v(t) 2 dx − 1 2 V (t) + 2 sup t∈[0,T ] 1 0
C t, u(t) − C t, v(t)
2 dx, where 1 < δ < 2. Since V (t) is T -periodic, we have
That is
And then C(t, ·) is continuous implies that L is continuous. Next, we show L maps the bounded sets into compact sets. Let B be any bounded set in X, since C takes [0, T ] × B into a bounded set, thus for all u ∈ B, we have
where N > 0 is independent of u. This implies that L(B) is uniformly bounded.
On the other hand, for u ∈ B, and 0 t 1 < t 2 T , by the similar way used in Lemma 3.2, we have
This implies L(B) is equicontinuous. By Ascoli's lemma, L(B) is a compact set. This completes the proof of Lemma 3.3. 2
Now we complete the proof of Theorem 3.1. From Lemma 3.2, we see that the set of all solutions of x = λLx,0 < λ < 1, in X is bounded. Then from Lemma 3.3, and Theorem 2.3, (3.2) has a T -periodic solution for λ = 1. This completes the proof of Theorem 3.1. 2
Some examples Example 1. Consider the equation
where F is jointly continuous in (t, x, u).
We suppose that there exists positive constant T , K, and R 1 , R 2 satisfying Proof. First, we consider the homotopy equation of (4.1),
Proof. Let u(t, x) be a T -periodic solution of (4.2) and define
Using integration by parts, 
Now, since a < π 2 , we find δ > 0 such that 2a + δ < 2π 2 . Then by (A 2 ), we obtain 
Next, we define
and hence
(4.4)
As u and V 1 are T -periodic, we have
In the same way we consider V 2 and find that
From these, there exists a constant M 1 > 0 with
and from (4.3), (4.4), we have
where α = min {α 1 ,
. Since u and u x are continuous, by (4.6) there is a t 0 ∈ [0, T ] with
Thus, by Sobolev's inequality, we obtain
This means that
Hence, if t 0 t t 0 + T , we obtain 4 4 .
This yields
Using the inequality
This completes the proof of Lemma 4.2. 2
On the other hand, let C(t, u) = au − bu 3 + F (t, ∂u ∂x ). Then from the assumptions (A 1 ) to (A 3 ), we see that C(·, ϕ(·)) is Hölder continuous when ϕ ∈ X and C is continuous and takes bounded sets into bounded sets. From Theorem 3.1, we obtain that (4.1) has a T -periodic solution. This completes the proof of Theorem 4.1. 2
Example 2. Consider the equation
We suppose that Proof. Let u(t, x) be a T -periodic solution of (4.9) and define
Now, since a < π 2 , we find δ 1 , δ 2 > 0 such that 2a + δ 1 + δ 2 k < 2π 2 . Then we obtain 
and hence 
This means that Now we give an example about an equation which is not dissipative, moreover, the conditions in Theorem 3.1 can be satisfied and there are unbounded solutions. It is easy to see that u(t, x) = sin(3x) is a time periodic solution of (4.15). On the other hand, u(t, x) = sin(3x) + e 5t sin(2x) is a solution of (4.15) too, but unbounded. 
