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Scalable Scheduling Policies with Performance Guarantees for Cloud Applications
Konstantinos Psychas
We study three models of job scheduling in a distributed server system. For each of them
we suggest scheduling algorithms that are computationally efficient and provably achieve a
performance objective related to the model. For this we consider jobs to be an abstraction of
executable programs that request specific resources e.g. memory, CPU. Resources need to be
reserved in one of the servers for the duration the programs run, which is unknown.
The first model considers queue-based scheduling algorithms, in which jobs belong to a finite set
of types and each type has a separate queue. The scheduling objective under this formulation is to
keep the size of all queues bounded, which translates to bounded queuing delay. The two families
of algorithms for this model can achieve the objective for the maximum theoretical workload.
Most importantly they follow vastly different paradigms and are both viable alternatives
depending on what other trade-offs the scheduling has to achieve.
The second model considers that resource requirements of jobs come from an unknown
distribution. Jobs are queued and the objective is again to keep the number of jobs in the queue
bounded and consequently the queuing delay. In this harder formulation there is no previous
characterization of the maximum workload that can achieve the objective. We provide such a
characterization and algorithms that achieve at least 2/3 of that maximum. Lastly, we consider a
model without queues in which jobs are admitted or rejected on arrival, with the goal to maximize
the total utility of the jobs that run. Algorithms of this model were proven to achieve at least 1/2
of the maximum, but further analysis suggests that this limit can be as high as 1− e−1.
In all models we made simplifying assumptions that allow us to prove the desired properties of
the system, but despite the theoretical nature of this work, we also discuss how the algorithms can
be applied and tailored to the needs of different cloud applications. We hope they will eventually
inspire improvements to existing cloud infrastructure management deployments.
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Chapter 1: Introduction
There has been an ongoing trend of migration of computing, storage, applications, and other
services from datacenters to cloud. By using cloud platforms such as Amazon AWS*, Microsoft
Azure†, Google GCP‡, clients are no longer required to install and maintain their own infrastruc-
ture. Instead, clients reserve cloud resources primarily by choosing Virtual Machines (VMs) with
specific configurations of CPU, memory, disk, and networking, appropriate for their needs [1, 2, 3,
4].
The primary focus of this work is concerned with the scheduling component of the cloud
ecosystem also known as the resource manager or scheduler that decides the placement of jobs
into servers. To avoid limiting the scope of this work we name jobs the entities that are sched-
uled and servers the entities that serve them. Depending on the context, a job can be a VM that
is scheduled in a physical machine, a task of a distributed computing framework scheduled in a
node of the framework (for example Apache Hadoop§) or a container scheduled in a node of con-
tainer management system (for example Docker¶). A node itself is an abstraction since it can refer
to either a physical server or a VM. As an abstraction in our model, jobs and servers are simply
multi-dimensional objects (vectors of resource requirements). A job cannot be fragmented among
the servers and each server has a limited fixed capacity on its available resources (CPU, memory,
disk, networking). Thus, a job can only be placed in servers that have enough residual resources to
host it. Throughout this work, we may switch to using the term VM if the primary application of
the model studied is VM scheduling.
In a broad sense, the question that we address is how scheduling should be done to maximize
*(2020). Amazon Web Services (AWS), [Online]. Available: https://aws.amazon.com/.
†(2020). Microsoft Azure, [Online]. Available: https://azure.microsoft.com/.
‡(2020). Google Cloud, [Online]. Available: https://cloud.google.com/.
§A. S. Foundation. (2020). Apache hadoop, [Online]. Available: http://hadoop.apache.org.
¶(2020). Docker, [Online]. Available: https://www.docker.com/.
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the utilization of all resources. Depending on the model this translates to a more specific objective.
The answer has to take into consideration that finding the best packing of jobs into servers, is a hard
combinatorial problem (related to multi-dimensional Bin Packing [5, 6] and multi-dimensional
Knapsack [7, 8, 9, 10]) and that resource demand is a priori unknown. Unpredictability of future
demand requires careful decisions especially when dealing with VMs. Interrupting VMs to migrate
them to new machines or to save and restore them at a later time, are costly operations [11, 3]
and should be kept at a minimum. Beyond those considerations, we assume that once a job is
scheduled, all its reserved resources become immediately available for any workload to run and
once a job is completed reserved resources are immediately freed.
All major cloud providers aim to support multiple different types of applications with variable
workload. To fully realize the potential of their infrastructure, the following conditions have to
hold:
1. Scheduling should be aware of the requirements of jobs and capacities of servers that are
available for scheduling. Availability of servers may change over time either because new
servers are added or existing ones have to go offline for maintenance reasons.
2. Scheduling should be sophisticated to pack jobs as efficiently as possible.
3. Cloud users should understand the requirements of their workload and choose the most ap-
propriate and cost effective cloud product for their needs. Under-provisioning will lead to
longer running times, e.g. low memory will result in thrashing, while over-provisioning will
lead to lower utilization and higher overall cost.
While the work in this thesis focuses on the second objective by taking the first one for granted,
we will review some of the cloud products, how they benefit users and how the models we analyze
enable them.
• Resource Monitoring: Cloud providers often offer real-time resource usage statistics of
running VMs. An inspection of these metrics can easily indicate if VM needs more or
2
less of a certain resource. Usually providers offer a diverse albeit limited set of resource
configurations, yet it is possible resource specification can be more fine grained. As an
example, Google Cloud Platform offers this option||. In Chapter 3, we give both analytical
framework and scheduling algorithms that enable execution of jobs with arbitrary resource
specification.
• Autoscaling: If a deployed application has a variable number users over time then it is
preferable to increase and decrease the reserved resources, depending on the demand. For-
tunately, all major cloud providers** offer a way to automate this scaling. The model of
Chapter 4 supports such a use case.
• Containerization: Cloud users that want to run an application can break it into components
called containers. Containers are like VMs, but instead of abstracting a whole machine, they
just abstract away the environment which applications need to run. This offers the additional
advantage compared to VMs that if an instance of a container already runs, another one can
be launched on the same machine (VM or physical machine) with much less overhead, using
the OS and libraries of preexisting containers. The downside is that more configuration is
needed if containers need to communicate with each other. Containerized applications can
also benefit from autoscaling and each of their components can be scaled independently if
architectured right, therefore the model of Chapter 4 covers this scenario as well.
• Spot Instances: There are two major types of jobs that run on the cloud, time sensitive and
time insensitive ones. The latter category that includes batch jobs and scientific computing
jobs like simulations or training of Machine Learning models can run on spot instances.
These instances may be preempted to continue at a later time or at a different spot possibly
letting time sensitive instances to run. Since this option has no availability guarantees, it
||(2020). GCP custom machine types, [Online]. Available: https://cloud.google.com/custom-
machine-types.
**(2020). Amazon auto scaling, [Online]. Available: https://docs.aws.amazon.com/autoscaling/,
(2020). Azure autoscale, [Online]. Available: https://azure.microsoft.com/en- us/features/
autoscale/, (2020). GCP autoscaler, [Online]. Available: https://cloud.google.com/compute/
docs/autoscaler/.
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comes at a much lower cost††. Models of Chapter 2 in particular make the assumption of
no preemptions which are undesirable even in case of time-insensitive jobs. Nevertheless,
allowing preemptions makes problem easier and all algorithms can be adjusted to account
for occasional preemptions of non time-sensitive jobs.
1.1 Thesis Notations
Some of the basic notations used in this thesis are as follows. 1(E) is the indicator function
which is 1 if event or conditionE holds, and 0 otherwise. ej denotes a unit vector whose j-th entity
is 1 and its other entities are 0. eij denotes a matrix whose entity (i, j) is one and its other entities
are 0. R+ and Z+ denote the set of nonnegative real numbers and nonnegative integer numbers,
respectively. t− and t+ denote the times right before and after t. (·)+ = max{·, 0}.
Given x, y ∈ Rn, x < y means xi < yi component-wise. f(x) = o(g(x)) means f(x)/g(x)
goes to 0 in a limit in x specified in the context. x ∧ y := min(x, y), x ∨ y := max(x, y). For
compactness, EZ [·] = E[·|Z] denotes the expectation given a random variable Z or expectation
with respect to a distribution Z specified in the context.
‖·‖ denotes the Euclidean norm of vectors, where ‖·‖∞ is the `-infinity norm which is the
maximum element of a vector, and ‖·‖1 is the `-1 norm which is the sum of the absolute values of
the elements of the vector. The inner product of two vectors will be denoted by 〈·, ·〉. Conv(S) is
the convex hull of the points in the set S. |S| is the cardinality (the number of elements) of the set
S. 0n is a zero vector of size n. 1n is a vector of ones of length n.
We use Ξn to denote the n-dimensional simplex of probability vectors Ξn = {x ∈ Rn+ :∑n
i=1 xi = 1}. For any two probability vectors π, ν ∈ Ξn, the Kullback–Leibler (KL) divergence





, and the total variation distance is defined as
‖π − µ‖TV = 12
∑
i |πi − µi|.





Each of the following three chapters describes a different model of cloud, related work and
one or more novel scheduling algorithms together with their analysis and simulation results. For
every algorithm there is at least an associated theorem that establishes a worst-case performance
result. As a rule of thumb, proofs are presented at the end of a chapter except for the parts that are
considered of greater interest.
Chapter 2 analyzes a cloud model in which jobs belong to discrete types and each request joins a
queue that corresponds to its type, before it is scheduled. We follow two vastly different approaches
to solve this problem. The first one is randomized performing random scheduling decisions, but
choosing if scheduling should change at departures. The second one decides the set of VMs each
server should schedule, which changes only at carefully chosen times dependent on state of the
queues. First is the cheapest computationally and achieves maximum throughput, while second
one is more robust. In the model of Chapter 3, jobs join a single queue before further processing
and can request any amount of resource. In this model we give a characterization of the maximum
throughput (not previously characterized) and provide algorithms that achieve at least 2/3 of it.
Lastly, the model of Chapter 4 has no queues and jobs have to be scheduled immediately or get
rejected. In this setting we try to maximize the revenue/utility generated by the scheduled jobs.
After establishing the infeasibility of solving this problem optimally, we propose an algorithm that
achieves 1/2 of the the maximum revenue in the asymptotic regime in which the number of servers
goes to infinity. Further analysis suggests that the bound can be as high as 1 − e−1 and results of
synthetic simulations show that even this bound is loose in realistic scenarios.
The final chapter summarizes the major contributions and ideas, and discusses future directions.
All chapters except the last one can be studied independently provided the reader is familiar
with the notations introduced in Section 1.1.
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Chapter 2: Multi-resource VM Scheduling in the Cloud
2.1 Introduction
In this model, we consider a distributed server platform, consisting of possibly a large number
of servers. The servers could be inhomogeneous in terms of their capacity (e.g. CPU, memory,
storage). The jobs are VM-based and belong to a predefined set of types. The VMs of various
types arrive dynamically over time and once a VM arrives, it is queued and later served by one of
the servers that has sufficient remaining capacity to serve it. Once the service is completed, the
VM departs from the server and releases the resources.
We consider non-preemptive scheduling, i.e., once a VM starts getting service, its ongoing
service cannot be preempted (interrupted). This is because preemptions require storing the state
of preempted VMs and recovering them at a later time, which are operationally costly and can
also affect the latency [12]. Admittedly there are scenarios where preemptions could be actually
necessary/useful, e.g. for maintenance, low cost pricing, energy saving [13, 14], or for resource al-
location in long-running services (e.g., a long-running VM where the cost of one-time preemption
can be amortized over the VM’s life time). In this work we focus on non-preemptive scheduling
and briefly discuss ideas of preemptive algorithms that can be the topic of analysis of future work.
The throughput of the system is defined as the average number of jobs of any type that can
be served by the system over time. We are interested in scalable non-preemptive scheduling al-
gorithms that can provide high throughput and low queuing delay. To maintain scalability, we
would like the scheduling decisions to be made by the servers individually in a distributed manner,
without the need for coordination among the servers.
To meet these objectives we propose two families of algorithms and characterize their theoret-
ical performance. Further extensions are also discussed to make the algorithms more applicable
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to realistic settings. The first one, which we name Max Weight Stalling (MWS), solves a pack-
ing problem and reacts to queue changes by interrupting scheduling to certain machines. In the
randomized approach, which we name Randomized Multi-resource Scheduling (RMS), instead of
learning the demand and solving the corresponding combinatorial packing problem, we follow
a different approach: we exploit the dynamic nature of job arrivals and departures to design a
scalable low-complexity scheduler which adaptively finds the right packings. Specifically, by ex-
ploring random packings at proper instances in time and probabilistically keeping good packings
with higher probability at departure instances, we can generate packings that on average converge
to the optimal packing.
2.1.1 Related Work
There have been two main approaches to scheduling multi-resource jobs in clouds and data-
centers:
1) Greedy Bin Packing Heuristics. A natural way of scheduling jobs is to greedily pack
jobs in servers whenever there is resource available, based on online Bin packing heuristics (e.g.
Random-Fit, First-Fit, Best-Fit) [5]. For example, Best-Fit places the job in the tightest server (i.e.,
the one with the least residual capacity) among the servers that can accommodate it. Intuitively,
this is expected to leave less fragmented capacity behind and thus better utilize the resources. Such
heuristics are relatively easy to implement in large-scale systems, and are widely used for job
scheduling in practice [15, 3]. Despite the huge literature on the analysis of these heuristics for
Bin Packing (minimizing the number of used servers), e.g. [5, 6, 16, 17, 18], it is not clear if such
heuristics can achieve the maximum throughput in a finite model of the cloud (fixed number of
servers) with job arrivals and departures. In fact, we show that direct application of such heuristics
might yield a poor throughput.
2) Algorithms with Throughput Guarantee. To ensure throughput guarantee, prior work [19,
20, 21] essentially relies on MaxWeight [22], by considering a weight for each job type, equal to
its queue size (the number of jobs of that type waiting for service), and then choosing a feasible
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configuration with the maximum weight for each server. As an example, consider a server with
capacity C (CPU units) and with two types of jobs. Jobs of type 1 require s1 CPU units and jobs
of type 2 require s2 CPU units. This implies that, at any time, the server can simultaneously serve
k1 jobs of type 1 and k2 jobs of type 2 if k1(s1) + k2(s2) ≤ C. We refer to (k1, k2) as the server
configuration. Let Q1(t) and Q2(t) denote the queue size of type-1 and type-2 jobs at time t. In
this case, the MaxWeight algorithm selects a feasible server configuration (k1, k2) that maximizes
Q1(t)k1 + Q2(t)k2. Such algorithms however have high complexity and require preemption or
carefully refreshing the schedule over time:
(i) High complexity: Finding the max weight configuration is not easy, especially when there
is a large number of multi-dimensional job types and a large number of (inhomogeneous) servers.
In fact, this is an instance of the multi-dimensional Knapsack problem which in general is NP-
hard [7], and has no polynomial-time approximation algorithm with constant factor approximation
(unless P = NP) [8, 10].
(ii) Preemption: As a result of job arrivals and departures, queues change over time, and thus
the algorithm needs to repeatedly find a new max weight configuration. Enforcing the new con-
figuration however can interrupt the service of existing jobs in servers. One proposal in [20, 21]
to avoid preemption is to reset the configuration to the max weight configuration at the so-called
refresh times, which are times when all the jobs in a server leave and the server becomes empty.
Such times however might not occur frequently especially at high traffic. Further, as noted in [20,
21], maximum throughput is guaranteed only if the configuration of all the servers are reset at the
same time, i.e., at times when all the servers are empty simultaneously. Such times can be very
rare, which has a negative impact on the delay, and further, requires synchronization among the
servers.
The task and virtual machine packing in datacenters and clouds have been also considered in
e.g. [4, 2, 23, 24, 25], however most of proposed solutions are simple application of Bin Packing
heuristics or require migration of tasks (or virtual machines) across the servers.
The MWS algorithm proposed is based on [26, 27] and also relies on Max Weight. For this, as
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we will discuss later, we can find an approximation to Knapsack problem (in pseudo-polynomial
time) to solve Max Weight efficiently in a blackbox fashion. The RMS algorithm proposed is
based on [28] and [29] and has much lower complexity than MWS under any assumptions, while
guarantying maximum throughput. Its downside is that it may have long convergence time and
until it converges its performance is suboptimal.
2.1.2 Motivations and Challenges
We will now see in more detail how MaxWeight approach in prior works solves the problem of
non-preemptive scheduling which will subsequently make it easier to highlight the contribution of
our proposed algorithms.
Consider a large-scale server system with a finite number of VM types. At any time, each
server could operate in one of many possible configurations, where each configuration is a way of
packing various number of VM types in the server subject to its capacity. As VMs arrive and depart
over time, the configuration of servers may need to change appropriately in order to schedule the
VMs waiting to get service. For example, suppose there are only two VM types, if the server
configuration is (2, 2) (i.e., it is currently serving 2 VMs of type 1 and 2 VMs of type 2), it cannot
suddenly transition to (0, 4) (i.e., serving 4 VMs of type 2, and 0 VMs of type 1 instead) since this
interrupts (preempts) the service of type-1 VMs.
MaxWeight approach. This approach is based on the classical MaxWeight scheduling [22].
However unlike scheduling in data packet networks, here a MaxWeight schedule cannot be used
at arbitrary points in time since it might cause preemption of jobs already in service. Recent work
[30, 20] proposes using the MaxWeight schedule at instances when the servers become completely
empty (the so-called refresh times), however the approach requires using a MaxWeight schedule at
times when all the servers become empty simultaneously (the so-called global refresh times). This
requires some form of synchronization among the servers to set the MaxWeight schedule at the
same time. Further, such global refresh times become extremely infrequent in large-scale server
systems, thus causing large queues and delays in scheduling. There is no proof that MaxWeight
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based on local refresh times (i.e. when each server chooses a MaxWeight schedule locally at its
own refresh time) is stable in general. In fact, it was suggested in [28] that it might be unstable,
i.e the expected delay of jobs in queues is not bounded, even if it can be bounded by different
algorithms. Also the approach requires finding the MaxWeight schedule which in our setting
requires solving a Knapsack problem which is a hard combinatorial problem [31].
2.1.3 Contributions
The main contributions of this work are summarized below.
• Inefficiency of Bin Packing heuristics. We show that commonly used bin packing heuris-
tics (e.g., First-Fit, Best-Fit, etc.), which greedily pack jobs in servers whenever there is
available resource, are not throughput optimal. In fact, we show that there is no work-
conserving greedy heuristic that can guarantee a constant fraction of the maximum through-
put for all jobs/workload profiles.
• RMS: Randomized Multi-resource Scheduling. We present RMS, a randomized schedul-
ing algorithm which has low complexity, is scalable to large-scale systems with centralized
or distributed queues, and is provably throughput-optimal. RMS is based on construction of
Poisson clocks for job types. Whenever the clock of a job type ticks, it samples one of the
servers at random and tries to fit a job of that type in the server if possible. At the departure
instance of a job from a server, RMS probabilistically tries to replace the job with another
job of the same type, with a probability which is an increasing function of the number of jobs
of that type in the queue. RMS provides a seamless transition between the configurations
without preemption and without coordination among the servers, and each server or job type
only needs to perform a constant number of operations per time unit. The clock rates repre-
sent the average number of servers sampled by each job type per time unit, and can be tuned
to provide a trade-off between complexity and queueing delay.
• MWS: Max Weight Stalling. We provide MWS a scalable non-preemptive scheduling al-
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gorithm that can provide high throughput and low delay. Each server makes its scheduling
decisions locally independently of the other servers based on a Knapsack or an approximated
Knapsack solution (e.g. a greedy low-complexity solution). The key ingredient of our al-
gorithm is a new construct of refresh times. Specifically each server actively estimates the
right moments in time that it needs to reset its schedule and stops scheduling to allow the
schedule to be renewed when the server becomes empty.
• Throughput-delay-complexity tradeoff for MWS. We formally prove the fraction of the
throughput region that our algorithm can achieve. Specifically, given an approximation algo-
rithm for solving the Knapsack problem with approximation ratio r ∈ (0, 1], our algorithm
can provide βr fraction of the maximum throughput where β can be tuned to provide tradeoff
between throughput and delay. Any general off-the-shelf approximation algorithm for the
Knapsack problem can be used as subroutine in our scheduling algorithm, with β ∈ (0, r),
however we also present a greedy approximation algorithm for which β ∈ (0, 1) works.
• Empirical evaluations. We provide extensive simulation results, using both synthetic and
real traffic traces to evaluate proposed algorithms.
2.2 System Model
Cloud Cluster Model
We consider a collection of L servers denoted by the set L. Each server ` ∈ L has a limited
capacity for various resource types (e.g., memory, CPU, storage, etc.). We assume there are R
different types of resources. Servers could be inhomogeneous in terms of their capacities.
Job Model
There is a collection of J job types denoted by the set J . Each job type j ∈ J requires
fixed amounts of the various resources. So each job type is a R-dimensional vector of resource
requirements.
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Job Arrivals and Service Times
We assume jobs of type j arrive according to a Poisson process with rate λj . The highest
rate among them is denoted by λmax := maxj λj . Each job must be placed in a server that has
enough remaining resources to accommodate it. Once a job of type j is placed in server, it departs
after an exponentially distributed amount of time (service time) with mean 1/µj , independently
of the other existing jobs in the server. We will also define the maximum mean service time as
T := maxj 1/µj and the maximum service rate as µmax := maxj µj . The assumptions of Poisson
arrivals and Exponential service times are not necessary for our results to hold and can in fact be
relaxed (see Section 2.6), but for now we consider this model to simplify the analysis.
Server Configuration and System Configuration
We denote by k`j the number of type-j jobs that are accommodated by server `. For each
server `, a vector k` = (k`1, · · · , k`J) ∈ NJ0 is said to be a feasible configuration if the server can
simultaneously accommodate k`1 type-1 jobs, k
`
2 type-2 jobs, ..., k
`
J type-J jobs, without violating
its capacity.
A feasible configuration is said to be maximal if no further job can be added to the configuration
without violating the server’s capacity.
We useK` to denote the set of all feasible configurations for server ` excluding the 0-configuration
0J , and K̄` to denote K` ∪ {0J}. Note that we do not necessarily need the resource requirements
of jobs in a configuration to be additive (vector addition), we only require the monotonicity of the
feasible configurations, i.e., if k` ∈ K̄`, and k′` ≤ k` (component-wise), then k′` ∈ K̄`. Clearly,
monotonicity includes additive resource requirements as a special case. Hence our model allows
sub-additive resources as a special case, when the cumulative resource used by the jobs in a con-
figuration could be less than the sum of the resources used individually [32]. We use M < ∞ to
denote the maximum number of jobs (of any type) that can fit in any server and assume that all
servers can fit any single job type.
We also define the system configuration as a matrix k ∈ NL×J0 whose `-th row (k`) is the
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configuration of server `. We use K to denote the set of all feasible configuration matrices.
Queueing Dynamics
When jobs arrive, they are queued and later served by the servers with enough remaining
capacity. We use Qj(t) to denote the total number of type-j jobs in the system waiting for service
(excluding jobs which are getting service or have been departed). The jobs can be queued either
centrally or locally as described below.
(i) Centralized Queueing: There are a total of J queues, one queue for each job type. When
a job arrives, it is placed in the corresponding queue and later served by one of the servers.
Hence here Qj(t) is simply the size of the j-th queue. We also define the queue vector
Q(t) = (Qj(t), j ∈ J ).
(ii) Distributed Queueing: Each server has J queues, one queue for each job type (hence a total
of J×L queues). When a job arrives, it is placed in a proper local queue at one of the servers
and then served by the same server later. We use Q`j(t) to denote the size of the j-th queue





total number of type-j jobs waiting for service in the system. In this case, we use Q(t) to
denote a matrix whose `-th row is Q`(t).
Remark 1. The centralized and distributed queueing schemes are not equivalent in terms of queue-
ing delay and complexity in our setting of multi-resource jobs. In general, centralized queueing
outperforms distributed queueing in terms of the queueing delay as it better utilizes the resources
and avoids some of the resource fragmentation created in distributed queueing due to assignment
of jobs to local queues (see Section 2.5 for comparison results). On the other hand, distributed
queueing might be easier to implement as each queue memory needs to operate at a slower speed
compared to a centralized queue.
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Stability and Throughput Optimality
Under both centralized and distributed queueing schemes, the total number of jobs waiting for
service follows the usual dynamics:
Qj(t) = Qj(t0) + Aj[t0, t)−Dj[t0, t); t ≥ t0,
where Aj[t0, t) is the number of type-j jobs arrived during [t0, t) and Dj[t0, t) is the number of
type-j jobs that have started receiving service during [t0, t). We can now formally define stability.










For a vector of job arrival rates λ and a vector of mean service durations 1/µ, let ρj = λj/µj
be the workload of type-j jobs. We are interested in workloads for which the system is stable, thus
we give the following definition.
Definition 2 (Supportable Workload). Workload vector ρ is said to be supportable, if there exists




x ∈ RJ+ : x =
∑
`∈L
x`, x` ∈ Conv(K`)
}
, (2.2)
where Conv(·) is the convex hull operator. It is known [20, 30, 33] that the set of supportable
workloads is the interior of C, denoted by Co, i.e.,
Co =
{




In other words, any supportable ρ should be dominated by a feasible configuration or a convex
combination of feasible configurations.
We also define Cβ as the β fraction of the capacity region, i.e., Cβ = βC, for 0 < β ≤ 1.
2.3 Randomized Approach
2.3.1 Inefficiency of Bin Packing Heuristics
The multi-resource scheduling (Section 2.2) is closely related to the classical Bin Packing prob-
lem [6]. In Bin Packing, given a list of objects of various sizes, we are asked to pack them into
bins of unit capacity so as to minimize the number of bins used. It is plausible that algorithms for
Bin Packing can be used to perform job scheduling, since packing jobs in fewer servers, increases
the number of jobs that could be simultaneously served by the system, thus could increase the
throughput. The Bin Packing problem is known to be NP-hard [6] and many approximation algo-
rithms (e.g., Next-Fit, First-Fit, Best-Fit [34, 5]) have been proposed that can provide the optimal
number of bins up to an approximation factor. For example, First-Fit assigns each object to the
“first” bin (server) that has enough residual capacity to accommodate it; whereas Best-Fit assigns
it to a server with the “tightest” residual capacity among the servers which can accommodate the
object. Best-Fit is in fact widely used in cloud and datacenters in practice [15, 3].
In this section, we show that such bin packing heuristics are not necessarily efficient for job
scheduling in a finite model of the cloud (i.e., with a finite number of servers) where jobs arrive
dynamically over time and depart after their service is completed.
Definition 3 (Work-conserving greedy algorithm). A scheduling algorithm is called work-conserving
greedy if whenever there is residual capacity in a server and there are jobs in queue that can fit in
the residual capacity, the algorithm places one of the jobs in that server. The selection rule, i.e.,
which job to choose among the jobs that can fit in the residual capacity, is arbitrary (e.g. Best-Fit,
First-Fit, Random-Fit).




































Figure 2.1: (2.1a): The dotted region shows 1/k fraction of the workload region C for a single
server system with unit capacity and two types of jobs with sizes 1/(1 + k) and 1.
(2.1b): Instability under work-conserving Best-Fit (BF) for a 10-server system with Poisson ar-
rivals and exponential service times. Our randomized algorithm (RMS) stabilizes the system.
we show a stronger result stated below.
Proposition 1. No work-conserving greedy algorithm can achieve a non-vanishing fraction of the
supportable workload region Co for all job/workload profiles.
Proof. The proof is through a simple counter example. Consider a single server with unit capacity
(one type of resource) and 2 job types: jobs of type 1 have size s1 and jobs of type 2 have size s2
We show that for any given k ≥ 2, work-conserving greedy algorithms cannot achieve 1/k fraction
of the supportable workload region. To show this, given a k ≥ 2, we choose s1 = (1 + k)−1 and
s2 = 1. In this case, the boundary of the supportable workload region C is the convex hull of
the maximal configurations (1 + k, 0) and (0, 1), as depicted in Figure 2.1a. Let ρ1 and ρ2 be the
offered load by these job types such that (ρ1, ρ2) ∈ 1/k × C. In particular, we choose ρ1 = a/b,
for some a, b ∈ Z+, such that a > b and ab ≤
k+1
k
. We then pick ρ2 > 0 such that the point
(ρ1, ρ2) is inside 1/k × C (i.e., inside the red dotted region is Figure 2.1a). Now we construct the
following arrival and service time processes. Every b time units, there is an arrival of job type 1
which requires service for the duration of a time units. Also, in every time unit, a job of type 2 can
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arrive with probability ρ2 which requires one time unit of service. Starting with initial condition
in which there is a job of type 1 in the server at time 0, since a > b and type-2 jobs require all
the server capacity, it is easy to see that we will never schedule a type-2 job, because there is at
least one job of type 1 present in the server at all times. Therefore, the queue of type-2 jobs will
grow to infinity and the system becomes unstable. Note that if the system does not start with the
initial condition described above, any stable algorithm has to schedule a type-1 job in the server at
some point in time (otherwise, the system is automatically unstable), from which point onward the
above argument holds.
Although the proof of Proposition 1 was through a counter example (a single-server system
with a specific traffic pattern), the instability is indeed not specific to the example and can occur
for other traffic patterns as well. For example, Figure 2.1b shows the total queue size under work-
conserving Best-Fit for a 10-server system, where type-1 jobs require 2 resource units, type-2 jobs
require 5 resource units, and each server’s capacity is 10. Here, jobs arrive as Poisson processes
with rates λ1 = 20.8, λ2 = 10.4, and service times are exponentially distributed with mean 1/µ1 =
1/µ2 = 1. Clearly the workload ρ = λ/µ ∈ Co (since ρ < (22.22, 11.11) ∈ C), however the total
queue size blows up to infinity.
The arguments above show that the direct application of bin packing heuristics might not be
efficient in terms of throughput and delay (might not even be stable!), and indicates that packing
should not always be work-conserving. The available resource sometimes needs to be reserved for
large-size jobs arriving in future, instead of allocating it to small-size jobs already in the system.
This is the main idea behind our randomized scheduling algorithms in which the use of residual
capacity is randomized over the existing jobs in the system and jobs arriving shortly afterwards.
The orange curve in Figure 2.1b is the total queue size under our randomized algorithm RMS (to
be described next) which clearly stabilizes the system.
17
2.3.2 Randomized Algorithm with Centralized Queues
In this section, we present RMS, our randomized scheduling algorithm for the system with
centralized queues. Recall that when a type-j job arrives, it is added to queue Qj . Once a job is
scheduled for service in one of the servers, it is placed in the server and leaves the queue.
The RMS algorithm is based on randomly exploring possible packings of jobs in servers and
keeping good packings with higher probability. The exploration of possible packings is done
through uniform sampling of servers at Poisson instances in time and the decision to keep the
packing is made probabilistically at departure instances of jobs from servers.
Uniform sampling. Each queue Qj is assigned a dedicated Poisson clock of rate rj , for some
fixed rj > 0. * At the instance of a clock tick of type j, the algorithm samples one of the servers
uniformly at random and attempts to fit a type-j job in that server.
Probabilistic replacement. At the instance of a type-j job departure from a server, the al-
gorithm probabilistically replaces it with another job of the same type j, with probability 1 −









Here Qmax(t) = maxj∈J Qj(t), ε ∈ (0, 1) is a parameter of the algorithm, and f : R+ → R+ is
an increasing concave function to be specified. Also recall that M is a bound on the maximum
number of jobs of any types that can fit in a server.
Whenever a type j job needs to be scheduled from the respective queue, but the queue is empty,
a dummy job is scheduled instead. Dummy jobs are treated as real jobs, i.e., dummy jobs of type
j occupy resources until departure for an exponentially distributed time duration with mean 1/µj .
The complete description of RMS is given in Algorithm 1. Note that the algorithm is not
work-conserving, namely, some available resource might be left unused even though there are jobs
currently in the system which can fit in the resource. The complexity of the algorithm depends on
*This means at each time t, the time duration until the next tick of the clock is exponentially distributed with mean
1/rj .
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Algorithm 1 Randomized Multi-Resource Scheduling (RMS)
Job Arrival Instances:
Suppose a type-j job arrives at time t. The job is added to the type-j queue, i.e., Qj(t+) =
Qj(t) + 1.
Clock Instances:
Suppose the clock of the type-j queue ticks at time t, then:
1: One of the servers is chosen uniformly at random.
2: If a type-j job can fit into this server:
• if Qj(t) > 0, place the head-of-the-line job in this server,
• else, place a dummy type-j job in this server.
Else, do nothing.
Job Departure Instances:
Suppose a type-j job departs from server ` at time t, then:
1: With probability 1− exp(−wj(t)),
• if Qj(t) > 0, place the head-of-the-line job from Qj in this server,
• else, place a dummy type-j job in this server.
Otherwise, do nothing.
the clock rates rj, j ∈ J , which is the average number of servers sampled by each job type per
time unit.
Remark 2. A slightly less wasteful version of Algorithm 1 is the one in which if a real job is waiting
in the queue and a dummy job is present in a server, the dummy job is replaced by the real job.
Specifically, the operation at Job Arrival Instances in Algorithm 1 is modified as follows. Suppose
a type-j job arrives at time t, then
• if there is a dummy type-j job in one of the servers, it is replaced with the newly arrived job,
• else, the newly arrived job is added to Qj .
The operation at Clock Instances and Job Departure Instances will remain exactly the same as in
Algorithm 1. When service times are exponentially distributed, our results easily hold for this less
wasteful version of the algorithm. The version presented in Algorithm 1 is simpler to analyze in
the case of general service times when service time distribution is not necessarily exponential (see
Section 2.6).
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The following theorem states the main result regarding the throughput-optimality of Algo-
rithm 1.
Theorem 1. Consider Algorithm 1 with f = log1−b(1+x), for any b ∈ (0, 1), and ε ∈ (0, 1). Then
any workload vector ρ ∈ (1− ε)Co is supportable by Algorithm 1.
The ideas behind the proof of Theorem 1 and RMS are discussed in Section 2.3.4, while the
proof itself can be found in Section 2.3.6. Note that the long-term throughput achieved by Algo-
rithm 1 is independent of clock rates. Tuning the clock rates provides a trade-off between com-
plexity and queueing delay (see Section 2.5 for more discussion).
2.3.3 Randomized Algorithm with Distributed Queues
Algorithm 1 can be modified for the system with distributed queues. In this case, each server
` ∈ L has a set of local queues Q`j, j ∈ J . When a type-j job arrives to the system, it is routed to
a proper server where it is queued. The routing of type-j jobs to servers can be done through JSQ
(Join the Shortest Queue) among the type-j local queues at the servers. Each server then selects
a set of jobs from its own set of local queues to serve. The selection of jobs is randomized in a
similar manner to the RMS algorithm. Each queue Q`j is assigned an independent Poisson clock of









where for each server `, Q`max(t) = maxj Q
`
j , and f is an increasing concave function to be speci-
fied later. The complete description of the algorithm is given in Algorithm 2.
Remark 3. In Algorithm 2, dummy jobs are treated as real jobs, i.e., dummy jobs of type j depart
after an exponentially distributed time duration with mean 1/µj . Alternatively, we can consider a
less wasteful version of the algorithm by replacing dummy jobs with real jobs whenever there are
real jobs waiting in the queue (see Remark 2).
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Algorithm 2 RMS + Join the Shortest Queue(RMS + JSQ)
Job Arrival Instances:
Suppose a type-j job arrives at time t. The job is routed based on Join the Shortest Queue (JSQ),
i.e., it is assigned to the server with the shortest queue for type-j jobs. Formally, let `?j(t) =
arg min`Q
`










Suppose the clock of queue Q`j makes a tick at time t, then:
If a type-j job can fit into server `:
• if Q`j(t) > 0, place the head-of-the-line job in this server,
• else, place a dummy type-j job is this server.
Else, do nothing.
Job Departure Instances:
Suppose a type-j job departs from server ` at time t, then:
With probability 1− exp(−w`j(t)),
• if Q`j(t) > 0, place its head-of-the-line job in server `,
• else, place a dummy type-j job in server `.
Otherwise, do nothing.
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Remark 4. The JSQ routing can be replaced by simpler alternatives such as the power-of-two-
choices routing [35]. Namely, when a job arrives, two servers are selected at random, and the job
is routed to the server which has the smaller queue for that job type (ties are broken at random).
The following theorem states the main result regarding the throughput-optimality of Algo-
rithm 2.
Theorem 2. Consider Algorithm 2 with f(x) = log1−b(1 + x), for some b ∈ (0, 1), and ε ∈ (0, 1).
Any workload vector ρ ∈ (1− ε)Co is supportable by Algorithm 2.
2.3.4 Main Idea Behind RMS
The main idea behind our algorithms is that the generation of configurations is essentially
governed by an imaginary reversible system whose job arrivals are the dedicated Poisson clocks in
Algorithms 1 and 2. We first define the reversible system formally and then mention a few of its
properties which will constitute the basis for the analysis of algorithms.
Definition 4 (RMS(L, r,w)). We use RMS to denote the configuration dynamics under RMS (Algo-
rithm 1) when the weights are fixed at w = (wj > 0; j ∈ J ) and there are no queues. Specifically,
RMS(L, r,w) consists of a set of servers L, and a Poisson clock of rate rj for each job type j ∈ J .
Every time the j-th Poisson clock makes a tick, one of the servers is sampled uniformly at random,
then if a type-j job can fit in the server, it is placed in that server, otherwise the configuration does
not change. The jobs of type j leave the system after an exponentially distributed time duration
with mean 1/µj . Whenever a type-j job leaves a server, it is immediately replaced with a job of
the same type j with probability 1− e−wj . Hence, the larger the weight, the more likely is for a job
departure to be replaced immediately with a job of the same type.
The evolution of configurations in RMS(L, r,w) can be described by a reversible continuous-
time Markov chain over the space of configurations K with the following transition rates:
k→ k + e`j at rate
rj
L
1(k + e`j ∈ K), (2.7)
k→ k− e`j at rate k`jµj exp(−wj)1(k`j > 0). (2.8)
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The following lemma characterizes the steady-state behavior of configurations in RMS.























where Zw is the normalizing constant.
Proof. The Markov chain of RMS is reversible: For any pair k and k + e`j ∈ K, the detailed




= φ(k + e`j)(k
`
j + 1)µj exp(−wj),
where the left-hand side corresponds to transition from k to k+e`j (based on uniform sampling) and
the right-hand side corresponds to transition from k + e`j to k (based on probabilistic replacement)
in RMS, with rates respecting (2.7) and (2.8). It is not hard to check that the set of detailed balance
equations indeed has a solution given by (2.9).
Lemma 2. Let ΞK denote the set of probability distributions over the configuration space K, and
F : ΞK → R be the function









−DKL(p ‖ φ0), (2.10)














, k ∈ K. (2.11)






Proof of Lemma 2. Observe that the objective function F (p) is strictly concave in p. The la-
grangian for optimization (2.12) is then given by





, p ≥ 0,
where η ∈ R is the Lagrange multiplier associated with the constraint p ∈ ΞK (i.e., p ≥ 0 such
that
∑
k∈K p(k) = 1). Solving∇L = [∂L/∂p(k)] = 0 yields









which is automatically nonnegative for any η. Hence, by KKT conditions, (p?, η?) is the optimal
primal-dual pair if it satisfies (2.13) and
∑
K p
?(k) = 1. Thus the optimal distribution p? is given
by φw as defined in (2.9).
Lemma 2 indicates that given a fixed weight vector w, RMS in steady state can generate con-






j (off by a constant factor
independent of w). The following corollary formalizes this statement.

















for φ0 defined in (2.11) independently of w.






jwj, and let δk?(k) = 1(k = k
?). As a direct conse-











k?`jwj −DKL(δk? ‖ φ0).
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Connection to Algorithm 1. Let RMS(L, r,w(t)) denote the configuration dynamics under
Algorithm 1 whose job weights w(t) depend on the queues through (2.4). Recall that RMS(L, r,w(t))
denote the configuration dynamics under Algorithm 1 when the weight is fixed at w(t) for all times
s ≥ 0. If the dynamics of RMS converges to the steady state at a much faster time-scale compared
to the time-scale of changes in w(t), the distribution of configurations in RMS(L, r,w(t)) at any
time t will roughly follow the stationary distribution of configurations in RMS(L, r,w(t)), which
is given by φw(t) in (2.9). Then by Corollary 1, Algorithm 1 on average generates configurations
which are close to the max weight configuration (off by a constant factor mink∈K log φ0(k) in-
dependent of queue sizes) which suffices for throughput-optimality. Such time-scale separation
property indeed holds in our setting under functions f(x) that grow as o(log(x)) when x → ∞,
e.g., f(x) = log1−b(1 + x), b ∈ (0, 1), as in Theorem 1. The detailed proof of Theorem 1 is
provided in Section 2.3.6.
Connection to Algorithm 2. Suppose the weights w` = (w`j, j ∈ J ), ` ∈ L, are fixed.
From the perspective of server `, the configuration k` evolves according to RMS({`}, r`,w`),
independently of the evolution of other severs. Let φw`` (k
`) denote the steady state probability of























where Zw`` is the normalizing constant. Then in steady-state, the probability distribution of system
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`), which is almost
identical to φw in (2.9), with the minor difference in the 1
L
term inside the product in (2.9). The
rest of the argument is more or less similar to Algorithm 1. We emphasize that here, the job
arrival process to the queues and the queue process are coupled through the dynamics of JSQ
(2.6), nevertheless, the mean number of arrivals/departures that can happen over any time interval
(and thus the change in the queue size), is still bounded, and hence it follows that by choosing
functions of the form f(x) = log1−b(1 + x), b ∈ (0, 1), RMS({`}, r`,w`(t)) can still converge
to its steady state at a much faster time-scale than the time-scale of changes in w`(t), i.e., the
time-scale separation property still holds.
In Section 2.3.7, we present the details regarding the proofs.
2.3.5 Extensions and RMS Variants
The proposed randomized algorithm (RMS) achieves optimal throughput with low complexity
(each job type and server performs constant number of operations per unit time) and is scalable to
large-scale server systems with centralized or distributed queues. RMS does not require any infor-
mation about the resource availability of servers in the cluster. In practice, the resource manager
might actively monitor the resource consumption of servers in the cluster. In this case, RMS can be
modified to incorporate such information. We briefly describe a few possible modifications below.
RMS–RF: At the ticks of Poisson clocks, instead of naive uniform sampling over all servers as
in RMS, the algorithm selects one of the servers according to Random-Fit (RF), i.e., it randomly
samples one of the servers that have sufficient available resource (residual capacity) to accommo-
date the job. This can improve the queueing delay as it takes less clock ticks to schedule a job
when there is available resource.
RMS–BF: Another variant could be that at the ticks of Poisson clocks, instead of uniform
sampling of all servers, the server is selected according to BF, i.e., Best-Fit among the servers
that have sufficient available resource for the job. In the multi-resource setting, the Best-Fit score
for a server can be computed as a linear combination of per-resource occupancies, e.g. as the
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inner product of the vector of the job’s resource requirement and the vector of server’s occupied
resource [3].
RMS–AD: A last variant is that, instead of fixed clock rates rj , the clock rates are changed
adaptively, while keeping the total clock rate fixed. A common Poisson clock with fixed rate r
is considered, and at each tick of this common clock, a type-j queue is chosen with probability
pj(t) proportional to exp (wj(t)). Hence effectively the type-j queue ticks at rate rj(t) = rpj(t),
while the total clock rate is still
∑J
j=1 rj(t) = r
∑J
j=1 pj(t) = r which is fixed. Here, AD stands
for adaptive clock rates, which can be also added to the previous variants, i.e., RMS–RF–AD or
RMS–BF–AD. In Section 2.5, we investigate the queueing delay of such variants.
2.3.6 Proof of Theorem 1
The proof of Theorem 1 has two steps: (i) approximating the configuration distribution in
RMS(L, r,w(t)) at time t by the steady-state distribution of RMS (L, r,w(t)) (which uses fixed
weight w(t) for all time s ≥ 0), and (ii) standard Lyapunov arguments to establish stability.





, t ≥ 0,
which evolves as a continuous-time Markov chain. Equivalently, we can work with the jump chain













Let index τ ∈ Z+ denote the τ -th event of Nξ(t). We use S[τ ] = (k[τ ],Q[τ ]) to denote the state
of jump chain at index τ . At each index τ , one of the following events happens:
• A type-j job arrives with probability λj
ξ
,
• A type-j job leaves a server ` with probability
k`j [τ ]µj
ξ
. Then the job is replaced with another
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type-j job with probability 1− exp(−wj[τ ]).
• Server ` is sampled with probability rj
Lξ
and a type-j job is placed in the server, if it can fit there.
• Otherwise, S[τ ] = S[τ − 1].
Note that by the construction of Algorithm 1, we do not distinguish between real and dummy jobs
(see Remark 2). The jump chain S[τ ], τ = 0, 1, 2, · · · , evolves as a discrete-time and irreducible
Markov chain. Note that S[τ ] has two interacting components. On one hand the evolution of the
queue process Q[τ ] depends on k[τ ], and on the other hand, the evolution of the configuration
process k[τ ] depends on Q[τ ] through the weight function.
Approximating RMS by RMS
For compactness, let RMS(w[τ ]) and RMS(w[τ ]) denote the configuration dynamics k[τ ] of
the associated jump chain of RMS(L, r,w(t)) and RMS(L, r,w(t)), respectively. RMS(w[τ ])
is a time-inhomogeneous Markov chain over the space of configurations K (since the weights
w(t), and thus transition probabilities are time-varying because of the queue dynamics). Under
proper choices of function f , RMS(w[τ ]) can still provide an adequately accurate approximation
to the distribution of configuration in RMS(w[τ ]). Roughly speaking, for the proper choices of
f , f(Q[τ ]) (and thus the weight w[τ ]) will change adequately slowly from time index τ to τ + 1
such the probability distribution of configurations under RMS(w[τ ]) will remain “close” to the
steady state distribution of configurations under RMS(w[τ ]) (i.e., φw[τ ] in (2.9)). The following
proposition states this time-scale decomposition property with respect to the associated jump chain
(which can be also naturally mapped to the original Markov chain).
Proposition 2. Let ντ denote the (conditional) probability distribution of configuration at index τ
given the queues Q[τ ] under RMS(w[τ ]). Let φτ be the steady-state distribution of configurations
under RMS(w[τ ]). Suppose f(x) = log1−b(1 +x), b ∈ (0, 1). Given any ε ∈ (0, 1), and any initial
state, there exists a constant B := B(ε) such that whenever ‖Q[τ ]‖∞ ≥ B, ‖φτ − ντ‖TV ≤ ε/16.
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Proof. The proof follows from standard arguments in, e.g., [38, 39, 40]. See Section 2.7.1 for the
details.



















k`jf(Qj[τ ]) + min
k∈K
log φ0(k).






jwj[τ ]. By Corollary 1, Proposition 2, and definition of





































W ?[τ ] + log φ0min. (2.16)
Next, note that by the definition (2.4), for any j ∈ J ,























where the last inequality holds due to the assumption in our model that all servers can fit at least
























































To establish the stability of the Markov Chain we can use Lyapunov Analysis, according to
which it suffices to find a non negative Lyapunov function V (·), which is increasing as a function
of Q̄j[τ ] and ∆V (τ) := V (τ + 1)− V (τ) < 0 when V (τ) is sufficiently large.






F (Q̄j[τ ]), (2.18)
where F (x) =
∫ x
0
f(s)ds. Recall that f(x) is a concave increasing function; thus F is convex. It
follows from convexity of F that for any time step τ ≥ 0,















(f(Q̄j[τ + 1])− f(Q̄j[τ ]))(Q̄j[τ + 1]− Q̄j[τ ]).
Note that |f(Q̄j[τ + 1])− f(Q̄j[τ ])| ≤ f ′(0)|Q̄j[τ + 1]− Q̄j[τ ]|, by the mean value theorem, and
the fact that f is a concave increasing function.
By definition
Q̄j[τ + 1]− Q̄j[τ ] = Aj[τ ]− D̄j[τ ], (2.19)
whereAj[τ ] is the indicator of a type-j job arrival at index τ , and D̄j[τ ] is the indicator of departure
of a (real or dummy) type-j job from the system at index τ . By the construction of the jump chain,




j[τ ]µj/ξ. Also, Q̄j[τ ] can
change by at most one at any τ . Recall that the maximum number of jobs of any type that can fit
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j < LM . It then follows that






































Let C2 = f ′(0)(
∑
j ρj +ML). Note that




again by the mean value theorem, and the fact that f is a concave increasing function. Hence,
using (2.21) in (2.20),










+ C2 + C3,






j[τ ] ≤ f ′(0)ML
∑
j ρj . Taking the expectation of both sides of the

















+ C2 + C3. (2.22)






jwj[τ ] be the max weight configuration at time index τ . Then





























j for some x















































f(Qj[τ ])ρj + C1.
Hence the drift is negative for any Q[τ ] large enough (outside of a finite set). Hence the Markov





< ∞ follows [41] (note that the component k[τ ] lives in a finite state
space). The stability in the mean sense (2.1) then follows by an extra step as in [21] (see Theorem
1 and Lemma 4 in [21]).
2.3.7 Proof of Theorem 2
The proof is similar to the proof of Theorem 1 with minor differences. The system state is given
by S(t) = (Q(t),k(t)) where now Q is the queue-size matrix whose `-th row is the vector of queue
sizes at server `. Again we work with the jump chain S[τ ] = (Q[τ ],k[τ ]) of the uniformized chain,














. Then the transition probabilities are as follows. At any τ :
• A type-j job arrives with probability λj/ξ and is added to Q
`?j
j [τ ] according to JSQ.
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• A type-j job leaves a server ` with probability
k`j [τ ]µj
ξ
. Then the job is replaced with another
type-j job with probability 1− exp(−w`j[τ ]).
• Server ` is sampled with probability
r`j
ξ
and a type-j job is placed in the server, if it can fit there.
• Otherwise, S[τ ] = S[τ − 1],








F (Q̄`j[τ ]), (2.23)




j[τ ]. For each server ` and job type j, Q̄
`
j[τ + 1]− Q̄`j[τ ] = A`j[τ ]− D̄`j[τ ],




j[τ ] is the indicator of
departure of a (real and dummy) type-j job from server `, at time step τ . Similar to the the proof
of Theorem 1, the Lyapunov drift can be bounded as











j[τ ]− D̄`j[τ ])
]
, (2.24)































The term involving f(Q̄`j[τ ])A
`
j[τ ] must be treated more carefully because, unlike Algorithm 1, the
arrival process and the queue process are now dependent through the dynamics of JSQ. This step












































j [τ ]) + C3, (2.26)
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where C3 is the same constant as in the proof of Theorem 1, and Equality (a) is due to the JSQ
property. Without loss of generality, we can assume that ej ∈ K` for all ` and j (otherwise if there
exists an ` and j such that ej /∈ K`, we can simply do not consider any queue for type-j jobs at
server `). Note that ρ
1−ε ∈ C
o by assumption, so ρ ∈ Co and ρ(1 + ε) ∈ Co. This subsequently
implies that there exists an x such that ρ <
∑
` x
`, and 0 < (1+ ε)x` ∈ Conv(K`). Then it follows













Hence, plugging (2.25), (2.26), and (2.27) in (2.24),















Although A`j[τ ] is coupled with Q
`
j[τ ], ` ∈ L, through the dynamics of JSQ, A`j[τ ] and D̄`j[τ ]
are at most one at any time step τ . Hence, for each `, Q`j[τ ] changes by at most one at any τ . Hence
the proof of Proposition 2 (see Section 2.7.1) can still be applied to RMS({`}, r`,w`[τ ]) and we
can get a result similar to Corollary 2, i.e., given ε ∈ (0, 1), there exits a B`(ε) such that whenever
























Let B = max`∈LB`(ε), and L?[τ ] be the set of all servers ` such that ‖Q`[τ ]‖∞ ≥ B. Then























where Ĉ1 = C2 + C3 −
∑
` mink∈K` log φ
0
` (k) + LMf(B). By the definition of k


























and therefore the Markov chain is positive recurrent by the Foster-Lyapunov theorem [41]. The
rest of the argument is similar to the proof of Algorithm 1.
2.4 Deterministic Approach with Stalling
2.4.1 Basic Algorithm and Main Result
In this section, we present our non-preemptive scheduling algorithm and state the main result
regarding its performance. Before describing the algorithm, we give two definitions.
Definition 5 (Weight of a configuration). The weight of configuration k` for server `, given a queue







Definition 6. [r-max weight configuration] Given a constant r ∈ (0, 1], and a queue size vector
Q, an r-max weight configuration for server ` is a feasible configuration k(r)` ∈ K` such that
f(k(r)`,Q) ≥ rf(k`,Q), ∀k` ∈ K`. (2.31)
Note that by Definition 6, an r-max weight configuration, is also an r′-max weight configura-
tion, for any 0 ≤ r′ ≤ r.
Various approximation algorithms exist that can provide an r-max weight configuration. In
Section 2.4.4, we will elaborate further and describe several low complexity approaches to solve
(2.31), but for now assume that such an approximation algorithm exists and is used as a subroutine
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in our scheduling algorithm in a black box fashion.
Under our scheduling algorithm, each server at any time is either in an active period or in
a stalled period, defined below. We will also refer to the state of a server as active or stalled
depending on the period in which it is at a certain time.
Active period: In an active period, the server schedules jobs from the queues according to a
fixed configuration. Formally, let the configuration of server ` in an active period be k̃` = (k̃`j : j ∈
J ). The server can contain at most k̃`j jobs of type j, j ∈ J , at any time. If there are not enough
type-j jobs in the system, the server reserves the remaining empty slots for future type-j arrivals.
We use k̄`(t) = (k̄`j(t); j ∈ J ) to denote the actual number of jobs in the server ` at time t. By
definition, k̄`(t) ≤ k̃` (component-wise) at any time t during the active period of server `.
Stalled period: In a stalled period, the server does not schedule any more jobs, even if there
are jobs waiting for service that can fit in the server, and it only processes jobs which already exist
in the server. The stalled period of the server ends when all the existing jobs in the server finish
their service and leave, at which point the server will enter a new active period.
Note that by the above definitions, an arriving job of type j will not be queued (i.e., it enters
the queue but immediately gets service) if there is an empty slot available for it in any of the active
servers (i.e., if there is a server ` such that k̃`j − k̄`j(t) ≥ 1), as it will be scheduled in one of the
empty slots immediately. Also the change of configuration in a server can only happen when the
server is empty and stalled and that change results in a transition from a stalled period to an active
period. We will refer to these transition times as configuration reset times.
Our scheduling algorithm determines: (1) the time at which a server must go from active to
stalled, (2) the time at which a server must go from stalled to active, and (3) the server configuration
used during the active period when the server goes from stalled to active.
1. Transition from active to stalled. Suppose server ` is in an active period with configuration
k̃`. The server makes a transition to a stalled period if upon departure of a job from the server
at time t,
f(k̃`,Q(t)) < βf(k(r)`(t),Q(t)), (2.32)
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where k(r)`(t) is an r-max configuration given the queue size vector Q(t) (based on Defini-
tion 6), and 0 < β < 1 is a constant which is a parameter of the algorithm. In other words,
transition occurs when the weight of the active server’s configuration k̃` becomes worse than
β fraction of the weight of the r-max weight configuration k(r)`(t) computed at the time of
job departure t. Note that condition (2.32) is only checked when a job hosted in server ` is
completed.
2. Transition from stalled to active. Suppose a server is in a stalled period. When the server
becomes empty (i.e., its existing jobs finish service), the server makes a transition to an active
period.
3. Server configuration during an active period. Suppose server ` enters an active period at
time t(a). The configuration of server ` for the entire duration of its active period, k̃`, is fixed
and set to k(r)`(t(a)), an r-max weight configuration based on the queues at time t(a). Note that
in Definition 6, the zero configuration k` = 0J is not selected, even when all the queues are
empty.
Algorithm 3 gives a description of our algorithm.
REMARK 1 (choice of r and β): The parameter r provides a flexibility in solving the optimiza-
tion (2.31) depending on the server and job profiles. In general, it might be difficult to find the max
weight configuration for r = 1 in (2.31) (this is the so-called Knapsack problem [31]), but there are
greedy algorithms that can guarantee that the configuration will be r-max weight for some r < 1
(see Section 2.4.4).
The parameter β that appears in condition (2.32) controls how often servers transit to stall
period and as we will prove later controls what fraction of the maximum throughput (capacity)
region is achievable. Higher β makes a server stall more often, which increases the overall delay
of jobs waiting to get service, however it can achieve higher throughput. Therefore β can be tuned
to provide a tradeoff between throughput and average delay.
REMARK 2 (configuration reset times): The prior approach [30] is based on finding the max
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Algorithm 3 MaxWeight Stalling (MWS)
When a job of type j arrives at time t:
1: Add the job to the queue j
2: if exists empty slots for type-j jobs then
3: Schedule the job in the first empty slot.
When a job of type j in server ` is completed at time t:
1: if ` is active with configuration k̃` then
2: if condition (2.32) holds then
3: Switch ` to stalled.
4: else
5: Schedule a type-j job in server ` from queue j. If queue j is empty, register an empty
slot of type j in server `.
6: if ` is empty and stalled then
7: Switch ` to active.
8: Find an r-max weight configuration k(r)`.
9: Set the configuration of server ` during its active period to be fixed and equal to k(r)`.
10: for j ∈ J do
11: Schedule kj(r)` jobs of type j in server `. If there are not enough jobs in queue j,
register an empty slot for each unused slot.
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weight configuration (corresponding to r = 1 in (2.31)), and changing the configuration of a
server at the so-called refresh times when the servers become empty. However their proof of
stability requires resetting the server configuration at ‘global’ refresh times when all the servers
become empty at the same time. Such times could be extremely rare when the system size is
large. Resetting the server configurations at their local refresh times (i.e., when each server itself is
empty) cannot guarantee stability, in fact we can give examples that show that it becomes unstable
(see Example 1 in Section 2.5.1). The MWS Algorithm does not require synchronization among
the reset times of servers and every server can reset its configuration locally based on its local state
information. Intuitively our method works because each server actively estimates the right moment
in time that it needs to reset its configuration, and stops scheduling to allow the configuration to
reset, something that doesn’t happen in the other methods.
The following theorem states the main result about the performance of the algorithm.
Theorem 3. Consider the MWS Algorithm with parameter r ∈ (0, 1] and 0 < β < r. Then the
algorithm can support any workload vector ρ in the interior of Crβ (rβ-fraction of the capacity
region C).
2.4.2 Proof of Main Result
The proof of Theorem 3 is based on Lyapunov analysis. The idea is to show that for large
enough queue sizes, the servers will be in active periods most of the time and their negative con-
tribution to the drift of the Lyapunov function will outweigh the positive contribution of stalled
periods. The challenge is that servers, under MWS, make their (active, stalled) decisions locally
without coordination. Despite this, we are still able to show that all the servers will be active
simultaneously for sufficiently large fraction of time. The proof follows 3 main steps as follows.
39
System state
The system state at any time is given by
S(t) =
(
Q(t), k̄(t), k̃(t), I(t)
)
, (2.33)
where Q(t) is the vector of queue sizes (i.e., jobs waiting to get service), k̄(t) denotes the existing
jobs in the servers, k̃(t) is the system configuration, and I(t) indicates which server is active or
stalled, i.e., I`(t) = 1 if server ` is in active period, and is zero if it is stalled. Under MWS, the
process S(t) evolves as a continuous-time and irreducible Markov chain. Note that when I`(t) = 1,
if k̄`j(t) < k̃
`
j(t) for some type j in server ` (i.e., there is at least one empty slot for type-j VMs),
that necessarily implies that Qj(t) = 0. For notational compactness, throughout the proofs, we use
ES(t) to denote the conditional expectation, given state S(t).
Duration of overlapping active periods among servers
We show that as queues get large, the accumulated duration of overlapping active periods (i.e,
durations when all servers are active simultaneously) will become longer while the accumulated
duration of stalled periods remains bounded, with high probability. To show this, we analyze the
active/stalled periods over an interval of length NT , where T = maxj 1/µj and N is a large
constant to be determined.
The following Lemma is essential to our proof.
Lemma 3. Suppose server ` becomes active at time t(a). There exists a constant C > 0 such that
the server will remain active during the interval [t(a), t) if
‖A(t(a), t)‖∞ + ‖D(t(a), t)‖∞ < C‖Q(t(a))‖,
where A(t(a), t) and D(t(a), t) are respectively the vector of number arrivals and departure during
[t(a), t).
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Proof. In this proof, we use the inner-product notation to represent the function f defined in (2.30),
i.e f(k`,Q(t)) = 〈k`,Q(t)〉, to make the vector interpretation easier.
At time t(a) when server becomes active, its configuration is set to k̃`(t(a)) which by Defini-
tion 2 satisfies
〈k̃`(t(a))− rk`,Q(t(a))〉 ≥ 0; ∀k` ∈ K`. (2.34)
For the server to become stalled for the first time at job departure time t(s) > t(a), the condition
(2.32) should hold for the first time at departure time t(s). This implies that at time t(s),
∃k` ∈ K` : 〈k̃`(t(a))− βk`,Q(t(s))〉 < 0, (2.35)
which is clearly satisfied by at least the choice of k` = k(r)`(t(s)) (r-max weight configuration at
time t(s)). Hence, as a sufficient condition, the server will certainly never get stalled (it remains
active) during [t(a), t(s)) if at any time t ∈ [t(a), t(s))
∀k` ∈ K` : 〈k̃`(t(a))− βk`,Q(t)〉 ≥ 0. (2.36)
Figure 2.2 gives a visualization of the boundaries of the Inequalities (2.34) and (2.35), in two
dimensions. One can see that if β = r the boundaries will be identical, while as β becomes less
than r, and approaches 0, the gap between the boundaries becomes wider, and server ` stalls less
frequently. Given a fixed k`, the boundaries are hyperplanes with respect to variable Q and the
angle between them, as highlighted in Figure 2.2, is
θk` = arccos
〈k̃`(t(a))− rk`, k̃`(t(a))− βk`〉
‖k̃`(t(a))− rk`‖‖k̃`(t(a))− βk`‖
. (2.37)
Notice that we choose θk` ∈ (0, π/2] based on its interpretation (Figure 2.2). It cannot be negative
because r > β > 0 and cannot be 0, since k` ∦ k̃`(t(a)) (∦ means not parallel). To arrive at a
contradiction, suppose k` ‖ k̃`(t(a)), which implies k̃`(t(a)) = Ckk` for some constant Ck. On the
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other hand by (2.34), 〈k̃`(t(a)),Q(t(a))〉 ≥ r〈k`,Q(t(a))〉. Therefore it holds that Ck ≥ r > β and
〈k̃`(t(a)),Q(t)〉 = Ck〈k`,Q(t)〉 ≥ β〈k`,Q(t)〉,
which implies 〈k̃`(t(a))− βk`,Q(t)〉 ≥ 0, so inequality (2.35) is never true and configuration can
never change to k`.
This implies that the server will certainly remain active during [t(a), t) as long as the change in
the queue size vector Q(t(a)), due to arrivals and departures during [t(a), t), does not move its state
from the green region to the red region, the distance of length L as highlighted in Figure 2.2. Since
distance L is at least sin(θk`)‖Q(t(a))‖, the server is guaranteed to remain active, if the change in
the norm of the queue size vector is less than this quantity. This should be true for every possible





‖A−D‖ < Ca‖Q(t(a))‖, (2.38)




is a strictly positive constant.
Note that ‖A − D‖ ≤ ‖A‖ + ‖D‖ ≤
√
J(‖A‖∞ + ‖D‖∞). Thus a stricter condition than
(2.38) that ensures the server remains active during [t(a), t) is the one given by the statement of
Lemma by choosing C = Ca√
J
.
Next, we bound the duration of time that servers are active simultaneously during an interval
[t0, t0 +NT ]. Define ES(t0),M,N as the event that in this time interval, every server will be stalled at
most once and for at most MT time duration, for some positive constant M , given the initial state
S(t0). Note that this will imply that the total accumulative amount of time that at least one server
is stalled in the time interval is less than LMT . We show that ES(t0),M,N is almost certain for large
enough values of M and ‖Q(t0)‖.
Proposition 3. Given any ε ∈ (0, 1), there are constants C1 and C2 such that P(ES(t0),M,N) >
42
Figure 2.2: Illustration of proof of
Lemma 3 for 2 dimensions. When
server becomes active, queue size vec-
tor Q(t(a)) is in the green region. Server
will stall if the queue size vector reaches
the red region for a configuration k`.
Figure 2.3: A subset of event ES(t0),M,N . Any server
stalls for ‘at most’MT amount of time and is active for
‘at least’ NT amount of time afterwards. All possible
cases are illustrated above. t(s) (≥ t0) is the entrance
time to a stalled period, and t(a) is the entrance time to
the subsequent active period).
1− ε, if




Proof. A sketch of the proof is as follows:
1. The number of jobs in any server is bounded and their expected time of service is also
bounded, so once a server enters a stalled period, it will almost certainly enter an active
period again in finite time.
2. Using Lemma 3, we can argue that the minimum expected length of an active period is
proportional to the length of queue size vector at the beginning of the active period.
3. To bound the probability of event ES(t0),M,N , it suffices to consider its following subevent: if
a server becomes stalled at a time in the interval [t0, t0 +NT ], it becomes empty within MT
amount of time, and once the server becomes active, it remains active for at leastNT amount
of time. This event is a subset of ES(t0),M,N , as illustrated in Figure 2.3, which considers all
possible transition times between active and stalled periods in the time interval [t0, t0 +NT ].
The rest of the proof follows from basic probability calculations. The detailed proof can be
found in Section 2.7.2.
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Lyapunov analysis








Define the infinitesimal generator [42] of the Lyapunov fucntion V (t) as
AV (t) := lim
u→0
ES(t)[V (t+ u)]− V (t)
u
(2.41)
Then we show the following lemma.










for a positive constant B2. Recall that I`(t) is the indicator function defined in the system state
(2.33).
Proof. See Section 2.7.3 for the proof.
In MWS, transition from active to stalled could happen only at the departure times of the jobs
hosted in the server. Nevertheless, the weight of the server configuration at any time in the active
period, is still ‘roughly’ at least βr fraction of the max weight configuration. The following lemma
formalizes this statement.
Lemma 5. Suppose server ` is active and has configuration k̃` for the duration of its active period.
Let EB1,` be the event that f(k̃
`,Q(t)) > βrf(k`,Q(t)) − B1, for any k` ∈ K` and at any time
t in the active period. Then given any ε ∈ (0, 1), there exist constants C3, C4 > 0 such that
P(EB1,`) > 1− ε if B1 > −C3 log ε+ C4.
Proof. See Section 2.7.4 for the proof.
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Equipped with the Lemmas and Propositions above, we analyze the drift of the Lyapunov
function in the following proposition.
Proposition 4. Consider the Lyapunov function V (t) defined in (2.40). Given the workload ρ
inside the rβ fraction of the capacity region C, tf = t0 +NT , and any δ > 0,
ES(t0) [V (tf )− V (t0)] < −δ
if (2.39) of Proposition 3 holds and




where C5 is a constant and C6 is a function of M , N , δ.
Proof. Let the initial system state be S(t0) with initial queue size vector q0 and tf = t0 + NT .
Then by application of Dynkin’s Theorem [42], applied to Lemma 4,





























` for x` in Conv(K`). We denote by E(a)(t) the event that all servers are active at
time t, byE(s)(t) the events that at least one is stalled and by k?`(t) = (k?`1, · · · , k?`J) a max weight
configuration at time t, i.e f(k?`(t),Q(t)) ≥ f(k`,Q(t)), ∀k` ∈ K`. Note that by definition,
k?`(t) is an r-max weight configuration for r = 1. Recall the definition of event EB1,` in Lemma 5.
With a minor abuse of notation, we use E(i)B1,` to denote EB1,` in the i-th active period during the
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In the above, Inequality (a) holds because we ignore the sum of positive terms when some of the
servers are in active period. Inequality (b) follows from conditioning on the event ES(t0),M,N . In
Inequality (c), we have used the fact that P(ES(t0),M,N) > 1 − ε under Lemma 3, and also the
result of Lemma 5 with k` replaced by the max weight configuration k?`(t) at time t. Notice that
conditioned on the occurrence of event ES(t0),M,N , every server could be at most in two active
periods in the interval [t0, t0 + NT ], hence we only need to consider events E(1)B1,` and E(2)B1,`.
Finally Inequality (d) uses that P(E(1)B1,`|ES(t0),M,N) > (1− 2ε), which can be inferred from the
law of total probability and the fact that P(EB1,`) > 1 − ε (Lemma 5) and P(ES(t0),M,N) > 1 − ε
(Proposition 3). Similarly, P(E(2)B1,`|ES(t0),M,N , E(1)B1,`) > 1− 3ε. Thus using (2.44) and (2.45),
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the drift can be bounded as follows
















































where in the the first inequality, we have used the fact that events E(a)(t) and E(s)(t) are comple-
mentary. As a result we break the integral into two depending on whether any of the servers are
stalled. In the case that E(s)(t) = 1, we ignore the departure rates completely. The last inequality
is immediate by noting that by Lemma 3, the accumulative time duration that E(s)(t) = 1 is not
greater than LMT .




j , and vector v = (v1, · · · , vJ). Note that v has
negative entries for ε small enough (since ρ was inside the capacity region), and ρ has positive
entries, thus the RHS (Right-Hand-Side) of (2.46) is bounded as follows











Therefore the Lyapunov drift is bounded as
ES(t0)[V (t0)− V (tf )] ≤
∑
j
Cj(M,N)Qj(t0) + Cg(M,N), (2.47)
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where
Cj(M,N) = (N − LM)Tvj + LMTρj







λjρj + (LB1 +B2)NT.
(2.48)
Since term Cg(M,N) is independent of queue sizes, by having Cj(M,N) < 0 for all job types
j, the drift will be always negative for large enough queues. We can ensure all Cj(M,N) < 0 by
choosing







Finally given any δ > 0, we can ensure the Lyapunov drift (2.47) is less than −δ, if
min
j
Cj(M,N)Qj(t0) < −δ − Cg(M,N), (2.50)
which implies, maxj Qj(t0) >
−δ−Cg(M,N)
maxj Cj(M,N)















Therefore, it follows that the Markov chain is positive recurrent by the continuous-time Foster-
Lyapunov theorem and further the stability in the mean sense (2.1) follows [43]. This concludes
the proof of Theorem 3.
2.4.3 Generalizing arrival and service processes
In Section 2.2, we assumed Poisson arrivals and exponential service times. In this section, we
show that our results in fact hold under much more general processes.
Generalizing service time distribution
The assumption that service times follow exponential distribution is not always realistic. Em-
pirical studies in many applications suggest that service times have heavy-tailed distributions [44,
48
45]. It is known that we can approximate a heavy-tailed distribution, such as Pareto or Weibull, by
using a hyper-exponential distribution, with high accuracy [46]. We show that Theorem 3 still holds
under hyper-exponential service time distributions. The probability density function of hyper-
exponential distribution is defined by f(x) =
∑n
i=1 piµi exp (−µix), x ≥ 0, with
∑n
i=1 pi = 1.
This can be thought of as drawing a value from n possibly different exponential distributions and
choosing one of them with probability pi, i ∈ [1, · · · , n]. The mean of the hyper-exponential is∑n
i=1 piµ
−1


















By choosing proper values of pi and µi, we can generate distributions that have the same mean as
an exponential distribution with mean µ−1, but with variances much larger than µ−2 (variance of
exponential distribution with mean µ−1).
Alternatively, we can view this as follows. Whenever a job is scheduled for service, it is
assigned to class i with probability pi, i ∈ {1, · · · , n}. A job of type j that is in class c will follow







µ−1j is the mean service time for type-j jobs as in the exponential case before). We then modify
the definition of system state (2.33) to include the class of jobs in service. Specifically, let Oj(t)
be the set of all jobs of type j being served at time t in all the servers,Oj,`(t) be those being served
by server `, and c(i) ∈ {1, · · · , n} denote the class of job i ∈ Oj(t). We modify the Lyapunov
function (2.40) by considering that a scheduled job of type j that is assigned to class c will add a











Next we state the equivalent of Lemma 4 for the modified Lyapunov function.
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where Ch and Bh are some constants.
Proof. See Section 2.7.5 for the proof.
Using Lemma 6, and redefining λmax, µmax and T to include all types of jobs and all classes
that a job can take, the proof of Theorem 3 can be extended to the hyper-exponential distribution.
We omit repeating the same arguments and mention the result as the following corollary.
Corollary 3. Theorem 3 still holds if the service time distribution of jobs of type j follows a hyper-
exponential distribution with mean µ−1j , j ∈ J .
Proof. See Section 2.7.6 for the proof.
Batch arrivals
The Poisson assumption on the arrivals does not allow batch arrivals (only one job arrives at
any time). In practice, however, a user may request multiple VMs simultaneously, or a Map job
in a data-parallel cluster brings a set of tasks. To adapt our model to such batch arrivals, we can
consider a process where the requests arrive at rate λ and each arrival brings a vector of VMs
v = (v1, · · · , vJ) (i.e., v1 VMs of type 1, · · · , vJ VMs of type J) with probability pv, such that
v ∈ V , for some bounded set V ⊂ NJ0 and
∑
v∈V pv = 1. Theorem 3 can be extended to this
setting. We state the extension as the following corollary.
Corollary 4. Suppose requests arrive as a Poisson process with rate λ, and each request brings a
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, j ∈ J . (2.54)
Under this new definition, Theorem 3 still holds.
Proof. See Section 2.7.7 for the proof.
Finally, it is also easy to verify that the arguments of this Section can be combined, to establish
Theorem 3 under both batch arrivals and hyper-exponential service distributions.
2.4.4 Implementation Complexity and Customizations
Algorithm 3 described the basic non-preemptive scheduling algorithm. In this section, we
propose a few ways to customize the basic algorithm that might be more useful depending on the
settings. For each suggestion, we briefly explain the advantages and discuss the implications in
computational cost, as well as any possible modifications in the proof of the main theorem.
Computing r-max weight configuration
Algorithm 1 assumes that there is a subroutine to compute an r-max weight configuration
when a job departs. In the case of r = 1, the problem of finding the max weight configurations is
a hard combinatorial problem since it is an instance of Knapsack problem [47]; nevertheless there
are approaches to solve this problem in pseudo-polynomial time, or provide r-approximations
(r < 1) in polynomial time [48, 49]. Any r-approximation algorithm can be used in the MWS in
a black box fashion. Below, we briefly overview a few algorithms. The options discussed are not
exhaustive and are only suggestive.
1. Finding max weight configuration (r = 1)
There are two approaches that are practically useful in this case:
(i) Each server can simply compute the set of its maximal configurations initially, i.e configura-
tions in which no other extra job can fit. This set has the same convex hull as K` introduced
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in Section 2.2 but it has significantly smaller number of elements. Every time, the max
weight configuration is needed, server can search only over the maximal configurations.
(ii) If the size of the server is large compared to the job sizes, a dynamic programming ap-
proach is better. Assuming the maximum values of the R resource types of a server are
U1, U2, · · · , UR, the complexity of the algorithm is O(J × U1 × · · ·UR) which is pseudo-
polynomial, but is still tractable assuming the number of resource types is usually small
(CPU, memory, disc, etc). The dynamic programming approach requires to keep track
of G[u] which is defined as the weight of the max weight configuration that uses up to
u = (u1, · · · , uR) resources (0 ≤ u ≤ U). Suppose wj = (wj1, · · ·wjR) is the resource




with all values of G being initially 0.
2. Finding r-max weight configuration (r < 1)
There are several approximate algorithms to solve Knapsack, e.g., see [48, 49]. Below, we describe
a simple greedy method.
Lemma 7. Consider a server ` with R resource types. Suppose for every job type j ∈ J we can
fit at least Nf ≥ 1 jobs of that type in the server. If we only consider configurations that use one
type of job and return the one that gives the maximum weight, then the returned configuration will
be r-max weight configuration with r = Nf
R(Nf+1)
.
Proof. See Section 2.7.8 for the proof.
Let wj = (wj1, wj2, · · · , wjR) be the vector of resource requirements of job type j, normalized
with the the server capacity. Then, the simple greedy algorithm in Lemma 7 orders the job types
according to their relative value, Qj(t)/(maxnwjn), and fills the server with the job that has the
maximum relative value. We can improve this greedy algorithm by iteratively scanning the job
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types with lower relative value and fitting the residual capacity of the server with these jobs, this
should improve the performance in practice, however it does not change the theoretical result in
Lemma 7 (which is a worst-case guarantee).
We notice that if R ≥ 2 and Nf = 1, the worst-case fraction of the capacity region that the
MWS provides, by using this greedy method as a subroutine, is small (at most r2 fraction of the
capacity region, due to requirement β < r in Theorem 3). However, we can improve Theorem 3,
as the the requirement β < r can be relaxed to β < 1 in some cases, and MWS can still achieve
rβ fraction of the capacity region, as stated in Corollary 5 below.
Corollary 5. Consider a subset of configurations K̂` ⊂ K` and a subroutine that finds a max
weight configuration out of this subset, i.e.
k?`(t) = arg max
k`∈K̂`
f(k`,Q(t)).
Then the MWS Algorithm that uses this subroutine to find an r-max weight configuration and has
parameter β, can support any workload vector ρ in the interior of Ĉβ , which is the β fraction of set
Ĉ = {x ∈ RJ+ : x =
∑
`∈L
x`, x` ∈ Conv(K̂`), ` ∈ L} (2.55)
for 0 < β < 1.
Proof. The proof exactly follows the proof of Theorem 3, the only difference is that now the
capacity region is defined by a subset of all feasible configurations as in (2.55).
The implication of Corollary 5 is that if Ĉ ⊃ Cr then Ĉβ ⊃ Crβ and the algorithm can support
any workload vector ρ in the interior of Crβ with β < 1. This is indeed the case for the greedy
algorithm of Lemma 7 as it uses a subset of all the configurations (i.e., those with only one type of
jobs).
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2.4.5 Customization of β
As explained, β controls the trade off between throughput and delay. Higher β makes a server
stall more often, which increases the overall delay of jobs waiting to get service, however it can
achieve a higher long-run throughput. We notice that β doesn’t have to be constant, but can adapt to
the queue size. Small queues can be a surrogate for low workload while large queues can indicate a
high workload, thus by having β automatically adapt to the queue sizes, we can avoid unnecessary
stalling and achieve the best throughput-delay tradeoff. In this section, we consider β as a function
of Q, as long as it converges to a desired value β̄, when ‖Q‖ goes to infinity. The following lemma
states the main result.
Corollary 6. Suppose β = h(‖Q‖1) is an increasing function of ‖Q‖1 =
∑
j Qj which satisfies
the following: h(0) = β̄min and lim‖Q‖1→∞ h(‖Q‖1) = β̄ with β̄ < r. Then Algorithm 1 with this
queue-dependent β can achieve rβ̄ fraction of the maximal throughput region C.
Proof. See Section 2.7.9 for the proof.
As an example, a function that satisfies the requirements is





• β̄ is the maximum value of the function and corresponds to the fraction of capacity region
that is achievable.
• z is the slope of sigmoid function at 0 when p = 0 which controls how fast the function
converges to the maximum value.
• p ∈ (−∞, 1] is a constant that indicated how much constant value is weighted compared to
sigmoid function. p = 1 makes function constant and equal to β̄.
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In simulations, we choose p to be slightly less than 0, and z generally less than 0.01, to avoid
frequent configuration changes when the queue sizes are small. The value of β̄ depends on the
long-run throughput (fraction of the capacity region) that we want to achieve.
Reducing stalled period duration
One way to reduce the stalled period duration further is to have a stalled server transition to
an active period, whenever the remaining jobs in the server are a subset of the r-max weight con-
figuration at that time (in addition to transition at empty stalled times as before). Then, the server
can become active faster and renew its configuration according to the r-max weight configuration
without any job preemptions. The drawback is that more computation is needed, but this is not a
significant overhead given that servers will be most of the time active.
Reducing configuration changes
An important problem with the proposed algorithm is that configuration changes may happen
very often and, approximately at the same time across the servers, even with the suggested modi-
fication based on the queue-dependent β (Section 2.4.5). The reason is that servers with the same
configuration will observe a similar queue vector, if any of their jobs finish around the same time.
This will make the condition (2.32) either true or false for all of these servers and will make most
of them stalled before any of them becomes active again. This behavior will continue if there is
no mechanism to stop it. To avoid this issue we can simply use the information of what fraction of
servers is stalled to decide whether to stall a server or not. The modification that we suggest is to
change the queue-dependent β to be h(Q(t)) · q(s(t)), where s(t) ∈ [0, 1] is the fraction of servers
which are stalled at time t and q is a decreasing function with q(0) = 1. To avoid having many
servers getting stalled at the same time we need the function q to be very close to 0 as s approaches
1. For example, it could be of the form q(x) = 1(x < p) to impose a hard limit of at most p on the
fraction of servers that can be stalled at any time.
The proof arguments of Theorem 3 can be extended to this case. The constant B1 of Lemma 5
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can be modified to include the change in the queue sizes when other servers are stalled. For this,
one needs the estimate of M in Proposition 3. Another observation that simplifies the analysis is
that our original proof treats all the servers as stalled anyway when at least one of them is stalled
so most of the arguments of the original proof remains the same. We omit the detailed proof for
brevity.
2.5 Simulations
In this section, we present our simulation results to evaluate throughput, delay, and complexity
trade-offs of various algorithms, using both synthetic and real traffic traces.
2.5.1 Evaluation of MWS
For MWS we verify our theoretical results and also compare its performance with two other al-
gorithms, the randomized sampling algorithm [28] and the MaxWeight at local refresh times [30],
which will refer to them as G16 and MWR respectively (these algorithms were described in Sec-
tion 2.1.1). We provide three sets of simulations using synthetic and real traffic traces: (i) synthetic
examples that our algorithm can handle effectively, while other algorithms fail, (ii) performance
evaluation of algorithms with respect to the scaling of the number of servers and scaling of traffic
intensity, under both Poisson process and Log-normal inter-arrival times for the arrival process,
and (iii) performance evaluation of algorithms using a real traffic trace from a large Google cluster.
Unless otherwise stated, our algorithm will have the following settings: r = 1, β = h(Q(t))q(s(t)),
for the h function defined in (2.56) with p = −0.05, z = 0.005, β̄ = 0.9, q(s) = (1−s)1(s < 0.1)
where s is the fraction of the stalled servers at any time, as in Section 2.4.5. Also the suggestion of
Section 2.4.5 is enabled.
Unless otherwise stated, the jobs arrive as a Poisson process and service times are exponentially
distributed as described in Section 2.2, with the service times being independent from job type and
server. In case distributions of arrivals and service times are different, we extend the definitions
of λj and µj from Section 2.2 to be the mean number of arrivals and the inverse of mean service
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time respectively, for each job type j. For each experiment we will also specify the traffic intensity
ζ ∈ (0, 1) of the workload. This parameter controls how close the workload is to boundary of
capacity region C. A workload ρ that has traffic intensity ζ will therefore be on the boundary of
the ζ-fraction of the capacity region C.
Inefficiency of other algorithms
In this section we show handpicked examples where the other algorithms are either unstable
or practically unusable, yet our algorithm performs very well. For simplicity, we consider one
dimensional case where there is one type of resource.
Example 1 (Instability of MWR: MaxWeight based on local refresh times). Consider one
server with capacity 6 units and two job types, type-1 jobs require 4 units and type-2 jobs require
1 units. Service rates are the same for both jobs and arrival rate of the small job type is 8 times
higher than the large job type. The traffic intensity is chosen to be 0.89 so the workload vector
is 0.89 × (0.5, 4), which is clearly supportable because it is less than the average of two maximal
configurations (1, 2) and (0, 6). When the server starts scheduling according to configuration (1, 2),
the arrival rate of small jobs will be higher than their service rate. That will result in the queue
of small jobs to grow to infinity and configuration never resets with a non-zero probability. This
will inevitably happen, since this probability exists every time the server schedules according to
configuration (1, 2). Figure 2.4 depicts the total queue size (sum of the queue sizes) under MWS
and MWR. As it is seen, the queue sizes under MWR [30] go to infinity while MWS keeps the
queues stable. The sawtooth behavior under our algorithm in Figure 2.4 indicates the configuration
reset times.
Example 2 (Large queue size under G16: Randomized sampling). In the second example
we show that although G16 [28] guarantees stability it is possible that could yield very large queue
sizes. Consider a relatively simple server setting as follows. There are 4 different types of servers
with 1, 2, 4, 8 resource units and 4 types of jobs with resource requirements 1, 2, 4, 8 (thus each
one can completely fill one of the servers). Arrival and service rates are the same for all jobs and
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Figure 2.4: MWR fails in Example 1 while
MWS still stabilizes the queues.















Figure 2.5: G16 performs poorly in Example 2 al-
though it theoretically converges. MWS performs
much better.
traffic load is 0.89. Figure 2.5 depicts the total queue size under the algorithms. Intuitively one can
see that this example is hard for G16, since it can discover the best assignment to servers after 4
sampling events (one per queue) with probability 1/44 = 1/256. If there is a mistaken assignment,
it is likely that it will lead to longer waiting times for larger jobs that cannot fit in small servers.
Scaling experiments
In this section, we use the VM types originally used in [33, 30, 28], which are three represen-
tative instances used to be available in Amazon EC2. They are given in Table 2.1. In experiments,
servers are homogeneous with the capacities shown in Table 2.1. All simulations were repeated 5
times and the results reported are the average of the 5 runs. For each run, we compute the time
average of the total queue size which we refer to as the mean queue size in the graphs. All algo-
rithms were simulated for 200000 events except for G16 which was simulated for 400000 events.
Events include arrivals and job completions, and in the case of G16, they also include the sampling
events of the queues. In all cases we discarded the first 1/4 fraction of the simulation traces before
computing the mean queue size of a run.
We perform all the simulations under two choices of inter-arrival time distributions: Exponen-
tial (Poisson process) and Log-normal. The latter was used as empirical studies have shown that it
is a good model for the incoming traffic in datacenters [50].
Scaling the number of servers. We increase the number of servers to examine how well the
algorithms scale. The number of servers ranges from 20 to 200. The arrival rates were proportional
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Table 2.1: VM types and server types
Memory CPU Storage
Standard Instance 15 GB 8 EC2 1,690 GB
High-Memory Instance 17.1 GB 6.5 EC2 420 GB
High-CPU Instance 7GB 20 EC2 1,690 GB
Server 90 GB 90 EC2 5000 GB






































Figure 2.6: MWS is about as good as MWR and
much better than G16 when it comes to scaling
cluster to more servers.






































Figure 2.7: MWS has the most consistent per-
formance. MWR deteriorates at higher traffic
and G16 deteriorates at lower traffic.
to [2/3, 11/3, 2/3] and scaled by the number of servers. Service time distributions have the same
mean for all job types and are scaled such that the traffic intensity is 0.89.
Figure 2.6 shows the results of this experiment. The behavior of MWS and MWR is similar
and they both perform better as the number of servers increases, unlike G16. As we can also see,
the results are robust to the arrival process (Poisson vs Log-normal).
Scaling the traffic intensity. In the next experiment, we use the same server settings as before
but now fix the number of servers to 20 and change the traffic intensity from 0.8 to 0.95. To be
consistent with our theoretical results, we choose β̄ = 0.98 in our algorithm so that it is higher
than all the traffic intensities tested. Arrival rates and departure rates are the same as before.
The results of this experiment are depicted in Figure 2.7. We notice that our algorithm performs
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very well in the whole range of workloads. The performance is also robust to the arrival process
(Poisson vs Log-normal). We can also see that MWR seems to become unstable in high traffic
loads while G16 and Algorithm 1 are still stable.
Experiment with Google trace dataset
In this experiment, we use a real traffic trace from a large Google cluster, to compare the
performance in a more realistic setting. From the original dataset†, we extracted the arrival times
of tasks and their service times by taking the difference of the deployment time and the completion
time. The trace characteristics are as follows:
• Trace includes two types of workload. One comes from batch tasks that are scheduled reg-
ularly and are not time critical and another comes from deployed user products that are
serviced by long-running jobs [51]. In our experiments, we extract only tasks that were
completed without any interruptions, with their priority values being ignored.
• Resource requirements involve two resources (CPU and memory) and are collected once a
job is submitted. The resources are not treated as discrete; their range in the original dataset
is normalized to have a minimum of 0 and a maximum of 1 so they cannot be mapped
directly into types. To map the jobs to a tractable number of types, we took the maximum
out of the two resources and rounded it up to the closest integer power of 1/2. All tasks
that are mapped to the same power of two are considered to belong to the same type and
will wait in the same queue. The highest power of 1/2 considered was 7, since lower valued
jobs are very few and account for less than 1% of requests. The total number of queues is
consequently 8.
• A total of about 18 million jobs were extracted from trace after the above filtering. The
duration of the whole trace is 29 days and the average job duration is about half an hour. All
findings about the trace are consistent with those reported in [45] although there are some
†J. Wilkes. (2011). Google Cluster Data, [Online]. Available: https://github.com/google/cluster-
data.
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Figure 2.8: Number of arrivals over time in
the Google trace, computed over 20-minute
time windows.




















Figure 2.9: The performance of different al-
gorithms under the Google trace, for different
number of servers.
minor differences because of the assumptions we made and the different way that the trace
was processed.
• In actual trace the number of servers changes dynamically with servers being added, removed
or modified. To keep things simpler we assumed that the sizes of all servers are all 1 which
is the maximum possible and their number is fixed throughout a run.
In the following simulations, we work with a window of 1 million arrivals which corresponds
to approximately one and a half day. The traffic intensity for that part of trace is depicted in
Figure 2.8, in terms of number of arrivals over 20-minute time intervals. The traffic intensity is
variable and we suspect that the arrivals are correlated and do not really follow Poisson.
We evaluate the performance of all the algorithms using the above trace and for different num-
ber of servers that ranges from 800 to 1250. Note that since the trace is fixed and we have no
control over it, the change in the number of servers implicitly controls the traffic intensity. All runs
were repeated 3 times and the reported results which appear in Figure 2.9 is the average of these
runs. Our algorithm had the default configuration, with z = 0.002 and q(s) = 1 − s if s < 0.015
otherwise q(s) = 0. As we can see, our algorithm has the best overall performance in the whole
range of the number of servers. The performance of G16 deteriorates as the number of servers
scales up, while the performance of MWR deteriorates as the number of servers scales down, all
consistent with our synthetic simulations.
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2.5.2 Evaluation of RMS
Evaluation using synthetic traffic
We consider the job (VM) types and the server type of Table 2.1). We consider arrival rates
of the form λ = ζ × Z, where Z =
∑L
`=1Z
` and Z` is obtained by averaging the maximal
configurations of server `. ThusZ is a point on the boundary of the supportable workload region Co
and ζ ∈ (0, 1) is the traffic intensity. The mean service times are normalized to one for simplicity.
All the experiments were repeated three times and reported results are the average of these runs
where the simulation time is long enough so that the queues show steady state behavior. In RMS,
we use f(x) = log(1 + x) for simplicity.
Effect of clock rates. We start by investigating the effect of clock rate on the performance of
RMS. Figure 2.10a depicts the time-average of the total queue size in the system, with different
number of servers and a fixed traffic intensity (0.9). Figure 2.10b shows a similar experiment with
a fixed number of servers (20 servers) and different traffic intensities. In each run, the clock rates
are chosen the same for of all queues and are the ones reported in the plots. In both plots, we
notice that increasing the clock rate reduces the queue size (and thus the delay), however there is a
saturation beyond which increasing the clock rate only marginally improves the queue size. This is
expected since as the clock rate increases and becomes faster than the rate of job departures from
the system, the servers become full with real or dummy jobs, and thus majority of clock ticks will
be wasted. Further, to get the best complexity-delay trade-off, the clock rate has to scale up with
the number of servers or the traffic intensity, as depicted in the plots.
RMS variants. Next we examine the queueing delay gains due to different variants of RMS,
as described in Section 2.3.5. Here, we consider 20 servers, traffic intensity varies from 0.8 to 0.95,
and the sum of the clock rates is fixed at 30 ticks per sec. All queues have the same clock rate unless
the algorithm uses the AD option (adaptive clocks), in which the clock rates depend on queue sizes.
The results are depicted in Figure 2.11. The relative performance is rather consistent for all traffic
intensities. As it is seen, incorporating RF or BF options, in the case that the resource consumption
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(a) Fixed traffic intensity (0.9).
















(b) Fixed number of servers (20).
Figure 2.10: The effect of increasing the clock rate on the total queue size.
information is available, improves the queueing delay. Further, combining each variant with the
AD option, offers an additional advantage.
Using the same setting, we also compared the queue performance of RMS under distributed
queueing (RMS+JSQ) and centralized queueing (RMS). For a fair comparison, the sum of the clock
rates of all the queues is 30 ticks per sec in both schemes and all queues have equal clock rates in
each scheme. As Figure 2.12 shows, the distributed queueing scheme has a worse performance, as
expected by Remark 1.
Comparison with prior algorithms. We compare the performance of RMS and its variant
RMS-RF-AD with MWS and the algorithm in [21] discussed in the related work (Section 2.1.1).
We refer to the algorithm of [21] as MWR (MaxWeight Refresh). We also include Best-Fit (BF)
as discussed in Section 2.3.1.
Figure 2.13 shows the comparison when the number of servers is fixed at 20, the sum of the
clock rates is fixed at 30 ticks per sec, and traffic intensity ranges from 0.8 to 0.95. As we proved,
BF in general can cause instability, nevertheless the setting here is simple for work-conserving
algorithms like BF, and they are stable here. We also include a variant RMS-RF-AD+ in plots,
which is the same as RMS-RF-AD, but replaces dummy jobs with real ones and its clock rate
is 5 times higher. By scaling the clock rate faster, our algorithm better approximates a work-
conserving one like BF, while still being throughput optimal. As we can see, the variant RMS-
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RF-AD+ outperforms the other algorithms, while the basic RMS algorithm behaves similarly to
MWS, but of course at much lower complexity. MWR, although good at lower traffic intensity,
becomes unstable at higher traffic intensities (queue size becomes infinity), as also explained in
Section 2.1.1.
Figure 2.14 shows the comparison when the traffic intensity is fixed at 0.9, and the number
of servers are varied from 20 to 50. Note that to have the same traffic intensity for different
number of servers, the arrival rate has to increase proportional to the number of servers. In view
of Figure 2.10, to get the best queue-complexity tradeoff, the clock rates should be scaled up
proportional to the number of servers (and consequently proportional to the arrival rates). For
simplicity, we choose the clock rate for each queue to be equal to the number of servers. As we
can see in Figure 2.14, the total queue size remains approximately constant for the whole range of
the number of servers, while for the other algorithms, the queue size is decreasing. Although the
latter behavior is preferable, we need to keep in mind that RMS and its variants have a much lower
complexity and still provide a decent performance, especially if the variant RMS-RF-AD+ is used.
Also we reemphasize that MWR is unstable for high traffic intensities as we saw in Figure 2.13,
while our algorithm is stable.
Evaluation using real traffic trace
We complete our evaluation by testing the algorithms using a real traffic trace from a Google
cluster dataset [0]. The trace has the following characteristics:
1. Tasks have a complicated lifecycle with each one being submitted, scheduled, possibly stopping
and resuming, and eventually completing successfully or failing. We filtered all the tasks con-
sidering only non-production priority jobs that were completed successfully without stopping.
The resulting filtered dataset has about 18 million tasks that were completed in a period of 29
days, but for the purpose of this simulation we used only the first 1 million arrivals. Figure 2.15
depicts the arrivals over time for the filtered trace.
2. Tasks in the original dataset have two resource types, CPU and memory, and are normalized in
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range [0, 1], without having any notion of discrete types. We therefore round up the resources
to the closest power 1/2p with p taking values from 0 to 9 and then take the maximum out of
the two. In this way, we map the tasks to 10 different types, with each type having a respective
queue.
3. In the original dataset, servers are added, removed, failed, etc., over time, while on average an
order of thousands of servers are present in the cluster at any point in time. For simplicity, we
consider a fixed number of 1000 servers of size 1. This number of servers was found to be
appropriate for hosting the jobs in the filtered trace.
We compare some of the variants of RMS with MWR and MWS. Since arrivals are not Poisson
in the Google trace, we do not have a notion of traffic intensity as earlier defined, nevertheless we
can scale the traffic by multiplying the arrival times from the trace with a constant α. When α is
greater than 1, arrivals occur less often, while for α less than that, arrivals occur more frequently.
Hence we will refer to the inverse of α as traffic scaling. As Figure 2.16 shows, adaptive variants
of RMS perform very well and are better than other algorithms, especially when the traffic is high,
which is also consistent with the results from the synthetic simulations.
2.6 Discussion
In this work, we proposed two algorithms that follow two different approaches to the non-
preemptive VM scheduling problem with finite types of jobs.
1. The MWS algorithm can be tuned to provide a natural trade-off between throughput, delay,
and complexity. In general, given an approximation algorithm to Knapsack with approxima-
tion ratio r, our algorithm can provide βr fraction of the throughput region for β < r.
2. The randomized algorithm (RMS) that can achieve maximum throughput with low com-
plexity. RMS is naturally distributed and each server and job type perform only a constant
number of operations per unit time. We further proposed variants of RMS which can be
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combined with Best-Fit or Random-Fit, if the complete information about the resource con-
sumption of servers is available.
General traffic models. For MWS algorithm, we generalized the assumptions of traffic model
in Section 2.4.3 and explained how our main analysis changes for each of them. Specifically, we
considered batch arrivals and a more general class of service time distributions (hyper-exponential
distribution) that can heavy-tailed distributions.
An important feature of RMS is that its performance is not restricted to the traffic model as-
sumptions made in Section 2.2. For example, the proofs (Lyapunov analysis and time-scale decom-
position property, Sections 2.3.6 and 2.3.7) can be extended to non-Poisson job arrival processes,
e.g., batch arrival processes, where inter-arrival times between batch arrivals are i.i.d, and each
batch consists of a bounded number of jobs (tasks) chosen according to a distribution over the job
(task) types. Note that the proof of time-scale decomposition property only requires that the aver-
age change in queue sizes to be bounded over bounded time intervals. RMS is also robust to the
service time distributions and exponential distribution is not necessary. This is because the Markov
chain RMS(L, r,w) is reversible and by the insensitivity property [52], its steady-state distribution
depends only on the mean service times. The Poisson clocks are crucial in establishing our results,
however the clocks are part of the algorithm and are not related to traffic statistics.
2.7 Supplementary Proofs
2.7.1 Proof of Proposition 2
Proof follows from standard arguments in, e.g., [38, 39, 40]. We mention a sketch of the proof
for completeness.
Let Pwξ denote the corresponding transition probability matrix of the jump chain (k[n])n∈Z+
under RMS(L, r,w), where w = w(Q) for some queue vector Q. Pwξ (k,k′) denotes the transition
probability from configuration k to configuration k′. The Markov chain (k[n]) is irreducible,
aperiodic, and reversible, with the unique steady-state distribution φw in (2.9). In this case, it is
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well known that the convergence to the steady-state distribution is geometric with a rate equal to
the Second Largest Eigenvalue Modulus (SLEM) of Pwξ [53]. Further, using the choice of ξ in
(2.15), (k[n]) is a lazy Markov chain because at each jump index n, the chain will remain in the
same state with probability greater than 1/2. In this case, for any initial probability distribution ν0
and for all n ≥ 0,






where θw is the second largest eigenvalue of Pwξ , and φ
w
min = mink φ
w(k). Correspondingly,




(1−θw) +1. This result follows by 2.57 and definition of mixing time, while term +1 accounts
for the fact that n is not a real number. Lemma 8 below provides a bound on θw and hence on the
convergence rate.
Lemma 8. Consider the Markov chain Pwξ , with w = w(Q), as in (2.4). There is a constant K0















where Ψ(Pξ) is the
conductance of the Markov chain Pwξ . The conductance is further bounded from below as




























j < LM . Let κmax := maxj
rj
Lµj
, and κmin := minj
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Lµj




















Hence it follows that















Ψ(Pwξ ) ≥ K0ξ exp(−(ML+ 1)f(Qmax)).




Henceforth, we use φn to denote the stationary distribution of Markov chain P
w(Q[n])
ξ and θn to
denote its second largest eigenvalue. We also use νn to denote the distribution of configurations in
RMS(L, r,w[n]) at time step n.
Lemma 9. For any configuration k ∈ K, e−σn ≤ φn+1(k)
φn(k)












































, and define Q̃j[n] := max{Q?[n], Qj[n]}. Then,
wj[n+ 1]− wj[n] = f(Q̃j[n+ 1])− f(Q̃j[n])
≤ f ′(Q̃j[n+ 1]− 1)|Q̃j[n+ 1]− Q̃j[n]|









where we have used the mean value theorem and the facts that f is a concave increasing function






f(Qmax[n+1]))−1) = eσn .
A similar calculation shows that also φn(k)
φn+1(k)
≤ eσn .
Next, we use the following version of Adiabatic Theorem from [38] to prove the time-scale
decomposition property of our algorithm.
Proposition 5. (Adapted from [38]) Suppose
σn
1− θn+1
≤ δ′/4 for all n ≥ 0, (2.62)














Proposition 5 states that if (2.62) holds at any index n, after n? steps, the distribution of the
configurations will be close to the desired steady-state distribution. To get some intuition, σn has
the interpretation of the rate at which weights change, and 1/(1 − θn+1) has the interpretation of
the time taken for the system to reach steady-state after the weights change. Thus, condition (2.62)
ensures a time-scale decomposition: the weights change slowly compared to the time-scale that the
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system takes in order to respond and settle down with these changed weights.
However our system does not satisfy Condition (2.62) for all n; it only satisfies it when
Qmax[n] > qth, for some large constant qth. This would imply a weaker version of Proposition 5 as
follows.
Corollary 7. Suppose there is a constant qth such that (2.62) holds for Qmax[n] ≥ qth. Then
‖φn − νn‖TV ≤ δ′ holds whenever Qmax[n] > B for a constant B := qth + n?(δ′, qth).
Proof. Consider a time n0 such that Qmax[n0] ≥ qth. By proposition 5, if Qmax[n] ≥ qth for all
n ∈ [n0, n1], and n1 > n0 + n?(δ′, qth), then ‖φn1 − νn1‖TV ≤ δ′. Equivalently, if at a time n,
Qmax[n] > qth + n
?(δ′, qth), then Qmax[n] > qth over at least n?(δ′, qth) time steps before, since at
any time step, Qmax[n] can change by at most one.
Thus to show Proposition 2, it is sufficient to show that conditions of Corollary 7 indeed hold,
for δ′ = ε
16
. Suppose f(x) = log1−b(1 + x), for some b ∈ (0, 1). Let y = f(Qmax[n + 1]).










Note that f−1(x) = exp(x
1










In summary, it is sufficient for Condition (2.62) to hold if







for C0 = (8ML)(2−b)/b+ | log 512ξ
2
K20
|. Next, we find n?. Let n0 be the first time thatQmax[n0] = qth.
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Then n? must satisfy
n0+n?−1∑
τ=n0






Note that from (2.60),− log(φw[n0]min ) ≤ − logK1 +MLf(qth). Also using Lemma 8, it follows that
n0+n?−1∑
τ=n0




































which is clearly satisfied by choosing n? := n?(ε, qth) large enough. This concludes the proof.
2.7.2 Proof of Proposition 3
Let τj be the random variable denoting the service times of type-j jobs. In the proof, we use
additionally the following notations: the time when the state of server ` changes to active: t`(a),
the duration that server remains active: ∆t`(a), and the respective values when it changes to stalled
state: t`(s) and ∆t
`
(s).
Let Kmax <∞ denote the maximum number of jobs that can fit in any server, then at any time





























In the above, Inequality (a) boundsP(ES(t0),M,N) by the probability that if a server becomes stalled
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at a time in the interval [t0, t0 +NT ], it becomes empty within MT amount of time, and once the
server becomes active, it remains active for at least NT amount of time. This ensures that a server
will become stalled at most once in the interval [t0, t0 + NT ] and for at most MT time duration,
as illustrated in Figure 2.3.
Inequality (b) uses the fact that P(τj < MT ) ≥ P(τj < M/µj) = (1 − e−M), since service
time is exponentially distributed, and by bounding the maximum number of jobs in system by
LKmax.
To bound P(∆t`(a) > NT |S(t0)) in (2.66), we use Lemma 3. Let A1 and D1 denote the
arrival and departure vectors respectively between the initial reference time t0 and the first time
server changes to active, t`(a), while A2 and D2 denote the same quantities between times t
`
(a) and




a, S(t0) = S0. Then
P
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P (‖A2‖∞ + ‖D2‖∞ < CbCc‖q0‖|S0) ,
(2.67)
where Cc is any arbitrary positive constant less than 1. In the above, Inequality (a) uses Lemma 3
with C = Cb, and Inequality (b) is due to the law of total probability, for the event ‖q`a‖ ≥ Cc‖q0‖
and its complement.
For notational compactness, let CbCc
2
= Cd and 1−Cc2√J = Ce. Then the above probabilities can
be further bounded as follows:
P (‖A2‖∞ + ‖D2‖∞ < CbCc‖q0‖|S0)
(a)









































‖q0 − q`a‖ < (1− Cc)‖q0‖
)
= P (‖A1 −D1‖ < (1− Cc)‖q0‖)
(f)
≥




















In the above, (a) is due to the property p(X + Y < C) ≥ p(X < C/2)p(Y < C/2); (b) is due
to definition of infinity norm; (c) is due to Markov’s inequality with arrival rates λj independent
of state S0 and departure rates upper-bounded by Kmaxµ−1j , also independent of state; (d) uses
that λmax ≥ λj and T ≥ 1/µj; (e) and (f) are due to triangle inequality; (g) is due to ratio bound
between infinity and 2-norm; and finally (h) is similar to (d).
Combining Equations (2.66), (2.67), (2.68), (2.69), we have





























Hence, to ensure P(ES(t0),M,N) > 1 − ε, it suffices that each of the 5 factors, Factor0, Factor1,
Factor2, Factor3, Factor4, to be greater than (1− ε)1/5.







5LJNT max(λmax, KmaxT )
εmin(Cd, Ce)
.
Finally the Proposition follows ifC1 = log (5LKmax) andC2 = 5LJT max(λmax, KmaxT )/min(Cd, Ce).
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2.7.3 Proof of Lemma 4
Note that what we want to bound is the following expression and then take its limit as u goes
to 0.










Qj(t+ u) = Qj(t) + Aj(t, t+ u)−Dj(t, t+ u),
where Aj(t, t + u) and Dj(t, t + u) are respectively the number of arrivals and departures of type
j from Qj during (t, t+ u). By squaring the both sides, it is straightforward to see that
Qj(t+ u)
2 ≤ Qj(t)2 + Aj(t, t+ u)2 +Dj(t, t+ u)2 + 2Qj(t)(Aj(t, t+ u)−Dj(t, t+ u)).
Recall that number of arrivals is a Poisson process with rate λj and each job j already in a server
leaves after an exponentially distributed amount of time with rate µj . Hence, it is easy to see that
ES(t)[Aj(t, t+ u)
2] = λju+ o(u), (2.71)


















In the above bound, we used the fact that a job j may depart from queue either when a job j
completes service in an active server or when any job departs from a stalled server and makes the





j ≤ LKmax and that µj ≤ µmax for any job type j.
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Assuming Qj(t) > 0, if server ` is in an active period then k̄`j(t) = k̃
`
j(t) (i.e., there are no
empty slots for type-j jobs). and the above inequality also clearly holds if Qj(t) = 0. Using
the the indicator function I`(t), we can write the following inequality that holds for any state of
servers.
ES(t)[Qj(t+ u)








Notice that in the above upper bound, we have ignored the queue departures when the server is in
a stalled period.






















2.7.4 Proof of Lemma 5
DefineR0(k̃`) as the set of queue size vectors Q for which f(k̃`,Q) > βrf(k`,Q) for any k` ∈
K`. Similarly define R1(k̃`) as the set of queue size vectors not in R0(k̃`) for which f(k̃`,Q) >
βrf(k`,Q) − B1 for any k` ∈ K` and finally R2(k̃`) as the set of the queue size vectors not in
R0(k̃
`) or R1(k̃`). We want to show that, with high probability, the queue size vector does not take
a value in R2(k̃`) during an active period.
Note that at the beginning of an active period, the queue size vector is in the set R0(k̃`) and
the active period of server ` ends when at the time of a job departure from server `, the queue size
vector is either in R1(k̃`) or R2(k̃`). Let ti be the i-th time that the queue size vector transitions
from set R0(k̃`) to R1(k̃`) while still in the active period. Then there are three possible cases after
ti:
1. the queue size vector transitions back to R0(k̃`) before a job departs from server `,
2. the queue size vector remains in R1(k̃`) until a job departs from server `,
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3. the queue size vector reaches R2(k̃`) before next job departure from server `.
We denote the respective probabilities that each the events above occurs by p0(ti), p1(ti) and
p2(ti).
The eventEB1,`, which according to description is the event that f(k̃
`,Q(t)) > βrf(k`,Q(t))−
B1, for any k` ∈ K` and at any time t in the active period, does not occur with probability







which we want to show it is less than ε for B1 large enough.
First note that p0(ti) is strictly less than 1, i.e., p0(ti) < 1− Cf for some positive constant Cf .
To see that, note that the second case will occur, if the next event after time ti is a job departure
from server `. Arrival and service processes are all Poisson and the rate of both is at most r1 =
Jλmax + LKmaxµmax . The rate of job departures from server ` is also Poisson and has a rate of at
least r2 = minj∈J µj . The probability that departure from server ` happens before any other event
is therefore at least Cf = r2r1+r2 and hence p1(ti) ≥ Cf and consequently




Next we find an upper bound on p2(ti). At every arrival or departure each of the queue sizes
can change by at most Kmax. Considering t is the time that the queue change occurs, and t− the









The difference between configuration weights of any two queue size vectors, with one in the set
R0(k̃
`) and the other in R2(k̃`), is at least B1 by definition. Therefore the number of events
(arrivals or departures) needed to transition from one set to the other is at least NB1 = d B1K2max e
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and they should occur before any departure from server `. The probability that this happens is
(1 − Cf )NB1−1 for the choice of Cf in (2.76). The time ti is the time that the first of these events
happens, which makes the queue size vector transition to set R1(k̃`), hence
p2(ti) ≤ (1− Cf )NB1−1. (2.77)
Lastly using Inequalities (2.76) and (2.77) in (2.75), we get




We can ensure that this expression is less than ε by choosing B1 > −C3 log ε + C4, where the
constants C3 and C4 are
C3 = −
K2max
log (1− Cf )
, C4 =
K2max logCf
log (1− Cf )
.
2.7.5 Proof of Lemma 6
Following the steps of Lemma 4 we will first find a bound for the change in the nominator of
the Lyapunov function in an interval [t, t + u], for a particular job type j. State S(t) is defined
as in Section 2.4.2 but now it also includes the classes of the scheduled jobs Oj(t) for every
j ∈ J . Throughout the proof we will use that values wj,c are bounded or more specifically that
W = maxj,c |wj,c| <∞.
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Using the definition of Equation (2.51) we get
ES(t)


































Now we will give bounds for each one of the above terms and we will combine them later.
The first one can be bounded with the same approach as the one that gave the bound of Equa-
tion (2.73). The only difference here is that each job has different service rate that depends on its

















is between 0 and
(LKmaxW )
2 and that is the largest change that can take place. Of course we also need to use the
rate at which this change occurs in an interval of length u, which is at most λj +LKmaxµmax. The









2 ] ≤ (LKmaxW )2(λj + LKmaxµmax)u. (2.80)
Lastly we can break the last expectation term in two parts using the fact that Qj(t + u) =
Qj(t) +Aj(t, t+u)−Dj(t, t+u). The first part is proportional to Qj(t) and the latter is bounded
since expected arrivals and departures are bounded. Notice that the expected value of weight of
newly scheduled jobs is
∑S
c=1 pcwj,c = 0, so only the jobs that depart are considered in first term.
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u+ LKmaxW (λj + LKmaxµmax)u.
(2.81)
Putting together Equations (2.79), (2.80) and (2.81) we get:
ES(t)






















where Bh = λj + LKmaxµj + LK3maxµmax + (LKmaxW )
2(λj + LKmaxµmax) + LKmaxW (λj +
LKmaxµmax).
Finally by applying the definition of AV (t) from equation (2.41) to (2.82) and substituting




upper bound KmaxWµmax, we get the result of the lemma, for Ch = KmaxWµmax.
2.7.6 Proof of Corollary 3
Essentially Lemma 6 shows that the infinitesimal generator can be bounded similar to (4) for







, which is nonzero
only if there is at least one stalled server at time t. However we know, the total cumulative time
duration that there are any stalled servers, is at most LMT by Proposition 3 (the same arguments
























2.7.7 Proof of Corollary 4
There are three parts in the original proof that need to change if we redefine the arrival rate of





and the workload of a job type j as in Equation (2.54).
The first change to the previous proof (under Poisson assumption) is to modify the bound
of Equations (2.68) and (2.69) since they relied on the assumption that arrivals are independent,
whereas under the batch arrivals, the arrivals of various job types are no longer independent. We
can still compute a new bound as follows


















by the application of Markov’s inequality for the random variable
∑
j A2,j . Then we also change















Lastly we will have to update the constants of Lemma 5 to consider that the maximum change
in number of jobs can be more than Kmax but is again bounded, since arrivals in each arrival event
were assumed bounded.
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2.7.8 Proof of Lemma 7
Let us first denote the normalized vector of resources of job type j as wj = (wj1, wj2, · · · , wjR)
which means that the values are normalized with the capacity of the server. Let j′ be the job type
which has the resource with the highest relative value, i.e., j′ = arg maxj∈J (Qj(t)/(maxnwjn)).





This implies the configuration of job type j = j? that maximizes Qj(t) b1/maxn=1,··· ,R wjnc
should also be r-max weight since its weight is greater than or equal to that of j′.
Using the job type j′, the total number of jobs that can fit in the server is b1/maxn=1,··· ,R wj′nc


























where the last inequality follows because Qj′(t)R/maxnwj′n is equivalent with filling all R re-
sources with the maximum relative value job j′ without leaving residual capacity, which is an upper
bound of the max weight value maxk` f(k`,Q(t)).
2.7.9 Proof of Corollary 6
The term β first appears in the proof of Theorem 3 in Equation (2.45) and is treated as constant.
By focusing on one term of that integral we will show how the bound will change if β is a function





































It then suffices to find a lower bound of ES(t0)[min β(Q(t))] for which we will prove that for
large enough queues it is higher than (1− ε)(1− ε̄)β̄ + εβ̄min for any ε > 0 and ε̄ > 0. Let value





















The result follows if we can have P(min ‖Q(t)‖1 > Q̄|S(t0)) > 1 − ε. Using the shorthand
Q(t0) = q0 we have
P(min
t
‖Q(t)‖1 > Q̄|S(t0)) > P(min
t





JC‖q0‖|S(t0)) · 1(‖q0‖ > Q̄/C).















> 1− ε̄, (2.86)
with the last inequality being true when
‖q0‖ >





The last derivation follows the same steps as the one that led to formula (2.7.2). The condi-
tion (2.86) is satisfied for all initial queue sizes except possibly for those for which
‖q0‖ < max
(





























Figure 2.11: The queue size comparison of var-
ious RMS variants, as traffic intensity changes.














Figure 2.12: Comparison of RMS with
centralized queues (RMS) and distributed
queues (RMS+JSQ).



















Figure 2.13: The queue size of RMS and its
variant RMS-RF-AD, compared with prior al-
gorithms, as traffic intensity changes.



















Figure 2.14: Comparison of RMS and its vari-
ant RMS-RF-AD, with the prior algorithms, as
the number of servers changes.
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Figure 2.15: Number of arrivals per 20-minute
time windows for the part of the Google trace
used in simulation.
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Figure 2.16: Comparison of different algorithms
using the Google trace, as traffic intensity (scal-
ing) changes.
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Chapter 3: Scheduling Jobs with Random Resource Requirements
3.1 Introduction
A salient feature of resource demand is that it is hard to predict and cannot be easily classi-
fied into a small or moderate number of resource profiles or “types”. This has been particularly
amplified by the increasing complexity of workloads, i.e., from traditional batch jobs, to queries,
graph processing, streaming, machine learning jobs, etc., that all need to share the same cluster.
For example, Figure 3.1 shows the statistics of memory and CPU requirement requested by jobs
in a Google cluster *. If jobs were to be divided into types according to their memory require-
ment alone, there would be more than 700 types. Moreover, the statistics change over time and
these types are not sufficient to model the resource requirements in a month, which are more than
1500. We can make a similar observation for CPU requirements, which take more than 400 types.
Analyzing the joint CPU and memory requirements, there would be more than 10, 000 distinct
types. Building a low-complexity scheduler that can provide high performance in such a high-
dimensional regime is extremely challenging, as learning the demand distribution for all types is
infeasible, and finding the optimal packing of jobs in servers, even when the demand distribution is
known, is a hard combinatorial problem (related to Bin Packing [6] and Knapsack problems [54]).
Despite the vast literature on scheduling algorithms, their theoretical study in such high-dimensional
setting is very limited. The majority of the past work relies on a crucial assumption that there is
a predefined finite set of discrete types, e.g. [19, 16, 20, 21, 28, 26]. Although we can consider
every possible resource profile as a type, the number of such types will be formidably large. The
application of scheduling algorithms, even with polynomial complexity in the number of types,
is discouraging in such setting. A natural solution could be to divide the resource requests into
*based on the first day data of the trace found at https://github.com/google/cluster-data
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Figure 3.1: There are more than 700 distinct memory requirements and 400 distinct CPU require-
ments in the tasks submitted to a Google cluster during a day.
a smaller number of types. Such a scheduler is strictly suboptimal, since, as a result of mapping
to a smaller number of types, jobs may underutilize or overutilize the resource compared to what
they actually require. Moreover, in the absence of any prior knowledge about the resource demand
statistics, it is not clear how the partitioning of the resource axis into a small number of types
should be actually done.
Our work fulfills one of the key deficiencies of the past work in the modeling and analysis of
scheduling algorithms for distributed server systems. Specifically, our model allows a very large
or, in the extreme case, even infinite number of job types, i.e., when the jobs’ resource requirements
follow a general unknown probability distribution over a possibly continuous support. To the best
of our knowledge, there is no past work on characterizing the optimal throughput and what can
be achieved when there are no discrete job types. Our goal is to characterize this throughput
and design algorithms that have low complexity, and can provide provable throughput guarantees
without the knowledge of the traffic or the resource requirement distribution.
3.1.1 Related Work
Existing algorithms for scheduling jobs in distributed computing platforms can be organized
in two categories. In the first category, we have algorithms that do not provide any throughput
guarantees, but perform well empirically or focus on other performance metrics such as fairness
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and makespan. These algorithms include slot-based schedulers that divide servers into a prede-
fined number of slots for placing tasks [55, 56], resource packing approaches such as [3, 51], fair
resource sharing approaches such as [57, 58], and Hadoop’s default schedulers such as FIFO, Fair
scheduler, and Capacity scheduler†.
In the second category, we have schedulers with throughput guarantees, e.g., [19, 20, 21, 28,
26]. They work under the assumption that there is a finite number of discrete job types. This
assumption naturally lends itself to MaxWeight algorithms [22], where each server schedules jobs
according to a maximum weight configuration chosen from the set of feasible configurations. The
number of feasible configurations however grows exponentially large with the number of types,
making the application of these algorithms discouraging in practice due to their high complexity.
Further, their technique cannot be applied to our setting which can include an infinite number of
job types. Note those algorithms also inspired Deterministic Model of Chapter 2. Section 3.3.1
has an overview of what is the maximum workload this family of algorithms supports.
There is also literature on classical bin packing problem [6], where given a list of objects
of various sizes, and an infinite number of unit-capacity bins, the goal is to use the minimum
number of bins to pack the objects. Many algorithms have been proposed for this problem with
approximation ratios for the optimal number of bins or waste, e.g. [34, 59, 5]. There is also work
in a setting of bin packing with queues, e.g. [60, 61, 62], under the model that an empty bin arrives
at each time, then some jobs from the queue are packed in the bin at that time, and the bin cannot
be reused in future. Our model is fundamentally different from these lines of work, as the number
of servers (bins) in our setting is fixed and we need to reuse the servers to schedule further jobs
from the queue when some jobs depart from the servers.
3.1.2 Main Contributions
Our main contributions can be summarized as follows:




1. Characterization of Maximum Achievable Throughput. We characterize the maximum through-
put (maximum supportable workload) that can be theoretically achieved by any scheduling algo-
rithm in the setting that the jobs’ resource requirements follow a general probability distribution
FR over possibly infinitely many job types. The construction of optimal schedulers to approach
this maximum throughput relies on a careful partition of jobs into sufficiently large number of
types, using the complete knowledge of the resource probability distribution FR.
2. Oblivious Scheduling Algorithms. We introduce scheduling algorithms based on “Best-Fit”
packing and “Universal Partitioning” of resource requirements into types, without the knowl-
edge of the resource probability distribution FR. The algorithms have low complexity and can
provably achieve at least 1/2 and 2/3 of the maximum throughput, respectively. Further, we
show that 2/3 is tight in the sense that no oblivious scheduling algorithm, that maps the re-
source requirements into a finite number of types, can achieve better than 2/3 of the maximum
throughput for all general resource distributions FR.
3. Empirical Evaluation. We evaluate the throughput and queueing delay performance of all
algorithms empirically using both synthetic and real traffic traces.
3.2 System Model and Definitions
Cluster Model
We consider a collection of L servers denoted by the set L. For simplicity, we consider a single
resource (e.g. memory) and assume that the servers have the same resource capacity. While job
resource requirements are in general multi-dimensional (e.g. CPU, memory), it has been observed
that memory is typically the bottleneck resource [63]. Without loss of generality, we assume that
each server’s capacity is normalized to one.
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Job Model
Jobs arrive over time, and the j-th job, j = 1, 2, . . . , requires an amount Rj of the (normalized)
resource for the duration of its service. The resource requirements R1, R2, · · · are i.i.d. random
variables with a general cdf (cumulative distribution function) FR(·) : (0, 1]→ [0, 1], with average
R̄ = E[R]. Note that each job should be served by one server and its resource requirement cannot
be fragmented among multiple servers. In the rest of this work, we use the terms job size and job
resource requirement interchangeably.
Queueing Model
We assume time is divided into time slots t = 0, 1, · · · . At the beginning of each time slot
t, a set A(t) of jobs arrive to the system. We also define A(t) := |A(t)|. The process A(t),
t = 0, 1, · · · , is assumed to be i.i.d. with a finite mean E[A(t)] = λ and a finite variance.
There is a queueQ(t) that contains the jobs that have arrived up to time slot t and have not been
served by any servers yet. At each time slot, the scheduler can select a set of jobs D(t) from Q(t)
and place each job in a server that has enough available resource to accommodate it. Specifically,
define H(t) = (H`(t), ` ∈ L), where H`(t) is the set of existing jobs in server ` at time t. At any
time, the total size of the jobs packed in server ` cannot exceed its capacity, i.e.,
∑
j∈H`(t) Rj ≤ 1, ∀` ∈ L, t = 0, 1, · · · . (3.1)
Note that jobs may be scheduled out of the order that they arrived, depending on the resource
availability of servers. Let D(t) and Q(t) denote the cardinality of D(t) and Q(t) respectively.
Then the queue Q(t) and its size Q(t) evolve as
Q(t+ 1) = Q(t) ∪ A(t)−D(t), (3.2)
Q(t+ 1) = Q(t) + A(t)−D(t). (3.3)
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Once a job is placed in a server, it completes its service after a geometrically distributed amount
of time with mean 1/µ, after which it releases its reserved resource. This assumption is made to
simplify the analysis, and the results can be extended to more general service time distributions
(see Section 3.8 for a discussion).
Stability and Maximum Supportable Workload
The system state is given by (Q(t),H(t)) which evolves as a Markov process over an uncount-
ably infinite state space ‡. We investigate the stability of the system in terms of the average queue
length, i.e., the system is called stable if lim suptE[Q(t)] < ∞. Given a job size distribution FR,
a workload ρ := λ/µ is called supportable if there exists a scheduling policy that can stabilize the
system for the job arrival rate λ and the mean service duration 1/µ.
Maximum supportable workload is a workload ρ? such that any ρ < ρ? can be stabilized by
some scheduling policy, which possibly uses the knowledge of the job size distribution FR, but no
ρ > ρ? can be stabilized by any scheduling policy.
3.3 Characterization of Maximum Supportable Workload
We first characterize the maximum supportable workload ρ? given a job resource distribution
FR. We start with an overview of the results for a system with a finite set of discrete job types.
3.3.1 Finite-type System
It is easy to characterize the maximum supportable workload when jobs belong to a finite set
of discrete types. In this case, it is well known that the supportable workload region is the sum
of convex hull of feasible configurations of servers, e.g. [19, 20, 21, 28, 26], which are defined as
follows.
Definition 7 (Feasible configuration). Suppose there is a finite set of J job types, with job sizes
r1, · · · , rJ . An integer-valued vector k = (k1, · · · , kJ) is a feasible configuration for a server if it
‡The state space can be equivalently represented in a complete separable metric space, see Section 3.4.2.
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is possible to simultaneously pack k1 jobs of of type 1, k2 jobs of type 2, . . . , and kJ jobs of type J
in the server, without exceeding its capacity. Assuming normalized server’s capacity, any feasible
configuration k must therefore satisfy
∑J
j=1 kjrj ≤ 1, kj ∈ Z+, j = 1, · · · , J . We use K to denote
the (finite) set of all feasible configurations.
We define Pj , P(R = rj) to be the probability that size of an arriving job is rj , P =
(P1, · · · , PJ) to be the vector of such arrival probabilities, and ρ = λ/µ to be the workload. We




ρ ∈ R+ : ρP <
∑
`∈L
x`,x` ∈ Conv(K), ` ∈ L
}
(3.4)
where Conv(·) is the convex hull operator, and the vector inequality is component-wise. Also sup
(or inf) denotes supremum (or infimum). Hence any ρ < ρ? is supportable by some scheduling
algorithm, while no ρ > ρ? can be supported by any scheduling algorithm.
Let Qj(t) be the number of type-j jobs, j = 1, · · · , J , waiting in queue at time t. In this
case, the optimal or near-optimal scheduling policies basically follow the well-known MaxWeight
algorithm [22]: At any time t for each server `, the algorithm maintains a feasible configuration
k(t) that has “maximum weight” [20, 21] (or a fraction of the maximum weight [26]), among all
the feasible configurations K. The weight of a configuration is formally defined below.
Definition 8 (Weight of a configuration). Given a queue size vectorQ = (Q1, · · · , QJ), the weight






In general, the support of the job size distribution FR can span an infinite number of types (e.g.,
FR can be a continuous function over (0, 1]). We introduce the notion of virtual queue which is
used to characterize the supportable workload for any general distribution FR.
Definition 9 (Partition and Virtual Queues (VQs)). Define a partitionX of interval (0, 1] as a finite
collection of disjoint subsets Xj ⊂ (0, 1], j = 1, · · · , J , such that ∪Jj=1Xj = (0, 1]. If the size of
an arriving job belongs to Xj , we say it is a type-j job. For each type j, we consider a virtual
queue VQj which contains the type-j jobs waiting in the queue for service.




j , P (R ∈ Xj) , P (X) = (P
(X)
1 , · · · , P
(X)
J ). (3.6)
We also define the workload vector as ρP (X). Note that under Definition 9 and (3.6), it is not clear
what configurations are feasible, since jobs in the same virtual queue can have different sizes, even
though they are called of the same type. Hence we make the following definition.
Definition 10 (Rounded VQs). We call VQs “upper-rounded VQs”, if the sizes of type-j jobs are
assumed to be rj = supXj , j = 1, · · · , J . Similarly, we call them “lower-rounded VQs”, if the
sizes of type-j jobs are assumed to be rj = inf Xj , j = 1, · · · , J .
Given a partition X , let ρ?(X) and ρ?(X) be respectively the maximum workload λ/µ under
which the system with upper-rounded virtual queues and the system with the lower-rounded virtual
queues can be stabilized. Since these systems have finite types, these quantities can be described
by (3.4) applied to the corresponding finite-type system with workload vector ρP (X).
Let also ρ? = supX ρ
?(X) and ρ? = infX ρ?(X) where the supremum and infimum are over all
possible partitions of interval (0, 1]. The next theorem states the result of existence of maximum
supportable workload.
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Theorem 4. Consider any general (continuous or discontinuous) probability distribution of job
sizes with cdf FR(·). Then there exists a unique ρ? such that ρ? = ρ? = ρ?. Further, given any
ρ < ρ?, there is a partitionX such that the associated upper-rounded virtual queueing system (and
hence the original system) can be stabilized.
Proof. The proof of Theorem 4 has two steps. First, we show that ρ?(X) ≤ ρ? ≤ ρ?(X) for any
partition X . Second, we construct a sequence of partitions, that depend on the job size distribution
FR, and become increasingly finer, such that the difference between the two bounds vanishes in
the limit.
Full proof can be found in Section 3.9.1.
Theorem 4 implies that there is a way of mapping the job sizes to a finite number of types
using partitions, such that by using finite-type scheduling algorithms, the achievable workload
approaches the optimal workload as partitions become finer. However, the construction of the par-
tition crucially relies on the knowledge of the job size distribution FR, which may not be readily
available in practice. Further, the number of feasible configurations (Definition 7) grows expo-
nentially large as the number of subsets (types) in the partition increases, which prevents efficient
implementation of classical scheduling algorithms like MaxWeight in practice.
Next, we focus on low-complexity scheduling algorithms that do not assume the knowledge of
FR a priori, and can provide a fraction of the maximum supportable workload ρ?.
3.4 Best-Fit Based Scheduling
The Best-Fit algorithm was first introduced as a heuristic for Bin Packing problem [6]: given
a list of objects of various sizes, we are asked to pack them into bins of unit capacity so as to
minimize the number of bins used. Under Best-Fit, the objects are processed one by one and each
object is placed in the “tightest” bin (with the least residual capacity) that can accommodate the
object, otherwise a new bin is used. Theoretical guarantees of Best-Fit in terms of approximation
ratio have been extensively studied under discrete and continuous object size distributions [34, 59,
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5].
There are several fundamental differences between the classical bin packing problem and our
problem. In the bin packing problem, there is an infinite number of bins with no queue, and once
an object is placed in a bin, it remains in the bin forever, while in our setting, the number of bins
(the equivalent of servers) is fixed, and bins have to be reused to serve new objects from the queue,
as objects depart from the bins and new objects arrive to the queue. Next, we describe how Best-Fit
(BF) can be adapted for job scheduling in our setting.
3.4.1 BF-J/S Scheduling Algorithm
Consider the following two adaptations of Best-Fit (BF) for job scheduling:
• BF-J (Best-Fit from Job’s perspective):
List the jobs in the queue in an arbitrary order (e.g. according to their arrival times). Starting
from the first job, each job is placed in the server with the “least residual capacity” among the
servers that can accommodate it, if possible, otherwise the job remains in the queue.
• BF-S (Best-Fit from Server’s perspective):
List servers in an arbitrary order (e.g. according to their index). Starting from the first server,
each server is filled iteratively by choosing the “largest-size job” in the queue that can fit in the
server, until no more jobs can fit.
BF-J and BF-S need to be performed in every time slot. Under both algorithms, observe that
no further job from the queue can be added in any of the servers. However, these algorithms might
make many redundant searches over the jobs in the queue or over the servers, when there are no
new job arrivals to the queue or there are no job departures from some servers. Combining both
adaptations, we describe the algorithm below which is computationally more efficient.
• BF-J/S (Best-Fit from Job’s and Server’s perspectives):
It consists of two steps:
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1) Perform BF-S only over the list of servers that had job departures during the previous time
slot. Hence, some jobs that have not been scheduled in the previous time slot or some of newly
arrived jobs are scheduled in servers.
2) Perform BF-J only over the list of newly arrived jobs that have not been scheduled in the first
step.
3.4.2 Throughput Guarantee
The following theorem characterizes the maximum supportable workload under BF-J/S.
Theorem 5. Suppose any job has a minimum size u. Algorithm BF-J/S can achieve at least 1
2
of
the maximum supportable workload ρ?, for any u > 0.
Proof. We present a sketch of the proof here and provide the full proof in Section 3.9.2. The proof
uses Lyapunov analysis for Markov chain (Q(t),H(t)) whose state includes the jobs in queues and
servers and their sizes. The Markov chain can be equivalently represented in a Polish space and we
prove its positive recurrence using a multi-step Lyapunov technique [64] and properties of BF-J/S.
We use a Lyapunov function which is the sum of sizes of all jobs in the system at time t. Given
that jobs have a minimum size, keeping the total size bounded implies the number of jobs is also
bounded.
The key argument in the proof is that by using BF-J/S as described, all servers operate in more
than “half full”, most of the time, when the total size of jobs in the queue becomes large. To prove
this, we consider two possible cases:
• The total size of jobs in queue with size ≤ 1
2
is large:
In this case, these jobs will be scheduled greedily whenever the server is more than half empty.
Hence, the server will always become more than half full until there are no such jobs in the
queue.
• The total size of jobs in queue with size > 1
2
is large:
If at time slot t, a job in server is not completed, it will complete its service within the next
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time slot with probability µ, independently of the other jobs in the server. Given the minimum
job size, the number of jobs in a server is bounded, so it will certainly empty in finite time.
Once this happens, jobs will be scheduled starting from the largest-size one, and the server will
remain more than half full, as long as there is a job of size more than 1/2 to replace it. This step
is true because of the way Best-Fit works and does not hold for other bin packing algorithms
like First-Fit.
See Section 3.9.2 for the full proof.
3.5 Partition-Based Scheduling
BF-J/S demonstrated an algorithm that can achieve at least half of the maximum workload ρ?,
without relying on any partitioning of jobs into types. In this section, we propose partition-based
scheduling algorithms that can provably achieve a larger fraction (at least 2/3) of the maximum
workload ρ?, using a universal partitioning into a small number of types, without the knowledge
of job size distribution FR.
3.5.1 Universal Partition and Associated Virtual Queues






















, m = 0, · · · , J − 1.
(3.7)
We refer to this partition as universal partition I , where J > 1 is a fixed parameter to be determined
shortly. Observe that the odd and even subintervals in I are geometrically shrinking. Figure 3.2
gives a visualization of this partition.
Jobs in queue are divided among virtual queues (Definition 9) according to partition I . Specifi-
cally, when the size of a job falls in the subinterval Ij , j = 0, · · · , 2J−1, we say this job is of type
j and it is placed in a virtual queue VQj , without rounding its size. Moreover, jobs whose sizes fall
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Figure 3.2: Partition I of interval (1/2J , 1] based on (3.7).
in (0, 1/2J ] are placed in the last virtual queue VQ2J−1, and their sizes are rounded up to 1/2J .
We use Qj(t) to denote the size of VQj (the number of jobs in the queue) at time t and use
Q(t) to denote the vector of all VQ sizes.
3.5.2 VQS (Virtual Queue Scheduling) Algorithm
To describe the VQS algorithm, we define the following reduced set of configurations which
are feasible for the system of upper-rounded VQs (Definition 10) for partition I .
Definition 11 (Reduced feasible configuration set). The reduced feasible configuration set, denoted
by K(J)RED, consists of 4J − 4 configurations below:
2me2m, m = 0, · · · , J − 1
3 · 2m−1e2m+1, m = 1, · · · , J − 1
e1 + b2m/3ce2m, m = 2, · · · , J − 1
e1 + 2
m−1e2m+1, m = 1, · · · , J − 1
(3.8)
where ej ∈ Z2J denotes the basis vector with a single job of type j, j = 0, · · · , 2J − 1, and zero
jobs of any other types.
Note that each configuration k = (k0, · · · , k2J−1) ∈ K(J)RED either contains jobs from only one
VQj , j = 0, · · · , 2J − 1, or contains jobs from VQ1 and one other VQj .
With a minor abuse of notation, we define the inner product 〈k,Q〉 =
∑2J−1
j=0 kjQj . The “VQS
algorithm” consists of two steps: (1) setting active configuration, and (2) job scheduling using the
active configuration:
1. Setting active configuration:
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Under VQS, every server ` ∈ L has an active configuration k`(t) ∈ K(J)RED which is renewed
only when the server becomes empty. Let time slot te`(i) be the i-th time that server ` is empty
(i.e., it has been empty or all its jobs depart during this time slot). At this time, the config-
uration of server ` is set to the max weight configuration among the configurations of K(J)RED
(Definition 11), i.e.,
k?(te`(i)) = arg max
k∈K(J)RED
〈k,Q(te`(i))〉. (3.9)
The active configuration remains fixed until the next time te`(i+1) that the server becomes empty
again, i.e.,
k`(t) = k?(te`(i)), te`(i) ≤ t < te`(i+1). (3.10)
The reason for only renewing the active configuration at times te`(i) is to avoid possible preemp-
tion of existing jobs in the server (similar to [19, 21]).
2. Job scheduling:
Suppose the active configuration of server ` at time t is k ∈ K(J)RED. Then the server schedules
jobs as follows:
(i) If k1 = 1, the server reserves 2/3 of its capacity for serving jobs from VQ1, so it can serve at
most one job of type 1 at any time. If there is no such job in the server already, it schedules
one from VQ1.
(ii) Any configuration k ∈ K(J)RED has at most one kj > 0 other than k1. The server will schedule
jobs from the corresponding VQj , starting from the head-of-the-line job in VQj , until no more
jobs can fit in the server. Note that since jobs are not actually rounded in VQs, the number of
jobs scheduled from VQj in the server could be more than kj depending on their actual sizes.
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3.5.3 Throughput Guarantee
The VQS algorithm can provide a stronger throughput guarantee than BF-J/S. A key step to
establish this result is the property of the set K(J)RED stated below.
Proposition 6. Consider any partition X which is a refinement of partition I , i.e., any subset of
X is contained in an interval Ij in (3.7). Given any set of jobs with sizes in (1/2J , 1] in the queue,
let Q and Q(X) be the corresponding vector of VQ sizes under partition I and partition X . Then
there is a configuration k ∈ K(J)RED such that
〈k,Q〉 ≥ 2
3
〈k(X),Q(X)〉, ∀k(X) ∈ K(X), (3.11)
where K(X) is the set of “all” feasible configurations based on upper-rounded VQs for partition
X .
Proof. For simplicity of description, consider X to be a partition of (1/2J , 1] into N subintervals
(ξi−1, ξi], i = 1, · · · , N . The proof arguments are applicable to any types of subsets of (1/2J , 1]
as long as each subset is contained in an interval Ij in (3.7). Given the proposition’s assumption,
we can define sets Zj , j = 0, · · · , 2J − 1, such that i ∈ Zj iff ξi ∈ Ij . Any job in VQ(X)i , i ∈ Zj ,




i = Qj, j = 0, · · · , 2J − 1. (3.12)











We claim at least one of the 2J inequalities below is true
Q2m ≥ 2U/3× 1/2m, m = 0, · · · , J − 1
Q2m+1 ≥ U/2× 1/2m, m = 1, · · · , J − 1.
(3.13)
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where (a) is due to the assumption that none of inequalities in (3.13) hold and using the fact that
Q
(X)
i ≤ Qj if i ∈ Zj , (b) is due to the fact ξi > inf Ij if i ∈ Zj , and (c) is due to the server’s
capacity constraint for feasible configuration k(X).
Hence, one of the inequalities in (3.13) must be true. If Q2m ≥ 2U/3 × 1/2m for some
m = 0, · · · , J−1, then (3.11) is true for configuration k = 2me2m, while if Q2m+1 ≥ U/2×1/2m










i = 0, otherwise the server’s capacity constraint is not satisfied. We
further distinguish three cases for Q1 compared to U : Q1 ≥ 2U3 ,
2U
3








i being 0 or 1.
Here we present the analysis of the case 2U
3




i = 0. The rest of the cases are
either trivial or follow a similar argument and can be found in Section 3.9.3.
Let U ′ := U −Q1, then one of the 2J inequalities below has to be true
Q2m ≥ U ′/(3 · 2m−2), m = 2, · · · J − 1
Q2m+1 ≥ U ′/(3 · 2m−1), m = 1, · · · J − 1,
(3.15)
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where (a) is due to the assumption that none of inequalities in (3.15) hold, and (b) is due to the
constraint that the jobs in the configuration k(X), other than the job types in Z1, should fit in a
space of at most 1/2 (the rest is occupied by a job of size at least 1/2). It is then easy to verify
that if Q2m ≥ U ′/(3 · 2m−2) for some m ∈ [2, · · · J − 1], inequality (3.11) is true for configuration
k = e1 + b2m/3ce2m as
〈k,Q〉 = Q1 + b2m/3cQ2m ≥ Q1 + 2m−2Q2m ≥ Q1 + U ′/3 ≥ 2Q1/3 + U/3 ≥ 2U/3.
(3.16)
Similarly, if Q2m+1 ≥ U ′/(3 · 2m−1) for some m ∈ [1, · · · J − 1], (3.11) is true for configuration
k = e1 + 2
m−1e2m+1 as
〈k,Q〉 = Q1 + 2m−1Q2m+1 ≥ Q1 + U ′/3 ≥ 2Q1/3 + U/3 ≥ 2U/3.
The following theorem states the result regarding throughput guarantee of VQS. Assumption
of minimum resource can be relaxed, but this is introduced later in Corollary 8.
Theorem 6. VQS achieves at least 2
3
of the optimal workload ρ?, if arriving jobs have a minimum
size of at least 1/2J .
Proof. The proof uses Proposition 6 and the multi-step Lyapunov technique based on Theorem 8.
The full proof is provided in Section 3.9.4.
Hence, given a minimum job’s resource requirement u > 0, J has to be chosen larger than
100
log2(1/u) in the VQS algorithm. Theorem 6 is not trivial as it implies that by scheduling under the
configurations inK(J)RED (3.8), on average at most 1/3 of each server’s capacity will be underutilized
because of capacity fragmentations, irrespective of the job size distribution FR. Moreover, using
K(J)RED reduces the search space from O(Exp(J)) configurations to only 4J − 4 configurations,
while still guaranteeing 2/3 of the optimal workload ρ?.
A natural and less dense partition could be to only consider the cuts at points 1/2j for j =
0, · · · , J . This creates a partition consisting of J subintervals Ĩj = I2j ∪ I2j+1. The convex hull of
only the first J configurations of K(J)RED contains all feasible configurations of this partition. Using
arguments similar to proof of Theorem 6, we can show that this partition can only achieve 1/2 of
the optimal workload ρ?. One might conjecture that by refining partition I (3.7) or using different
partitions, we can achieve a fraction larger than 2/3 of the optimal workload ρ?; however, if the
partition is agnostic to the job size distribution FR, refining the partition or using other partitions
does not help. We state the result in the following Proposition.
Proposition 7. Consider any partitionX consisting of a finite number of disjoint setsXj , ∪Nj=1Xj =
(0, 1]. Any scheduling algorithm that maps the sizes of jobs in Xj to rj = supXj (i.e., schedules
based on upper-rounded VQs) cannot achieve more than 2/3 of the optimal workload ρ? for all
FR.
Proof. Proof is based on a counter example. See Section 3.9.5 for details.
Theorem 6 assumed that there is a minimum resource requirement of at least 1/2J . This as-
sumption can be relaxed as stated in the following corollary.
Corollary 8. Consider any general distribution of job sizes FR. Given any ε > 0, choose J to be
the smallest integer such that FR(1/2J) < ε, then the VQS algorithm achieves at least (1− ε)23 of
the optimal workload ρ?.
Proof. Proof is provided in Section 3.9.6.
101
Since the complexity of VQS algorithm is linear in J , it is worth increasing it if that improves
the maximum throughput. An implication of Corollary 8 is that this can be done adaptively as an
estimate of FR becomes available or based on the smallest observed job in the system over time.
3.6 Incorporating Best-Fit into Partition-Based Scheduling
While the VQS algorithm in theory achieves a larger fraction of the optimal workload than
BF-J/S, it is quite inflexible compared to BF-J/S, as it can only schedule according to certain job
configurations and the time until configuration changes may be long, hence might cause excessive
queueing delay. We introduce a hybrid VQS-BF algorithm that achieves the same fraction of the
optimal workload as VQS, but in practice has the flexibility of BF. The algorithm has two steps
similar to VQS: Setting the active configuration is exactly the same as the first step in VQS, but it
differs in the way that jobs are scheduled in the second step. Suppose the active configuration of
server ` at time t is k ∈ K(J)RED, then:
(i) If k1 = 1, the server will try to schedule the largest-size job from VQ1 that can fit in it. This
may not be possible because of jobs already in the server from previous time slots. Unlike
VQS, when jobs from VQ1 are scheduled, they reserve exactly the amount of resource that
they require, and no amount of resource is reserved if no job from VQ1 is scheduled.
(ii) Any configuration k ∈ K(J)RED has at most one kj > 0 other than k1. Server attempts to
schedule jobs from the corresponding VQj , starting from the largest-size job that can fit in
it. Depending on prior jobs in server, this procedure will stop when either the number of jobs
from VQj in the server is at least kj , or VQj becomes empty, or no more jobs from VQj can
fit in the server.
(iii) Server uses BF-S to possibly schedule more jobs in its remaining capacity from the remain-
ing jobs in the queue.
The performance guarantee of VQS-BF is the same as that of VQS, as stated by the following
theorem.
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Theorem 7. If jobs have a minimum size of at least 1/2J , VQS-BF achieves at least 2
3
ρ?. Further,
for a general job-size distribution FR, if J is chosen such that FR(1/2J) < ε, then VQS-BF
achieves at least (1− ε)2
3
ρ?.
Proof. The proof uses techniques from that of Theorem 6 and the properties of Best Fit similar to
the proof of Theorem 5. The proof is provided in Supplementary Materials.
3.7 Evaluation Results
3.7.1 Synthetic Simulations
Instability of VQS and tightness of 2/3 bound.
We first present an example that shows the tightness of the 2/3 bound on the achievable
throughput of VQS. Consider a single server where jobs have two discrete sizes 0.4 and 0.6. The
jobs arrive according to a Poisson process with average rate 0.014 jobs per time slot and with each
job size being equally likely. Each job completes its service after a geometric number of time slots
with mean 100. Observe that by using configuration (1, 1) (i.e., 1 spot per job type) any arrival rate
below 0.02 jobs per time slot is supportable. This is not the case though for VQS that schedules
based on configurations K(J)RED, so it can either schedule two jobs of size 0.4 or one job of size 0.6.
This results in VQS being unstable for any arrival rate greater than 2/3 × 0.02 ≈ 0.013. Both of
the other proposed algorithms, BF-J/S and VQS-BF, circumvent this problem. The evolution of
the total queue size is depicted in Figure 3.3a.
Instability of BF-J/S
We present an example that shows BF-J/S is not stable while VQS can stabilize the queues.
Consider a single server of capacity 10 and that job sizes are sampled from two discrete values 2
and 5. The jobs arrive according to a Poisson process with average rate 0.0306 jobs per time slot,
and job of size 2 are twice as likely to appear than jobs of size 5. Each job completes its service
after a fixed number of 100 time slots. The evolution of the queue size is depicted in Figure 3.3b.
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Figure 3.3: (a) A setting where VQS is unstable, but BF variants are stable. (b) A setting where
VQS is stable but BF variants are unstable.
This shows an example where VQS is stable, while both BF-J/S and VQS-BF are not.
To justify the behavior of the latter two algorithms, we notice that under both the server is
likely to schedule according to the configuration (2, 1) that uses two jobs of size 2 and one of
size 5. Because of fixed service times, jobs that are scheduled at different time slots, will also
depart at different time slots. Hence, it is possible that the scheduling algorithm will not allow
the configuration (2, 1) to change, unless one of the queues empties. However, there is a positive
probability that the queues will never get empty since the expected arrival rate is more than the
departure rate for both types. The arrival rate vector is λ = (0.0204, 0.0102) while the departure
rate vector µ = (0.02, 0.01).
VQS on the other hand will always schedule either five jobs of size 2 or two of size 5. The
average departure rate in the first configuration is µ1 = (0.05, 0), and in the second configuration
µ2 = (0, 0.02). The arrival vector is in convex hull of these two vectors as λ < 4/9µ1 + 5/9µ2
and therefore is supportable.
Comparison using Uniform distributions
To better understand how the algorithms operate under a non-discrete distribution of job sizes,
we test them using a uniform distribution. We choose L = 5 servers, each with capacity 1. We


































(b) Job sizes∼Unif [0.1, 0.9]
Figure 3.4: Comparison of the average queue size of different algorithms, for various traffic inten-
sities, when job sizes are uniformly distributed in (a) [0.01, 0.19] and (b) [0.1, 0.9], in a system of
5 servers of capacity 1.

















Figure 3.5: Comparison of algorithms using
Google trace for approximately 1,000,000 tasks.
Traffic scaling varies from 1 to 1.6 and number of
servers is fixed at 1000.
periment and uniformly over [0.1, 0.9] in the second one. Hence R̄ is 0.1 in the first experiment
and 0.5 in the second one.
The service time of each job is geometrically distributed with mean 1/µ = 100 time slots so
departure rate is µ = 0.01. The job arrivals follow a Poisson process with rate µL/R̄× jobs per
time slot (and thus ρ = αL/R̄), where α is a constant which we refer to as “traffic intensity” and
L = 5 is the number of servers in these experiments. A value of α = 1 is a bound on what is
theoretically supportable by any algorithm. In each experiment, we change the value of α in the
interval [0.85, 0.99]. The results are depicted in Figure 3.4.
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Overall we can see that VQS is worse than other two algorithms in terms of average queue
size. Algorithms BF-J/S and VQS-BF look comparable in the first experiment for traffic intensities
up to 0.95, otherwise BF-J/S has a clear advantage. An interpretation of results is that VQS and
VQS-BF have particularly worse delays when the average job size is large, since large jobs cannot
be scheduled most of the time, unless they are part of the active configuration of a server. That
makes these algorithm less flexible compared to BF-J/S for scheduling such jobs.
3.7.2 Google Trace Simulations
We test the algorithms using a traffic trace from a Google cluster dataset§. We performed the
following preprocessing on the dataset:
• We filtered the tasks and kept those that were completed without interruptions/errors.
• All tasks had two resources, CPU and memory. To convert them to a single resource, we used
the maximum of the two requirements which were already normalized in [0, 1] scale.
• The servers had two resources, CPU and memory, and change over time as they are updated
or replaced. For simplicity, we consider a fixed number of servers, each with a single resource
capacity normalized to 1.
• Trace events are in microsec accuracy. In our algorithms, we make scheduling decisions every
100 msec.
• We used a part of the trace corresponding to about one million task arrivals spanning over ap-
proximately 1.5 days.
We compare the algorithms proposed in this work and a baseline based on Hadoop’s default
FIFO scheduler¶. While the original FIFO scheduler is slot-based [65], the FIFO scheduler con-
sidered here schedules jobs in a FIFO manner, by attempting to pack the first job in the queue
§J. Wilkes. (2011). Google Cluster Data, [Online]. Available: https://github.com/google/cluster-
data.
¶A. S. Foundation. (2020). Apache hadoop, [Online]. Available: http://hadoop.apache.org.
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to the first server that has sufficient capacity to accommodate the job. We refer to this scheme
as FIFO-FF which should perform better than the slot-based FIFO, since it packs jobs in servers
(using First-Fit) instead of using predetermined slots.
We scale the job arrival rate by multiplying the arrival times of tasks by a factor β. We refer
to 1/β as “traffic scaling” because larger 1/β implies that more jobs arrive in a time unit. The
number of servers was fixed to 1000, while traffic scaling varied from 1 to 1.6. The average queue
sizes are depicted in Figure 3.5. As traffic scaling increases, BF-J/S and VQS-BF have a clear
advantage over the other schemes, with VQS-BF also yielding a small improvement in the queue
size compared to BF-J/S. It is interesting that VQS-BF has a consistent, albeit small, advantage
over BF-J/S at higher traffic, even though both algorithms are greedy in the way that they pack jobs
in the servers.
3.8 Discussion
In this work, we designed three scheduling algorithms for jobs whose sizes come from a gen-
eral unknown distribution. Our algorithms achieved two goals: keeping the complexity low, and
providing throughput guarantees for any distribution of job sizes, without actually knowing the
distribution.
We made some simplifying assumptions in our model but results indeed hold under more gen-
eral models. One of the assumptions was that the servers are homogeneous. BF-J/S and our anal-
ysis can indeed be easily applied without this assumption. For VQS and VQS-BF, the scheduling
can be also applied without changes when servers have resources that differ by a power of 2 which
is a common case. As a different approach, we can maintain different sets of virtual queues, one
set for each type of server. Another assumption was that service durations follow geometric distri-
bution. This assumption was made to simplify the proofs, as it justifies that a server will empty in a
finite expected time by chance. Since this may not happen under general service time distributions
(e.g. one may construct adversarial service durations that prevent server from emptying), in our
algorithms we can incorporate a stalling technique proposed in [26] that actively forces a server to
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become empty by preventing it from scheduling new jobs. The decision to stall a server is made
whenever server operates in an “inefficient” configuration. For BF-J/S that condition is when the
server is less than half full, while for VQS and VQS-BF, is when the weight of configuration of a
server is far from the maximum weight over K(J)RED.
Finally, we based our scheduling decisions on a single resource. Depending on workload,
this may cause different levels of fragmentation, but resource requirements won’t be violated if
resources of jobs are mapped to the maximum resource (e.g. like our preprocessing on Google
trace data). A more efficient approach is to extend BF-J/S, by considering a Best-Fit score as a
linear combination of per-resource occupancies. We leave the theoretical study of scheduling with
multi-resource distribution as a future research.
3.9 Supplementary Proofs
3.9.1 Proof of Theorem 4
We first prove the theorem for continuous probability distributions, then show how to handle
discontinuities in general distributions.
Continuous Probability Distribution: Define partition X(n) to be the collection of mn = 2n+1




i ], such that ξ
(n)
0 = 0, ξ
(n)





, for i =
1, · · · , 2n+1 − 1. This construction is possible since FR is an increasing continuous function,








, i = 1, · · · ,mn.
In the rest of the proof, we use the following notations. Notations of Section 1.1 are also
assumed. ρ? is the maximum workload that can be supported by any algorithm with the given
distribution of job sizes FR. Also ρ?(X(n)) is the maximum supportable workload when upper-
rounded queues are used under partition X(n) and ρ?(X(n)) the respective maximum workload,
when lower-rounded queues are used.
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Under upper-rounded or lower-rounded virtual queues, job sizes have 2n+1 discrete values,
which makes the problem equivalent with scheduling 2n+1 job types. For notational purpose, we
define the workload vector ρ = ρπ where π = (πi, i = 1, · · · ,mn) is the vector of probabilities of
the types and ρ is the workload of the system. Hence, under upper-rounded queues, the workload




Using lower-rounded virtual queues is equivalent to using upper-rounded virtual queues, but
the workload vector is instead ρ2 =
ρ(X(n))
2n+1
(1mn − emn). This is because we can essentially ignore
the jobs whose sizes are rounded to 0 and no job size can be rounded to 1.
With discrete job types whose sizes are ξ(n)i for i = 1, . . .mn, we can extend the notion of
feasible configuration in Definition 7 to jobs of a continuous distribution. In this case, configuration
k is anmn-dimensional vector and the set of feasible configurations is denoted by K̄. The workload
is supportable if it is in the convex hull of set of feasible configurations, as in (3.4). Hence, with
the upper-rounded queues, and given all L servers are the same and have the same set of feasible
configurations, there should exist pk ≥ 0, k ∈ K, such that
L
∑
k∈K pkk > ρ1,
∑
k∈K pk = 1. (3.17)







qk = 1. (3.18)
Jobs of size 1 can be served only by configuration emn , i.e., server is filled with a single job of





















(1mn − emn). (3.21)
Now if we replace ρ(X(n)) with ρ?(X(n)) and ρ(X(n)) with ρ?(X(n)), (3.19) and (3.21) must


















(1mn − emn). (3.24)







same. Given a solution pk, k ∈ K, to (3.22), it is sufficient to choose qk to be proportional to pk.
Assuming pk and qk are proportional, and noting that by definition,
∑
k∈K\{emn}
pk = 1− pemn ,
∑
k∈K\{emn}
qk = 1, (3.25)








ρ?(X(n)). From (3.23), we








ρ?(X(n))− ρ?(X(n)) = ρ
?(X(n))2
L2n+1−ρ?(X(n)) . (3.27)
By construction, ρ?(X(n)) is a decreasing sequence in n, so it is bounded from above by
ρ?(X(0)) and from below by 0. Similarly, ρ?(X(n)) is an increasing sequence with the same
bounds. By the monotone convergence theorem, the limits of both exist and by construction
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ρ?(X(n))− ρ?(X(n)) > 0. Then assuming n is large enough so that 2n+1L > ρ?(X(0)),
0 ≤ lim
n→∞





and limn→∞ ρ?(X(n)) = ρ? = limn→∞ ρ?(X(n)) = ρ? = ρ?.
General Probability Distribution: The proof follows similar arguments but the sequence of
partitions has to change to include points of discontinuity. Specifically, let the points of disconti-
nuity be xj and their probability Pj ≡ P(r = xj), 0 < xj ≤ 1, j ∈ N (since FR is monotone,
we know that the number of discontinuities is countable). Define the partial sum of probabilities
SN ≡
∑N
j=0 Pj . Sequence of partial sums is certainly convergent, as it is bounded above by 1 and
is increasing, so let its limit be limN→∞ SN = P. By the convergence property, there exists Mn
such that
|Sk − P | < 12n+1 ∀k ≥Mn. (3.28)
Following this, we can define the continuous part of FR to be
F
(c)
R (x) ≡ P(R ≤ x)−
∑
j∈N Pj1(xj ≤ x). (3.29)
By definition we have F (c)R (1) = 1 − P . As a result, we can define, similarly to the proof of




i ] with ξ
(n)
0 = 0, ξ
(n)







for i = 1, . . . , 2n+1 − 1. Compared to the proof of continuous case though, we need to
change the partition X(n) to be the following 2n+1 +Mn + 2 sets
{xi} , i = 0, · · ·Mn; {xi : i > Mn} ; (ξ(n)i−1, ξ
(n)
i ] \ {xk : k ∈ N} , i = 1, · · · 2n+1. (3.30)
The virtual queue corresponding to set {xi : i > Mn} is different from the rest in the way that
rounding is done when working with upper-rounded or lower-rounded virtual queues. In the former
111
case, we round up its jobs to 1, and in the latter we round down its jobs to 0. While this diverges
from Definition 10, it is convenient to round the job sizes in this special queue to 1 and 0 rather
than to sup and inf.
Next we use symbol ‖ to describe concatenation of two vectors, e.g. if x = (x1, · · ·xM) and
y = (y1, · · · yN) then (x‖y) = (x1, · · ·xM , y1, · · · yN).
The configurations will now have mn = 2n+1 + Mn + 1 types. When upper-rounded virtual







(P0, · · · , PMn)‖
1− P
2n+1
12n+1 + |SMn − P |e2n+1
)





(P0, · · · , PMn)‖ 1−P2n+1 (12n+1 − e2n+1)
)
The vectors ρ1 and ρ2 have the same direction if one ignores the last index that corresponds to job
types of size 1. If mn is that index, with similar arguments as in the proof of the continuous case,

















≥ 2nLpemn , and,
equivalently to (3.27),
ρ?(X(n))− ρ?(X(n)) ≤ ρ
?(X(n))2
L2n−ρ?(X(n)) . (3.31)
The rest of the arguments are the same as in the continuous distribution case.
3.9.2 Proof of Theorem 5
The state of the system at time slot t is
S(t) = (Q(t),H(t)). (3.32)
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Recall thatQ(t) is the set of jobs in queue, with cardinality |Q(t)| = Q(t), andH(t) = (H`(t), ` ∈
L) is the set of scheduled jobs in servers L. We denote the space of all feasible states by S.
An equivalent description of the state, assuming job sizes in (0, 1], is through a cumulative func-
tion. For a set of jobs (job sizes)A, define a function fA : [0, 1]→ N as fA(s) = |x ∈ A : Rx < s|.
If we know fA(s) for any s ∈ (0, 1] then we also know A. Hence, to describe state S(t), we
can use its equivalent representation using functions fQ(t)(s) and fH`(t)(s), ` ∈ L. The functions
belong to the space of all non decreasing càdlàg functions from [0, 1] to N which is a Skorokhod
space [66], and under the appropriate topology, it can be shown that it is a Polish space [67]. Our
state space is the product of L + 1 of such Polish spaces and under the product topology, is also
a Polish space. Therefore, the evolution of S(t) over time defines a time-homogeneous Markov
chain, for which we can prove its stability, by applying Theorem 1 of [64], which we repeat below
for convenience.
Theorem 8 (from [64]). Let X be a Polish space and V : X → R+ be a measurable function
with supx∈X V (x) =∞, which we will refer to as Lyapunov function. Suppose there are two more
measurable functions g, h : X → N such that
inf
x∈X





g(x) <∞ ∀N > 0, lim sup
V (x)→∞
g(x)/h(x) <∞.
and the drift of V satisfies the following property in which Ex[·] is the conditional expectation
given X(t) = x,
Ex [V (X(t+ g(x)))− V (X(t))] ≤ −h(x). (3.33)
Define the return time to set XN = {x ∈ X : V (x) < N} as
τN = inf{n > 0 : V (X(t+ n)) ≤ N}.
Then it follows that there is an N0 > 0, such that for any N > N0 and x ∈ X , Ex[τN ] <∞.
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The Theorem 8 states that under certain conditions, the Markov chain X(t) with state space X
is positive recurrent to a certain subset of states with bounded Lyapunov function. From this, it
also follows that limt→∞E[V (X(t))] <∞ [64].
In our setting, we pick the Lyapunov function to be the sum of sizes of jobs in the system
divided by µ, i.e.,







Given that jobs have a minimum size, proving that the expected value of V (S(t)) is bounded
implies that the expected number of jobs in the system is also bounded.
Consider a time interval [t0, t0 + g(S(t0))], where the state S(t0) at time t0 is known. We will
specify a function g(S(t0)) = N2 (for a constant N2), and and a function h(S(t0)), that ensure
conditions in Theorem 8 hold. Intuitively, we want the drift of V to be negative over this time
interval, for V (t0) large enough.
The key argument in the proof is that by using the algorithm BF-J/S, all servers operate at more
than “half full”, most of the time, when the total size of jobs in the queue becomes large. Formally,
we define the following event.
Definition 12. Given the initial state S(t0), and integers N1, N2 ∈ N, ES(t0),N1,N2 is the event that
during the time interval [t0, t0 +N2], every server is less than half full for at most N1 time slots.
The lemma below states that we can pick N1, N2 such that the event ES(t0),N1,N2 is almost
certain when the total size of jobs in queue becomes large.




> 1− ε1 if
∑
j∈Q(t0)




where Kmax = b1/uc is the maximum number of jobs that can fit in a server, with u being the
minimum size of a job as defined in Theorem 5.
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Proof. Define Z≤1/2(t) =
∑
j∈Q(t)|Rj≤1/2Rj , which is the total size of jobs in the queue whose
size is not larger than 1/2. Similarly, Z>1/2(t) is defined as the total size of the rest of the jobs in
the queue. Since
∑
j∈Q(t0) Rj > 2LN2, we have two possible cases:
1. Z≤1/2(t0) > LN2: In this case, the server will be more than half full in next N2 time slots and
ES(t0),N1,N2 holds with probability one. This is because if a server is less than half full, there
will always be jobs with size less that 1/2 that can fit in the server and those jobs are enough to
keep the server more than half full in the next N2 time slots.
2. Z>1/2(t0) > LN2: Let ta,` be the first time slot after t0 that the server ` is less than half full and
te,` be the time after t0 that the server empties. Once a server gets empty, it will start scheduling
jobs starting from the largest-size one in the queue, and the server will remain more than half
full, as long as there is a job of size more than 1/2 to replace it. This is indeed true in [t0, t0+N2]
since at time slot t0 + t servers will have access to at least L(N2 − t) jobs of size greater than
1/2. Hence, in this case, we only need to bound P (te,` − ta,` < N1) which is the probability
that the server will become empty in N1 time slots after being half empty. If at time slot t, a job
in server is not completed, it will complete its service within the next time slot with probability
µ, independently of the other jobs in the server. Hence, given that the maximum number of jobs
in a server is bounded by Kmax,














1 − ε1. Using the inequality (1 − x)n > 1 − nx for n > 0 and x < 1, we therefore need
N1 >
log(ε1/L)
log(1−µKmax ) . 
Note that the proof of Lemma 10 (arguments in the second case) crucially relied on the way
that Best-Fit works and does not hold for other bin packing algorithms like First-Fit.
The next lemma states a trivial upper bound on the maximum supportable workload.
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Lemma 11. The maximum value of ρ? is at most L
R̄
.
Proof. Let U(t) =
∑
j∈Q(t)∪H(t) Rj to be the total sum of the job sizes (job resource requirements)
in the system at time t.
It is easy to check that E[U(t + 1) − U(t)|Q(t),H(t)] ≥ λR̄ − µL, where we have used the
fact that the total sum of the job sizes in all the servers in the cluster is at most L. The system
will certainly be unstable in the sense that U(t) → ∞, with probability one, if λR̄ − µL > 0
or equivalently ρ > L
R̄
(see e.g. Theorem 11.3 in [68]). This in turn implies that Q(t) → ∞ as
Q(t) ≥ U(t) and that the system is unstable for any ρ > L
R̄
.
Next we show that for any ε > 0, the workload ρ will be supportable by the BF-J/S algorithm
if ρ < (1 − ε) L
2R̄
. In view of Lemma 11, this will prove that the maximum supportable workload
is at least half of the optimal.
We can compute the drift of V (t) over [t0, t0 +N2] as










In the above, we have used the fact that the expected total size of arrivals in one time slot is λR̄,
where λ is the average arrival rate and R̄ is the average job size, and the expected total size of







To satisfy Theorem 8, we need to find h(S(t0)) such that E[V (t0 + N2) − V (t0)|S(t0)] ≤
−h(S(t0)). Obviously infS(t0)E[V (t0)−V (t0+N2)|S(t0)] ≥ −N2ρR̄ > −∞. If V (t0) > 2LN2+Lµ ,
and consequently
∑
j∈Q(t0) Rj > 2LN2, using Lemma 10 and Equation (3.37), we have

























where (a) is due to the fact that for a duration of at least (N2 − LN1) time slots, “all” servers will
be at least half full, which is a consequence of Lemma 10. Hence, to ensure h(S(t0)) > δ for some




If we choose ε1, N2, and δ such that (1− ε) < (1− ε1) (1− LN1/N2)− 2δLN2 , then (3.39) holds for
any ρ < (1− ε) L
2R
. A sufficient choice of these parameters is
ε1 = ε/3, N2 = d3LN1/εe, δ = LN2ε/3. (3.40)
Hence, Theorem 8 holds with g(·) and h(·) as
h(S(t0)) =





g(S(t0)) = N2 = d3LN1/εe, N1 > log(ε/(3L))log(1−µKmax ) . (3.42)
3.9.3 All Subcases of Proof of Proposition 6
We will analyze the remaining subcases that were not analyzed in the main proof. They all









otherwise capacity constraints are not satisfied.
We further distinguish three cases for the relative size of Q1 compared to U : Q1 ≥ 2U/3,
2U/3 > Q1 ≥ U/2 and U/2 > Q1.
Case 2.1. Q1 ≥ 2U/3: Consider any k ∈ K(J)RED such that k1 = 1. For that k, it follows that
〈k,Q〉 ≥ k1Q1 ≥ 2U/3 = 2/3〈k(X),Q(X)〉. (3.43)
This means that (3.11) is satisfied for such a choice of k.
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Case 2.2. 2U/3 > Q1 ≥ U/2:





which can be either 0 or 1. The first case was analyzed in the main proof so the analysis for∑
i∈Z2 k
(X)
i = 1 follows here.
If Q2 ≥ U/3 then configuration 2e2 has weight more than 2U/3 and is the configuration we
are looking for. If not let U ′ = U −Q1 −Q2. Then at least one of the following has to be true
Q2m ≥ U ′/2m−2, m = 2, · · · , J − 1
Q2m+1 ≥ U ′/2m−1, m = 1, · · · , J − 1
(3.44)
If this is not the case, then we reach a contradiction as follows




















































 < U ′
(3.45)
In the last inequality, we applied the capacity constraint that the jobs in configuration other
than the type-1 and type-2 should fit in a space of at most 1/6 (as the rest is covered by the


































The configurations that satisfy inequality (3.11) depend on which of the inequalities in (3.44)
is true.
If Q2m ≥ U ′/2m−2 for some m ∈ [2, · · · , J − 1] then inequality (3.11) is true either for
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configuration 2e2 if Q2 ≥ U/3 or for configuration e1 + b2m/3ce2m otherwise as
〈k,Q〉 = Q1 + b2m/3cQ2m ≥ Q1 + 2m−2Q2m ≥ Q1 + U ′ = U −Q2 > 2U/3. (3.47)
Similarly if Q2m+1 ≥ U ′/(3 · 2m−1) for some m ∈ [1, · · · J − 1] then inequality (3.11) is true
either for configuration 2e2 if Q2 ≥ U/3 or for configuration e1 + 2m−1e2m+1 as
〈k,Q〉 = Q1 + 2m−1Q2m+1 ≥ Q1 + U ′ ≥ U −Q2 > 2U/3, (3.48)
Case 2.3. Q1 < U/2:
At least one of the following inequalities is true:
Q2m ≥ 2U/3× 1/2m, m = 1, · · · , J − 1
Q2m+1 ≥ U/2× 1/2m, m = 1, · · · , J − 1
(3.49)
The conditions are the same as those of (3.13) except that Q0 is not included now. We can
again use proof by contradiction as in (3.14) and get






































U < U. (3.50)
Again the last inequality is due to the capacity constraint of the server under the assumption that∑
i∈Z0 k
(X)





Now if Q2m ≥ 2U/3×1/2m for some m = 1, · · · , J−1 then configuration 2me2m will satisfy
(3.11) while if Q2m+1 ≥ U/2× 1/2m for some m = 1, · · · , J − 1 then configuration 3 · 2m−1e2m
will satisfy (3.11).
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3.9.4 Proof of Theorem 6
We first prove the following Lemma.
Lemma 12. If ρ < 2/3ρ?, then there is x ∈ Conv(K(J)RED) and ε > 0, such that ρ < (1 − ε)Lx,
where the smallest job size is at least 1/2J , ρ = ρP (I), I is the universal partition (3.7), and and
P (I) is the corresponding arrival probability vector based on (3.6).
Proof. In the proof of Theorem 4 we constructed a sequence of partitions X(n), n ∈ N, whose
maximum supportable workload approaches ρ?. Here, we will consider the partitionsX+(n) gener-
ated from partitionsX(n) the way described next. To simplify description we provide the definition
of X+(n) only for the case of continuous probability distribution function although definition and







i ] for i = 1, . . . , 2
n+1. Partition X+(n), n ∈ N is defined as a collection of cn in-




i ], where ξ
+(n)
0 = 0, ξ
+(n)
cn = 1, and ξ
+(n)
i is the i-th largest element in
the set {ξ(n)i′ , i′ = 1, . . . , 2n+1−1}∪{1/2m,m = 0, · · · , J−1}∪{2/3×1/2m,m = 0, · · · , J−1},
for i = 1, . . . , cn − 1.
The partition X+(n) is finer than X(n) so ρ?(X(n)) ≤ ρ?(X+(n)) and
limn→∞ ρ
?(X+(n)) = ρ?. (3.51)
Consider now any ρ < ρ?(X+(n)) so the workload vector ρP (X+(n)) is supportable under the
upper-rounded virtual queues.
Next we define sets similar to the sets Zj in the proof of Proposition 6, which we denote by
Z
+(n)




i ∈ Ij where Ij’s
are the intervals defined in (3.7). We also define ij = arg mini∈Z+(n)j
ξ
(n)















Further, define Z+(n) as the subset of indexes i for which there exists j ∈ {0, . . . , 2m−1} such
that i = ij , and P
(X+(n))[Z+(n)] as the elements of vector P (X
+(n)) with indexes in Z+(n). Note
that P (X
+(n))[Z+(n)] = P (I), by construction of X+(n) and Z+(n) and partition I .
Note that if the workload vector ρP (X+(n)) is supportable, then the workload ρP (X
+(n)) is
supportable too. This is because jobs that join the VQi for i ∈ Z
+(n)
j , under workload ρP
(X+(n)),
can reduce their size such that they join VQij instead if i 6= ij , and remain unchanged if i = ij .
Since all job sizes are reduced or remain unchanged and the system is stable without this change,
then the system should also be stable with this modification which generates workload ρP (X
+(n)).















+(n))[Z+(n)], the elements ofQ(X
+(n)) with indexes inZ+(n), which impliesQ(X
+(n))[Z+(n)] =
Q(I).
If K+(n) is the set of feasible configurations under upper-rounded virtual queues for partition
X+(n), we should also have
ρ?(X+(n))P (X
+(n)) ≤ Lx, x ∈ Conv(K+(n)) (3.54)





xi′ if i = ij
0 otherwise
(3.55)
then x ∈ Conv(K+(n)) and
ρ?(X+(n))P (X
+(n)) ≤ Lx. (3.56)
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Note that by (3.51), if ρ < 2/3ρ?, there should exist an n such that
ρ < 2/3ρ?(X+(n)). (3.57)
Therefore,






Inequality (a) followed from (3.57) and in (b) we used (3.56).
Given that Conv(K+(n)) is a convex set, there should be a k(X+(n)) ∈ K+(n) such that
2/3〈Lx,Q(X+(n))〉 ≤ 2/3〈Lk(X+(n)),Q(X+(n))〉, (3.59)
and eventually by Proposition 6, there is a k ∈ K(J)RED such that
2/3〈Lk(X+(n)),Q(X+(n))〉 ≤ L〈k,Q(I)〉. (3.60)
Using (3.58), (3.59) and (3.60), it follows that for any VQ size vector Q(I) under partition I ,
there exists k ∈ K(J)RED such that
〈ρP (I),Q(I)〉 < L〈k,Q(I)〉. (3.61)
As a result, ρP (I) is in the interior of Conv(K(J)RED) so there is x ∈ Conv(K
(J)
RED) and ε > 0 such
that ρ = ρP (I) < (1− ε)Lx.
The state of the system at time slot t is given by
S(t) = (Q(t),H(t)). (3.62)
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Here, Q(t) := (Qj(t), j = 0, · · · , 2J − 1), where Qj(t) is the sets of jobs in VQj(t). Also,
H(t) := (H`(t), ` ∈ L), where H`(t) is the set of scheduled jobs in server ` at time t. We use
Qj(t) to denote the cardinality ofQj(t). We also use k̃(`)(t) = (k̃(`)j (t), j = 1, · · · , 2J − 1), where
k̃
(`)
j (t) is the number of jobs from VQj scheduled in server ` at time t. Recall that k
(`)(t) denotes
the active configuration of server ` at time slot t, defined in (3.10).




j (t) to denote the number of type-j jobs in the system at time
t. The proof of Theorem 6 is based on the Lyapunov technique using Theorem 8. We use the
Lyapunov function






Let Aj(t) be the number of type-j arrivals to VQj in time slot t, and Dj(t) be the number of
departures of type-j jobs from the system in time slot t. We can write













Also recall that λj/µ = ρj . It then follows from (3.64) that over a time interval [t0, t0 +N2],































and σ2j <∞ is the variance of Aj(t).
Given state S(t0) at a time t0, we describe functions g(S(t0)) and h(S(t0)) that satisfy the
conditions of Theorem 8. Function g(S(t0)) will be fixed and equal to N2. The value of N2 as well
123
as the function h(S(t0)) will be specified later.
Let k?(t) denote the configuration which has the maximum weight among all the configurations
in K(J)RED at time t, i.e.,
k?(t) = arg max
k∈K(J)RED





Given the state of the system S(t0), and constants N1, N2 ∈ N and γ ∈ (0, 1), we define
ES(t0),N1,N2,γ to be the event that, every server `, in at least N2 − N1 time slots t ∈ [t0, t0 + N2],
has an active configuration k(`)(t) such that
〈k(`)(t),Q(t)〉 ≥ γ〈k?(t),Q(t)〉. (3.68)
The next lemma states the conditions under which the event ES(t0),N1,N2,γ is almost certain.
Lemma 13. Given any ε′ > 0, we can ensure P(ES(t0),N1,N2,γ) > 1− ε′, if N1 >
log (ε′/(2L))
log (1−µKmax ) and
‖Q(t0)‖ > Bγ N2ε′ , where Bγ is a constant and Kmax := 2
J is an upper bound on the maximum
number of jobs that can fit in a server.
Proof. Let te`(i) denote the ith time that the server ` gets empty between time slots t0 and t0 +N2.
We can bound event ES(t0),N1,N2,γ , by the event that for every server `, te`(1) − t0 < N1 and for the








(Term1 × Term2), Term1 = P
(
te`(1) − t0 < N1
)
,
and Term2 = P
(










Recall the way that the active configuration is set in (3.9) and (3.10). At times te`(i),
〈k(`)(te`(i)),Q(te`(i))〉 ≥ 〈k,Q(te`(i))〉, ∀k ∈ K
(J)
RED, (3.70)
and the event in Term2 will be violated if for a k ∈ K(J)RED, and some t ∈ (te`(i), te`(i+1)),
〈k(`)(te`(i)),Q(t)〉 < γ〈k,Q(t)〉. (3.71)
Let ∠(x,y) ∈ [0, π] denote the angle between vectors x,y. For the particular k ∈ K(J)RED in (3.71),
using simple geometric properties, we have








where (a) is because angle between k(`)(te`(i)) − k and k(`)(te`(i)) − γk is smaller than the angle
between Q(te`(i)) and Q(t). To see this, consider the space Z
n and notice that Q(te`(i)) and Q(t)
are both in the 2J-dimensional non-negative orthant. Also based on (3.70) and (3.71), Q(te`(i)) is
in subspace 〈x,k(`)(te`(i)) − k〉 ≥ 0, x ∈ Zn, and Q(t) is in subspace 〈x,k(`)(te`(i)) − γk〉 < 0,
x ∈ Zn. Since the angle between these two subspaces is ∠(k(`)(te`(i)) − k,k(`)(te`(i)) − γk) and
the origin is on the boundary of both, then the angle between Q(te`(i)) and Q(t), should be at least
the angle between those two subspaces.
Let A[t1, t2] be the vector of arrivals for VQ’s, in time interval [t1, t2), and A[t1, t2] be the total
number of arrivals in this interval. Also define D[t1, t2], D[t1, t2] to be the respective values for
departures. Then
‖Q(te`(i))−Q(t)‖ = ‖A[te`(i), t]−D[te`(i), t]‖ ≤
‖A[te`(i), t]‖+ ‖D[te`(i), t]‖ ≤ A[te`(i), t] +D[te`(i), t].
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Define a positive constant
Bγ1 = min
k′,k∈K(J)RED:k′ 6=k




A[te`(1), t] +D[te`(1), t] < Bγ1‖Q(te`(1))‖
)
≥ P (A[t0, t0 +N2] +D[t0, t0 +N2] < Bγ1‖Q(t0)‖)




≥ 1− (λ+ µKmaxL)N2
Bγ1/2‖Q(t0)‖
. (3.74)




> 1− ε′, it suffices to have
{1− (1− µKmax)N1}{1− 2(λ+µKmaxL)N2


















We will use the following lemma later in the proof.
Lemma 14. If at a time slot t condition (3.68) holds for every server ` ∈ L, and workload ρ













for some constants B2 = LKmax‖ρ‖ and B1 > 0.
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Proof. If ρ < 2/3ρ? then there is a γ < 1 such that ρ < 2/3γρ?. Then by Lemma 12, there is an
x ∈ Conv(K(J)RED) such that ρ < (1− ε)γLx, for some ε > 0.
Due to the way that the VQS algorithm schedules jobs, k̃(`)j (t) ≥ k
(`)
j (t) when Qj(t) > 0.
Hence,





























+B2 = −B1‖Q(t)‖+B2, (3.78)
where B2 = LKmax
∑2J−1
j=0 ρj and B1 = ε
〈∑`∈L k̃(`)(t),Q(t)〉
‖Q(t)‖ can be further bounded as














j = 1, there must exist a
j ∈ {0, . . . , 2J − 1} for which uj ≥ 1√2J . 










≥ ‖Q(t0)‖ −N2LKmax. (3.81)
This is because jobs arrive to VQj at rate λj and there are at most LKmax jobs in the servers that
may depart from the system in every time slot. Further note that by ignoring departures and using
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≤ ‖Q(t0)‖‖ρ‖+B2 +N2‖ρ‖2µ. (3.82)
For compactness, define P1 := P(ES(t0),N1,N2,γ). In computing (3.65), we consider two cases
depending on whether event ES(t0),N1,N2,γ holds or not. Then we have

















+ ε′‖ρ‖‖Q(t0)‖+ ε′B2 + ε′N2‖ρ‖2µ+N2B3
≤
(
−N2(1− ε′)B1 + LN1(1− ε′)(B1 + ‖ρ‖) + ε′‖ρ‖
)
× ‖Q(t0)‖+ C(N1, N2),
where C(N1, N2) := (N2 − LN1)(B1N2LKmax) + LN1N2µ‖ρ‖2 + N2(B2 + B3). In the above,
inequality (a) is by using (3.82) for the case that ES(t0),N1,N2,γ does not hold. In (b), we used
P1 > 1− ε′ by Lemma 13. In this case, event ES(t0),N1,N2,γ occurs, thus (3.77) in Lemma 14 is true
for at least N2 − LN1 slots in interval [t0, t0 +N2], and further we used (3.81). For the remaining
LN1 slots in this case we have used the trivial bound (3.82).




‖Q(t0)‖ > δ+C(N1,N2)N2B1(1−ε′)−LN1(1−ε′)(B1+‖ρ‖)−ε′‖ρ‖ . (3.84)
Putting everything together, the conditions of Theorem 8 hold, for g(S(t0)) = N2, and h(S(t0)) =
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δ for ‖Q(t0)‖ > Q̂, and h(S(t0)) = −C(N1, N2), otherwise. The constant B1 was defined in
(3.79), B3 in (3.66) and Q̂ is the maximum of (3.84) and Bγ N2ε′ in Lemma 13.
3.9.5 Proof of Proposition 7
Given a partitionX , we construct an adversarial distribution with two job types of sizes 1/2+ε
and 1/2 − ε. We choose an ε ∈ (0, 1/3) such that each job size, 1/2 − ε and 1/2 + ε, is in the
interior of some subinterval of X . This implies that the configuration that schedules both these
jobs simultaneously will not be feasible under upper-rounded VQs of X . Hence, this prevents the
oblivious scheduling algorithm to schedule jobs of size 1/2 − ε and 1/2 + ε in the same server at
the same time, even though they can fit together perfectly in one server.
Now consider a single server of capacity one and assume that each arriving job has one of the
two resource requirements, 1/2 − ε or 1/2 + ε, with equal probability. Next, we analyze the case
in which the the two values are in the interior of different subintervals of X , as the case that they
fall in the same subinterval is even worse for the oblivious algorithm.
For notational compactness, we define all the vectors to be 2-dimensional with each dimension
corresponding to one of the two job types, although the number of subintervals can be much larger.
In other words, we omit the entities of the vector that correspond to subintervals with zero arrivals.
Thus, the arrival rate vector is given by λ(1/2, 1/2). Under an oblivious algorithm, the possible
“maximal” feasible configurations are (2, 0) and (0, 1). In particular, configuration (2, 0) is feasible
in a best case scenario where jobs of size 1/2− ε are mapped to a subinterval that its right endpoint
is in (1/2− ε, 1/2].
It is on the other hand obvious that the configuration (1, 1) is also feasible for the job types
considered in this example. Hence a workload ρ = λ/µ should be feasible if µ(1, 1) > λ(1/2, 1/2)
or ρ = λ
µ
< 2. So ρ? = 2. However, under the partition assumption, and using (3.4), any feasible
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ρ must satisfy the conditions below:
p1(2, 0) + p2(0, 1) ≥ ρ(1/2, 1/2),
p1 + p2 = 1, p1, p2 ≥ 0.
(3.85)
The maximum ρ in this case is achieved by choosing p1 = 1/3 and p2 = 1/3. That gives ρ ≤
4/3 = 2/3ρ?.
3.9.6 Proof of Corollary 8
We consider the following 4 systems which differ in the way that they process jobs of size less
than 1/2J :
1. These jobs are completely discarded from queue and are not processed further.
2. Jobs join the queue without any changes.
3. Jobs join the queue and have their resource requirement rounded to 1/2J .
4. Jobs join the queue and have their resource requirement re-sampled from the distribution FR
until their resource value becomes more than 1/2J .







relation between the job sizes in the systems is increasing. Also the distribution of job sizes in the
first and last system is the same, but in the latter the arrival rate of the jobs is increased by a factor
of 1/(1− ε). Hence, the following relationship must hold:
ρ?1 ≥ ρ?2 = ρ? ≥ ρ?3 ≥ ρ?4 ≥ ρ?1(1− ε). (3.86)
Theorem 6 is valid for the third system and let ρ?V QS be the maximum supportable workload by


















3.9.7 Proof of Theorem 7
To prove the throughput result for VQS-BF, the main change compared to the proof of The-
orem 6, is that the proof of Lemma 13 needs to be modified. In case J is chosen such that
FR(1/2
J) < ε, the arguments in Corollary 8 are applicable here as well. We restate the Lemma
next and prove it under the VQS-BF algorithm.
Lemma 15. We can ensure P(ES(t0),N1,N2,γ) > 1 − ε when scheduling under VQS-BF, if N1 >
log (ε/(2L))
log (1−µKmax ) and ‖Q(t0)‖ > Bγ
N2
ε
for some constant Bγ .
Proof. The proof is similar to that of Lemma 13. The first part can be proven under the fact that
once the configuration of a server becomes less than the γ factor of max-weight configuration, it
will become empty in at most N1 time slots for an appropriate value of N1. The analysis of this
part is the same as the one in Lemma 13.
The other condition we need to justify is that a server that becomes active at a time t0, will
schedule at any time t in [t0, t0 + N2] according to a configuration that has weight at least that of
γk?(t), with k?(t) as defined in (3.67).
We need to distinguish 2 cases for that depending on whether the active configuration of server
has a job from VQ1 or not. In what follows we highlight only the changes compared to proof of
Lemma 13.
No job from VQ1: In this case, the server will have kj? jobs of type-j? in its active configuration
for some j? ∈ [0, 2J − 1]. Given that the jobs in VQj? are scheduled from largest to smallest,










a sufficient condition for Qj?(t0) > LKmaxN2 to hold is
‖Q(t0)‖ > 2JLK2maxN2. (3.89)
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Given this condition, the weight of scheduled configuration in the nextN2 time slots will be at least
the weight of the active configuration. As a next step we need the weight of active configuration to
be at least γ times the maximum weight for the following N2 time slots, so later arguments are the
same as in proof of Lemma 13.
One job from VQ1: In this case, we will further distinguish two cases depending on the length
of the other VQ in configuration which we will assume to be VQj? . Let U := Qj?(t0)kj? +Q1(t0)
be the weight of the max weight configuration.
1. (γ+1)U/2 > Q1(t0) ≥ U/2: That implies Qj?(t0)kj? > (1−γ)U/2. A sufficient condition
for Q1(t0) ≥ U/2 and Qj?(t0)kj? > (1− γ)U/2 to happen is
‖Q(t0)‖
2J
≤ (1− γ)U/2, (3.90)
which can be derived similarly to (3.88). Then the weight of scheduled configuration will
be at least the weight of the active configuration if (3.89) holds. As a next step we need the
weight of active configuration to be at least γ times the maximum weight for the following
N2 time slots, so later arguments are the same as in proof of Lemma 13.
2. Q1(t0) ≥ (γ + 1)U/2: In this case we can at least ensure that if
‖Q(t0)‖
2J
≤ (γ + 1)U/2 (3.91)
and (3.89) holds, the VQ1 will never empty, but at the same time we need to consider the
weight of server’s configuration assuming that only job of type-1 will be in it at all times.
For this we consider our configuration has only one job of type-1, for which we can claim,
as opposed to (3.70), that
〈k(te`(i)),Q(te`(i))〉 ≥ (1 + γ)/2〈k,Q(te`(i))〉. (3.92)
This leads to the following equivalent of (3.72)
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Chapter 4: A Theory of Auto-Scaling for Resource Reservation in Cloud
Services
4.1 Introduction
In this model, we consider a cloud data center consisting of a large number of servers. Jobs
are VMs that can be requested out of a collection of VM types, each with a specific resource
requirement vector, and a specific reward that represents its service priority or the price that will
be paid per time unit of service by the client. When a VM request arrives, we must decide in an
online manner whether to accept it, and, if so, in which server to schedule it. The objective is to
maximize the expected total reward received by the system.
Recall that finding the right packing for a given workload is a hard combinatorial problem
(related to multi-dimensional Knapsack [9]). The absence of an accurate estimate of workload
(VM traffic rates and service durations) makes the problem even more challenging. For instance,
consider a simple scenario with three types of VMs with the following (CPU, memory) require-
ments and rewards: (0.6, 0.6) with reward 4, (0.7, 0.1) with reward 3, and (0.1, 0.7) with reward 3.
Server’s capacity is normalized to (1,1). Hence, a server can accommodate a single (0.6, 0.6) VM,
or pack one (0.7, 0.1) VM and one (0.1, 0.7) VM together. Suppose there is one empty server, and
a (0.6, 0.6) VM request arrives. Should we admit this request and receive a reward of 4, or reserve
the server to pack one (0.7, 0.1) VM and one (0.1, 0.7) VM in future, which can potentially yield
a maximum reward of 6?
The problem is related to the Online Multiple Knapsack problem, in which there is a set of
bins of finite capacity, items with various sizes and profits arrive one by one, and the goal is to
pack them in an online manner into the bins so as to maximize their total profit. In general, this
problem does not have any competitive (constant approximation) algorithm [69], even when items
134
are allowed to be removed from any bin at any time. Hence, proposed competitive algorithms
focus on more restricted cases of the problem [70, 71].
In this work, we study a stochastic version of the problem in an asymptotic regime, when the
number of servers L is large and requests for VMs of type j arrive at rate λjL, as L → ∞, for
some λ = (λj, j = 1, . . . , J) > 0. This is the heavy-traffic regime, e.g. [72, 73, 74, 75, 76, 77,
78], and it has been shown that algorithms with good performance in such a regime also show good
performance in other regimes. The interesting scenario occurs when not all VM requests can be
scheduled (e.g., λ > λc for a critical load λc on the boundary of system capacity), in which case
a fraction of the traffic has to be rejected even by the optimal policy.
We propose an adaptive reservation policy that makes admission and packing decisions without
the knowledge of ρ. Packing decisions include placement of admitted VM in one of the feasible
servers, and migration of at most one VM across servers when a VM finishes its service.
4.1.1 Related Work
There is classical work on large loss networks, e.g. [74, 79, 72, 75], where calls with different
bandwidth requirements and priorities arrive to a telecommunication network. Trunk reservation
has been shown to be a robust and effective call admission policy in this setting, in which each
call type is accepted if the residual link bandwidth is above a certain threshold for that type. The
performance of trunk reservation policies has been analyzed in the asymptotic regime where the
call arrival rates and link’s capacity scale up by a factor N , as N → ∞. This is different from
our large-scale server model, where the server’s capacity is “fixed” and only the number of servers
scales (a.k.a. system scale-out as opposed to scale-up). This makes the problem significantly more
difficult, because, due to resource fragmentation when packing VMs in servers, the resources of
servers cannot be viewed as one giant pool; hence our policy not only needs to make admission
decisions, but also decide in which server places the admitted VM. Moreover, VMs have multi-
dimensional resource as opposed to one-dimensional calls (bandwidth). If we restrict that every
server can fit exactly one VM, our policy reduces to classical trunk reservation.
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There has been past work on VM allocation [80, 4, 81, 26, 82, 29] and stochastic bin pack-
ing [83, 84, 16, 17, 18], however their models or objectives are different from ours. The works [80,
26, 82, 29] consider a queueing model where VM requests are placed in a queue and then served
by the system. In this work, we are considering a loss model without delay, i.e., each VM request
upon arrival has to be served immediately, otherwise it is lost. The recent works [84, 16, 17, 18]
study a system with an infinite number of servers and their objective is to minimize the number of
occupied servers. The auto-scaling algorithm proposed in [85] also assumes such an infinite server
model. These are different from our setting where we consider a finite number of servers and study
the total reward of served VMs by the system, in the limit as the number of servers becomes large.
In this regime, we have to address complex fluid limit behaviors especially when the load is above
the system capacity and the VMs have different priorities.
The works [76, 77, 78, 86] study the blocking probability in a large-scale server system where
all VMs have the same reward. The work [86] assumes a subcritical system load, with no VM
priorities, and only shows local stability of fluid limits. The works [76, 77, 78] show that, under
a power-of-d choices routing, the blocking probability drops much faster compared to the case of
uniform random routing. However, there is no analysis of optimality, especially in a supercritical
regime where even the optimal policy has a non-zero blocking probability. Moreover, such algo-
rithms treat all VMs with the same priority (reward) when making decisions, thus a low priority
VM can potentially block multiple high priority ones.
We remark that in real clouds, servers are monitored periodically*[87, 88], e.g., for resource
management, security, recovery, billing, etc., hence scheduling decisions can be made based on the
global system state information.
4.1.2 Contributions
We propose a dynamic resource reservation policy that makes admission and packing decisions
based on the current system state, and prove that it asymptotically achieves at least 1/2, and under
*A. S. Foundation. (2020). Apache hadoop yarn, [Online]. Available: http://hadoop.apache.org/
docs/current/hadoop-yarn/hadoop-yarn-site/YARN.html.
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certain monotone property on VMs’ rewards and resources, at least 1− 1
e
of the optimal expected
reward, as the number of servers L → ∞. Further, simulations suggest that for real cloud VM
instances, the achieved ratio is in fact very close to one.
The main features of our policy and analysis technique can be summarized as follows:
Adaptive Reservation. The policy reserves slots for VMs in advance. A slot for a VM type
will reserve the VM’s required resources on a specific server. An incoming VM request then will be
admitted if there is enough reservation in the system, in which case it will fill an empty slot of that
type. The policy effectively tracks a low-complexity greedy packing of existing VM requests in the
system while maintaining only a small number g(L) = ω(logL) of empty slots (e.g., (logL)1+ε),
for VM types that have high priority at the current time. The reservation policy is robust and can
automatically adapt to changes in the workload based on requests in the system and new arriving
requests, without the knowledge of ρ.
Analysis Technique. Our proofs rely on analysis of fluid limits under the proposed policy,
however, a major difficulty happens when the workload is above the critical load. In this regime the
slot reservation process evolves at a much faster time-scale compared to the fluid-limit processes
of the number of jobs and number of servers in different packing configurations in the system. To
describe the behavior of fluid limits, we devise a careful analysis based on averaging the behavior
of fluid-scale process over small intervals of length ω(logL/L). We then introduce a Lyapunov
function based on a Linear Program. It is designed to have a unique maximizer at a global greedy
solution and determines the convergence properties of our policy in steady state.
4.2 Model and Definitions
Cloud Model. We consider a collection of L servers denoted by the set L. Each server ` ∈ L
has a limited capacity on different resource types (CPU, memory, disk, networking, etc.). We
assume there are n ≥ 1 types of resource.
VM Model. There is a collection of VM types denoted by the set J . The VM types are indexed
in arbitrary order from 1 to J . Each VM type j requires a vector of resources Rj = (R1j , · · · , Rnj ),
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where Rdj is its requirement for the d-th resource, d = 1, · · · , n.
VMs are placed in servers and reserve the required resources. The sum of reserved resources by
the VMs placed in a server should not exceed the server’s capacity. A vector k = (k1, · · · , kJ) ∈
ZJ+ is said to be a feasible configuration if the server can simultaneously accommodate k1 VMs
of type 1, k2 VMs of type 2, · · · , kJ VMs of type J . We use K to denote the set of all feasible
configurations (including the empty configuration 0J ). The number of feasible configurations will
be denoted by C := |K|.
We define KJ ′ to be the set of feasible configurations that include only VMs from a subset of
types J ′ ⊆ J , i.e.,
KJ ′ = {k ∈ K : kj = 0,∀j /∈ J ′}.
We use K < ∞ to denote the maximum number of VMs that can fit in a server. We use
k`(t) = k to denote that at time t, server ` ∈ L has configuration k.
We do not necessarily need the resource requirements to be additive, only the monotonicity of
the feasible configurations is sufficient, namely, if k ∈ K, and k′ ≤ k (component-wise), then
k′ ∈ K. This will allow sub-additive resources as well, when the cumulative resource used by the
VMs in a configuration could be less than the sum of the resources used individually [32].
Job and Reward Model. Jobs for various VM types arrive to the system over time. We can
consider two models for jobs:
(i) Revenue interpretation: a job of type j is a request to create a new VM of type j.
(ii) Service interpretation: a job of type j is a request that must be served by an existing VM
of type j in the system.
To simplify the formulations and use one model to capture both interpretations, we assume
that each VM can serve at most one job at any time. As we will see, our algorithm works based
on creating “reserved VM slots” in advance. Hence, serving a newly arrived type-j job can be
interpreted as deploying a VM of type j in its reserved slot (revenue interpretation), or assigning it
to an already deployed VM of type j in the slot (service interpretation).
Each job type j is associated with a reward uj which represents its priority (service interpreta-
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tion) or price paid per time unit of service (revenue interpretation).
We define the feasible job placement k̂ = (k̂1, · · · , k̂J) to be the set of jobs that are simultane-
ously being served in a single server, where k̂j corresponds to the number of type-j jobs. Note that
by the definition of server configuration, it holds that k̂ ≤ k, for some k ∈ K. Hence, k − k̂ can
be viewed as the reserved VM slots, where kj − k̂j is the number of reserved type-j VM slots. We
use k̂`(t) = k̂, when at time t, the job placement in server ` ∈ L is k̂.
Traffic Model. Jobs of type j arrive according to a Poisson process of rate λjL, for a constant
λj > 0. Once scheduled in a server (more accurately, in a reserved slot of type j), a job of type
j requires an exponentially distributed service time with mean 1/µj , and generates reward at rate
uj during its service. We define the normalized workload of type-j jobs as ρj := λj/µj and the
workload vector ρ = (ρj, j ∈ J ).
Definition 13 (Configuration Reward). The reward U(k) of a configuration k ∈ K is defined as
its total reward per unit time when its slots are full, i.e., U(k) :=
∑J
j=1 ujkj.
Definition 14 (Configuration Ordering). For two vectors k,k′ ∈ K, we say k  k′, if either
U(k) > U(k′), or U(k) = U(k′) and considering the smallest j for which kj 6= k′j , kj > k′j .
Definition 15 (MaxReward Configuration). Given a subset Ks ⊆ K, the maximum reward config-
uration of Ks is defined as
MAXREWARD(Ks) := arg max
k∈Ks
U(k),
where ties are broken based on the ordering in Definition 14.
Definition 16 (State Variables). Consider the system with L servers. We use XLk (t) to denote the
number of servers assigned to configuration k ∈ K at time t. To distinguish between servers
assigned to the same configuration k, we index them from 1 toXLk (t), starting from the most recent
server assigned to k (without loss of generality).
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The system state at time t can then be described as
SL(t) := ((k`(t), k̂`(t), c`(t)), ` ∈ L), (4.1)
where for each server ` ∈ L, k`(t) ∈ K is its configuration, k̂`(t), with k̂`(t) ≤ k`(t), is its job
placement, and c`(t) is its index among the servers with configuration k`(t).
The number of jobs of type j in the system at time t is given by




We also define the vectors YL(t) = (Y Lj (t), j ∈ J ), and XL(t) = (XLk (t),k ∈ K). Clearly∑
k∈KX
L
k (t) = L since there are L servers.
Optimization Objective. Given a Markov policy π, we define the expected reward of the
policy per unit time as








Our goal is to maximize the expected reward, i.e.,
maximizeπF π(L), (4.4)
where the maximization is over all Markov scheduling policies π. Hence, when jobs are requests
for VMs, this optimization is a revenue maximization, whereas when jobs are requests to be served
by existing VMs, it is a weighted QoS maximization where each service is weighted by its priority.
Note that under any Markov policy, the system state SL(t) is a continuous-time irreducible
Markov chain over a finite state space, hence it is positive recurrent and (4.3) is well defined.
Let XL(∞) and YL(∞) be random vectors with the stationary distributions of XL(t) and YL(t),
respectively, as t → ∞. Note that if Y?(t) is the number of jobs in an M/M/∞ system in
which every job is admitted, then YL(∞) is stochastically dominated by Y?(∞) whose stationary
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distribution is Poisson with mean Lρ [89].
We study the problem (4.4) in the asymptotic regime where the number of servers L → ∞,
while the job arrival rates are λjL, j ∈ J . Note that we do not make any assumption on the values
of ρj .
Notice that as t → ∞, the scaled stationary random variables satisfy 1
L





Y?(∞). This implies that the sequence of scaled random variables is tight [90],
therefore the (random) limits x(∞) := limL→∞ 1LX
L(∞), and y(∞) := limL→∞ 1LY
L(∞) exist
along a subsequence of L. The limits satisfy xk(∞) ≥ 0,
∑




To unify the algorithm descriptions for revenue maximization and QoS maximization, in the
rest of the work, we use the term “slot” of type j to refer to the resource (equal to a VM of type
j) reserved for one job of type j in a server. Filled slots have jobs already in them, while empty
slots could accept jobs. Therefore, the term configuration applies to all the slots in a server, while
placement applies to the filled slots in the server.
4.3 A Static Optimization and its Greedy Solution
Given a workload reference vector ŶL = (Ŷ Lj , j ∈ J ), let F ?(L, ŶL) be the optimal value of






s.t. Yj ≤ Ŷ Lj , ∀j ∈ J (4.5b)∑
k∈K
Xkkj ≥ Yj, ∀j ∈ J (4.5c)
∑
k∈K
Xk = L, Xk ≥ 0, ∀k ∈ K (4.5d)
where Y is the vector of jobs in the system, and X is the vector of the number of servers assigned
to each configuration. The interpretation of the result is as follows. The average number of type-j
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jobs in the system cannot be more than its workload (Constraint (4.5b)), and further, it cannot be
more than the average number of slots of type j in the servers (Constraint (4.5c)). The sum of
number of servers in different configurations is L, so their average should also satisfy (4.5d).
As L→∞, the normalized objective value 1
L
F ?(L,ρL)→ U?[ρ], which is the optimal value






s.t. yj ≤ ρj, ∀j ∈ J (4.6b)∑
k∈K
kjxk ≥ yj,∀j ∈ J (4.6c)
∑
k∈K
xk = 1, xk ≥ 0, ∀k ∈ K (4.6d)
where xk can be interpreted as the ideal fraction of servers which should be in configuration k
when L is large. Hence, one can consider a static reservation policy where the cloud cluster is
partitioned and bxkLc servers are assigned to each non-zero configuration k ∈ K (and the rest of
servers can be empty to save resource or used to serve more jobs). Then once a job arrives, it will
be routed to an empty slot in one of the servers, if any, otherwise it is rejected. This will provide
an asymptotic optimal policy since it achieves the normalized reward U?[ρ], as L→∞.
However, there are several issues with this approach: (i) solving optimization (4.5) or its relax-
ation (4.6) has a very high complexity (the number of configurations is exponential in the number
of job types J), and (ii) it requires knowing an accurate estimate of the workload ρ which might
not be available. Inaccurate estimates of workload can lead to subpar performance, e.g., see [91]
which illustrates that static reservation policies in classical loss networks can give very poor per-
formance. Even if we have an estimate of the workload and approximate the solution to (4.6),
to handle time-varying workloads, the new solution may require rearranging a large number of
VMs and jobs to make their placements match the new solution. This is costly and also causes
interruption of many jobs in service.
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We first address the complexity issue, by presenting a greedy solution for the optimization, and
analyze its asymptotic performance below.
Greedy Solution
We describe a greedy algorithm, called Greedy Placement Algorithm (GPA), for solving opti-
mization (4.5).
GPA takes as input the workload reference vector ŶL, and returns an assignment vector X̂L
which indicates which configurations should be used and in how many servers. The assignment
consists of at most J configurations, which are found in J iterations. In each iteration i, GPA
maintains a set of candidate job types J [i], and finds a configuration k[i]. Initially J [1] = J . In
iteration i:
1. It finds k[i] = MAXREWARD(KJ [i]), which is the configuration of highest reward among the
configurations that have jobs from the set J [i], according to Definition 15.
2. It computes the number of servers X̂Lk[i] that should be assigned to k[i], until at least one of the
job types j, for which kj[i] > 0, has no more jobs left, or there are no more unused servers left.
We refer to this job type as j?.
3. It then creates J [i+ 1] by removing job type j? from J [i].
A pseudocode for GPA is given by Algorithm 4. We use the vector X̂L = (X̂Lk ,k ∈ K)
to denote the output of GPA, which has at most J non-zero elements corresponding to k[i], i =
1, . . . , J .
Remark 5. MAXREWARD finds the maximum reward configuration of a subset of job types, which
is equivalent with unbounded Knapsack problem (unbounded number of items for each type). This
problem is tractable with Pseudopolynomial algorithms to solve it exactly [92, 93] or fully polyno-
mial approximation algorithms [94]. GPA needs to solve at most J instances of this problem. Note
that the number of different instances of the problem is bounded and we can compute MAXRE-
WARD for all of them offline as they are not workload dependent. This is in contrast to optimization
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Algorithm 4 Greedy Placement Algorithm (GPA)
1: function GPA(Ŷ)
2: r← Ŷ . tracks the vector of number of jobs left
3: N ← L . tracks the number of servers left
4: i← 1, J [1] = J
5: while J [i] 6= ∅ do
6: k[i]← MAXREWARD(KJ [i])
7: j? ← arg minj:kj [i]>0d
rj
kj [i]
e . break ties arbitrarily






9: r← r− X̂k[i]k[i]
10: N ← N − X̂k[i]
11: J [i+ 1]← J [i]− {j?}
12: i← i+ 1
13: return X̂k[j], j = 1, · · · , J
(4.5), which is equivalent to multi Knapsack problem which is strongly NP-hard [9], and requires
resolving when workload reference Ŷ changes.
We next define the limit of X̂L/L for input Ŷ L = Lρ, as L→∞, which we refer to as Global
Greedy Assignment. To describe this assignment, we first define a unique ordering of the job types
through the following proposition.
Proposition 8. For any permutation σ = (σ1, σ2, . . . , σJ) of job types inJ , letJ σj := {σj, . . . , σJ},
and k(j) := MAXREWARD(KJ σj ). Given a workload ρ, there is a “unique” permutation σ =
(σ1, σ2, . . . , σJ) of job types, such that the following holds:












then we should have σj < σj′ .
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Proof. See Section 4.9.1
The Global Greedy Assignment is defined as follows







with the convention that Iρ = J + 1 if
∑J
i=1 z







z(i)[ρ], for i < Iρ






[ρ], for i = Iρ,
(4.9)
where k(i) and z(i)[ρ], i = 1, . . . , J , were defined in Proposition 8, and k(J+1) := 0 (empty
configuration). We call the ordered configurations k(i), i = 1, . . . , J + 1, the “global greedy
configurations” of workload ρ. For any configuration k ∈ K not in global greedy configurations,
x
(g)
k [ρ] = 0. When it is clear from the context, the dependency [ρ] will be omitted.
Since global greedy configurations k(`), ` = 1, . . . , J + 1, depend on ρ, the following configu-
rations will come in handy when the analysis needs to be agnostic to ρ.
Definition 18 (Greedy Configurations). The greedy configuration set K(g) includes all configura-
tions that are output of MAXREWARD(KJ ′) for any J ′ ⊆ J . That is the set of all possible con-
figurations which may be assigned by GPA, and the empty configuration. We define C(g) := |K(g)|.
We enumerate configurations of K(g) as k̄(i), for i = 1, . . . , C(g), such that k̄(i1)  k̄(i2) if i1 < i2
(according to Definition 14), and k̄(C
(g)) = 0J .
Notice that {k(j), j = 1, . . . , J + 1} ⊆ {k̄(i), i = 1, . . . , C(g)}, and their order is consistent
with Definition 14, as defined below.
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Definition 19 (Mapping global greedy to greedy). For any j, j′ ∈ {1, . . . , J + 1}, with j < j′,
there are indexes gj, gj′ ∈ {1, . . . , C(g)}, such that k(j) ≡ k̄(gj), k(j
′) ≡ k̄(gj′ ), and gj < gj′ . We
also define C(g)ρ := gIρ to be the index for which k(Iρ) ≡ k̄(C
(g)
ρ ).











k [ρ], ∀k ∈ K, (4.10)
where x(g)k [ρ] is the Global Greedy Assignment of Definition 17.
Proof. See Section 4.9.3.
Note that clearly x(g)[ρ] is a feasible solution for optimization (4.6) and it is easy to see that its













It is also easy to see that in optimization (4.6) we can replace the inequality in (4.6c) with equality
and the optimal value will not change. Let x?[ρ] be one such optimal solution to optimization (4.6)










The following corollary is immediate from Proposition 9.
Corollary 9. Let FGPA(L,ρL) be the total reward of GPA in the system with L servers given










The theorem below bounds the above ratio.
Theorem 9. The global greedy assignment x(g)[ρ] provides at least 1
2






, ∀ρ ≥ 0.
Proof. Consider the permutation of job types according to Proposition 8. By the global greedy









k(`)σj = ρσj , (4.13)
















ρσjuσj ≤ U (g)[ρ]. (4.14)































k = 1, (b) is by the definition of k
(Iρ), and (c) is because
U (g)[ρ] is a convex combination of rewards of k(1), . . . ,k(Iρ), which all have a reward no less than






x?kkσjuσj ≤ 2U (g)[ρ].
Theorem 9 can be improved when job types and rewards satisfy a monotone greedy property
described next.
Definition 20. We say the job types and the rewards have monotone greedy property if for any two
instances of the optimization (4.6) with ρ1 ≥ ρ2, U (g)[ρ1] ≥ U (g)[ρ2].
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It is easy to verify that any system with two job types always has the property in Definition 20.
However, in general the property depends on the profile of jobs types and their rewards, and might
not hold for adversarial profiles (see Section 4.9.2 for a counter example). The next theorem
describes the improved bound when the monotone greedy property holds.








k[ρ]. We notice that U
?[ρ] = U?[ρ?] in LP (4.6). Also
by the monotone greedy property, U (g)[ρ] ≥ U (g)[ρ?], since ρ ≥ ρ?. Hence, it suffices to prove
the theorem for instances where ρ = ρ? or in other words, instances for which, in the optimal
solution, workload fits exactly in servers.
Consider now the projection of the workload ρ? = ρ onto the global greedy configuration
space {k(i)[ρ], i = 1, . . . , J}. Since these configurations are independent, we can write




for z(i)[ρ] introduced in Proposition 8. For notational compactness, define qi = z(i)[ρ], i =
1, . . . , J , and pi = x
(g)
k(i)



























k(i)σj uσj = W
(i). (4.17)




σj ≤ ρσj , and Inequality (b) is because we assumed there is an
assignment that can completely accommodate workload ρ, and hence ρσj for j = i, . . . , J . If we
remove all jobs with types 1, . . . , i−1 from assignment x?, the configurations used in the resulting
assignment belong to the subset K{σi,...,σJ} and k(i) is the configuration with the highest reward
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from this set.






(j), and (bi − qi)W (i) = bi+1W (i+1). (4.18)
For completeness, we also define bJ+1 = 1. Based on this representation, and using (4.16) and




































The right-hand side is minimized if bi = 1, i = 1, . . . , Iρ, since pi ≥ 0. Then given
∑Iρ
i=1 pi =





Proposition 10. The worst-case ratio of U (g)[ρ]/U?[ρ] is not greater than 1− 1/e.
Proof. We construct an adversarial example that achieves this bound. See Appendix 4.9.4.
Hence, the global greedy assignment achieves a factor within 1/2 to 1 − 1/e of the optimal
normalized reward in “all” the cases. Further, the bound 1 − 1/e is tight when monotone greedy
property holds. The assignment might actually achieve 1− 1/e in all the cases but requires a more
careful analysis. In view of Corollary 9, GPA(ρL) asymptotically achieves the same factor of the
optimal reward. In simulations in Section 4.7, based on cloud VM instances, we were not able to
find any scenario where the ratio is below 1− 1/e, and in fact the ratio is much better (≈ 0.97 on
average).
However, GPA(ρL) requires the knowledge of ρ. In the next section, we propose a dynamic
reservation algorithm that is appropriate for use in online settings without the knowledge of ρ. Its
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achievable normalized reward still converges to that of the global greedy assignment and it can
also adapt to changes in the workload.
4.4 Dynamic Reservation Algorithm (DRA)
We present a Dynamic Reservation Algorithm, called DRA, which makes admission decisions
and configuration assignments, without the knowledge ρ. We first introduce the following nota-
tions:
• Recall the indexing of servers in the same configuration as in Definition 16. We use `k,i to refer
to the server with configuration k and index i.
• A key parameter of DRA is the reservation factor g(L). It is the number of empty slots (safety
margin) that the algorithm ideally wants to reserve for each job type if possible. For later analy-
sis, we assume that g(L) = ω(log(L)), and is o(L).
The configuration assignment occurs at update times. To simplify the analysis, we consider up-
date times to be times when a job is admitted to or departs from the system. To avoid preemptions,
only servers that are empty (have no jobs running) can be assigned to a new configuration.
At update time t, DRA updates the workload reference vector ŶL as
ŶL(t) = YL(t) + g(L)1, (4.20)
where YL(t) in the vector of jobs in the system, after any job admission or job departure at time t.
g(L) is the reservation factor as defined earlier.
Then DRA classifies the servers into two groups: Accept Group (AG) and Reject Group (RG).
Servers in Accept Group keep their current configurations and DRA attempts to have all their
slots filled by scheduling new jobs in them, while servers in Reject Group do not have desirable
configurations and DRA attempts to make them empty, by not scheduling new jobs in them and
possibly migrating their jobs to servers in Accept Group, so they can be reassigned to other con-
figurations.
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A pseudocode for DRA is given in Algorithm 5. It has three main components which we
describe in detail below:
Classification and Reassignment Algorithm (CRA). This is the subroutine used by DRA to
classify servers and possibly reassign some of them. It attempts to greedily reduce the dispar-
ity between the configuration assignment in the system XL(t) and the output of GPA X̂L(t) =
GPA(ŶL(t)). To do so, it assigns ranks to servers in different configurations, which range from
1 to J + 1. Initially, all servers are assigned rank J + 1. Any empty server of rank J + 1 can be
reassigned to reduce the disparity between XL(t) and X̂L(t). We use `e to denote one of empty
rank J + 1 servers, and if no such server exists `e = ∅.
Iterating over configurations k[i] found by GPA, for i = 1, . . . , J :
• If XLk[i] < X̂
L
k[i], it increases X
L
k[i] by reassigning any `e to k[i], until either (i) it matches X̂
L
k[i],
or (ii) `e = ∅. In either case, all servers of configuration k[i] get rank i.
• If XLk[i](t) ≥ X̂Lk[i], it assigns rank i to all servers of configuration k[i] with indexes greater than
XLk[i](t)− X̂Lk[i](t).
We use I?(t) to denote the first i for which XLk[i] cannot be matched to X̂
L
k[i], i.e. the first i at
which `e = ∅. If all configurations are matched, then I?(t) = J . At the end of CRA, servers with
rank greater than I?(t) and index 1 in any configuration are classified as Reject Group, while the
rest of the servers are classified as Accept Group.
See Figure 4.1 for an illustrative example for the state of CRA.
Scheduling Arriving Job. When DRA needs to schedule an arriving job of type j, it places
the job in one of the servers of Accept Group with empty type-j slot. If no such server exists, the
job is rejected. We use AGj to denote one of the servers of Accept Group with empty type-j slot.
If no such server exists AGj = ∅.
Migrating Job after Departure. Let RGj denote the highest rank server among the Reject
Group servers with type-j jobs. If no such server exists, RGj = ∅.
If a type-j job departs from a server in Accept Group, DRA migrates one of the type-j jobs
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rank 1 to 𝐽


































Figure 4.1: An example illustrating the state at the end of CRA. Servers in each configuration are
stacked from largest to smallest index. k[1], . . . ,k[J ] are the configurations returned by GPA. The
dashed boxes indicate how many more servers need to be reassigned to a respective configuration
to match the solution of GPA (horizontal line). I? is the first i for which XLk[i] < X̂
L
k[i] at the end of
the procedure. Orange servers are the servers of Reject Group.
from RGj to the slot that emptied because of the departure, if RGj 6= ∅.
Initialization. Initially servers have no indexes or classification (and might not even have
configurations), so we need to specify how the system state is initialized (say at time 0) under
DRA. If servers do not have configurations, but have jobs in them, we initialize k`(0) = k̂`(0),
i.e., the configuration of each server ` is set to its job placement. If servers have configurations, we
keep their existing configuration. Indexing among the servers of a configuration can be arbitrary.
We then run CRA that performs classification and reassigns any possibly empty servers.
Remark 6. Notice the duality of actions performed on arrivals and departures for any job type:
jobs are admitted/migrated to empty slots in servers of Accept Group, and depart/migrate from
filled slots in servers of Reject Group. The number of servers in Reject Group under our algorithm
is at most one per configuration, i.e., at most C(g) servers (constant independent of L) which
is negligible compared to the number of servers L, as L → ∞. Further, job admissions and
migrations are performed to slots which are already deployed in advance. The reservation factor
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Algorithm 5 DRA: Dynamic Reservation Algorithm
1: function CRA(ŶL,XL)
2: X̂L ← GPA (ŶL).
3: Set rank of all servers to J + 1.
4: I? ← J
5: for i = 1 to J do . J configurations found in GPA
6: Z ← 0, c← XLk[i] . c is the index of server
7: while Z < X̂Lk[i] do
8: Z ← Z + 1, c← c− 1
9: if c ≤ 0 then
10: if `e 6= ∅ then
11: Set rank of `e to i.
12: Reassign configuration of `e to k[i].
13: else
14: I? ← min(I?, i)
15: else
16: Set rank of `k[i],c to i.
1: procedure ARRIVAL(j, t) . Type-j arrival at time t
2: if AGj 6= ∅ then
3: Schedule job in AGj .
4: CRA (YL(t) + g(L)1,XL(t))
5: else
6: Reject job
1: procedure DEPARTURE(j, t) . Type-j departure at time t
2: if RGj 6= ∅ and the slot emptied is in Accept Group then
3: Migrate the job in RGj to the slot that emptied.
4: CRA (YL(t) + g(L)1,XL(t)).
g(L) is critical for maintaining enough deployed slots in the maximum reward configurations for
future demand.
In contrast, a naive static reservation algorithm, that solves (4.5) by replacing Ŷ with an
estimate of workload, might require changing the configuration of a constant fraction of servers
(the equivalent of Reject Group), as workload estimate changes. This would result in preemptions
(or migrations) in O(L) interrupted servers.
Lastly, more accurate estimates of workload, if available, can be simply used in the input Ŷ to
CRA, and CRA itself can be executed less regularly, depending on the complexity and convergence
time tradeoff.
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The following theorem states the main result regarding DRA.
Theorem 11. Let FDRA(L) be the expected reward under DRA and F ?(L) be the optimal expected
















Remark 7. Note that we did not make any assumption on the value of ρ, and Theorem 11 holds
for any ρ. Define
Λ =
{
y : y ≤
∑
k∈K






Theorem 11 holds even if ρ is outside Λ. In this scenario, a nonzero fraction of traffic has to be
rejected even by the optimal policy.
The proof of Theorem 11 is based on analysis of fluid limits and a suitable Lyapunov function
to show convergence, as we do next in Sections 4.5 and 4.6.
4.4.1 Complexity
DRA was designed to operate in an online setting without the knowledge of ρ. The scheduling
actions can be implemented with low complexity as we briefly explain below.
Ranks and Group assignments. The computation of ranks can be done efficiently by keeping
track of only the servers in configurations found by GPA which change by a constant amount be-
tween update times. The rank of those servers depends on their index. To find which servers are in
the Reject Group it suffices to keep track of the rank of servers with index 1 for each configuration
and index I?(t).
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MaxReward function. The most complex part of the algorithm is finding the maximum reward
of a subset of VM types, which is equivalent with unbounded Knapsack problem (unbounded
number of items for each type). The problem is tractable with Pseudopolynomial algorithms [92,
93] available to solve it exactly or fully polynomial approximation algorithms [94]. GPA needs
to solve J instances of the problem. Note that the number of different instances of the problem
is bounded and we can compute MaxReward for all of them offline as they are not workload
dependent. Further, we can use the following observation to do computations efficiently: If job
types that appear in configuration MAXREWARD(KJS ) is Jo, then for any other set JS′ with Jo ⊆
JS′ ⊂ JS , MAXREWARD(KJS′ )=MAXREWARD(KJS ).
Note that in practice, we can run the algorithm periodically rather than on every arrival and
departure. Further, the cloud provider might have preferences for specific VM packings (e.g., due
to privacy concerns) and we can simply use those sets of packing configurations in MAXREWARD.
Migration. The algorithm performs a migration only when the system is highly loaded (no
empty-configuration servers). Even in this case, the migration is performed to an already deployed
VM. If the service is stateless, the VM can be terminated and requests will be routed to the newly
deployed VM. There are also methods for fast (live) migration using Containers in stateful ser-
vices [95].
4.5 Fluid Limits under DRA
We first define two useful variables, which are functions of the system state, and will be used
in our convergence analysis.
Definition 21 (Effective Number of Assigned Servers). The effective number of servers in config-
uration k is defined as
X
L(e)





Note thatXL(e)k (t) = X̂
L
k (t) = 0 if k /∈ {k̄(i), i = 1, . . . , C(g)}. With a minor abuse of terminology,
we say the servers in configuration k with indexes from XLk (t) − X
L(e)





Remark 8. Note that XL(e)k (t) is independent of the indexing of servers in configuration k. Also
note if k = k[j], where k[j], j ≤ J , is the j-th configuration returned by GPA at time t, then in
DRA, servers with effective configuration k[j] get rank j, and servers without effective configura-
tion have rank J + 1.
Definition 22. Given an i ≤ C(g), Reject Group servers can be divided as RG = RG(i) ∪ RG(i).
The servers with index 1 without effective configuration in k̄(`), for ` = 1, . . . , i, belong to RG(i),
while the rest of servers of Reject Group belong to RG(i).
4.5.1 Effective Slot Deficit: q Process
The job admission and configuration assignment under DRA crucially depends on the q process
defined below.









j − Y Lj (t)− g(L). (4.23)




(t) if i2 ≥ i1.
In words, qL
k̄(i),j
(t) measures the difference between the total number of type-j slots (filled or
empty) in servers that have effective configurations in the set {k̄(`) : ` ≤ i} (see Definition 21),
and the number of type-j jobs in the system Y Lj (t) and g(L) type-j reservation slots.
Note that DRA (specifically GPA) will stop assigning configurations that have type-j slots,
once Y Lj (t) + g(L) slots can be accommodated in servers with effective configuration in {k̄(`), ` ≤
i}. Since slots are created per server basis, by assigning configurations which each has at most K
slots, we have qL
k̄(i),j
(t) < K.
To gain more insight, note that when qL
k̄(i),j
(t) ≥ 0 for an i ∈ {1, · · · , C(g)}, it means type-j
jobs have enough reservation. When it is negative, it indicates the deficit of slots in servers with
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effective configuration {k̄(`), ` ≤ i}. When qL
k̄(i),j
(t) > −g(L) + JK, for an i ∈ {1, · · · , C(g)},
a type-j arrival at time t will certainly find a valid empty slot (AGj 6= ∅) and will be admitted.
This is because the number of empty slots of type j in Reject Group servers with any effective
configuration is not more than JK.
The q process also determines the configuration assigned by CRA to an empty server `e chosen










qLk̄(i),j(t) < 0. (4.24b)
This also implies that if only (4.24b) holds, the server would be assigned to one of the configura-
tions k̄(`), ` = 1, . . . , i.
4.5.2 Existence of Fluid Limits
We define the scaled (normalized with L) processes xL(e)(t), yL(t), as follows. For i ∈














and define zL(t) := (xL(e)(t),yL(t)). We also define the space
Z =
{

















where Λ was defined in (4.21).
Proposition 11. Consider a sequence of systems with increasing L, and initializations zL(0) =
(xL(e)(0),yL(0)) ∈ Z , as L→∞. Then there is a subsequence of L such that xL(e)(t)→ x(e)(t),
yL(t) → y(t), along the subsequence. Any limit z(t) := (x(e)(t),y(t)), t ≥ 0, is called a fluid
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limit sample path. The convergence is almost surely u.o.c. (uniformly over compact time intervals)
and the fluid limit sample paths are Lipschitz continuous.
Proof. Proof is standard, and can be found in Section 4.9.5.
4.5.3 Description of Fluid Limits
We provide an informal description of fluid limit equations here. The formal definitions and
proofs can be found in Section 4.9.8.
The properties of the fluid limit processes crucially depend on the q process (Definition 23).
First note that, from (4.23) and since qL
k̄(i),j








(t) ≤ yj(t), ∀j ∈ J . (4.25)
Let x∅(t) be the fraction of servers which are empty and of rank J + 1 at the fluid limit. When
x∅(t) > 0, then CRA always finds empty rank J+1 servers available for reassignment. In this case,
every job type will have enough empty slots, and all the arrivals will be admitted, i.e., we can find




Hence, noting that at the fluid limit type-j jobs arrive at rate λj and existing type-j jobs depart at
rate yj(t)µj ,








(t) = yj(t), (4.26b)




(t) = 0 in this
case.
A major difficulty in describing fluid limits happens on the boundary x∅(t) = 0, i.e., when
there are not always empty rank J + 1 servers available for reassignment when CRA runs. In this
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(t) = yji(t), for some ji ∈ J , (4.27)
with the convention that i?(t) = 0 if (4.27) does not hold for i = 1. If i?(t) < C(g) − 1, then for L





qLk̄(i?(t)+1),j(τ) < 0. (4.28)
Based on Definition 22, servers in RG(i?(t) + 1) have higher ranks compared to those in
RG(i?(t) + 1), so any migrations by DRA will take place from RG(i?(t) + 1) first. We can then












where µmin := minj∈J µj (see Lemma 22 in Section 4.9.7).
The algorithm will reassign any such server that empties to one of configurations k̄(`) for ` =
1, . . . , i?(t) + 1. If instead i?(t) = C(g) − 1, then it is uncertain whether servers that empty need





for some i < C(g) at time τ ∈ [t, t+ ε).
Hence, what we see is that, if x∅(t) = 0, when a server gets empty, it can be assigned to one
of the configurations k̄(i), i = 1, . . . , i?(t) + 1. Exact characterization of these assignment rates,
however, is not easy as they depend on values of processes qL
k̄(i),j
(τ), i ∈ {1, . . . , i?(t)}, j ∈ J ,
which evolve at a much faster time scale than the scaled processes xL(e) and yL. By the continuity
of the fluid limit sample paths, at any regular time t, we can choose ε small enough such that
for all τ ∈ [t, t + ε), y(τ), and x(e)(τ) are approximately constant and equal to y(t) and x(e)(t),
respectively (their actual change being of order ε). However, over the same interval, the qL process
makes O(L) transitions and its elements can change in the range [−LK,K]. This phenomenon is
159
known as separation of time scales and has been also observed in other systems, e.g. [75, 74].
To further analyze fluid limits in our setting, we divide the interval [t, t+ε) into smaller intervals
of length ω(logL/L), and infer properties for the fluid limits over [t, t+ ε) based on averaging the
behavior of scaled processes over these smaller intervals, as L → ∞, and ε → 0. To this end, we
first make a few definitions.
Since the rate of change of any of the processes xL(e)
k̄(i)
(τ) and yLj (τ) over a subinterval is of
interest, we give it a special name below.
Definition 24 (Local Derivatives). Given an interval [τa, τb), we define the “local derivatives” of












i = 1, . . . , C(g) (4.30)
∇yLj [τa, τb) :=
yLj (τb)−yLj (τa)
τb−τa
j ∈ J . (4.31)
Definition 25. For any i ≤ C(g)ρ − 1, we define a set








Definition 26. For given positive constants αi, i = 1, . . . , C
(g)
ρ − 1, we define Cα(t) to be the
largest index at time t such that Cα(t) ≤ min(i?(t), C(g)ρ − 1) and
∀i ∈ [1, . . . , Cα(t)] : x(g)k̄(i) − x
(e)
k̄(i)
(t) < αi. (4.33)
Subinterval construction
We first define a function f(L) below, which will control the length of subintervals.







where g(L) is the reservation factor as defined in DRA.
We divide [t, t+ ε) into smaller intervals [τn, τn+1), such that
τ0 = t, τn = τn−1 +DL,ε, n = 1, . . . , NL, (4.35)
where NL = d1/f(L)e is the number of such smaller intervals, and DL,ε = εNL is the length
of each one. We then further divide each [τn, τn+1) into a constant number Mn of subintervals
[τ
(m−1)
n , τ (m)), m = 1, . . . ,Mn, τ
(0)
n = τn, τ
(Mn)
n = τn+1. For every n, the sequence of stopping
times τ (m)n is recursively generated as follows:
Each time τ (m)n is associated with a driving set of job indexes J̄ [m], with the initialization
J̄ [0] = ∅ and τ (0)n = τn. Suppose J̄ [m − 1] := {ji : i = 1, . . . , Gm−1} at time τ (m−1)n , where
ji ∈ J (i) (Definition 25). Define hJ̄ [m−1],(`)(t), ` = 1, . . . , Gm−1, to be the (unique) solution to the






hJ̄ [m−1],(`)(t) = λji − µjiyji(t), i = 1, . . . , Gm−1. (4.36)
The next τ (m)n is the earliest time τ ∈ [τ (m−1)n , τn+1) such that qLk̄(Gm),j(τ) ≥ 0 for some Gm ≤






J̄ [m−1],(`)(t) > λj − µjyj(t). (4.37)
At such a time τ , we set τ (m)n = τ , and the driving index set is set to
J̄ [m] := {j′i : i = 1, . . . , Gm}, (4.38)
where j′i = ji for i = 1, . . . , Gm − 1, and j′Gm = j. Also, h
J̄ [m],(`)(t), ` = 1, . . . , Gm, is set to the
solution of the system of equations (4.36) for the set J̄ [m]. If no time τ ∈ [τ (m−1)n , τn+1) satisfies




The importance of quantities hJ̄ [m],(i)(t), i = 1, . . . , Gm, will become evident later where we
will show (see Lemma 24) that
∇xL(e)
k̄(i)
[τ (m)n , τ
(m+1)





n − τ (m)n
. (4.39)
Hence, roughly, (4.36) gives the values of local derivatives, while when (4.37) occurs, the values
of local derivatives change.
Note that the number of stopping times Mn in any interval [τn, τn+1) is bounded. This is
because the number of different driving sets J̄ [m] is finite and no set may appear twice in that se-
quence, since the comparison (4.37) induces a total ordering between the sets. Considering all pos-




`=1 |J (i)| <
∞.
Properties of fluid limits over subintervals
Given an ερ > 0, we first define the set of fluid limit states
Γ[ερ] := {(x(e),y) : y ≤ ρ+ ερ} ∩ Z. (4.40)
The following lemma states the invariant property of Γ[ερ].
Lemma 16. If (x(e)(0),y(0)) ∈ Z , then for any ερ > 0, there is a time Tερ > 0 such that for all
t ≥ Tερ , (x(e)(t),y(t)) ∈ Γ[ερ]. Further, convergence is uniform over all initial states in Z .
Proof. See Section 4.9.6.
The following proposition states the behavior of scaled processes over the subintervals.
Proposition 12. For every m ∈ {0, . . . ,Mn − 1}, let J̄ [m] = {ji : i = 1, . . . , Gm} be the index
set corresponding to time τ (m)n , and `m := Gm + 1. Then we can choose αis in Definition 26,
and ερ in (4.40) sufficiently small, such that, for any regular time t ≥ Tερ , with probability at least
1− o(L−2), all the following properties hold:
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[τ (m)n , τ
(m+1)




n − τ (m)n
(4.41)














n − τ (m)n
(4.42)































































In words, (P.1.) states that, roughly, for any i < `m, there is a job type ji such that each of the
effective number of servers with configurations {k̄(`) for ` = 1, . . . , i} changes at a rate that can
accommodate exactly additional type-ji arrivals.
(P.2.) states that effective number of servers with configuration k̄(`m) increases by an amount
proportional to α`m . This implies that the rate at which x
(e)
k̄(`m)
(t) converges to the global greedy
solution is lower bounded by a constant independent of the system state.
(P.3.) describes the change in the effective number of servers in k̄(C
(g)
ρ ), the last configuration of
the global greedy solution. The change either satisfies the same condition as (P.1.) or it is bounded
by the difference of how fast Reject Group servers empty (based on (4.29) for i?(t) = C(g)ρ − 1)
and at what rate they are assigned to configurations k̄(i) for i < C(g)ρ .
Proof of Proposition 12. The proof, including all supporting Lemmas, is provided in Section 4.9.8.
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4.6 Convergence Analysis
We show that the fluid limit of the effective configuration process x(e)(t) (which is a lower
bound on the number of servers in each configuration) converges to the global greedy solution
x(g).
Theorem 12. Consider the fluid limits of the system under DRA, under any workload ρ, and any





k (t) = x
(g)
k , k ∈ K
(g). (4.44)
Proof. Recall that z(t) = (x(e)(t),y(t)). We want to show that z(t) converges to a point in the set
Γ? defined as
Γ? := {z := (x(e),y) ∈ Γ[ερ] : x(e)k = x
(g)
k , k ∈ K
(g)}. (4.45)
where Γ[ερ] was defined in (4.40).



















where Z and Zi, i ∈ {1, . . . , C(g)ρ }, are positive constants satisfying
Z > 4Z1, Zi > ξZi+1, i = 1, . . . , C
(g)





> 0, and a sufficiently large constant ξ > 2K + 1.
The constants ερ and ξ will be chosen carefully to ensure the conditions of LaSalle’s invariance
principle [96, 97] hold for any z ∈ Γ[ερ], i.e.,
(i) For any z ∈ Γ[ερ], we have V (z) ≥ 0 and V (z) = 0 if and only if z ∈ Γ?,
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(ii) For any z(t) ∈ Γ[ερ] \ Γ?, dV (z(t))/dt < 0, almost surely.
These conditions together with Lemma 16 will then imply that the limit points of trajectory z(t)
are in Γ?.
We state each condition as a Proposition followed by its proof.
Proposition 13. Consider V (z) in (4.46), with coefficients in (4.47), for any ξ > (2K + 1), and
ερ > 0. Then we have V (z) ≥ 0 for any z ∈ Γ[ερ], and V (z) = 0 if and only if z ∈ Γ?.
Proof of Proposition 13. Consider the following maximization problem over η ∈ RC
(g)
ρ ,θ ∈ RJ ,
where ηi corresponds to x
(e)
k̄(i)













i=1 ηi ≤ 1, (4.48b)∑C(g)ρ
i=1 k̄
(i)
j ηi − θj ≤ ρj, j = 1, . . . , J (4.48c)
θj ≤ ερ, j = 1, . . . , J (4.48d)
ηi ≥ 0, i = 1, . . . , C(g)ρ (4.48e)
θj ≥ 0, j = 1, . . . , J. (4.48f)
To prove the proposition, it is enough to show that the assignment (η(g),θ(g)) that corresponds






, i = 1, . . . , C(g)ρ ,
θ
(g)
j = 0, j = 1, . . . , J.
(4.49)
First note that (4.49) is a basic feasible solution for LP (4.48), i.e., it is a corner point of the LP’s
Polytope, since it is on the boundary of C(g)ρ + J independent inequalities (equal to the number of
variables).
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To show that (4.49) is the “unique maximizer”, we need to verify that every neighboring corner
point has lower objective value, and to do this, it suffices to verify that by moving along any valid
direction within the Polytope, starting from assignment (4.49), the objective value is reduced.
This proves that point (4.49) is locally optimal, which implies it is also global optimal, since the
optimization is LP (and convex) [98]. In the rest of the proof, we use gj to be the mapping in
Definition 19 for j = 1, . . . , Iρ, and σj to be the permutation of indexes {1, . . . , J} as defined in
Proposition 8.
We define ∆ηi := η′i − η
(g)
i for i ∈ {1, . . . , C
(g)
ρ }, and ∆θj := θ′j for j ∈ {1, . . . , J}, where
η′i and θ
′
j are the values of a feasible point. We prove that the change in objective is negative
considering only one positive ∆ηi for some i ∈ {1, . . . , C(g)ρ } \ {gj : j = 1, . . . , Iρ}, while the
other ∆ηis in this set are 0, and constraints (4.48b)–(4.48f) are not violated. This suffices because
any feasible point can be constructed as a convex summation of the changes ∆ηi and if individual
changes reduce objective, their convex sum will reduce the objective too.
Suppose i? ∈ {1, . . . , C(g)ρ } \ {gj : j = 1, . . . , Iρ} is the index for which ∆ηi? > 0. A
feasible point will necessarily satisfy the following set of equations, which correspond to C(g)ρ + J
constraints (specifically, (4.48b), (4.48c) for j ∈ {σj′ : j′ = 1, . . . , Iρ}, and (4.48f) for j =
1, . . . , J) which held as equalities at point (4.49),
−∆θj ≤ 0, j = 1, . . . , J,








σj ∆ηg` −∆θσj ≤ 0, j = 1, . . . , Iρ − 1,
∆ηi? +
∑Iρ
j=1 ∆ηgj ≤ 0.
(4.50)
Notice that the conditions (4.50) are not necessarily sufficient so even if all of them are satisfied the
resulting point may be infeasible. Nevertheless, we prove that in any case the objective function
will be reduced. The change in value of objective function is given by
∆F :=
∑Iρ




Given the conditions (4.50), we show (4.51) will be negative by finding constants β > 0,
βj > 0, j = 1, . . . , Iρ, and γj > 0, j = 1, . . . , J , such that




















j=1 γj (−∆θj) . (4.52)
It is not difficult to show by matching the coefficients of (4.51) and (4.52) that the values of β,
βj , for j = 1, . . . , Iρ and γj for j = 1, . . . , J , are strictly positive for the choice of Z and Zi’s in
the proposition’s statement. The details can be found in Section 4.9.9. 
We next prove the following lemma for the local derivatives over subintervals [τn, τn+1) defined
in Section 4.5.3.
Lemma 17. Consider the Lyapunov function V (z) defined in (4.46). We can choose the constant
ξ > 2K + 1 sufficiently large such that the following holds. If at a regular time t, V (z(t)) > εV ,











(yj(t)− ρj)+ + o(1), (4.53)
with probability greater than 1− o(L−2).
Proof of Lemma 17. The proof of Lemma 17 is based on using (i) properties of fluid limits in
Proposition 12, and (ii) the boundedness of local derivatives (Lemma 21 in Section 4.9.7), and (iii)
the fact that d
dt
(yj(t)− ρj)+ ≤ −µj(yj(t)− ρj)+.
The detailed proof can be found in Section 4.9.10. 
Finally, by using Lemma 17, we can show that change of V (z(t)) is negative, almost surely,
by averaging the change of V (z(t)) over all the subintervals [τn, τn+1) of [t, t + ε). We state this
formally in Proposition 14 below.
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Proposition 14. For function V (z), as defined in (4.46) and (4.47), there is a constant ξ > 2K+1,
such that if z(t) ∈ Γ[ερ] \ Γ?, then ddtV (z(t)) < 0.
Proof of Proposition 14. Note that at any regular time t,
d
dt































. Hence, using the division of [t, t + ε) into NL
subintervals [τn, τn+1) of equal size, as defined in Section 4.5.3, we can write
d
dt






























= −δ(εV ) < 0,
where in (a) we used (4.53) of Lemma 17 in every subinterval [τn, τn+1] and in (b) we used the
property that
∑NL
n=1 o(1)/NL = o(1).















(yj(t)− ρj)+ > 0.
The probability that (4.53) holds for all NL subintervals, is at least 1 − NLo(L−2) = 1 − o(L−1),
which follows from NL = Θ(1/f(L)) based on Definition 27. Hence, P(EL) < o(L−1), and
d
dt






−1) <∞, and by the Borel-Cantelli Lemma [90], d
dt
V (z(t)) <
0, almost surely. 
Propositions 13 and 14 complete the proof of Theorem 12.
Proof. The proof follows from Theorem 12 and Theorem 9 and 10. The details are standard and
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Figure 4.2: Global greedy vs. optimal, as
workload αρ increases. The rewards coin-












































Figure 4.3: The reward of DRA as a fraction
of the optimal reward (left y-axis), and that of
the global greedy (right y-axis).
















Figure 4.4: Convergence of the reward of DRA
to that of the global greedy assignment over time
when L = 180 servers.






















Figure 4.5: Comparison of the reward of
DRA over time with alternatives simulated
on 2 million tasks extracted from Google
trace.
can be found in Section 4.9.11.
Remark 9. Note that we did not make any assumption on the magnitude of ρ. In fact the interesting
scenario occurs when ρ is high such that a nonzero fraction of traffic has to be rejected. Recall the
region Λ in (4.21). Theorem 11 holds even if ρ is outside Λ. In this scenario a nonzero fraction of
traffic has to be rejected even by the optimal policy.
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vCPU Memory: GB per vCPU
Small Large Memory-Opt. CPU-Opt. Regular
2, 4, or 8 32 or 64 8 or 16 1 or 2 4
Table 4.1: Representative VM instances based on combination of vCPU and Memory.
4.7 Simulation Results
In this section, we evaluate the approximation ratio and convergence properties of DRA. We
start by choosing the VM types considering the VM instances offered by major cloud providers like
Google Cloud, are mainly optimized for either memory, CPU, or regular usage. Further, instances
are priced proportional to the resources they request, with each resource having a base pricing rate.
To simplify simulations, we considered instances that only have memory and CPU requirements.
In particular, we used representative VM instances, based on combination of vCPU and memory
in Table 4.1. Lastly, each vCPU usage generates 8 reward per unit time, while each GB of memory
generates 1. This choice was made based on the relative pricing of CPU and memory of VMs
offered by Google Cloud, according to which 8 GB memory is approximately priced as much as 1
vCPU†.
We generated random collections of VM types, each with three small and three large VMs, with
vCPU and memory chosen randomly from Table 4.1. Servers always have capacity of 80 vCPUs
and 640 GB of memory. The normalized workload ρj for each VM type j is selected uniformly at
random between 0.2 to 2.
The statistics we obtained based on 50 randomly generated VM collections and workloads
was that, in 23 of them reward of global greedy was identical to the optimal, on average its ratio
compared to optimal was 0.972 and in the worst case it was no less than 0.86. Recall that optimal
can be found by solving optimization (4.6). For the rest of simulations, we considered a subset of
the worst-case VM collection and its corresponding workload, namely, VM types are: (1, 1), (4,
16), (2, 32), (32, 256), and ρ rounded to (2, 1/2, 4/3, 1).
To better understand how workload may affect the approximation ratio, we study this worst-
†(2020). Google compute engine all pricing, [Online]. Available: https : / / cloud . google . com /
compute/all-pricing (visited on 01/29/2020).
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case example and scale its workload ρ by a factor α that ranges from 0 to 10. Figure 4.2 shows
the reward for the global greedy U (g)[αρ] and the optimal reward U?[αρ]. We notice there are two
critical α points. Before the first point, the workload is low enough such that the global greedy
assignment can fully accommodate it, hence its reward is the same as the optimal which should also
be able to accommodate the full workload. The second point is a point above which the workload
is high such that it is possible to assign the configuration of maximum reward to all servers without
leaving any slots empty. In this case, both the rewards will coincide again, and take the maximum
possible value.
In Figure 4.2, the two critical points are α = 6/7 and α = 6. The worst ratio between the
reward of global greedy and the optimal occurs at α = 1, which is ≈ 0.862. Note that in general
U (g)[αρ] and U?[αρ] might coincide even between the critical points although this is not the case
for this example.
To study the impact of the number of servers L, we run DRA in systems with various number of
servers, and compare the obtained average normalized reward (normalized with L) with the global
greedy reward U (g)[ρ], and the optimal reward U?[ρ]. The arrivals are generated at rate ρjL, and
service times are exponentially distributed with mean 1.
The result is depicted in Figure 4.3, which clearly shows that as the number of servers L
becomes large, DRA approaches the global greedy reward and 86% of the optimal reward. Further,
Figure 4.4 shows how the reward of DRA evolves over time and converges to the global greedy
reward when L = 180.
Lastly we simulate our algorithm using a more realistic setting with arrival and departure times
extracted from Google cluster dataset [0]. We only extracted tasks which were completed within
the time window of the trace and used the first 2 million in simulation which give a large enough
sample. Tasks were converted to VMs by taking the largest of their requested resource and round-
ing it up to the closest power of 1/2. Their reward is equal to their rounded size multiplied by a
factor that depends on their priority. Factor is 1, 3, 9 for priorities 0, 1, 2 respectively. Two VMs
have the same type if both their priority and normalized size are equal.
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Figure 4.5 shows the performance of our algorithm over time, when simulated in a system of
800 servers of size 1 and in comparison with two alternatives and an ideal metric, which can be
described as follows:
• Ideal metric solves optimization 4.5 with Ŷj being the number of jobs in a system that rejects
no jobs. This metric is an upper bound on the performance of any online algorithm.
• Power-of-d-choices algorithm picks on each arrival d servers and schedules the VM arrived
to the least loaded one if it fits [76]. We picked d = 5 but behavior of the algorithm is not
expected to change significantly for larger d.
• DRA with preemptions is simply an extension to our algorithm that preempts VMs of pri-
ority 0 when a VM of type j with priority 1 or 2 gets rejected. Notice that preemptions of
low priority tasks is already considered in similar scenarios that come up in Google cluster
setting [51]. Specifically our algorithm attempts to preempt VMs of priority 0 starting from
those of smallest size and stops if the total size of the preempted VMs is at least the total size
of the VMs that should be reserved for type-j. The algorithm finds which VMs to preempt,
if any, the same way it finds VMs to migrate.
We notice that power-of-d-choices algorithm is better in parts of trace, because reservation of
DRA is not sufficient to account for spikes in demand. This particularly hurts its performance
if VMs demanded have higher priority than those scheduled. Power-of-d-choices in comparison
does not efficiently use the resources of all servers which makes its performance worse on average
but better at spikes. DRA with preemptions is clearly better in comparison to both alternatives
as it resolves both problems. The addition of preemptions only show the possibilities of our core
algorithm and how it can be adapted in more realistic scenarios to improve performance. We deem
that the results will be reproducible to the extend that the workload exhibits similar behavior.
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4.8 Discussion
In this work, we proposed a VM reservation and admission policy that operates in an online
manner and can guarantee at least 1/2 (and under certain assumptions, 1 − 1/e) of the optimal
expected reward. We designed the policy assuming that only the system’s current load is known.
The policy strikes a balance between good VM packing and serving high priority VM requests, by
maintaining only a small number g(L) = ω(logL) of reserved VM slots at any time.
Although we considered that the policy classifies and reassigns servers at arrival and departure
events, this was only to simplify the analysis, and in practice CRA can make such updates peri-
odically, by factoring all arrival or departures in the past period in its input for the current period.
Further, if a more accurate estimate of the workload is available, we can incorporate that estimate
in the vector Ŷ used by DRA, to improve the convergence time.
Moreover, the policy can be extended to a multi-pool server system, where constant fractions
of servers belong to different server types.
4.9 Supplementary Proofs
4.9.1 Proof of Proposition 8
We omit the notation [ρ] for compactness. Also we use the following notations for shorthand
purposes







































As a convention, if minimum is attained by more that one indexes, the lowest one is chosen. We
define
σ := (amin(1), amin(2), . . . , amin(J)),
z(j) := assgn(j), j = 1, . . . , J.
(4.56)
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We can verify that σ and its corresponding values z(j) satisfy all the conditions of Proposition 8. It
remains to prove that this permutation σ is unique.
Suppose there is another permutation σ′ := {σ′1, σ′2, . . . , σ′J} that satisfies the properties of
















and compare Djσj to D
j
σ′j
. We will reach a contradiction in all possible cases, which proves that
permutation σ is unique.
1. If Djσj > D
j
σ′j
, then σj := amin(j) is not the minimizer of (4.55) and this contradicts the
definition of amin(j).
2. If Djσj = D
j
σ′j
, then we consider the index ja for which σj = σ′ja and the index jb for which
σ′j = σjb . This implies
Djσjb
= Djσ′j
















z(`) = ρσj .
(4.58)
We also notice that j < ja, since σj 6= σ′i for i = 1, . . . , j and similarly j < jb. Then,
considering (4.58), assumption (4.8), j < ja and j < jb, we get σ′j < σ
′
ja and σj < σjb which
are contradictory as they imply





3. If Djσj < D
j
σ′j
, then we consider the index ja for which σj = σ′ja . Then for permutation σ
′ to be
























where (a) is a consequence of Djσj < D
j
σ′j






z(`) < 0, (4.61)
which contradicts the assumption z(`) ≥ 0 for ` = j + 1, . . . , ja, if we consider k(`)σ′ja ≥ 0 for
` = j + 1, . . . , ja.
4.9.2 Counter Example of Monotone Greedy
Example is meant to highlight that Monotone Greedy Propert can be violated even under fairly
simple assumptions i.e. all job types are one dimensional and their reward is proportional to their
size.
Proposition 15. The following system does not satisfy the monotone greedy property. Servers have
one resource of size 1 and there are 3 job types with resources 1/16 + 6ε, 5/16− 2ε, 3/16 + ε. The
reward of each job type is equal to its resource size.
Proof. We choose workloads to be ρ1 = (1/3, 5/3, 7/3) and ρ2 = (5/9, 5/3, 7/3) and we see
ρ1 ≤ ρ2. The workload greedy assignment for ρ1 consists of configurations k1 = (1, 3, 0),
k2 = (0, 2, 2) and k3 = (0, 0, 5) each assigned to 1/3 of the servers in the order presented. The
workload greedy assignment for ρ2 consists of configurations k1 = (1, 3, 0) and k3 = (0, 0, 5)
which are assigned to 5/9 and 4/9 servers respectively. The total reward of the first is 141
144
+ ε
and of the second 140+320ε
144
. From a direct comparison, it is obvious that U (g)[ρ1] < U (g)[ρ2] if
ε < 1/176.
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4.9.3 Proof of Proposition 9




= 0 = x
(g)
k . Hence, it remains to prove the proposition for k ∈ K(g), i.e., for k̄(i),
i = 1, . . . , C(g). For this we will use the following Lemma.




| ≤ (K + 1)i−1, (4.62)
where X̂L
k̄(i)
= GPA(Lρ) when the number of servers is L and K is an upper bound on the maxi-
mum number of jobs in any configuration.
Proof. For shorthand purposes, define X̂ai := X̂
L
k̄(i)
(t) and X̂bi := Lx
(g)
k̄(i)
. By definition of global
greedy assignment, for every i ∈ {1, . . . , C(g)}, one of the following holds:













Similarly, for GPA, there is an index IL such that one of the following holds:
1. For i ∈ {1, . . . , IL − 1}, there is j ∈ J such that Lρj jobs fit in X̂a` servers assigned to
k̄(`) for ` = 1, . . . , i, but not in X̂a` servers assigned to k̄
(`) for ` = 1, . . . , i− 1 and X̂ai − 1
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servers assigned to k̄(i). This implies that
X̂ai k̄
(i)















2. For i ∈ {IL, . . . , C(g)}, all servers are assigned to one of the configurations k̄(`) for ` =





We can show inductively that for any i ∈ {1, . . . , IL − 1} and for large enough L, if (4.65)
holds then (4.63) holds for the same job type j. By assuming otherwise we can easily reach a
contradiction (details are omitted). This means we can replace Lρj in (4.65) with the right hand
side of (4.63). Also with similar arguments we can prove that if (4.66) holds then (4.64) holds as
well. Therefore, for i = 1, we either get X̂a1 = X̂
b











Hence, in either case, we have |X̂a1 − X̂b1| < 1, which proves (4.62) for i = 1. Now suppose the
statement is true for indexes 1, . . . , i− 1. We show that it is also true for i.
If (4.65) holds, then by replacing Lρj in (4.65) with the right-hand-side of (4.63), we get

















≤ K, ` = 1, . . . , i− 1, we get
|X̂ai − X̂bi | ≤ 1 +
i−1∑
`=1
K(1 +K)`−1 = (1 +K)i−1.
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If instead (4.66) holds, then since (4.64) also holds, and we get







(1 +K)`−1 < (1 +K)i−1.
This completes the proof of (4.62) for arbitrary i.




∣∣∣∣∣ ≤ limL→∞ (K + 1)i−1L = 0.
4.9.4 Proof of Proposition 10
Consider a system with J job types. Suppose type-i jobs, for each i = 1, . . . , J − 1, can fit J
times in an empty server, and type-J jobs can fit N + 1 times. Suppose the configuration that uses
1 job of each type i and N jobs of type J is feasible as well. The aforementioned configurations
will be maximal if we assume we have J + 1 resources and
• each type-i job, i = 1, . . . , J − 1, occupies 1/J of resource i and 1/J of resource J + 1.
• each type-J job occupies 1/(N + 1) of resource J and 1/(JN) of resource J + 1.





u, and each type-J job





u. Let the workload ρ be such that ρi = 1 for i = 1, . . . , J − 1
and ρJ = N .
In this example, the global greedy assignment assigns only the J configurations that consist of





























The optimal assignment assigns the configuration that uses 1 job of each type i and N jobs of type



































1− (1− 1/J)J−1 + (1− 1/J)J−1










(1− 1/J)J = (1− 1/e). (4.70)
4.9.5 Proof of Proposition 11
For the proof of this proposition we will need the following Lemma






(t), after a job
arrival or departure event, is at most (K + 1)i−1, where K is an upper bound on the maximum
number of jobs in any configuration.







(t) < L before and after an
event, as otherwise the range of change of any X̂L
k̄(i)
(t) will be even smaller, because of the extra
constraint. Consider an arrival or departure event takes place. We denote the values X̂L
k̄(i)
(t) for
i ∈ {1, . . . , C(g)}, as given by Algorithm 4, before and after the event by X̂ai and X̂bi respectively.
We define i? to be the first index in {1, . . . , C(g)} for which X̂ai? 6= X̂bi? so for ` ∈ {1, . . . , i?−1}
we have X̂` := X̂a` = X̂
b
` . We also define for j ∈ {1, . . . , J}, Yj := Y Lj (t) + g(L), where Y Lj (t) is
the number of jobs in the system before the event. Finally we define ζ to be 1 if the event is arrival
and −1 if the event is departure.
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We prove by induction that for i ≥ i?, |Xai −Xbi | ≤ (1 + K)i−i
? . We start with the base case
i = i?. Before any event, we know there is some j ∈ J such that Yj jobs fit in X̂a` servers assigned
to k̄(`) for ` = 1, . . . , i, but not in X̂a` servers assigned to k̄
(`) for ` = 1, . . . , i − 1 and X̂ai − 1
servers assigned to k̄(i). This implies
X̂ai k̄
(i)















We can use similar argument after the event when Yj changes to Yj + ζ , i.e.,
X̂bi k̄
(i)















Algebraic manipulations based on this set of equations shows






or equivalently |X̂ai − X̂bi | ≤ 1.
Now consider i > i? and suppose for ` = i?, . . . , i − 1, |Xa` − Xb` | ≤ (1 + K)`−i. Similar to














































With algebraic manipulations, we get


















≤ K for ` = i?, . . . , i− 1, we get








The result for XL
k̄(i)





(t) then after an event XL
k̄(i)
(t) may not increase more than what X̂L
k̄(i)
(t)
does, which is at most (K + 1)i−1. Similarly, it may not decrease more than the increase of
XL
k̄(`)
(t) for ` = 1, . . . , i− 1 which is at most
∑i−1
`=1(K + 1)
`−1 < (K + 1)i−1,
or more than the decrease of X̂L
k̄(i)









(t) it means server of Reject
Group assigned to k̄(i) is not empty so maximum decrease of XL
k̄(i)






(t) then no server not assigned to a configuration k̄(`) for ` = 1, . . . , i − 1
will be empty. Then after an event XL
k̄(i)
(t) may not increase more than the decrease of XL
k̄(`)
(t)
for ` = 1, . . . , i− 1 which is at most
∑i−1
`=1(K + 1)
`−1 ≤ (K + 1)i−1 − 1.
and decrease of XLk (t) with k 6∈ {k̄(`) : ` = 1, . . . , i}, which is at most 1 since none of them
was empty and at most one may empty after each event. Thus, the total decrease of all servers
that may be reassigned to k̄(i) is no more than (K + 1)i−1. Also decrease is at most (K + 1)i−1









`=1 (K + 1)
`−1 < (K + 1)C
(g)−1.
Finally, it trivially follows that the maximum change of XL(e)
k̄(i)
(t) is (K + 1)i−1 as well, for i =







We can now prove the existence of fluid limits of the process XL(e)k (t), for k = k̄
(i), i =
1, . . . , C(g).
For each job type j, we define two independent unit-rate Poisson processes Πai (·) and Πdi (·).
By the Functional Strong Law of Large Numbers, almost surely,
Πai (Lt)
L




→ t, u.o.c. (4.71)
where u.o.c means uniformly over compact time intervals.
Define haj,k(S
L(t)) and hdj,k(S
L(t)) to be the amount of change inXL(e)k (t) due to an arrival and




k (t) = X
L(e)
k (0) + A
L
k(0, t)−DLk (0, t) (4.72)
where, for any 0 ≤ t1 < t2, without loss of generality, we construct the arrival and departure
























where Tn is the time of the n-th jump in corresponding Poisson processes. By Lemma 19,
|haj,k(SL(t))|, |hbj,k(SL(t))| ≤ (1 + K)C





DLk (t1, t2) in (4.72) are asymptotically Lipschitz continuous, which implies that they have a con-



















Πaj (λjL(t2 − t1))M = λjM(t2 − t1),
(4.73)
where we used (4.71) to get almost sure convergence. We can similarly bound 1
L
DLk (t1, t2) by
noting that Y Lj (s) ≤ LK. Hence, with the stated initialization, the scaled process X
L(e)
k (t)/L
converges to a Lipschitz continuous sample path x(e)k(t) along the subsequence [67]. Similarly,
it can be shown that the fluid limits of processes xLk(t) and x̂
L
k(t) exist and they are Lipschitz
continuous.
Similarly, Y Lj (t) increases by at most 1 every time a type-j job arrives and decreases by 1 every
time a type-j job in the system departs. Hence, fluid limits of y(L)j (t) also exist by asymptotic
Lipschitz continuity.
4.9.6 Proof of Lemma 16
For each job type j, the number of type-j jobs in the system is bounded by the number of type-j
jobs in an M/M/∞ system where all arrivals are accepted. This implies that yj(t) is also bounded
by the fluid limit of type-j jobs in the M/M/∞ system, i.e.,




This implies yj(t) ≤ ρj + (yj(0)−ρj)e−µjt. Considering that for any initial state z(0), yj(0) ≤ K,
we can get that yj(t) < ρj + ερ if t > Tερ,j where Tερ,j =
− log ερ+logK−ρj
µj
. Finally, we can choose
Tερ := maxj∈J Tερ,j .
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4.9.7 Bounds on the Change of Scaled Processes
In this section, we provide a few lemmas which will be used in the proofs later. Their proofs
are straightforward and based on concentration inequalities for Poisson distribution.
Lemma 20. Consider a time interval [τa, τb), and a Poisson process N , with N [τa, τb] being the
number of events of the process in [τa, τb), and function f(L) as given in Definition 27. Then we
have:
If rate of N is at least Lλ and length of [τa, τb) is at least cf(L),
P
(
N [τa, τb] > Lλcf(L) + o(Lf(L))
)
≥ 1− o(L−2). (4.75)
If N has rate exactly Lλ and length of [τa, τb) is at least cf(L),
P
(
N [τa, τb] = Lλcf(L) + o(Lf(L))
)
≥ 1− o(L−2). (4.76)
Lastly if N has rate at most Lλ, and length of [τa, τb) is at most cf(L),
P
(
N [τa, τb] < Lλcf(L) + o(Lf(L))
)
≥ 1− o(L−2). (4.77)
Proof. The proofs of all the cases are based on the tail bounds of Poisson distribution. Specifically,
we use the following bounds‡.
For a Poisson random variable X with mean λ we have


















‡(2015). Distribution bounds, [Online]. Available: http://www.stat.yale.edu/~pollard/Books/
Mini/.
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Then, in the case that the rate is at least Lλ and length of interval is at least cf(L), we have
that for any ε′ > 0







Last expression is o(L−2) which can be shown by taking its logarithm and using the fact that
logL = o(f(L)L) by Definition 27.
Since ε′ was arbitrary, we eventually get
P (N [τa, τb] > cf(L)λL+ o(f(L)L)) < o(L
−2). (4.79)
Other cases can be shown in a similar way.
Lemma 21. Consider a time interval [τa, τb) ⊂ [tn, tn+1), with tn defined in Section 4.5.3. Assume
that the interval is of length at most εf(L), for function f(L) as in Definition 27, and constant








k̄(i),j(τa) > −Bi+1εLf(L) + o(Lf(L)) (4.81)
where Bi := (K + 1)i−12(Kµmax +
∑J
i=1 λj).
Proof of Lemma 21. The state changes only at arrivals and departures. By definition of τn, τ0 = t,
and by Lipschitz continuity of y(t), for any time τ ∈ [τn, τn+1], and j ∈ J , yLj (τ) = yj(t) + O(ε),
almost surely, for L large enough along the subsequence.
Let Nad[τa, τb] be the number of arrival or departure events of any job type in the interval
[τa, τb). This process is Poisson with rate at most L(µjyj(t) + O(ε) + λj) < LR̂, where R̂ :=
2(Kµmax +
∑J
j=1 λj). Also εf(L) is an upper bound on length of interval [τa, τb), so by applying
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Lemma 20, we have
P
(
Nad[τa, τb]− εR̂f(L)L > o(f(L)L)
)
< o(L−2). (4.82)
Now suppose the event Nad[τa, τb] < εR̂f(L)L + o(f(L)L) holds. The absolute change that
occurs to variables XL(e)
k̄(i)




(τb)−XL(e)k̄(i) (τa) ≥ −Nad[τa, τb](K + 1)
i−1 ≥
− R̂(K + 1)i−1εLf(L) + o(Lf(L)) = −BiεLf(L) + o(Lf(L)).















− Y Lj (τb) + Y Lj (τa). (4.83)

















− Y Lj (τb) + Y Lj (τa) ≥ −R̂εLf(L) + o(Lf(L)). (4.84)
Lemma 22. Consider function f(L) as in Definition 27 and, a time interval [τa, τb) with length at
most f(L). Suppose for some i ∈ {1, . . . , C(g) − 1}, we have that at any time τ ∈ [τa, τb)
max
j∈J :k̄(i)j >0
qLk̄(i),j(τ) < 0. (4.85)


























(t), which is strictly positive and is the number of servers without
effective configuration in k̄(`) for ` = 1, . . . , i. Notice that due to (4.85), rank 1 servers in this set
will always belong to Reject Group servers RG(i) (Definition 22).
Since there are at most C different configurations, one of the configurations, say k, is assigned
to at least p
C
servers without effective configuration in k̄(`) for ` = 1, . . . , i at the fluid limit at time
t, i.e., xk(t) ≥ p′ := pC > 0. We also define set J
? := {j : kj > 0} with cardinality J?.
Due to migrations performed on departure instances, at least one server in RG(i) gets empty,
when, for every j ∈ J ?, the number of type-j jobs that departs is at least the number of type-j
jobs that are in the servers of RG(i). This is because any type-j departure will create a new empty
type-j slot in the servers of RG(i), if there is a type-j job in any of them. Hence one of the servers
in this set will empty after at most CK jobs of each job type in J ? depart, where CK is an upper







(τb − τa)− εLf(L)
)
. (4.87)
If τb − τa < εf(L)JKCp′µmin , then
P
(
Ne[τa, τb]− p′µminL τb−τaJ < −εKCLf(L)
)
≤
P (Ne[τa, τb] < 0) = 0.
If instead τb − τa ≥ εf(L)JKCp′µmin , then we consider the counting process DJ ?(τ) defined as follows.
DJ ?(τa) = 0 and it is incremented at times τ (i) for i ∈ Z+ if τ (i) is the first time since τ (i−1)
at which at least one departure of type j occurred for all j ∈ J ? and as a convention τ (0) = τa.
Based on arguments so far, the process Ne[τa, τb] will increment by at least 1 between times τ (i)
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(τb − τa) < −εKCLf(L)
)
= o(L−2).




(τb − τa) + o(Lf(L)), (4.88)
which implies (4.86). 
4.9.8 Proof of Proposition 12
We prove Proposition 12 for the following values of parameters:






where K is the maximum number of jobs in a server, µmin := minj∈J µj , µmax := maxj∈J µj ,
v := 12K µmax
µmin





































Before presenting the main proof, we state a few lemmas.
Lemma 23. The fraction of servers without effective configuration in the set {k̄(i) : i = 1, . . . , Cα(t)},


































































Lemma 24. Consider an interval [τa, τb) ⊆ [τ (m)n , τ (m+1)n ), with τ (m)n being defined in Section 4.5.3
and the corresponding driving set of indexes J̄ [m] = {ji : i = 1, . . . , G}. If the following holds



































Now assume that for every ` ∈ {1, . . . , i− 1},
∇xL(e)
k̄(`)










































In (a), we used the fact that sum of a finite number of o(f(L))
τb−τa
terms is still o(f(L))
τb−τa

Lemma 25. Suppose z(t) ∈ Γ[ερ], and for every i ∈ {1, . . . , G}, hJ̄ [m],(i)(t) is defined as in (4.36),
and G ≤ Cα(t) with Cα(t) as in Definition 26. Then
|hJ̄ [m],(i)(t)| < µmaxαi + µmax
i−1∑
`=1
2(K + 1)i−`α`. (4.95)
Proof. Let J̄ = J̄ [m]. The proof is by induction.
Base Case: It suffices to show that hJ̄ ,(1)(t) < µmaxα1 and hJ̄ ,(1)(t) > −µmaxα1.






























To show hJ̄ ,(1)(t) > −µmaxα1, we use the fact that yj1(t)−ρj1 < ερ (since z(t) ∈ Γ[ερ]) which












In (a), we used that ερ < α1, which is due to (4.92).
Inductive Case: We assume (4.95) is true for all indexes up to i − 1. Then we can upper and
lower bound hJ̄ ,(i)(t) as follows.
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To show hJ̄ ,(i)(t) < µmaxαi + µmax
∑i−1
`=1 2(K + 1)




































































The rest of the inequalities come from recursive application of (4.95) and algebraic manipulations.
To show hJ̄ ,(i)(t) > −µmaxαi−µmax
∑i−1
`=1 2(K+1)










































In particular for (a) we used that ερ < α1 < αi, which is due to (4.92) and (4.89). We also made
recursive use of (4.95). 



































































(t) ≤ yj(t). In (b) we used ρj − yj(t) ≥ −ερ





(t) > −α` as implied by (4.33) for ` ≤ i− 1 ≤ Cα(t).
Main Proof of Proposition 12:
As a reminder in what follows we will use the notations J̄ [m] = {ji : i = 1, . . . , Gm} and
`m := Gm+1, given in description of Proposition. If not clear from context, we will make the asso-
ciation of ji withm explicit using also the notation ji[m]. Notice that for anym ∈ {0, . . . ,Mn−1},
`m ≤ Cα(t).
Proof of Property P.1.:
This property follows from two claims.
Claim 1. Consider m ∈ {0, . . . ,Mn − 1}. If for every i ∈ {1, . . . , `m − 1}, qLk̄(i),ji[m](τ
(m)
n ) =
o(Lf(L)) with probability 1− o(L−2), then (4.41) holds with probability 1− o(L−2).





n ) = o(Lf(L)) with probability 1− o(L−2).
Proof of Claim 1:
Base Case i = 1:






[τ (m)n , τ ] = λj1 − µj1yj1(t) +
o(f(L))
τ − τ (m)n
, (4.99)





















′) ≥ 0. (4.101)





























Proof of (4.102): We will now prove (4.102) by considering two cases depending on length of
τ ′ − τ (m)n .
We consider












Case (4.104): We notice xL(e)
k̄(1)
(τ) will change by at most 1/L at each arrival or departure
according to Lemma 19 and thus k̄(1)j1 x
L(e)
k̄(1)
(τ) will change by at most K/L.
The number of arrivals and departures in [τ (m)n , τ ′] is stochastically bounded by a Poisson Pro-
cess of rate
(∑
j∈J λj + Kµmax
)
L on an interval of length at most εf(L)
4KR
, which, according to






























≥ 1− o(L−2). (4.106)











It is now easy to verify that equations (4.106) and (4.107) imply (4.102).
Case (4.105): In this case we notice using Lemma 20 for the process of jobs of type j1 in the
























n )) + L(λj1 − µj1yj1(t))(τ ′ − τ
(m)
n ) + o(Lf(L)),














(λj1 − µj1yj1(t)) +
o(f(L))







(λj1 − µj1yj1(t)) + o(1),
(4.108)
where in (a) we just used (4.105). Let




Then we also have, using Lemma 20 for the process of jobs of type j′ in the system which is











(τ (m)n ))− L(yLj′(τ ′)− yLj′(τ (m)n ))





(τ (m)n ))− L(λj′ − µj′yj′(t))(τ ′ − τ (m)n ) + o(Lf(L)),
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which holds with probability 1− o(L−2) and therefore it implies (4.102).
Proof of (4.103): We will now prove (4.103) by considering two cases depending on length of
τ − τ ′.
We consider















Case (4.113): Following the same arguments as in the case of (4.104) we can infer the equiva-




























Case (4.114): First we will prove that
qLk̄(1),j1(τ





n ) ≥ −ε2f(L) + o(f(L)), (4.119)
which both will hold with probability 1 − o(L−2). The analysis for this is same as with the proof
of (4.102) so we highlight only the parts that are different.
• Instead of considering cases τ ′ − τ (m)n ≤ εf(L)4KR and τ
′ − τ (m)n > εf(L)4KR , we should consider
τ ′ − τ (m)n ≤ ε
2f(L)
2(K+1)R




• If interval is short, we have to bound the change of one variable i.e. 1/LqL
k̄(1),j1
(τ) which
changes by at most (K + 1)/L.




n ) = λj1−µj1yj1(t) + o(f(L)), we can get through (4.108) that
1/LqL
k̄(1),j1
(τ ′) = o(f(L)) with probability 1− o(L−2).
In this case, because of (4.118) we get
o(Lf(L))− ε2Lf(L) ≤ qLk̄(1),j1(τ



















(τ ′)) + L(λj1 − µj1yj1(t))(τ − τ ′) + o(Lf(L)),
(4.120)
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τ − τ ′









(τ − τ ′)
+
o(f(L))















< µj1α1 + µj1α1 + o(1) < 2µmaxα1 + o(1).
(4.121)
In (a) we applied (4.114) and properties of j1 which come from (4.27) and (4.32) for i = 1, while
in (b) we used (4.33) and (4.115).
Also from Lemma 22 and given that all the servers that empty during [τ ′, τ) will be assigned






































where (a) is due to Lemma 23. So far we proved that if (4.114) holds, (4.121) and (4.123) also
hold.









and because of that, the probability that (4.121) and (4.123) are both true is o(L−2).
This means that (4.113) holds with probability at least 1 − o(L−2), and thus the analysis of
(4.113) is sufficient for (4.103) to hold.
Inductive Case i > 1:
For i ∈ {1, . . . , `m} we have according to the assumptions of Claim 2 that qLk̄(i),ji[m](τ
(m)
n ) =
o(Lf(L)) with probability 1− o(L−2).
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What we need to prove is that under this assumption, for any time τ ∈ (τ (m)n , τ (m+1)n ), i ∈








[τ (m)n , τ ] = λji − µjiyji(t) +
o(f(L))
τ − τ (m)n
. (4.125)




n ) = o(Lf(L)).












(τ (m)n ))− (λji − µjiyji(t))(τ − τ (m)n )| ≤ εf(L)) ≥ 1− o(L−2).
(4.126)
For a given τ , let τ ′ to be the latest time in (τ (m)n , τ) such that
max
j∈J :k̄(i)j >0
qLk̄(i),j ≥ 0. (4.127)









































Proof of (4.128): We will now prove (4.128) by considering two cases depending on length of
τ ′ − τ (m)n , i.e., we have either













Case (4.130): We notice xL(e)
k̄(`)
(τ) will change by at most (1 + K)`−1/L at each arrival or












For the number of arrivals and departures in [τ (m)n , τ ′] which are Poisson processes with means
at most
(∑
j∈J λj + Kµmax
)
L on an interval of length at most εf(L)
4(1+K)iR
we have, according to





























= 1− o(L−2). (4.132)











It is now easy to verify that equations (4.132) and (4.133) imply (4.128).
Case (4.131): In this case we notice,
o(Lf(L)) = qLk̄(i),ji(τ
(m)































(τ (m)n )) + L(λji − µjiyji(t))(τ ′ − τ (m)n ) + o(Lf(L)),
which holds with probability 1−o(L−2) by applying Lemma 20 in the last step. It therefore follows
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τ ′ − τ (m)n





















(τ ′ − τ (m)n )
+
o(f(L))














where in (a) we applied (4.94) of Lemma 24 for indexes 1, . . . , i− 1, and used (4.131).
Next, let














L(e)(τ ′)k̄(`) − x
L(e)
k̄(`)











(τ (m)n ))− (λj′ − µj′yj′(t))(τ ′ − τ (m)n ) + o(Lf(L)),































′ − τ (m)n )
+
o(f(L))














where in (a) we applied (4.94) of Lemma 24 for indexes 1, . . . , i− 1, and used (4.131).












































which holds with probability 1− o(L−2) and therefore it implies (4.128).
Proof of (4.129): We will now prove (4.129) by considering two cases depending on length of
τ − τ ′.
We consider














Case (4.137): Following the same arguments as in the Case of (4.130) we can infer the equiv-















(τ ′)) ≤ εf(L)
4
)








= 1− o(L−2). (4.141)
which imply (4.129).
Case (4.138): First we will prove that
qLk̄(i),ji(τ






n ) ≥ o(f(L))− ε2f(L). (4.143)
Both will hold with probability 1− o(L−2). The analysis is same as with the proof of (4.128) with
the following changes.
• Instead of considering cases τ ′− τ (m)n ≤ εf(L)4(1+K)iR and τ
′− τ (m)n > εf(L)4(1+K)iR , we should consider
τ ′ − τ (m)n ≤ ε
2f(L)
2(1+K)iR




• If interval is short, we have to bound the change of one variable i.e. 1/LqL
k̄(i),ji
(τ) which changes
by at most (1 +K)i/L.




n ) = λji − µjiyji(t) + o(f(L)), we can get through (4.134) that
1/LqL
k̄(i),ji
(τ ′) = o(f(L)) with probability 1− o(L−2).
In this case, because of (4.142) we get












(τ ′)) + LyLji(τ)
− LyLji(τ











(τ ′)) + L(λji − µjiyji(t))(τ − τ ′) + o(Lf(L)),
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τ − τ ′






















(τ − τ ′)
+
o(f(L))
























































(1 +K)i−`α` + o(1).
(4.144)
In (a) we applied the properties of ji, from (4.27), (4.32), and (4.94) of Lemma 24, for indexes
1, . . . , i− 1, and then replaced τ − τ ′ with its bound from (4.138). In (b), we used property (4.33),







≤ K for ` = 1, . . . , i− 1. In (c), we used (4.139) and simplified.
Also from Lemma 22 and given that all the servers that empty during [τ ′, τ) will be assigned






























τ − τ ′
+
o(f(L))


































In (a) we applied (4.94) of Lemma 24 for indexes 1, . . . , i− 1 and used (4.138). In (b) we applied
Lemma 23 and equation (4.95) for indexes 1, . . . , i− 1 and simplified.
So far we proved that if (4.138) holds, (4.144) and (4.145) also hold.





















and because of that, the probability that (4.144) and (4.145) are both true is o(L−2). This means
that (4.137) holds with probability at least 1− o(L−2), and thus the analysis of (4.137) is sufficient
for (4.103) to hold.
Proof of Claim 2:
We will prove the result inductively on m. For m = 0, `m = 0 so there is nothing to prove, so
we will start with the base case m = 1 and then move on to the inductive step.
Base case m = 1:
In this case `m = 1 and 0 ≤ qLk̄(1),j1[1](τ
(1)




Inductive case m > 1, Base case i = `m: In this case
0 ≤ qLk̄(i),ji[m](τ
(m)
n ) < K
from which it trivially follows that
qLk̄(i),ji[m](τ
(m)
n ) = o(Lf(L)).





n ) = o(Lf(L)). Further, notice that ji[m− 1] = ji[m] for i = 1, . . . , `m − 1
so for simplicity we will refer to both as ji. Then we have that with probability 1− o(L−2),
qLk̄(i),ji(τ
(m)
n ) ≥ qLk̄(i),ji(τ
(m−1)
















− (λji − µjiyji(t))
)
×




In (a) we have used that (4.41) holds for index m− 1 in place of m.
Proof of Property P.2.:











n ) ≥ 0. (4.148)






























(τ (m,`m)n )− x
(e)
k̄(`m)

















(τ (m+1)n )− x
(e)
k̄(`m)
(τ (m,`m)n )− µmin
α`m
2






Proof of (4.150): We will now prove (4.150) by considering two cases depending on length of
τ
(m,`m)
n − τ (m)n .
We consider












Case (4.152): We notice x(e)
k̄(`m)
(τ) will change by at most (1 + K)`m−1/L at each arrival or
departure according to Lemma 19.
























(τ (m,`m)n )− x
(e)
k̄(`m)




= 1− o(L−2). (4.155)











It is now easy to verify that (4.155) and (4.156) imply (4.150).




































(τ (m,`m)n )− x
L(e)
k̄(`)
(τ (m)n ))− L(λj − µjyj(t))
(




which holds with probability 1−o(L−2) by application of Lemma 20 in the last step. If `m > Cα(t)


















































τ (m,`m) − τ (m)n


































































































In (a) we used: 1) (4.158) and (4.159), 2) equation (4.95) for indexes 1, . . . , `m−1, and 3) replaced
τ (m,`m)−τ (m)n with its bound from (4.153). In (b) we used Lemma 26 for indexes 1, . . . , `m. Finally,
in (c) we used (4.89) and (4.92).














with probability 1− o(L−2) which is equivalent to (4.150).
Proof of (4.151): We will now prove (4.151) by considering two cases depending on length of
τ
(m+1)
n − τ (m,`m)n and reach a contradiction for each of them.
We consider














Case (4.161): Following the same arguments as in the Case of (4.152) we can infer the equiv-








(τ (m+1)n )− x
(e)
k̄(`m)














= 1− o(L−2). (4.164)
which imply (4.151).




(τ (m+1)n )− x
L(e)
k̄(`m)


























































































Inequality (a) comes from applying to (4.165), the equation (4.94) of Lemma 24 for indexes
1, . . . , `m− 1. In (b) we used Lemma 23 and equation (4.95) for indexes 1, . . . , `m− 1. Finally, in
(c) we used (4.89).
















with probability 1− o(L−2), which is equivalent to (4.151).
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Proof of Property P.3.: Consider j = j(C(g)ρ ) given from Definition 28.



















−(λj − µjyj(t))(τ (m,C
(g)
ρ )














































(τ (m+1)n − τ (m,C
(g)
ρ )






To show why this is sufficient we first introduce the following notations

















f2[τa, τb] := min
j∈J






























































































≥ P1P2 = 1− o(L−2).
(4.170)






























Case (4.171): We notice xL(e)
k̄(`)
(τ) will change by at most (1+K)`−1/L at each arrival or depar-





















































(τ (m)n )) ≤
εf(L)
4
 = 1− o(L−2). (4.173)
Considering (4.171) holds, we will also have
P
(
(λj − µjyj(t))(τ (m,C
(g)
ρ )





It is now easy to verify that equations (4.173) and (4.174) imply (4.167).
Case (4.172): In this case we notice, using Lemma 20 for the process of jobs of type j in the
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− LyLj (τ (m,C
(g)
ρ )




















− L(λj − µjyj(t))(τ (m,C
(g)
ρ )
n − τ (m)n ) + o(Lf(L)),
(4.175)
























≥ (λj − µjyj(t))(τ (m,C
(g)
ρ )
n − τ (m)n ) + o(f(L)),
(4.176)
which implies (4.167).
Proof of (4.168): We will now prove (4.168) by considering two cases depending on length of
τ
(m+1)
n − τ (m,C
(g)
ρ )
n and reach a contradiction for each of them.
We consider






















Case (4.177): We notice x(e)
k̄(`)
(τ) will change by at most (1 + K)`−1/L at each arrival or

































































 = 1− o(L−2). (4.179)












 = 1. (4.180)
It is now easy to verify that equations (4.179) and (4.180) imply (4.168).
Case (4.178): In this case we notice that whenever a server without effective configuration in
set K̄ := {k̄(`) : ` = 1, . . . , C(g)ρ } empties, it will be assigned to one of the configurations of K̄.










































 (τ (m+1)n − τ (m,C(g)ρ )n ) > o(f(L)).
Since this holds based on Lemma 22 with probability 1− o(L−2), it implies (4.168).
4.9.9 Details of Proof of Proposition 13
We notice that the last equation of the system (4.50) is the same as the previous ones, if ∆ηi?
has a coefficient k̄(i
?)
σIρ := 1, ∆ηgj has a coefficient k̄
(g`)
σIρ := 1 for ` = 1, . . . , Iρ and ∆θσIρ = 0.
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k̄(g`)σIρ ∆ηg` −∆θσIρ ≤ 0.
As we showed in the main proof of Proposition 13, the values of β and βj , j = 1, . . . , Iρ, γj ,












Z = γj + βj j ∈ {σ` : ` = 1, . . . , Iρ}
Z = γj j ∈ {σ` : ` = Iρ + 1, . . . , J}.
(4.181)






> 0. We will now show k̄(g`)σ` β` > Zg`/2 > 0
for ` = 1, . . . , Iρ − 1, when Zi > (2K + 1)Zi+1, i = 1, . . . C(g)ρ − 1 based on assumptions. For
shorthand purposes we also define C := 2K + 1. The proof is as follows






















In (a) we used (4.181), according to which, considering β`′ > 0 for `′ = ` + 1, . . . , Iρ, we









Zgj ≤ KZgj and in (b) we used that for ` < j, Zgj <
C`−jZgj+`−j ≤ C`−jZg` .
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To prove β > 0, suppose m is the lowest index for which k̄(i
?)
σm > 0. Then we will have




















Inequality (a) uses just that k̄(g`)σ` β` > Zσ`/2 for ` = m, which we have already proved. Inequality








To show that gm < i? we notice that k̄(i
?) and k̄(gm) are two different configurations whose
job types belong to {σm, . . . , σJ} and k̄(gm) is the configuration of maximum reward that has this
property, so its index as given from Definition 18 should be lower then i?.
Lastly we need to show that γj > 0 for j = 1, . . . , J . If j ∈ {Iρ + 1, . . . , J} then γj = Z > 0.
If j ∈ {1, . . . , Iρ} then by using that for ` = 1, . . . , C(g)ρ we have Z > Z` because of (4.47) and
Zg` ≥ β` because of (4.181), we get
γj = Z − βj > Zgj − βj ≥ 0. (4.184)
4.9.10 Proof of Lemma 17
Consider the function f(L) as given in Definition 27. Recall that Zi > ξZi+1 for i =
1, . . . , C
(g)
















and Z is chosen such that Z > 4Z1. We first show the following lemma.


















Z(τ (m+1)n − τ (m)n )(µjyj(t)− λj)+ ≥
δ(εV )(τ
(m+1)
n − τ (m)n ) + o(f(L)).
(4.186)
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Proof. We will use P.1., P.2. and P.3. to refer to the properties of Proposition 12 and whenever we
apply such a property any resulting relation holds with probability 1 − o(L−2) as implied by the
Proposition.














Our objective is thus to find δ(εV ) such that




n − τ (m)n
, (4.187)
with probability 1− o(L−2).
We will analyze two separate cases depending on whether `m < C
(g)
ρ or `m = C
(g)
ρ .
Case `m < C
(g)


























n − τ (m)n ) + o(f(L)),
(4.188)
where (a) follows from definitions of ξ, for which Zi > ξZi+1, and α`m given in (4.185) and (4.89)














n − τ (m)n
, (4.189)
then it follows from (4.189) and (4.188) that




n − τ (m)n
. (4.190)
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n − τ (m)n
(4.191)
and
Z?i (λji − µjiyji(t)) ≥ 0 i = 1, . . . , `m − 1. (4.192)
A choice of constants Z?i that satisfies (4.191) and (4.192) for i = 1, . . . , `m − 1 is
Z?i = Z
′
i − 1(λji − µjiyji(t) < 0)Z2−i






Z ′` = Zi i = 1, . . . , `m − 1. (4.193)
We will now justify why this choice of Z?i satisfies (4.191) and (4.192). The requirement
(4.191) can be inferred by adding the next two relationships. The first relationship is
`m−1∑
i=1
































n − τ (m)n
,
(4.194)















Finally, we should prove that (4.192) also holds. If λji − µjiyji(t) ≥ 0 it suffices that Z?i > 0
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or Z ′i > 0. For this, we will show recursively that
2Zi > Z
′
i > 0, i = 1, . . . , `m − 1, (4.196)






= Z ′`m−1 > 0, (4.197)















































where in (a) we used (4.193), and in (b) we used Z` > (2K + 1)Z`+1 for any ` < `m − 1. Notice
that this claim is consistent with assumption Z` > ξZ`+1, since ξ > 2K + 1.
If λji−µjiyji(t) < 0, it suffices that Z?i < 0 or Z ′i < 2−iZ. We can get this result from (4.196),
which we proved earlier, as follows
Z ′i < 2Zi ≤ 2(2K + 1)−i+1Z1 < 2−iZ. (4.199)
where the last inequality is because 4Z1 < Z.
Case `m = C
(g)













































If C(g)ρ = C(g) the set {j ∈ J : k̄(C
(g)
ρ )
j > 0} is empty in which case we consider j′ = ∅.






























n − τ (m)n
,
(4.200)










































(z(t)) > 0⇔ z(t) 6∈ Γ?. (4.204)













i − 1(λji − µjiyji(t) < 0)Z2−i (4.206)
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where constants Z ′i are given by the following system of equations
1
(














Z ′` = Zi i = 1, . . . , C
(g)
ρ − 1. (4.207)
We will now justify why this choice of Z?i satisfies (4.200) and (4.202) and (4.203). To prove









































n − τ (m)n
,
(4.208)






















































[τ (m)n , τ
(m+1)









1(hJ̄ [m],(i)(t) > 0)∇xL(e)
k̄(i)






n − τ (m)n
,
(4.209)




















Then to prove (4.202) it suffices to show, just like in the case `m < C
(g)
ρ , that for i =
1, . . . , C
(g)
ρ − 1, Z?i > 0 if λji − µjiyji(t) ≥ 0, and Z?i < 0 otherwise, while for (4.203) to be


















then it suffices to show recursively
2Zi > Z
′
i > 0 i = 1, . . . , C
(g)
ρ . (4.211)
The process is very similar to the case `m < C
(g)
ρ .













































(t) for i = 1, . . . , C(g)ρ or equivalently if and











































(z(t)) has the properties of norm in space Γ[ερ] and since this space has finite





(z(t)) ≥ caV (z(t)) > caεV (4.213)
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Z?i (λji − µjiyji(t)) ≥ 0 i = 1, . . . , C(g)ρ . (4.215)
A choice of values of Z?i that satisfies those requirements for i = 1, . . . , C
(g)
ρ − 1 is
Z?i = Z
′
i − 1(λji − µjiyji(t) < 0)Z2−i (4.216)




























(z(t)) > 0⇔ z(t) 6∈ Γ?. (4.219)


































We will now justify why this choice of Z?i satisfies (4.214) and (4.215). To prove (4.214) we
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n − τ (m)n
, (4.221)
where (a) is due to P.3. and assumption fj′(t) < f(t).
By using systems of equations (4.216) and (4.218), we can show, similarly to the case `m <
C
(g)
ρ , that for i = 1, . . . , C
(g)




i > 0 i = 1, . . . , C
(g)
ρ . (4.222)








(z(t)) satisfies all the properties of a
norm in space Γ[ερ].
Also, since this space has finite dimensions all of its norms are equivalent which means there





(z(t)) ≥ cbV (z(t)) > cbεV . (4.223)
Determining δ(εV ): Expressions (4.190), (4.213) and (4.223) give a lower bound on W (m)(t)
in three different cases, thus for any m ∈ {1, . . . ,Mn} a value of δ(εV ) is the minimum of these
expressions i.e.











This completes the proof.













δ(εV )(τn+1 − τn)−
J∑
j=1
Z(τn+1 − τn)µj(yj(t)− ρj)+ + o(f(L)).
(4.225)
Since each of (4.186) holds with probability 1− o(L−2) and (4.225) is a finite sum of them, it will
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also be satisfied with probability 1− o(L−2).
To show that (4.225) implies (4.53), it remains to prove that
d
dt
(yj(t)− ρj)+ ≤ −µj(yj(t)− ρj)+. (4.226)






0 = 0. (4.227)






yj(t) ≤ λj − yj(t)µj = −µj(yj(t)− ρj), (4.228)
where in the last inequality we used the fact that rate that type-j jobs at fluid limit are admitted to
the system cannot be more than λj (not all type-j jobs that arrive are admitted), and existing type-j
jobs in the system depart at rate µjyj(t) in fluid limit.
4.9.11 Proof of Theorem 11
Using Theorem 12, we can first show that, as L → ∞, the sequence of stationary random
variables xL(e)(∞) converges in distribution to x(g) (the unique global greedy assignment), i.e.
xL(e)(∞) =⇒ x(g).
By Theorem 12, given an ε1 > 0, we can choose tε1 large enough such that ‖x(e)(t)−x(g)‖ ≤ ε1,





k (t) (u.o.c). Now for an ε2 > 0, and Ln large enough, we can choose an ε3 such that uniformly
over all initial states zLn(0) we have ‖zLn(0)− z(0)‖ ≤ ε3 and
P
(





















‖xLn(e)(tε1)− x(e)(tε1)‖ < ε1
)
> 1− ε2
which implies xLn(e)k (∞) =⇒ x
(g)
k , since ε1, ε2 were chosen arbitrarily. Since this holds for every
subsequence Ln of L, and all converge to the same limit x(g), we can conclude xL(e)(∞) =⇒ x(g)
(e.g., see Theorem 2.6 of [99]).
Next, denote the normalized reward of the system at time t under DRA as UL(t) = 1
L
FDRA(t),

















since there are at most g(L) + K empty slots for each job type in all the servers with effective
configuration. Further note that random variables {UL(∞)}, and {xL(e)
k̄(i)
(∞)} are uniformly in-
tegrable, so they also converge in expectation (e.g., see Theorem 3.5 of [99]), hence taking the




















where (a) is a direct consequence of Theorem 9 (and 1
2
can be replaced with (1−1/e) if Theorem 10
is used). Also note that for the optimal algorithm E[U?L(∞)] ≤ U?[ρ], since U?[ρ] is the maxi-




5.1 Conclusions and Future Work
5.1.1 Contribution Summary
We next summarize the features of the proposed algorithms for each model. We choose to
highlight those that are related either to how well they achieve their performance objective theo-
retically or empirically and how efficient they are in terms of computation. The first is an indirect
measure of how well cluster resources are used and the latter is related to how much overhead the
algorithm will add to the system, since scheduler itself requires resources to run.
We don’t explicitly mention other algorithms when there are not any non-trivial ones proposed
or direct comparison is not straightforward. In any real life use case trade-offs should be made and
the scheduler should be tuned to the workload to work well. For this, what we do offer are metrics
for worst case scenarios, which can work as a guide for deciding which algorithm and whether is
worth implementing an algorithm on a real system.
We can summarize the contributions of each model as follows
• Chapter 2 Model: This is the most well studied model in literature in which we offer two
new approaches. The randomized approach is simple and efficient, thus it is expected to work
well as long as the workload is simple and convergence is fast. The stalling approach is more
customizable and can achieve different trade-offs. Its main idea lies in Figure 2.2, which
describes the condition under which a server should change its scheduling configuration.
This way scheduler actively reacts to queue changes rather than relying on probability to
reach an optimal scheduling configuration. Of course this comes at the expense of under-
utilizing resources until a server empties and has some extra computational cost compared
to randomized approach. The closely related scheduling algorithm of [20, 21] has similar
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complexity to our stalling approach, but the times configuration can change are not controlled
explicitly and can occur infrequently making waiting times longer. That makes both new
policies viable depending on what properties are more important for a cloud operator.
• Chapter 3 Model: The most important contribution in this model is the idea of the division
of resource requirements into subintervals (3.7). This division gives both an upper bound on
maximum achievable throughput and enables the use of scheduling policies similar to those
used in a queue based model. Secondary to that is how it is combined with the idea of Best
Fit to provide a low overhead and more practical scheduling Algorithm. Unfortunately, the
idea cannot directly be generalized to more than one resource and heuristics should be used
instead.
• Chapter 4 Model: This model is different than the other models considered in this thesis
because its objective is to maximize the expected reward. The main idea in this model is the
GPA that translates an optimization problem with exponential number of variables to a more
tractable one. It does this by finding a placement of jobs into an infinite number of servers,
but because of its greedy approach, it accomplishes more than one objective. Translating
the solution to a finite number of servers, it can be either seen as minimizing the number
of servers used, or in case not all jobs fit in the servers, it prioritizes the assignment of jobs
that belong to configurations of higher reward (Definition 13). In an online setting the GPA
output can be seen as the desired state. Combined with the idea of reservation factor, we
can infer which configurations should be assigned to more servers, which ones to less and
implicitly which job types should be scheduled more and which ones less. Surprisingly
it takes at most one migration every time a job departs and at most one scheduling action
every time a job arrives for the normalized state to converge asymptotically (Theorem 12).
Furthermore, the converged state is proven to have reward at least 1/2 of the optimal and in
certain cases at least 1− e−1 (Theorems 9 and 10).
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5.2 Future Directions
There are several generalizations to the models we considered that can be the topic of future
research. Here we will mention a few of them and to which models they apply. The list is of course
non-exhaustive and we can create an abundance of research topics, especially if we broaden the
scope and include modeling of the data-center’s network.
1. It is often the case that certain jobs should be scheduled only to a specific subset of servers.
This is applicable to every model we considered and recommended algorithms can change
to account for that, but that may end up being suboptimal. For example if the servers that
can host a job are full, this should not prevent jobs that arrived later to be scheduled. A topic
of research would be to find algorithms that account for that explicitly.
2. In the models of Chapters 3 and 4, we proved some worst case bounds for the algorithms
recommended. Simulation results though show that algorithms BF-J/S, VQS-BF and DRA
may support workloads that go beyond their theoretical lower bounds. It remains as a future
research to tighten the lower bounds or construct upper bounds that approach the lower
bounds.
3. Other questions are related to how to incorporate preemptions (through proper preemption
cost models), especially in scenarios that there is need to migrate VMs. A related use case
that could be the topic of future research is the vertical scaling of VMs, i.e. a VM may
scale up or down in size depending on its load. Scaling up is not always possible without
preempting and migrating VMs in Queue-Based Models. An even more involved use case is
one that would automatically decide between upscaling of VMs (increase resources of one
VM) or scaling out (deploying more VMs). The effectiveness of those decisions also depend
on whether the scheduler is aware of what containers run on VMs and what their resource
requirements are.
4. Lastly, there are several extensions to the model of Chapter 4 that can be dealt with modifica-
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tions to our existing algorithm, but the details are left to future research. One is that updates
can be performed in batches, so instead of performing an action on every arrival or depar-
ture, we can perform an action over several of them. Also, as already discussed vector Ŷ is
an estimate of future workload so with more information, its value can change accordingly
and may lead to very different scheduling decisions. Moreover, the policy can be extended




[1] A. C. Murthy, V. K. Vavilapalli, D. Eadline, and J. Markham, Apache Hadoop YARN: mov-
ing beyond MapReduce and batch processing with Apache Hadoop 2. Pearson Education,
2013.
[2] J. Xu and J. A. Fortes, “Multi-objective virtual machine placement in virtualized data center
environments,” in 2010 IEEE/ACM Int’l Conference on Green Computing and Communica-
tions (GreenCom), & Int’l Conference on Cyber, Physical and Social Computing (CPSCom),
2010, pp. 179–188.
[3] R. Grandl, G. Ananthanarayanan, S. Kandula, S. Rao, and A. Akella, “Multi-resource pack-
ing for cluster schedulers,” in ACM SIGCOMM Computer Communication Review, ACM,
vol. 44, 2014, pp. 455–466.
[4] M. Stillwell, F. Vivien, and H. Casanova, “Virtual machine resource allocation for service
hosting on heterogeneous distributed platforms,” in Parallel & Distributed Processing Sym-
posium (IPDPS), 2012, pp. 786–797.
[5] E. G. Coffman Jr, M. R. Garey, and D. S. Johnson, “Approximation algorithms for bin
packing: A survey,” in Approximation algorithms for NP-hard problems, PWS Publishing
Co., 1996, pp. 46–93.
[6] M. R Garey and D. S Johnson, “Computers and intractability: A guide to the theory of
NP-completeness,” WH Freeman & Co., 1979.
[7] M. J. Magazine and M.-S. Chern, “A note on approximation schemes for multidimensional
knapsack problems,” Mathematics of Operations Research, vol. 9, no. 2, pp. 244–247, 1984.
[8] G. J. Woeginger, “There is no asymptotic PTAS for two-dimensional vector packing,” Infor-
mation Processing Letters, vol. 64, no. 6, pp. 293–297, 1997.
[9] H. Kellerer, U. Pferschy, and D. Pisinger, “Multidimensional knapsack problems,” in Knap-
sack problems, Springer, 2004, pp. 235–283.
[10] A. Kulik and H. Shachnai, “There is no EPTAS for two-dimensional knapsack,” Information
Processing Letters, vol. 110, no. 16, pp. 707–710, 2010.
[11] R. Niranjan Mysore, A. Pamboris, N. Farrington, N. Huang, P. Miri, S. Radhakrishnan, V.
Subramanya, and A. Vahdat, “Portland: A scalable fault-tolerant layer 2 data center network
fabric,” in ACM SIGCOMM Computer Communication Review, vol. 39, 2009, pp. 39–50.
229
[12] W. Dargie, “Estimation of the cost of VM migration,” Proceedings - International Confer-
ence on Computer Communications and Networks, ICCCN, 2014.
[13] C. Clark, K. Fraser, S. Hand, J. G. Hansen, E. Jul, C. Limpach, I. Pratt, and A. Warfield,
“Live migration of virtual machines,” in Proceedings of the 2nd Conference on Symposium
on Networked Systems Design & Implementation-Volume 2, USENIX Association, 2005,
pp. 273–286.
[14] M. Lin, A. Wierman, L. L. H. Andrew, and E. Thereska, “Dynamic right-sizing for power-
proportional data centers,” IEEE/ACM Transactions on Networking, vol. 21, no. 5, pp. 1378–
1391, 2013.
[15] B. Speitkamp and M. Bichler, “A mathematical programming approach for server consol-
idation problems in virtualized data centers,” IEEE Transactions on services computing,
vol. 3, no. 4, pp. 266–278, 2010.
[16] A. L. Stolyar and Y. Zhong, “An infinite server system with general packing constraints:
Asymptotic optimality of a greedy randomized algorithm,” in 2013 51st Annual Allerton
Conference on Communication, Control, and Computing, Allerton 2013, 2013, pp. 575–
582, ISBN: 9781479934096. arXiv: 1306.4991.
[17] A. L. Stolyar and Y. Zhong, “A large-scale service system with packing constraints: Min-
imizing the number of occupied servers,” in ACM SIGMETRICS Performance Evaluation
Review, ACM, vol. 41, 2013, pp. 41–52.
[18] J. Ghaderi, Y. Zhong, and R. Srikant, “Asymptotic optimality of bestfit for stochastic bin
packing,” ACM SIGMETRICS Performance Evaluation Review, vol. 42, no. 2, pp. 64–66,
2014.
[19] S. T. Maguluri, R. Srikant, and L. Ying, “Stochastic models of load balancing and scheduling
in cloud computing clusters,” in Proceedings of IEEE INFOCOM, 2012, pp. 702–710.
[20] S. T. Maguluri and R Srikant, “Scheduling jobs with unknown duration in clouds,” in Pro-
ceedings 2013 IEEE INFOCOM, 2013, pp. 1887–1895.
[21] ——, “Scheduling jobs with unknown duration in clouds,” IEEE/ACM Transactions on Net-
working, vol. 22, no. 6, pp. 1938–1951, 2014.
[22] L. Tassiulas and A. Ephremides, “Stability properties of constrained queueing systems and
scheduling policies for maximum throughput in multihop radio networks,” IEEE Transac-
tions on Automatic Control, vol. 37, no. 12, pp. 1936–1948, 1992.
[23] J. W. Jiang, T. Lan, S. Ha, M. Chen, and M. Chiang, “Joint VM placement and routing for
data center traffic engineering,” in Proceedings of IEEE INFOCOM, 2012, pp. 2876–2880.
230
[24] X. Meng, V. Pappas, and L. Zhang, “Improving the scalability of data center networks with
traffic-aware virtual machine placement,” in 2010 Proceedings of IEEE INFOCOM, 2010,
pp. 1–9.
[25] Y. O. Yazir, C. Matthews, R. Farahbod, S. Neville, A. Guitouni, S. Ganti, and Y. Coady,
“Dynamic Resource Allocation in Computing Clouds Using Distributed Multiple Criteria
Decision Analysis,” 2010 IEEE 3rd International Conference on Cloud Computing, pp. 91–
98, 2010.
[26] K. Psychas and J. Ghaderi, “On non-preemptive VM scheduling in the cloud,” Proceedings
of the ACM on Measurement and Analysis of Computing Systems, vol. 1, no. 2, Oct. 2017.
[27] ——, “On non-preemptive VM scheduling in the cloud,” in ACM SIGMETRICS Conference,
2018.
[28] J. Ghaderi, “Randomized algorithms for scheduling VMs in the cloud,” in IEEE INFOCOM
2016 - The 35th Annual IEEE International Conference on Computer Communications,
IEEE, Apr. 2016, pp. 1–9, ISBN: 978-1-4673-9953-1.
[29] K. Psychas and J. Ghaderi, “Randomized algorithms for scheduling multi-resource jobs in
the cloud,” IEEE/ACM Transactions on Networking, vol. 26, no. 5, pp. 2202–2215, Oct.
2018.
[30] S. T. Maguluri and R Srikant, “Scheduling jobs with unknown duration in clouds,” IEEE/ACM
Transactions on Networking, vol. 22, no. 6, pp. 1938–1951, 2014.
[31] H. Kellerer, U. Pferschy, and D. Pisinger, Introduction to NP-Completeness of knapsack
problems. Springer, 2004.
[32] S. Rampersaud and D. Grosu, “A sharing-aware greedy algorithm for virtual machine max-
imization,” in Network Computing and Applications (NCA), 2014 IEEE 13th International
Symposium on, 2014, pp. 113–120.
[33] S. T. Maguluri, R. Srikant, and L. Ying, “Stochastic models of load balancing and scheduling
in cloud computing clusters,” Proceedings - IEEE INFOCOM, pp. 702–710, 2012.
[34] D. S. Johnson, A. Demers, J. D. Ullman, M. R. Garey, and R. L. Graham, “Worst-case per-
formance bounds for simple one-dimensional packing algorithms,” SIAM Journal on Com-
puting, vol. 3, no. 4, pp. 299–325, 1974.
[35] M. Mitzenmacher, “The power of two choices in randomized load balancing,” IEEE Trans-
actions on Parallel and Distributed Systems, vol. 12, no. 10, pp. 1094–1104, 2001.
[36] S. A. Lippman, “Applying a new device in the optimization of exponential queuing systems,”
Operations Research, vol. 23, no. 4, pp. 687–710, 1975.
231
[37] M. L. Puterman, Markov decision processes: discrete stochastic dynamic programming.
John Wiley & Sons, 2009, vol. 414.
[38] S. Rajagopalan, D. Shah, and J. Shin, “Network adiabatic theorem: An efficient randomized
protocol for contention resolution,” in ACM SIGMETRICS Performance Evaluation Review,
ACM, vol. 37, 2009, pp. 133–144.
[39] J. Ghaderi and R. Srikant, “On the design of efficient CSMA algorithms for wireless net-
works,” in 49th IEEE Conference on Decision and Control (CDC), 2010, pp. 954–959.
[40] J. Ghaderi, T. Ji, and R. Srikant, “Flow-level stability of wireless networks: Separation of
congestion control and scheduling,” IEEE Transactions on Automatic Control, vol. 59, no. 8,
pp. 2052–2067, 2014.
[41] S. P. Meyn and R. L. Tweedie, “Stability of markovian processes I: Criteria for discrete-time
chains,” Advances in Applied Probability, pp. 542–574, 1992.
[42] B. K. Oksendal, Stochastic Differential Equations: An Introduction with Applications (Sixth
ed.) Springer, 2003, ISBN: 3-540-04758-1.
[43] S. P. Meyn and R. L. Tweedie, “Stability of markovian processes II: Continuous-time pro-
cesses and sampled chains,” Advances in Applied Probability, pp. 487–517, 1993.
[44] T. Benson, A. Akella, and D. A. Maltz, “Network traffic characteristics of data centers in
the wild,” in Proceedings of the 10th ACM SIGCOMM conference on Internet measurement,
ACM, 2010, pp. 267–280.
[45] C. Reiss, A. Tumanov, G. R. Ganger, R. H. Katz, and M. a. Kozuch, “Heterogeneity and
dynamicity of clouds at scale : Google Trace Analysis,” Proceedings of the Third ACM
Symposium on Cloud Computing - SoCC ’12, pp. 1–13, 2012.
[46] A. Feldmann and W. Whitt, “Fitting mixtures of exponentials to long-tail distributions to
analyze network performance models,” Performance Evaluation, vol. 31, no. 3-4, pp. 245–
279, 1998.
[47] M. R. Garey and D. S. Johnson, “Computers and Intractability: A Guide to the Theory
of NP-Completeness (Series of Books in the Mathematical Sciences),” Computers and In-
tractability, p. 340, 1979.
[48] V. V. Vazirani, Approximation algorithms. Springer Science & Business Media, 2013.
[49] E. Y.-H. Lin, “A bibliographical survey on some well-known non-standard knapsack prob-
lems,” INFOR: Information Systems and Operational Research, vol. 36, no. 4, pp. 274–317,
1998.
232
[50] D. Ersoz, M. S. Yousif, and C. R. Das, “Characterizing network traffic in a cluster-based,
multi-tier data center,” Proceedings - International Conference on Distributed Computing
Systems, no. 1, 2007.
[51] A. Verma, L. Pedrosa, M. Korupolu, D. Oppenheimer, E. Tune, and J. Wilkes, “Large-scale
cluster management at Google with Borg,” Proceedings of the Tenth European Conference
on Computer Systems - EuroSys ’15, pp. 1–17, 2015.
[52] T. Bonald, “Insensitive queueing models for communication networks,” in Proceedings of
the 1st international conference on Performance evaluation methodolgies and tools, Asso-
ciation for Computing Machinery, 2006, p. 57.
[53] P. Bremaud, Markov chains: Gibbs fields, Monte Carlo simulation, and queues. springer,
1999, vol. 31.
[54] S. Martello and P. Toth, Knapsack Problems: Algorithms and Computer Implementations.
New York, NY, USA: John Wiley & Sons, Inc., 1990, ISBN: 0-471-92420-2.
[55] M. Isard, V. Prabhakaran, J. Currey, U. Wieder, K. Talwar, and A. Goldberg, “Quincy: Fair
scheduling for distributed computing clusters,” in Proc. of the ACM SIGOPS symposium on
operating systems principles, 2009, pp. 261–276.
[56] S. Tang, B.-S. Lee, and B. He, “Dynamic slot allocation technique for mapreduce clusters,”
in IEEE International Conference on Cluster Computing (CLUSTER), 2013, pp. 1–8.
[57] A. Ghodsi, M. Zaharia, B. Hindman, A. Konwinski, S. Shenker, and I. Stoica, “Domi-
nant resource fairness: Fair allocation of multiple resource types,” in Proceedings of the
8th USENIX Conference on Networked Systems Design and Implementation, ser. NSDI’11,
Boston, MA: USENIX Association, 2011, 323–336.
[58] M. Chowdhury, Z. Liu, A. Ghodsi, and I. Stoica, “Hug: Multi-resource fairness for corre-
lated and elastic demands.,” in NSDI, 2016, pp. 407–424.
[59] C. Kenyon and M. Mitzenmacher, “Linear waste of best fit bin packing on skewed distribu-
tions,” Random Structures & Algorithms, vol. 20, no. 3, pp. 441–464, 2002.
[60] D. Shah and J. N. Tsitsiklis, “Bin packing with queues,” Journal of Applied Probability,
vol. 45, no. 4, pp. 922–939, 2008.
[61] E. Coffman and A. L. Stolyar, “Bandwidth packing,” Algorithmica, vol. 29, no. 1-2, pp. 70–
88, 2001.
[62] D. Gamarnik, “Stochastic bandwidth packing process: stability conditions via Lyapunov
function technique,” Queueing systems, vol. 48, no. 3-4, pp. 339–363, 2004.
233
[63] V. Nitu, A. Kocharyan, H. Yaya, A. Tchana, D. Hagimont, and H. Astsatryan, “Working set
size estimation techniques in virtualized environments: One size does not fit all,” Proc. of
the ACM on Measurement and Analysis of Computing Systems, vol. 2, no. 1, p. 19, 2018.
[64] S. Foss and T. Konstantopoulos, “An overview of some stochastic stability methods,” Jour-
nal of the Operations Research Society of Japan, vol. 47, no. 4, pp. 275–303, 2004.
[65] M. Usama, M. Liu, and M. Chen, “Job schedulers for big data processing in hadoop envi-
ronment: Testing real-life schedulers using benchmark programs,” Digital Communications
and Networks, vol. 3, no. 4, pp. 260–273, 2017.
[66] P. Billingsley, Convergence of Probability Measures 2e. 1999, p. 277, ISBN: 9780471197454.
[67] S. Ethier and T. Kurtz, Markov Processes: Characterization and Convergence, ser. Wiley
Series in Probability and Statistics. Wiley, 2009, ISBN: 9780470317327.
[68] R. Tweedie, “Criteria for classifying general markov chains,” Advances in Applied Proba-
bility, vol. 8, no. 4, pp. 737–771, 1976.
[69] A. Marchetti-Spaccamela and C. Vercellis, “Stochastic on-line knapsack problems,” Math-
ematical Programming, vol. 68, no. 1-3, pp. 73–104, 1995.
[70] K. Iwama and S. Taketomi, “Removable online knapsack problems,” in International Col-
loquium on Automata, Languages, and Programming, Springer, 2002, pp. 293–305.
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