about concepts than simply lists of features. In particular, they have extensive knowledge of various distributional statistics regarding environmental structure (Cree & McRae, 2003) as well as background and theory-based knowledge that influences people's use of concepts (Murphy & Medin, 1985) .
An important confluence of distributional statistics and theory-based knowledge concerns the manner in which features co-occur. Features do not occur independently of one another; there is statistical structure in the patterns of feature co-occurrence across concepts. That is, there is a continuum of variation in the degree to which the presence of one feature signals the presence of another. For example, has feathers and has a beak are highly correlated because the various types of birds that have feathers are very likely to have a beak as well. In contrast, has a tail and has hooves are relatively weakly correlated because things in the world that have hooves always have a tail, but there are many types of animals that have a tail but do not have hooves. Moreover, for some correlated feature pairs, people possess a theory for why they are correlated, such as the fact that has wings is causally related to flies. It has been shown multiple times that people are aware (and can learn) that certain features co-occur within concepts (ChinParker & Ross, 2002; Malt & Smith, 1984) . Furthermore, knowledge of feature co-occurrences and causal relations has been shown to influence performance in a range of tasks, from offline feature inferences (Gelman, 2003) to online feature verification (McRae, Cree, Westmacott, & de Sa, 1999) .
In fact, the tasks used to tap knowledge of feature cooccurrences and the manner in which people learn about concepts are both important factors in showing influences of feature co-occurrences (Chin-Parker & Ross, 2002) . Although many studies have focused on categorization per se and the intentional category learning paradigm, the utility of various aspects of conceptual representation and computation is much broader than solely categorization or laboratory category learning tasks. Concepts are used for many purposes, including language comprehension and production, object recognition, conceptual combination, and making various sorts of inferences. The present research investigates the manner in which knowledge of feature-feature causal relations and statistical cooccurrences forms part of our conceptual representations and influences conceptual tasks. In the present article, we use people's judgments regarding how features are related to one another to provide insight into these central aspects of concepts.
Causal Relations Between Features
In this article, the term causal relations is used to refer to explicit beliefs about causal connections between features, in concert with definitions used previously (Ahn, Marsh, Luhmann, & Lee, 2002; Murphy & Wisniewski, 1989 ; although causal theories often refers to a wider range of causally based knowledge). A causal theory between two features explains how one feature, such as has a blade, is causally responsible for a second, such as used for cutting (Murphy & Medin, 1985) . Theories of causal relations among features are central to concepts and categorization. For example, they allow one to infer properties of category members (Gelman, 2003) . Evidence also suggests that categories may cohere around causal relations. For example, Rehder and Hastie (2004) found that when causal relations within categories were violated, feature induction and category classification ratings were lower, suggesting that these relations play a role in determining category membership.
Statistical Co-Occurrences Between Features
In this article, knowledge of statistical co-occurrences is used to refer to implicit knowledge of the statistical tendency for two features to be correlated. In the present research, two features were considered correlated if they tended to appear in the same basic-level concepts. For example, although someone may have never explicitly considered that things that grow on trees are often used in pies, they may have frequently encountered pies made of apples, peaches, or cherries. Furthermore, if asked, people typically are able to verify these co-occurrences (i.e., they will likely concur that things that grow on trees are often used in pies). However, it appears that for most feature pairs of this sort, people rarely think explicitly about their co-occurrence, nor do they necessarily possess a theory about why these features tend to go together. Nonetheless, some argue that people possess this knowledge and that it influences behavior (Chin-Parker & Ross, 2002; McRae, de Sa, & Seidenberg, 1997) .
We focus on feature co-occurrences across basic-level concepts for two main reasons. First, the vast majority of previous research on feature correlations in natural concepts has focused on the basic level, and feature cooccurrence at this level provides insights into conceptual representations and processing (Ahn et al., 2002; Malt & Smith, 1984) . More pragmatically, we possess feature production norms for 541 living and nonliving things, which allows the computation of statistical co-occurrences for a large number of feature pairs across a sizeable sample of concepts. Experiment 1 includes an explanation of how these correlations were calculated. It is, of course, possible to study feature correlations at other levels, such as within basic-level categories, such as dog. Although the present studies do not directly address co-occurrences at the subordinate level, they presumably underlie people's basic-level concepts and thus influence the features that they produce when given basic-level concept names, such as dog.
Evidence for Causal Relations
Task type can play a crucial role in determining whether a researcher finds evidence for the computation and use of a specific type of knowledge (Jones & Smith, 1993) . Tasks such as speeded feature verification are associated with rapid, relatively automatic processes that emphasize lower level or implicit knowledge. In contrast, tasks such as untimed typicality ratings allow participants to engage in higher level reasoning and to integrate information from a number of sources. Thus, because knowledge that is closer to the implicit end of the continuum (such as statistical co-occurrences) is expected to differ from more explicit knowledge (such as causal relations) with respect to the time at which the information is available and is used, speeded and untimed tasks may not be equally sensitive to these knowledge types (McRae et al., 1997; Sloman, Love, & Ahn, 1998) .
Causal relations have been shown to influence a number of untimed tasks. For example, Malt and Smith (1984) examined how typicality judgments are affected by broken correlations, which occur when only one member of a correlated feature pair appears in a concept (such as having wings, but not being able to fly). Not all correlated feature pairs had the same effect on typicality ratings, leading Malt and Smith to speculate that knowledge of statistical co-occurrences may be limited to only certain salient relations. Ahn et al. (2002) hypothesized that the feature pairs in Malt and Smith (1984) that influenced typicality ratings were those for which participants possess a theory-based relation. Participants rated the correlational magnitude of Malt and Smith's feature pairs, and these ratings were used to distinguish between explicit (high magnitude) and implicit (low magnitude) pairs. In a subsequent experiment, participants indicated the nature and direction of the relationship with a labeled arrow and numerically rated its strength. Because a greater number of participants provided labeled relations for explicitly related pairs and these relationships were judged to be stronger, Ahn et al. (2002) concluded that explicitly related features were theory based. Finally, in a typicality rating experiment using artificial category exemplars, broken correlations influenced typicality ratings only when they involved explicit relations. Ahn et al. (2002) concluded that "the correlations that are present in our representations of realworld concepts are the ones with explanatory relations" (p. 115).
Evidence that causal relations are used in speeded tasks has not been demonstrated as clearly. Lin and Murphy (1997) presented participants with one of two cover stories explaining the form-function relations of parts of objects depicted in line drawings, and these cover stories emphasized contrasting relations between features. Background causal relations influenced response latencies in a speeded picture categorization task. However, these results' relevance to the use of background knowledge in the online computation of concepts is limited in two ways. First, response latencies averaged over 2,100 msec, which is quite long in comparison with the sub-1,000-msec response latencies found in speeded experiments demonstrating the effects of statistical co-occurrences . Second, the authors argued that background knowledge influenced the salience of critical object parts established during concept acquisition, rather than the computations required to perform the categorization task.
In Palmeri and Blalock (2000) , participants learned to classify drawings that ostensibly were created by two groups of children. Group labels were either meaningful (drawn by "creative" vs. "noncreative" children) or meaningless ("Group 1" vs. "Group 2"). Background knowledge regarding creativity influenced speeded categorization decisions in which participants were given a 300-msec response deadline. However, Palmeri and Blalock concluded that this resulted from a holistic response strategy. They argued that participants in the creative-noncreative condition responded on the basis of overall image complexity (creative children's drawings tended to contain more detail); thus, these results do not clearly show that background knowledge is computed and used quickly in speeded tasks.
In summary, causal relations correspond to explicit knowledge that appears to take some time to compute. Accordingly, causal relations influence untimed tasks that are sensitive to them, but it is unclear whether they directly influence speeded versions of these same tasks.
Evidence for Statistical Co-Occurrences
In statistical learning approaches, such as attractor networks, statistically based knowledge of feature cooccurrences is highlighted. In most studies of feature correlations in artificial concepts, researchers have used perfectly correlated feature pairs (Chin-Parker & Ross, 2002) . In the real world, however, correlation is a matter of degree; some pairs of features are much more strongly correlated than others. Attractor networks encode the degree to which features co-occur across concepts, and do so as part of learning what features belong to what concepts (see McRae, 2004 , for a detailed discussion). A network's knowledge of feature correlations that is encoded in feature-feature weights, for example, influences its settling dynamics and is the primary determinant of its semantically based pattern completion abilities (Cree, McRae, & McNorgan, 1999; McRae et al., 1999) . Thus, because the rate of feature activation depends on the number and magnitude of correlations in which features participate, these networks predict that the influence of statistical co-occurrences should be most evident in speeded tasks that are sensitive to the temporal dynamics of conceptual computations. McRae et al. (1997) computed statistical co-occurrences using a large set of feature production norms. They contrasted speeded feature verification with untimed feature typicality ratings ("How typical is hunted by people for deer?"). The degree to which a concept's features were correlated with one another predicted feature verification latencies, but not feature typicality ratings. Similar effects were found with a speeded semantic similarity priming task versus an untimed similarity rating task. McRae et al. (1999) reported further evidence for the role of feature correlations in conceptual computations. In simulations of feature verification, their Hopfield (1982 Hopfield ( , 1984 network predicted an interaction between SOA (300 or 2,000 msec) and the degree to which a concept's features are correlated with one another. In addition, the predicted interaction was in opposing directions depending on whether the concept name or feature name was presented first. These predictions were borne out by the human experiments and appear to be extremely difficult to account for using causal relations.
This discussion highlights the importance of congruency between knowledge type and task type: Speeded and untimed tasks appear to be differentially sensitive to statistical co-occurrences and causal relations, thus making it difficult to directly compare their influences. However, congruency is not based solely on temporal parameters; the degree to which a task directly taps the type of knowledge in question also matters (Chin-Parker & Ross, 2002) . Therefore, it is possible that if the correspondence between knowledge type and task type is sufficiently direct, an influence of both types of knowledge will be found even when the temporal parameters are less than optimal.
The present experiments address these issues. Experiment 1 provided detailed descriptive statistics on fully articulated causal theories between correlated feature pairs. Experiment 2 investigated the individual contributions of causal relations and statistical co-occurrences in an untimed relatedness rating task designed to directly tap people's knowledge of how features co-occur across basic-level living and nonliving things. Finally, Experiment 3 used a binary feature relatedness decision task in a speeded analogue of Experiment 2. These experiments show that both causal relations and statistical cooccurrences influence both tasks.
EXPERIMENT 1
Although considerable research has shed light on the role of background knowledge and theories, the content of people's theories remains unclear. Theories constructed on the basis of experimenter intuition (Murphy & Wisniewski, 1989) or explicitly stated relationships (Ahn et al., 2002) do not necessarily reflect people's beliefs. When causal knowledge has been measured empirically, it has been described along the dimensions of direction (Ahn et al., 2002; Sloman et al., 1998) , strength (Ahn et al., 2002) , and depth (Ahn, Kim, Lassaline, & Dennis, 2000; Sloman et al., 1998) . Causal direction is intuitively important because it determines when the presence of one feature can be inferred from the presence of another. For example, most people would agree that being worn on the feet generally causes objects to come in pairs; thus, this causal relationship is strong. Conversely, because comes in pairs often does not cause an object to be worn on the feet, the causal relation in this direction is presumably weaker or nonexistent. Causal strength depends not only on direction, but also on the degree to which the features covary. For example, there is low causal strength in either direction between the color of an appliance and its function because these features vary independently. Lastly, causal relations are transitive; that is, if A causes B, and B causes C, then A is an indirect cause of C. Causal depth expresses the role that a feature plays in such a chain; A has greater causal depth than does B, which in turn has greater causal depth than does C. Causal depth is important because relations involving deeper features may be more important for category membership (Ahn et al., 2000) .
There are, however, other properties of causal theories that may be important to understanding how causal knowledge is learned, computed, and used. First, a theory's explanatory content is not fully captured by the dimensions of depth and direction; a complete description of causal knowledge should identify the actors and their relationships in a causal chain. Second, because a major issue concerns how causal theories and statistical co-occurrences influence one another during learning, it is important to distinguish between prior held-or a priori-theories versus ad hoc theories that may be generated during the course of an experiment. Because an effect cannot precede its cause, only a priori theories influence prior learning. In Experiment 1, we used open-ended interviews to collect fully elucidated causal explanations for a set of feature pairs that were correlated to varying degrees across basiclevel concepts according to a large set of semantic feature production norms.
Method
Participants. Twenty-one University of Western Ontario students were paid $15 for their participation. Because the interview required a relatively sophisticated understanding of the distinction between correlation and causation, only graduate and upper year undergraduate students were interviewed. The responses of 1 participant were dropped because only a single causal theory was provided, signifying a lack of effort. In all experiments reported herein, all participants were native English speakers and had either normal or corrected-to-normal visual acuity. No participant served in more than one experiment.
Materials. Feature-feature statistical co-occurrence was estimated using semantic feature production norms for 541 basic-level concrete concepts (McRae et al., 2005 ). In the norming task, participants listed features when given the names of approximately 20 concepts (30 participants listed features for each concept). Care was taken to ensure that no participant listed features for sets of similar concepts. For the present purposes, this means that participants did not produce sets of correlated features for similar concepts (i.e., the concepts most likely to give rise to such correlations). In the norming task, no mention was made of feature correlations; participants simply listed features for a set of rather dissimilar concepts. Thus, this avoided any circularity in using feature correlations calculated from the norms to predict feature relatedness ratings or binary feature relatedness decisions. Using the entire set of norms, which included responses from approximately 750 participants in total, all features were retained that were provided by at least 5 of 30 participants for a specific concept. A 541 concepts 3 2,526 features matrix was then constructed, where each matrix element corresponded to the number of participants listing a specific feature for a specific concept. Thus, each feature was represented by a 541-element vector so that a Pearson correlation could be computed between each feature pair. For the present study, we attempted to avoid spurious correlations by considering only pairs involving the 340 features that were listed for more than 3 concepts. The Pearson correlation between each feature pair was squared to obtain shared variance between features. The significance threshold was somewhat arbitrarily set to r 2 5 .05 ( p , .0001). A total of 5,949 feature pairs met this criterion, representing 10.4% of the 57,360 possible correlated pairs.
We calculated feature correlations across all 541 concepts, which differed from other research in which correlations were calculated separately for each set of concepts within a superordinate category. We believe that this is the most psychologically valid way of computing them. The major difficulties in computing correlations within superordinate categories concern determining category membership. According to the taxonomic features provided by participants in the norms, many basic-level exemplars were part of multiple superordinates, such as knife (utensil and weapon) or eagle (bird, animal, predator, carnivore). Others were not part of any clear category (e.g., napkin, garage, mirror). Therefore, it was not clear how to restrict the computation of statistical co-occurrence within categories, what it would mean if the same features were correlated to different degrees in overlapping categories, and why people would not learn such distributional statistics across concepts that do not fit into any superordinate category.
The stimuli for all three experiments consisted of 65 feature pairs that were pseudorandomly selected from the set of 5,949 correlated pairs (see Appendix A). Pairs in the upper range of shared variance were somewhat overrepresented because we expected that the number of theories provided would be positively correlated with shared variance (see Figure 1 ). The distribution of correlational strengths in the experimental pairs otherwise approximated the distribution within the entire set. Note that we purposely used a somewhat low bound on degree of shared variance between features (a minimum of 5%) because the major analyses in the present experiments were correlational, and it was therefore important to have a suitable range.
Five additional lead-in pairs that spanned the range of shared variance were selected as practice items. For example, is ugly-lives in deserts was selected as a weakly correlated pair (r 2 5 .05), and eats grass-eaten as meat was selected as a strongly correlated pair (r 2 5 .51).
Feature pairs were ordered randomly to create a master list. Because 23 features appeared in two pairs, we ensured that no participant was presented with the same feature in the same ordinal position twice in order to avoid cuing directional effects. For example, has a tail was paired with both is furry and has hooves, and was thus listed as the first feature in one pair and as the second feature in the other. There were four lists. In two of the lists, the features within a pair were presented in one order (has wings-flies) and in the other order in the remaining two lists ( flies-has wings). In addition, the 65 items were presented in one order in the forward lists and in the reverse order in the backward lists in order to alleviate effects of practice or fatigue. The five lead-in pairs appeared in the same order at the beginning of all lists. Five interviewees were randomly assigned to each list.
Procedure. Interviews were recorded in a quiet room. Interviewees were read a set of instructions to inform them of the distinction between correlation and causation and to provide an example of how theories might be stated (Appendix B). For each feature pair, the interviewee was asked a series of questions in a predetermined order. A flowchart of the interview questions appears in Appendix C. Explanations were repeated back verbatim to participants, allowing them to revise or elaborate on their responses, which promoted theory production. No feedback was given regarding theory content, even if directly requested. Interviewees sometimes were encouraged to provide theories, particularly when they were taking some time thinking about it. Interviews took about 50 min.
The causal theories and answers to the battery of questions were transcribed from their original digital source and were then coded independently into symbolic logic notation by two judges, one being the first author and the other being a research assistant who was trained to derive symbolic logic notation from the interviews. The symbolic logic notation used the well-known set of logical operators, representing and, oR, and iMplies (or Causes), which took propositional tokens as operands. A propositional token is a phrase (or proposition) for which a truth value can be assigned. Take, as an example, one of the causal theories between the features worn on the feet and comes in pairs, "Most people have two feet. So if you get something to wear on the feet, you are going to need a pair of them." This theory contains three propositional tokens: (A) ∃x | x has two feet, (B) ∃y | x wears y on the foot, and (C) y comes in pairs. These tokens were connected with logical operators to arrive at the symbolic logic representation for the theory (A  B)  C. Translated back to English, this notation states that the conjunction of the facts that people have two feet and that some item is worn on the foot (of a person) causes that item to come in pairs. The final symbolic logic representations used in the analyses were arrived at by consensus between the two judges. Note that-as in this example-interviewees were not required to state precisely the terms causes or implies for an explanation to be counted as a causal theory.
Results and Discussion
Theories that included causal chains from either A to B or B to A were classified as causal relations. Invalid theories were those wherein a spurious third variable, C, causes both A and B, and thus no causal relations were strictly described between A and B. For example, 1 participant gave the following theory for grows on trees-is juicy: "Having something be juicy may cause it to be grown on trees just because lots of fruit is grown on trees, and fruit is generally juicy." This participant initially stated that being juicy causes something to grow on trees, but her elaboration indicates that the property of being a fruit causes something to grow on trees and to be juicy. In other words, a third proposition-(C) x is a fruit-is the cause of both (A) x grows on trees and (B) x is juicy. Thus, although this may be legitimately held knowledge, it cannot be construed as a causal relationship between A and B. Rather, it exemplifies the interviewee's awareness that both features frequently co-occur in fruit.
In addition to providing statistics concerning fully articulated causal theories, Experiment 1 makes the important distinction between a priori and ad hoc theories. A priori theories are those for which participants indicated that they had thought about the causal relationship prior to the interview. The intention is to measure the pervasiveness of causal theories that may have influenced prior learning. In contrast, ad hoc theories are those that causally relate two features, but interviewees indicated that they had never before considered this relationship. Invalid theories are neither a priori nor ad hoc, because they do not causally relate two features. We believe that using self-report to distinguish between a priori and ad hoc theories is justifiable for three reasons. First, no other method is described in the literature, and self-report was most suited to the interview format. Second, if theories are explicitly available and used, participants should reasonably have awareness of their use. Third, it seems equally reasonable to accept self-report of theory use as to accept self-report of theory content, as has been done in other studies.
Theory pervasiveness. Two measures of theory pervasiveness were used. In addition to the a priori measure, the liberal measure was defined as the total number of attempted theory productions, including a priori theories, ad hoc theories, and invalid theories. The intention is to measure people's willingness to present causal explanations without regard to content. Interviewees generally agreed on what pairs had a priori and ad hoc theories; interrater reliability across the 20 participants-estimated using the Spearman-Brown correction formula-was .81 for a priori theories and .81 for the liberal theory count. The liberal theory count per feature pair (M 5 7.4 of a possible 20, SE 5 0.8) was significantly greater than the number of a priori theories (M 5 2.2, SE 5 0.4) [t(64) 5 10.38, p , .001]. In addition, 64% of all theories were ad hoc. That is, participants provided numerous valid theories during the experiment that did not reflect prior-held causal knowledge. Therefore, if all participants' attempts at explaining a relationship were counted as a causal theory, actual theory pervasiveness would be greatly overestimated. Figure 2 shows a clear discrepancy between the liberal and a priori estimates of theory pervasiveness. For 38 of 65 feature pairs, either 0 or 1 participant provided an a priori theory, and the frequency of feature pairs as a function of the number of participants providing a priori theories exponentially decreases. For no pair did more than 11 of 20 participants provide an a priori theory. In contrast, for the liberal theory count, the distribution of pairs is approximately equal across intervals.
These findings seem particularly important for researchers who employ empirically derived theories. If one assumes that an effect does not precede its cause, then new theories generated during an experiment cannot have influenced prior learning. The graduate and upper-level undergraduate participants had little difficulty providing ad hoc theories on demand. Thus, studies of causal relations should distinguish between a priori and ad hoc theories. Although we believe that the a priori theory count is more appropriate than the liberal theory count, both variables were used as predictors in Experiments 2 and 3 to address any concerns regarding the subjective identification and relatively small proportion of a priori theories. Note that although the absolute numbers differ substantially for the two measures, they are highly correlated [r(63) 5 .86, p , .001].
Participants were more likely to provide theories for feature pairs that were more strongly correlated. Shared variance between feature pairs correlated with both the number of a priori theories [r (63) Noticing statistical co-occurrences without theories. Some have argued that explanatory theories are required for learning feature correlations, so that only causally related features are perceived as being statistically related (Ahn et al., 2002; Murphy & Medin, 1985) . If this is so, then the expected proportion of co-occurrences noticed without a theory is zero. A single-sample t test showed that the mean proportion of correlations noticed in the absence of an a priori or an ad hoc theory (M 5 .49, SE 5 .03) was significantly greater than zero [t (64) 5 17.54, p , .001]. That is, in almost 50% of the cases, statistical correlations were noticed even though participants did not produce a causal theory.
Without employing causal theories, participants may have learned many statistical co-occurrences through simple observation. Shared variance between features correlated with the number of participants who reported noticing that the features co-occur [r(63) 5 .42, p , .001]. This result is consistent with the statistical learning explanation because highly correlated feature pairs have a higher probability of being attended together, thus providing increased opportunity to learn the correlation through observation.
Noticing co-occurrences with theories. Although the previous analyses suggest that causal theories are not required to learn statistical co-occurrences, theories presumably assist in learning them (and vice versa). Murphy and Medin (1985) , for example, suggested that theories may help categorize objects in situations where justification or explanation is required. Accordingly, the probability of noticing a feature co-occurrence correlated with both the number of a priori theories [r(63) Theory complexity. It seems reasonable that people are less likely to possess and/or generate theories that describe complex relationships. Although it might be obvious that a pair of features co-occur, the causal mechanism behind the co-occurrence may be obscure. Theory complexity is defined as the number of logical operators in the logical notation. The simplest causal relations have a complexity of 1 because the proposition A causes B can be expressed using only the iMplies operator. More complex theories involve longer causal chains (e.g., A causes C, which causes B) or contingencies (e.g., A and C together cause B), using additional operators. Mean complexity was computed for each feature pair and included all ad hoc and a priori theories. Complexity negatively correlated with the number of a priori theories [r (55) Keil (2003) suggested that a number of converging factors limit the depth of one's explanatory knowledge in many domains while simultaneously masking the inadequacy of one's explanatory knowledge. He attributed this illusion of explanatory depth to factors that promote the sort of shallow explanatory theories provided by participants in Experiment 1.
Summary. Experiment 1 provides information regarding the content and pervasiveness of the types of causal theories that people possess. Participants provided causal explanations-even for feature co-occurrences they had never before noticed-while at the same time noticing many feature co-occurrences without also possessing a theory. These analyses suggest that a person's ability to provide a causal explanation on demand is not a reliable indicator of the set of causal theories of which he or she makes use and that the probability of noticing feature cooccurrences depends on both distributional statistics and causal knowledge.
EXPERIMENT 2
To test for influences of causal relations and statistical co-occurrences, we used an untimed feature relatedness rating task ("On a scale of 1 to 9, to what extent do these two features tend to occur together in living and/or nonliving things in the world?"). Untimed tasks have been used to test for influences of causal theories in part because it has been assumed that only slower tasks make use of them (Sloman et al., 1998) . Therefore, feature relatedness rating should be sensitive to causal relations. In contrast, untimed tasks generally lack sensitivity to statistical cooccurrence knowledge ( 1997). However, because feature relatedness ratings directly tap knowledge of feature-feature correspondences, they may be sensitive to statistical co-occurrences as well. Correlational analyses were used to test the influence of the two knowledge types on relatedness ratings.
Method
Participants. Forty-nine University of Western Ontario undergraduates participated for either course credit or monetary reimbursement. Three participants were excluded because they left more than two responses blank, and 6 participants were excluded because they used only a small range of responses, indicating a lack of effort.
Materials. The stimuli consisted of the 65 correlated feature pairs and five lead-in items that were used in Experiment 1. The feature pairs were listed one per line along with a 9-point rating scale, as shown in this example:
As occurred in Experiment 1, crossing the pairwise (AB and BA) and listwise (forward and reverse) ordering created four lists.
Procedure. Participants circled a number on the scale beside each feature pair to indicate the extent to which the two features tend to occur together in the same living and/or nonliving things in the world. Three sample ratings were provided as examples of high, low, and intermediate ratings, and participants were instructed to try to use the entire range of the scale.
Results and Discussion
The Spearman-Brown correction formula estimated the mean interrater reliability to be .96. Mean relatedness ratings across the 65 feature pairs varied from 2.5 (has pockets-is blue) to 6.2 (has fins-has gills), with an overall mean of 4.5 and a standard error of 0.1. Figure 3 shows that shared variance between features correlates with the mean relatedness rating [r(63) 5 .42, p , .001]. Thus, although Ahn et al. (2002) and Malt and Smith (1984) failed to find an effect of statistical correlations in typicality ratings of artificial exemplars, the present results suggest that a sensitive untimed task is influenced by people's knowledge of statistical co-occurrences. Figure 4 shows that the number of a priori theories correlates with mean relatedness rating [r(63) 5 .48, p , .001]. Furthermore, Figure 5 shows that the liberal theory count does as well [r(63) 5 .49, p , .001]. Thus, relatedness judgments are higher for feature pairs for which theories are more commonly held and generated. Consistent with Ahn et al. (2002) , this is further evidence that causal relations play a role in explicit judgments of feature relatedness.
Causal relations and statistical co-occurrences influence an untimed task designed to directly probe knowledge of feature relatedness. The causal relation results cohere with previous findings regarding untimed conceptual tasks (Ahn et al., 2002; Malt & Smith, 1984) . In terms of statistical co-occurrences, these results provide further insight into the conditions under which people's knowledge of feature correlations influences conceptual tasks. They are in accordance with Chin-Parker and Ross (2002), who showed that people are sensitive to within-category feature correlations in novel concepts when tested in a feature prediction task or a double feature classification task, but not in a typicality rating task. They also provide further evidence that the failure to find an influence of statistical co-occurrences in untimed categorization tasks (Murphy & Wisniewski, 1989) , typicality ratings (Ahn et al., 2002; Malt & Smith, 1984) , and similarity judgments and feature typicality ratings (McRae et al., 1997) is due to knowledge-task congruency rather than a lack of feature correlation knowledge.
EXPERIMENT 3
Speeded binary feature relatedness judgments require direct judgments of how features are related, and should therefore be sensitive to feature co-occurrence knowledge. We hypothesized that consistent with McRae et al. (1999; McRae et al., 1997) , relatedness decision latencies should be predicted by knowledge of statistical co-occurrences. Because of the equivocal nature of the results of Lin and Murphy (1997) and Palmeri and Blalock (2000) , it is unclear whether causal relations can be accessed sufficiently rapidly to influence speeded relatedness decisions. In Experiment 3 we examined the influence of these knowledge types on speeded relatedness decisions at increasing SOAs, which allowed us to investigate whether additional time to process the features influences the availability or use of each knowledge type. We hypothesized that increasing the SOA between features might increase the probability that causal relations would influence decision latency. To some extent, this hypothesis was made on the basis of the work of Sloman et al. (1998) , who stated that "We propose that early access to concepts ignores the content of relations; only slower processing makes use of it" (p. 204). It was unclear whether the influence of statistical co-occurrences would change over SOA.
Method
Participants. A total of 188 University of Western Ontario undergraduates participated for course credit. We randomly assigned 20, 18, 19, 18, and 19 participants to each list for the 400-, 800-, 1,200-, 1,600-, and 2,000-msec SOAs, respectively.
Materials. The 65 feature pairs from Experiments 1 and 2 were used. An additional 65 unrelated pairs (e.g., covered with needles and spouts water) were included so that 50% of the pairs required a "yes" response and 50% required a "no" response. No feature was used in both related and unrelated feature pairs, although the 23 features appearing in 2 related feature pairs were listed such that they did not appear in the same pairwise position twice, as was the case in Experiments 1 and 2. There were two lists containing all pairs, each of which presented items in a different pairwise order.
To avoid cuing relatedness, features appearing in related and unrelated pairs were matched along a number of dimensions, including the number of characters per feature name (related, M 5 12. Procedure. Participants were tested individually using PsyScope (Cohen, MacWhinney, Flatt, & Provost, 1993 ) on a Macintosh G3 computer equipped with a 17-in. color Sony Trinitron monitor. Decision latencies were recorded with millisecond accuracy using a CMU button box that measured the time between the onset of the second feature and the button press. Participants used the index finger of their dominant hand for a "yes" response and the index finger of their nondominant hand for a "no" response.
Each trial began with a fixation point (1) in the center of the screen for 500 msec. For each of the five SOA conditions, the fixation point was replaced with the first feature for 400, 800, 1,200, 1,600, or 2,000 msec; then, the second feature appeared one line below it. Both features remained on the screen until the participant responded. Trials were presented in random order. Participants were instructed to read the feature names silently and to indicate as quickly and accurately as possible whether the two features go together in living and/or nonliving things. Participants completed 30 practice trials and then 130 experimental trials. Each session took less than 30 min to complete.
Design. ANOVAs were conducted using participants (F 1 ) and items (F 2 ) as random variables. The dependent variables were decision latency and the square root of the number of errors (Myers, 1979) . The independent variables were relatedness (related vs. unrelated) and SOA (400, 800, 1,200, 1,600, or 2,000 msec). Relatedness was within participants but between items, whereas SOA was between participants but within items. Planned comparisons were conducted on decision latencies to test for the effects of relatedness at each SOA. Regression analyses were conducted at each SOA to test the influences of statistical co-occurrences and causal theories on decision latencies.
Results and Discussion
Decision latency analyses excluded incorrect responses. Decision latencies greater than three standard deviations above the grand mean were replaced by the cutoff value (less than 2% of the scores). Nine participants (2 from the 800-msec SOA, 3 from 1,600 msec, and 4 from 2,000 msec) had mean decision latencies three standard deviations above the grand mean and were excluded. Eight participants (2 from the 400-msec SOA, 2 from 800 msec, 3 from 1,600 msec, and 1 from 2,000 msec) had error rates exceeding three standard deviations above the grand mean for each condition and were excluded. Table 1 presents the mean decision latencies and proportions of errors at each SOA. Overall, related feature pairs (M 5 1,031 msec, SE 5 18 msec) were responded to more quickly than unrelated pairs (M 5 1,315 msec, SE 5 31 msec) [F 1 (1,180) 5 275.94, p , .001; F 2 (1,128) 5 82.04, p , .001]. Relatedness interacted with SOA because the relatedness effect ranged from 391 msec at the 400-msec SOA to 225 msec at the 1,200-msec SOA [F 1 (4,180) 5 3.35, p , .05; F 2 (4,512) 5 18.98, p , .001]. The relatedness effect did not vary monotonically over SOA, since it increased to 304 msec at an SOA of 1,600 msec. Planned comparisons showed that related feature pairs were responded to more quickly than unrelated feature pairs at all five SOAs: 400 msec [F 1 (1,180) There were no significant effects for error rates, mainly because-importantly-participants made few errors, being able to reliably distinguish between related versus unrelated feature pairs [for relatedness, both Fs , 1; for SOA, F 1 (4,180) 5 1.70, p . .2; F 2 (4,512) 5 5.72, p , .001; for the interaction, F 1 (4,180) 5 1.13, p . .3;
In summary, decision latencies were shorter for related than for unrelated feature pairs. The relatedness effect should be interpreted with caution, however, because it involves comparing what participants might have considered a "yes" (related) versus a "no" (unrelated) judgment. Finally, although feature pairs that were correlated as low as at 5% shared variance were included in the stimuli, participants had little trouble discriminating between related and unrelated pairs.
Speeded effects of relations and correlations. Of primary interest were the influences of causal relations and statistical co-occurrences on decision latencies. Therefore, regression analyses were performed at each SOA to predict mean decision latencies using shared variance between features, the number of a priori theories, and the liberal theory count. Because the features must be read before responding, a number of reading time variables were first entered into the regression equation, including the number of content words in a feature name, the frequency of content words, and the length in characters of all words. Word frequency was calculated as the average of the natural logarithm of word frequency counts taken from the British National Corpus (Burnard, 2000) . Feature length in characters included spaces between words. Experimental list was also included because different participants were presented with the two lists, and decision latencies differed by list. Table 2 shows the partial correlations after the reading time variables had been entered into each regression equation. All three variables predicted significant variance in decision latencies at all five SOAs. Although the partial correlations are not huge-ranging from ].22 to ].40, with the majority around ].30-the fact that they are significant at all SOAs provides five replications for each variable. In addition, the predictive ability of the three variables did not systematically change with SOA. We had hypothesized that the influence of causal relations might increase with additional time between features, but this was not the case.
The independent variables for a priori and liberal theories differed from those in Experiment 2. In that experiment, we used the total number of theories across the two feature orders because participants had time to look back and forth between features. In Experiment 3, because participants were presented with the first feature for a period ranging from 400 to 2,000 msec prior to the second, we used directionally specific theory counts. Using the total number of theories as predictors produced similar results (a priori, Summary. Both theory-based and statistically based knowledge predicted decision latencies across all five SOAs, suggesting that they play a role in speeded judgments of feature relatedness. The results are in concert with other influences of feature correlations on speeded tasks . Furthermore, the demonstration of an influence of theory-based knowledge supports an interpretation of the results of Lin and Murphy (1997) and Palmeri and Blalock (2000) that background knowledge can influence speeded tasks.
GENERAL DISCUSSION
This research made three main contributions. Experiment 1 advanced the investigation of theory-based knowledge by collecting descriptions of causal relations between features in a detailed manner. It elucidated aspects of the relationships among causal theories, feature correlations, noticing correlations with and without prior theories, and theory complexity. Experiment 2 used a relatedness rating task to provide the first evidence of an influence of feature-feature statistical co-occurrences across natural basic-level concepts in an untimed task. Experiment 3 introduced a speeded relatedness decision task that showed an influence of causal relations in a speeded task. Thus, congruency between knowledge type and task type depends not only on matching the temporal parameters of mental computations and tasks, but also on the directness with which a task taps the relevant knowledge type, a conclusion that echoes that of Chin-Parker and Ross (2002).
Causal Theories
As was detailed by Murphy (2002) and Rehder and Murphy (2003) , causal theories and background knowledge have been found to influence a plethora of types of concept learning and conceptual processing tasks. The present experiments add further evidence. In addition, we differentiated between a priori and ad hoc theories in realworld concepts and used both measures of causal relations to account for judgments of feature relatedness. Because the two measures showed similar predictive strength, one might be tempted to conclude that there is no advantage to distinguishing between these variables. However, although the two measures were highly correlated, the prevalence of a priori theories differed markedly from that of making any attempt at a theory at all. Therefore, the distinction does have theoretical consequences in terms of the degree to which causal theories influence conceptual processing.
One important aspect of theory-based theories is that individual concepts cohere around causal theories (Sloman et al., 1998) . Consequently, much of the literature on the role of causal relations in categorization calculates correlations among features within a category, focusing on causal theories that bind features within a concept (Ahn et al., 2002; Malt & Smith, 1984; Murphy & Wisniewski, 1989) . Given the theoretical importance of causal relationships to category coherence, it is possible that we may have found a greater influence of causal theories in our experiments if reference categories had been provided to participants. Thus, the present methodology may have underestimated the role and prevalence of causal theories. In addition, these factors may have been even stronger if, for example, social concepts had been used rather than concrete object concepts.
Statistical Co-Occurrences
Although there seems to be little debate regarding the influence of causal relations, the same cannot be said of the influence of feature correlations. However, there presently exists a body of research that-taken as a wholeprovides what we believe is a clear picture regarding the facts that people learn feature correlations and that such correlations influence conceptual computations. This research includes investigating real-world lexical concepts and concept learning paradigms using novel categories and exemplars. Four factors have been identified that determine whether feature correlations are learned: the type or goal of learning, the quantity of learning experiences provided, the overall structure in the stimuli, and the tasks used to test people's knowledge.
A number of studies with adults have shown a lack of sensitivity to feature correlations when intentional category learning is used (Chin-Parker & Ross, 2002; Murphy & Wisniewski, 1989) . It now is clear that learning to categorize exemplars into two categories on the basis of feedback promotes learning cues that enable successful classification, but impinges on learning other types of environmental structure. In contrast, tasks such as incidental category or inference learning typically lead to learning feature correlations (Wattenmaker, 1991 (Wattenmaker, , 1993 . Presumably, concept learning in the real world includes varied experiences and learning situations.
In terms of quantity of learning, Tangen and Allan (2004) showed that sensitivity to causal structure depends on the number of learning trials. Whereas small numbers of learning trials promote causal reasoning, large numbers of trials promote statistical learning. Most category learning experiments use relatively few learning experiences. In contrast, undergraduate students presumably have vast experience with the sorts of object concepts typically used in studies such as the present one. Billman and Knutson (1996) , on the basis of Billman and Heit's (1988) modeling, showed that people find it easier to learn correlations that are part of a coherent system of correlations, as is the case in natural lexical concepts but is not the case in most artificial concept-learning experiments. Given this fact, it is not surprising that experiments in which participants learn about novel stimuli that instantiate a sparse statistical structure often fail to demonstrate an influence of statistical co-occurrences.
These three factors combine to influence the probability that people will learn statistically based co-occurrences. In addition, as was already discussed, the task used to test for this knowledge is critical for demonstrating such effects. That people naturally learn and use feature correlations is or is not surprising, depending on one's theoretical perspective. If one assumes that people must explicitly notice that two features co-occur and must construct a link between them in a prototype list or a semantic network, then this appears to be a computationally intractable problem, given the huge number of possible feature pairs in the world. In contrast, for those researchers who view the brain as being designed for correlational learning and thus emphasize statistical learning as a building block of knowledge acquisition, people cannot help but learn feature correlations. Research to this point has supported the latter view.
The Interplay Between Them
Actual co-occurrences between features do not depend on people's explanations. For example, things with wings fly independently of whether people have an explanation for this relationship. Thus, feature correlations obtained from feature production norms presumably reflect realworld statistical structure, although their magnitudes may also be influenced in part by causal knowledge. The features used in the present experiments were drawn from McRae et al.'s (2005) semantic feature norms; therefore, the statistical correlations reflect tendencies for people to list these features together for specific concepts. Murphy and Medin (1985) stated-we believe correctly-that causal relationships might influence what features are listed in such norms and in this way might affect calculations of statistical correlations between features.
The mechanism by which causal relations can influence statistical co-occurrence knowledge is the same as that behind all statistically based learning. Some have proposed that explanatory theories focus attention on certain feature co-occurrences (Murphy & Medin, 1985; Murphy & Wisniewski, 1989) . Consequently, these co-occurrences are effectively oversampled, causing them to become particularly salient. For example, to explain why whales are mammals rather than fish, a student may be presented with comparisons between whales and other mammals that highlight various common mammalian properties, causing the student to give an unusual amount of consideration to these salient relationships. The more frequently these causal relations are considered, the more frequently the underlying featural representations are simultaneously active, thereby strengthening the connections between relevant features.
However, there is likely a reciprocal influence of statistical co-occurrences on causal relations. People do not possess all possible causal theories; rather, causal theories explain noticed co-occurrences. For example, in the case of accidental discoveries such as that of penicillin, noticed cooccurrences (e.g., petri dishes that contain penicillin mold are bacteria free) are used to generate causal hypotheses, which are subsequently refined. Therefore, just as theories can influence statistical learning, real-world co-occurrence statistics constrain the theories that people generate. 
APPENDIX B Sample Theories Given in Experiment 1 Straightforward Theory
is hard-made of metal: Most metals are hard, and so if something is made of metal, then this causes the object to also be hard.
Roundabout Theory
has a wooden handle-used for construction: If you are using something for construction, it's probably going to be some kind of tool, and you might have to hold on to it, which will require it to have a handle. The handle will have to be durable, but lightweight, so a wooden handle would probably be a good type of handle to have. Thus, used for construction causes the object to have a wooden handle.
No Causal Theory
has wings-chirps: Obviously these two features are related because they are both properties of many birds. However, having wings doesn't cause an object to chirp, nor does the ability to chirp cause something to have wings, and so these features are only accidentally related. 
