Dedicated to John F. Clarke. The reactive gasdynamics community is the richer for him.
Introduction
There are a number of practical ways in which a homogeneous combustible, initially in an essentially inert state, can be made to detonate. Examples include (i) subjecting the material to a strong (incident or reflected) shock, (ii) injecting a hot turbulent jet of combustion products into the unreacted material, (iii) generating a flame in a rough-walled or obstacle-filled pipe where it becomes turbulent, undergoes distortion, accelerates and transits into a detonation, (iv) inducing photochemical initiation by irradiating the medium with a burst of energy, and (v) holding the material at a sufficiently elevated temperature for a sufficiently long time (cook-off). Lee [1] has classified the modes of initiation into two categories, self initiation and direct initiation. Self-initiation is a slow mode, where the igniting stimulus is weak and the energy responsible for driving the medium to detonation comes from the chemical energy of the medium itself. Direct initiation is a fast mode and is provoked by a sufficently strong igniter. In either case, it is generally agreed that prior to the onset of detonation the reactive medium has been preconditioned into a hot, spatially nonuniform state. This nonuniformity leads to a gradient in induction times, and detonation is the outcome of the chemico-gasdynamic processes associated with this gradient.
The purpose of this work is to present a computational study of the variety of ways in which chemical heat release and compressibility of the nonuniform, preconditioned medium act in concert to produce a detonation, and to compare the numerical results with available asymptotics. The description is based on a simple mathematical model, that of an ideal fluid undergoing a one-step, exothermic, Arrhenius reaction in a planar configuration. The nonuniformity is modelled by a linear temperature gradient imposed at the initial instant. The activation energy in the Arrhenius law is assumed large, in view of the observed strong temperature-sensitivity of the reaction rate. The medium is confined between two parallel walls, and the separation between the walls is such that over the time scale of interest, signals generated at the hot wall have not yet arrived at the cold wall so that effectively, the configuration is semi-infinite. The temperature gradient results in the initial reaction rate diminishing with distance away from the hot wall, at a rate determined by the size of the gradient. Our interest is in situations where a detonation is born within a distance from the hot wall comparable to an acoustic length based on a characteristic chemical time, the induction time at the hot wall.
The temperature-gradient model has received considerable attention in the literature, and two conceptual frameworks have been advanced to relate the size of the gradient to the evolutionary outcome. The first is due to Zeldovich [2] , who found it expedient to suppress gasdynamics altogether, thereby introducing the concept of spontaneous combustion. In this situation the parcel at position x, oblivious of its neighbor, ignites at its prescribed induction time t I (x), so that the initial gradient of induction times, t I (x), translates into a notional wave speed, 1/t I (x), which Zeldovich termed the speed of spontaneous propagation, U S . He then identified four regimes of propagation by comparing U S with the Chapman-Jouguet detonation speed D CJ , the normal flame speed U f and the sound speed c. He argued that I. for U S > D CJ the reaction wave is a weak detonation with pressure increase across it falling between the Chapman-Jouguet and the constant-volume-explosion limits, II. for c < U S ≤ D CJ there appears a shock wave and a transient process culminates in a CJ detonation, III. for U f < U S ≤ c < D CJ the reaction wave propagates at the spontaneous wave speed with little pressure change across it, and IV. for U S < U f the processes of diffusion come into play to move information ahead of the spontaneous wave, resulting in a flame.
Zeldovich's ideas, while extremely instructive, are limited in accuracy. As already indicated, nonuniformities awaken gasdynamics which, in turn, can modify the initial gradient significantly, thereby altering the evolutionary scenario. The second concept, termed SWACER (Shock Wave Amplification due to Coherent Energy Release) is due to Lee and colleagues [1] , [3] , [4] . It does take gasdynamics into explicit consideration and argues that if the initial gradient is to provoke a detonation, the shock generated by the explosion of the hottest parcel must amplify as it propagates down the gradient. This requires, in turn, a certain synchrony between the progress of the shock and the sequential release of chemical energy by successive parcels of the medium, a situation reminiscent of Rayleigh's criterion for the amplification of a single pressure pulse.
It is clear that while SWACER envisages a shock accelerating to form a detonation, Zeldovich's criterion also admits the possibility of a detonation emerging from the deceleration of a reactive wave. It makes sense, therefore, to conduct a careful study in which a sequence of prescribed initial gradients is considered, and the corresponding modes of evolution analyzed, to see whether one or the other of the two mechanisms dominates, and if so, how the degree of dominance shifts as the size of the gradient is varied.
Aspects of the problem have been examined, both computationally and analytically, in a number of studies over several decades. One of the earliest numerical investigations, due to Zeldovich et al [5] , had a low resolution and a considerable amount of noise. Nevertheless the authors demonstrated successfully that for very shallow gradients the pressure rise across the domain was nearly uniform, for larger gradients a fast reactive wave decelerated to form a detonation, and for gradients that were larger still the reaction wave and the shock failed to couple together. Gelfand et al [6] provided more detail, concentrating on moderate gradients and establishing in particular that a shockless reaction wave decelerated to a sub-CJ speed before developing a shock and then accelerated to form a "quasisteady detonation complex." Makhviladze and Rogatykh [7] sought to quantify the influence of gasdynamics on the purely chemical (spontaneous) evolution by examining the amount by which pressure in a chemico-gasdynamic calculation would exceed that in a purely reactive calculation. From the numerical computations a critical value of this measure as a function of the imposed gradient was identified, separating gradients that led to a spontaneous wave from those that would produce a detonation. Khokhlov et al [8] considered a semi-infinite domain in a uniform state, except for an embedded kernel in which both temperature and reactant concentration varied linearly, thereby producing an induction-time gradient across it. A shockless reaction wave, decelerating away from the point of least induction time, emerged. The goal of the investigation was to find two critical values of the size of the kernel: one for which the reaction wave developed a shock-reaction complex, and the other for which the shock-reaction complex survived and passed the detonation into the cold region outside the kernel. A similar configuration was examined by Clavin and He [9] who concluded that once the detonation had initiated within the gradient pocket, it would propagate into the uniform, cold region beyond only if the temperature of this region exceeded a critical temperature determined by the gradient. In a later study these authors [10] developed critical conditions for the initiation of a H 2 − O 2 mixture subjected to spatially nonuiniform photo-chemical irratiation.
Among analytical studies, those of an asymptotic nature based on the limit of large activation energy (Kapila and Dold [11] , Dold, Kapila and Short [12] , Kapila and Dold [13] and Short [14] ) have led to partial but significant advances. In this limit, small initial nonuniformities suffice to create significant initial gradients in induction time. The early phase of evolution can then be examined by means of a smalldisturbance treatment of the equations of reactive gasdynamics. The onset of explosion (i.e., substantial and rapid variation) is signalled by the development of finite-time singularities in the solution of the reduced equations. For weak gradients in induction time the singularity locus is supersonic. Then, further asymptotic analysis on the full set of governing equations is feasible and reveals that the path to detonation is through the deceleration of a high-speed reactive wave, in agreement of the first of the Zeldovich criteria. For strong gradients in induction time the singularity locus is subsonic. In this case a fuller asymptotic development is unavailable but partial results indicate that provided the initial gradient is not too large, the outcome is a SWACER-like scenario.
When the asymptotic analysis succeeds, it does so because it is able to divide the evolutionary event into a sequence of distinct stages with the following convenient properties: when a stage is unsteady, it is amenable to a small-disturbance analysis, and when a stage involves large variations in properties, these occur quasisteadily. In either case, a more-or-less analytical description of the stage is available, and the pieces can be fitted together to solve the puzzle. The description is available only at leading order, and therefore increasingly accurate for larger activation energies. When the activation energies are moderate the fit is less than perfect, and the scenario more complex than the analysis would suggest. A well-resolved computational study analyzed in light of the asymptotic results is therefore in order, and is the object of this paper. Results of this study will also cover the situations for which an asymptotic treatment is unavailable, and in addition, provide an accurate quantitative estimate (rather than an asymptotic order estimate) of the size of the gradient for which a particular mode of evolution holds.
There are other idealized setups that have been devised to study the passage to detonation, and these correspond to boundary-driven (rather than the present, initial-condition-driven) configurations. Here the initial state is spatially uniform, cold, and stagnant, and disturbance is introduced into the system across the boundary of a semi-infinite domain either through mechanical means (by impulsively moving the boundary into the domain as a piston) or thermal means (by exposing the stationary boundary to sufficiently rapid heating). The ensuing events have been computationally examined and analyzed in exquisite detail in a series of pioneering papers by Clarke and colleagues [15] , [16] , [17] . Also noteworthy is the investigation by Sileem, Kassoy and Hayashi [18] who examined the consequences of rapid energy deposition in a boundary layer at the wall. In another related work, Short [19] considered the evolution of a periodic initial disturbance in any one of the state variables. Asymptotic results for a large activation energy and a small, slowly-varying initial disturbance were supplemented by computational results, which showed in particular the existence of unsteady domains not predicted by the asymptotics. In the concluding section of the present work we shall compare our results with those in these earlier studies and show that the temperature-gradient model captures all the essential aspects of the evolutionary scenarios described therein.
This paper begins by introducing the governing equations, their nondimensionalization, and identification of the relevant parameters. The Zeldovich spontaneous-wave concept is presented next. This is followed by a brief account of the very considerable amount of information that the asymptotic analysis provides. The numerical strategy is presented next, followed by a display and discussion of the numerical results for a broad range of initial gradients.
Governing Equations
The state of the medium is specified by the pressure p , density ρ (or specific volume v = 1/ρ ), speed u and temperature T . Progress of reaction is measured by the variable λ, which increases in value from 0 to 1 as the reaction proceeds from initiation to completion. A dimensional quantity is signified by attaching a prime to the corresponding symbol, while absence of the prime indicates that the quantity is dimensionless. The reference values for the primitive state variables are
where u 0 is the isothermal sound speed at the reference state. Pressure, temperature and density are related via the gas law
where R is the universal gas constant and W the molecular weight (deemed identical for the reactant and product species). The specific heats at constant volume and at constant pressure, C v and C p respectively, obey the relation
For the simple one-step Arrhenius kinetics adopted here, an appropriate unit of time is
where B is the pre-exponential frequency factor, E a the activation energy and Q the specific heat of reaction. The reference length is taken to be the acoustic length
Since diffusive transport plays a negligible role in the situation under study, the governing equations are simply the equations of reactive gasdynamics, written below in the dimensionless, conservation form,
with p = ρT,
The variable E appearing above is the sum of the specific internal and kinetic energies, measured in units of u 0 2 . Also making their appearance are the dimensioness heat release q and the dimensionless inverse activation energy , defined as
The problem is examined in a semi-infinite domain, x ≥ 0. (In computations the domain is finite, with the right boundary far enough away so as not to interfere with the solution in the window of interest.) The left boundary is always taken to be a rigid wall, so that the appropriate boundary condition there is
The initial conditions are quiescent and uniform, except for a linear gradient in temperature (and hence density),
with α measuring the size of the gradient. It is useful to keep in mind that is a small parameter, reflecting the strong temperature-sensitivity of the reaction rate. It follows immediately from equation (10) that temperature changes of order produce relative changes in reaction rate R of order unity. That in turn suggests choosing α in equation (16) to be of order , so that in the initial temperature profile, reaction rate varies by multiples of order unity over lengths of order unity. Therefore we take α = a, where now a measures the gradient on the scale. Then the initial temperature profile reads
The spontaneous wave
When hydrodynamics is suppressed, evolution occurs only in time and x appears as a parameter through the initial condition. The governing equations reduce to
while T (x, t) satisfies the initial-value problem This is Semenov's constant-volume thermal explosion problem, for which the exact solution at each x is monotonic, rising from T = 1 − ax to T = 1 − ax + (γ − 1)q, as shown in figure 1 for x = 0 and for the specific set of physical and kinetic data listed in Table 1 . The reaction rate peaks at the induction time t i (x; a), and is weak everywhere except in a narrow interval containing t i . (Since only the relative size of the reaction rate is important, here and elsewhere R is normalized by a multiplicative constant before plotting, with the constant chosen purely for graphical convenience.) As a result the temperature rise is small and gradual in the induction phase t < t i , extremely rapid and substantial near t i , and ends with a leisurely relaxation through a small, final increment. Figure 2 Table 2 . Table 2 : Spontaneous wave speed at x = 0 for various a.
The asymptotic approach
We now give a very brief account of the substantial amount of information that has been obtained by pursuing the limit → 0. This approach divides the evolutionary event into several distinct phases that can be analyzed in sequence. The first phase, induction, involves small departures from the initial state. For the spontaneous wave it has the small-disturbance expansion T ∼ 1 + φ, with φ(x, t) satisfying φ t = e φ , φ(x, 0) = −ax, and yielding the solution
In this approximation, the temperature rise through the induction stage is of order , and the induction period is approximated by the time-to-blowup of the small-disturbance solution. It is also a simple matter to see that the rapid evolution following induction occurs on an exponentially small time scale, with the new time variable σ given by t i −t = e −σ/ . Thus the two major features of the evolution, i.e., the induction time and the tendency for a rapid post-induction rise, are both captured well by the asymptotics. Furthermore, there is the additional, and more important, implication that an O( ) small-disturbance theory could also be a natural vehicle to explore the early phase of the reactive-gasdynamic problem; it would allow small gasdynamic disturbances to interact with weak reaction effects and potentially alter the local reaction rates by order unity.
With gasdynamics switched on, we expect all state variables to undergo O( ) changes during the induction stage, leading to the expansion
At leading order the governing equations yield a reduced set which can be manipulated into the characteristic form
where the characteristics are simply the particle paths dx/dt = 0 and the sonic lines dx/dt ± = ± √ γ.
The factor √ γ appears because the isothermal, rather than the adiabatic, sound speed was chosen as the reference speed. As anticipated, these equations model the interaction between linear acoustics and weak (but nonlinear) chemistry, and collectively, may be thought of as the spatially nonhomogeneous generalization of the induction stage of Semenov's explosion. Note that the reactant-consumption equation is secondary. First derived by Clarke, these equations, their occurrence in various contexts, and their solution, have been discussed extensively [20] , [21] , [22] , [23] . Although the problem is only numerically tractable in general, it is useful to obtain an implicit representation of its solution for additional analysis. This is done by integrating along the characteristics to get
and
where
It is now possible to examine this solution as a function of the gradient parameter a. We consider three cases.
Moderate gradient, a = O(1)
For a fixed and order unity, the induction solution has been examined in considerable detail ( [22] , [11] , [23] ). Blowup occurs first at the hot wall x = 0, at time t I that decreases monotonically with a but is always bracketed by the constant-volume blowup time of unity and the constant-pressure blowup time of γ. A local analysis of the blowup structure reveals, at x = 0, the limiting behavior
implying that the density perturbation V = φ − P remains bounded as pressure and temperature perturbations experience a singularity. Thus the blowup is locally at constant volume. For t > t I , the singularity moves away from the hot wall into the colder fluid, along a path t =t(x) which can be determined numerically. The singularity emerges from the boundary with infinite speed, but undergoes deceleration as it moves further into the medium. Behind the singularity, i.e., for t >t(x), the induction equations are of course no longer valid, but the full equations show, much in the same way as for the Semenov explosion discussed earlier, that chemical reaction goes to completion in a thin zone with exponential rapidity, and pressure, temperature, velocity and density all rise. Thus the singularity locus describes to an excellent approximation the path of a reaction wave into the medium. The wave, because of its very thin structure, is quasisteady, and can therefore be represented as a succession of weak-detonation Rayleigh lines, with increasingly shallow slopes, on a pressure-volume plane, figure 3 . There must, of course, be an expansion behind the wave to accommodate the velocity boundary condition at the stationary wall. However, as long as the reaction wave remains supersonic relative to the state behind it, it remains oblivious to the following flow and its path is determined entirely by the preconditioning in the induction region ahead. Signals from the back begin to influence the path of the wave only after it has slowed down sufficiently for a sonic point to appear in the reaction zone. This happens when the slope of the Rayleigh line has descended to the CJ-value, corresponding to the lower bound on the speed of a quasisteady wave. Unsteadiness must now intrude, and it does so at the rear of the reaction zone where a weak shock appears. With little change in wave speed, the shock strengthens and swiftly moves to the head of the wave to impart it the conventional structure of a ZND detonation. Thus the entire evolutionary process, from the initial gradient to the appearance of the full-fledged detonation, is amenable to asymptotic analysis. Later we shall present a detailed numerical computation of this case, for finite activation energy, and compare the numerical results with the analytical predictions.
Shallow gradient, a 1
As a is lowered, the singularity locus tends to flatten, i.e., blowup occurs in quick succession across a broad region. Upon using ax rather than x as the spatial variable, an asymptotic analysis of the induction problem in the limit a → 0 by Short [19] finds the solution
yielding t = e ax as a first approximation to the path of the reaction wave. The situation is now akin to that for the a = O(1) case discussed above, except that the wave must now travel a long distance, of order (1/a) ln(1/a), before it slows down sufficiently for transition to detonation. A transition will not materialize if the domain is only order unity in length. We shall present a computational study of this situation as well.
Large gradient, a 1
For large a the singularity locus suffers a rapid deceleration upon emergence from the hot wall. This and other features of the induction phase can be understood by an examination of the induction solution in the limit a → ∞ [13] , which divides the domain into an outer region and an O(1/a) thick boundary layer at the wall. Anticipating (subject to verification) that the pressure disturbance will now be o(1) throughout, equation (20) simplifies to yield
an approximation that is uniformly valid to order unity. When substituted into equations (22) (23) (24) , the above expression allows the integrals I 1 , I 2 and I 3 to be evaluated asymptotically, whereupon equations (21) yield P and U. The results are collected below, for t > x/ √ γ. Analogous results may be obtained for
Within the boundary layer, ax = ξ = O(1),
As anticipated, these results confirm that the pressure disturbance is indeed of order smaller than unity, and is in fact, O(1/a). The same is true of the disturbance in U. One is now in a position to return to (20) and obtain φ to order 1/a, and the results are as follows. Within the boundary layer,
and without,
Thus φ enjoys a larger, O(1) increase in the layer, thanks to the layer being the sole site of chemical activity at this stage. Pressure rises in a spatially uniform manner within the layer, which therefore acts as an expanding kernel that drives an acoustic flow in the region outside. At the constant-pressure induction time t = γ, two singularities appear. The stronger one, at the O(1) level in φ, emerges from the wall and travels along the slow path t = γe ξ , representing a thermal wave determined entirely by the initial temperature gradient to leading order. The weaker one, in all the layer variables at O(1/a), develops instantly throught the layer and then travels acoustically in the outer region along the ray
It is this singularity that limits the domain of validity of the induction solution to 0 ≤ t < γ.
As t → γ, the order-unity temperature perturbation within the boundary layer undergoes blowup locally at ξ = 0, while the pressure disturbance blows up throughout the layer, albeit at order 1/a. There is no evidence against this relative ordering persisting even when the induction stage expires and the full nonlinear equations are brought into play, leading one to conclude that the order-unity increase in the temperature T, corresponding to full reactant depletion at the wall, brings about only a smaller, O(1/a) rise in pressure p in the boundary layer. This result has two implications. First, the acoustic waves produced by the increasing pressure, being of small amplitude, continue to exit the boundary layer along the linearized characteristic path t = γ +x/ √ γ. Second, the O(1/a) thermal disturbance associated with these waves must overcome the O( a) temperature deficit (caused by the initial gradient) in the outer region in order to induce significant chemical activity there. Such a coupling between gasdynamics and chemistry, a prerequisite for the creation of a detonation wave, therefore leads to the upper bound
upon the size of the gradient parameter a.
Once the acoustic pulse reaches the outer region, its further evolution is outside the scope of the small disturbance theory outlined above, and one must turn to numerics for further exploration.
Numerical approach
We have seen that the asymptotic analysis gives a rather complete but approximate description of the evolutionary process for values of a that are either of order unity or very small, whereas only a partial picture restricted to early-time behavior is available for large values of a . In order to obtain a full and accurate description of the behavior, highly resolved numerical calculations are needed. For this purpose, we have adopted a numerical approach based on a conservative, finite-volume discretization of the governing equations together with a scheme of adaptive mesh refinement (AMR). The numerical solutions used in our study are obtained on a set of grids of various levels of refinement. On each grid, the equations are discretized using a second-order accurate, Godunov-type, shock-capturing scheme with numerical fluxes computed using a Roe Riemann solver. The choice of time step for each grid is based on a CFL stability constraint. The source term is handled numerically using an order two-three Runge-Kutta scheme which selects its own, possibly sub-CFL, time step based on an estimate of the local truncation error for the integration of the source term for each point on the grid. In regions of high spatial or temporal solution activity, the grid is refined recursively in order to accurately resolve fine-scale behavior. Rapid spatial behavior is detected by monitoring the absolute value of the second difference in the density at each point on the grid, while fast temporal behavior is indicated by the estimate of the truncation error in the integration of the source term based on the CFL time step. A tolerance on the truncation error is set sufficiently low so that at most 2 or 3 sub-CFL time steps are taken for the integration of the source term for each point on the grid. If the truncation error is too large, then the grid is refined thus reducing the CFL time step and the corresponding truncation error for points on the refined grid.
Numerical experiments have been carried out in order to determine the number of grid levels needed to achieve well-resolved solutions. For example, figure 4(a) shows profiles of p and λ at a particular value of t and for a = 1. (This case is discussed in detail later.) For this calculation there are 800 cells on the base grid for x between 0 and 1. Solutions are shown for three different refinements, corresponding to maximum refinement level l max = 3, 4 and 5. We use a refinement ratio of 4, so that the finest level of refinement is equivalent to approximately 800,000 cells on a uniform grid. Figure 4 (b) shows the reaction-zone structure on the p versus λ plane at a fixed time for increasing values of l max . These figures show that while the lowest level of refinement suffices to locate the region of rapid pressure variation reasonably well, both in the physical domain and in the domain of reaction progress, higher resolutions are needed to resolve the profiles, and to obtain accurate peak values. These resolutions are typical for the calculations presented in the paper.
Numerical solutions for progressively increasing gradient
We now present computational results for three representative values of a, covering the cases a 1, a = O(1) and a 1. The asymptotic analysis does not, of course, provide precise quantitative estimates, and the actual representative values of a for each case has required some experimentation. We shall find that the computational results are in full agreement with the asymptotic predictions for the first two cases. For the third, where the asymptotic description is incomplete, numerics agrees with the asymptotics but goes further to complete the picture.
After covering the major cases, we present results for several additional values of a to reveal further variations. In all cases, the asymptotic analysis has guided the presentation and interpretation of the voluminous amount of data generated by the computations.
We shall frequently contrast the paths (and properties) of the numerically-computed wave (also referredto as the 'reactive-hydrodynamic wave' or RH wave) and Zeldovich's spontaneous wave (abbreviated as the S wave). While the path of the latter is always identified by the locus of positions of the peak in reaction rate, the path of the former is identified, as appropriate, by one of the following: locus of positions of peak reaction rate, peak pressure, or shock. The speed of the S wave has already been denoted by U S ; that of the RH wave will be denoted by D.
In all cases, the window for viewing the computational results is 0 < x < 1. There are two exceptions for which the change in the structure of the wave was so slow that the longer window 0 < x < 2 was deemed more informative. For most cases the total time of travel across the viewing window is divided into several subintervals, for which the results are presented in sequence.
Shallow gradient, a 1
This situation is typified by the selection a = 0.1. In general terms, both the spontaneous and the reactivehydrodynamic scenarios consist of an induction delay, followed by a rapid sweep of the domain by a wave of reaction originating at the hot boundary. Wave trajectories are shown in figure 5(a) and the corresponding speeds in figure 5(b). Two different trajectories for the RH wave are shown, one corresponding to the peak in reaction rate and the other to the peak in pressure. Although the two appear to be very nearly coincident on the scale of the graph, a magnified view, figure 6, reveals that the former leads the latter. Either can be used to compute the wave speed; we have used the peak-pressure trajectory for the graph of D in figure  5 (b). We note that the S wave leaves the wall at a high speed of 9.74 units, and although it slows down, its speed remains above the CJ-detonation value D CJ = 4.01 before it exits the domain at x = 2. According to Zeldovich's criterion, therefore, the corresponding RH wave must turn out to be a weak detonation, and the numerical results show this to be true. The RH wave emerges later but travels faster than the S wave, overtaking it at x ≈ 0.8 and maintaining a small lead thereafter. The longer delay associated with the RH wave, and its faster initial speed, are the results of weak chemico-acoustic adjustments experienced by the domain during the early phase of evolution. The situation is illustrated by the profiles shown in figure 7(a,b) . At t = 1.1383 about 10% of the reactant has been consumed at the wall. Temperature is rising everywhere, slightly faster near the wall than away from it. The differential rate of heating creates a broad zone of expansion, indicated by the positive gradient of u prevailing at this instant in the interval 0 < x < 0.85, figure 7(a). The expansion, in turn, prevents the local temperatures from rising as much, or as rapidly, as they would in the S wave for which expansion is suppressed; hence the reduced rate of reaction and the longer induction delay. By t = 1.2045 the region of expansion (whose edge is marked by the peak in u ) has shrunk to a thin boundary layer, 0 < x < 0.055. The region outside is now in a state of negative velocity gradient, and the compression that now sets in begins to moderate the expansion that had developed at earlier times. By t = 1.2059 the layer of expansion has narrowed even further, figure 7(a). This effect is also apparent in figure 7(b) , where the lack of coincidence between the corresponding pairs of T and p profiles (reflecting the increase in specific volume) is restricted to increasingly thinner near-wall regions. The upshot is that ignition delay is longest at the wall and diminishes away from it, turning even mildly negative in regions beyond x ≈ 0.75, thereby causing a crossover between the paths of the RH and S waves. As the wave progresses, its supersonic character prevents any disturbances from behind to intrude into the region ahead, while its high speed does not give that region enough time to evolve further to any significant degree. The wave path, therefore, is determined entirely by the state of the domain prevailing at the time the wave was born. As this state is a progressively weaker perturbation of the initial state away from the wall, the wave path and the wave speed are increasingly well-approximated by those of the S-wave, the further away from the wall the wave has travelled.
The structure of the RH wave can be gleaned from figures 8 and 9, where the computed information is displayed in a variety of ways. Figures 8(a,b) show profiles of λ, T, p, u, v and reaction rate against x at successive times in the interval 1.2094 ≤ t ≤ 1.3772. The overwhelming impression is that of a wave in which peaks in p, T and reaction rate travel in near-perfect synchrony as the wave sweeps across the domain. The structure is reminiscent of the spontaneous explosion of figure 1; a broad induction zone followed by a thin explosive zone in which temperature and pressure both rise. However, the ultimate levels of p and T are no longer identical, figure 8(a), the difference reflecting the degree of compression through the wave. Although increasing with time, the extent of compression, as reflected by the decrease in v, figure 8(b), remains small. On the other hand, substantial particle velocities are generated, with u behind the wave taking on a value as high as 0.35 (a considerable fraction of the initial sound speed, 1.183) at the final time step t = 1.3772, figure 8(b). Behind the wavehead there is a long tail of expansion, clearly visible in the p, v and u profiles of figure 8. This expansion undergoes reflection at the rigid wall and turns into a forward moving, and strengthened, rarefaction wave. Additional insight into the character of the wave is obtained by referring to figures 9(a, b). The pλ plots in figure 9 (a) show a purely compressive reaction zone, with pressure increasing monotonically to its peak at λ = 1, the small increase from one profile to the next being the result of wave deceleration. The pv -plane in figure 9 (b) shows that except for the slow ramp in front of the wave, the main part of the wave structure at each instant of time falls on a straight (Rayleigh) line, whose slope diminishes (in magnitude) from one time step to the next as the wave advances. The Rayleigh-line structures attest to the quasisteadiness of the wave. There is a striking resemblance to the scenario predicted by the asymptotic analysis and displayed in figure  3 , except that each Rayleigh line in figure 9 (b) corresponds to a slightly different initial state created by the induction process. The earliest line displayed in figure 9(b) is nearly vertical, with a value of v slightly higher than 1, suggesting again that the wave is born as a near-constant-volume explosion (a wave of infinite speed) but in a slightly expanded near-wall atmosphere. The increasingly flatter slopes down the sequence indicate a progressive deceleration of the wave (and the associated small increase in compression referred to above) as it advances. The expansion behind the wave is entirely devoid of reaction. 
Moderate gradient, a = O(1)
Some experimentation led to the choice a = 0.38 as representative of values of a of order unity, as regards matching closely with the asymptotic predictions. While some aspects of the behavior for this case remain similar to those for a 1, others are altered substantially. A sense of the overall evolution can again be acquired from the plots of wave trajectories and speeds, displayed in figure 10(a,b) . The S wave now leaves the wall at U S = 2.56 < D CJ = 4.01. This corresponds to Zeldovich's second regime and therefore, one expects the appearance of a shock. Of special interest is the manner in which the shock is born, a matter not addressed in any detail by the S-wave concept.
For the RH wave the peak reaction rate continues to lead the peak pressure in position, figure 11 , but the two trajectories continue to remain very close on the scale of the plot in figure 10(a) . As such, the peak-pressure locus continues to be the basis for the plot of D in figure 10(b) . In contrast to a = 0.1 the RH wave now appears after a longer delay, starts out more slowly, overtakes the S wave at a shorter distance ( x ≈ 0.3 ) from the wall, and most significantly, decelerates to asymptote D CJ rather than U S . Thus RH propagation, at least in its later stages, is determined not by the gradient prevailing at the instant of wave birth, but by a different mechanism altogether. It is convenient to address the details of evolution by grouping the computational results into a sequence of phases labelled birth, pre-transition, transition and post-transition. 
Phase I: birth
The very-early-time near-wall expansion continues to play a prominent role during the period prior to the birth of the RH wave. The gestation period is longer because the expansion is now stronger, as shown by the higher peak velocities in figure 12(a) , and by the larger near-wall differences in the corresponding pairs of p, T profiles in figure 12(b) . We note that as compared to figure 7 these plots are drawn on a magnified scale, to show more clearly that the boundary layer is now thinner. 
Phase II: pre-transition
In addition to the graphs of U S and D, figure 10(b) also displayes the graph of u + c, the speed of the forward sonic disturbance associated with the locus of positions of maximum pressure. Specifically, u + c is computed at the position of maximum pressure if the maximum is smooth, and immediately behind it if the maximum occurs at the shock. The figure shows that U S < u + c, i.e., the S wave is subsonic relative to the following flow, throughout the domain. On the other hand, D − (u + c) changes sign from being positive to negative at x ≈ 0.25, indicating that the RH wave undergoes a transition from being supersonic to subsonic relative to the following flow. Results for the pre-transition stage are gathered in figures 13 and 14. It is at this stage that the behavior most resembles that for a = 0.1. Profiles of p, T, u, v, λ and the reaction rate are shown in figure 13(a,b) . Once again we see the coherence in the peaks of p, T and reaction rate. The peak pressure rises more rapidly with passage of time, increasing from the near-constant-volume explosion value of 3.65 at the second time step to 5.65 at the last time step shown. The corresponding rise in temperature is less dramatic, indicative of increased compression through the wave. The particle velocity behind the wave is larger and the expansion in that region stronger, as is the rarefaction wave that reflects from the wall. Figures 14(a, b) confirm these features; the pλ -plane now shows that while the reaction zone is still compressive, there is a hint of expansion within it near the very end. In the pv -plane the Rayleigh-line segments corresponding to the quasisteady, weak-detonation portion of the structure still dominate, but the less steep slope of the profile at the final time step points to a greater deceleration of the wave, as does the correspondingly higher value of the pressure peak.
Phase III: transition
Transition is characterized in figure 10(b) by the crossing of the RH wave by the forward characteristic, an event that signals that the wave has slowed down to a sonic speed relative to the following flow. Importantly, the figure also shows that the crossing occurs at, or very close to, the CJ speed, as foretold by the asymptotic analysis for a = O(1). This stage is best viewed in figure 15(a) , which shows the reaction-zone structure in the pλ -plane for six time steps in the transition interval. We see the hitherto monotonic pressure profile showing sign of turning back on itself very close to the end of the reaction zone, and then steepening quickly to form a weak shock. The shock is born in the time interval 1.3009 ≤ t ≤ 1.3018, and the pressure at shock birth is in the range 7.036 < p < 7.336, which compares quite favorably with the CJ value of 7.13 at which the asymptotic analysis predicts the first appearance of the shock.
The development of the shock at the rear of the reaction zone can also be seen in the reaction-rate profiles of figure 15(b) , drawn for the shorter time interval 1.2999 ≤ t ≤ 1.3038. At the third time step in this figure one sees the first sign of the shock, at the rear of the reaction zone and behind the peak in the reaction rate. Both figures 15(a) and 15(b) show the strengthening shock advancing towards the front of the reaction zone. That the advance is extremely rapid is apparent from the extreme brevity of the transition interval; that it is also quasisteady is shown by the stationary nature of the subsonic and supersonic branches of the reaction-zone structure in figure 15(a) . In the steady case of a CJ wave the shock connecting the weak and strong detonation branches could be inserted at any arbitrary value of λ to give a hybrid detonation. Here the shock location is a rapid function of time determined by the evolutionary process, while the branches remain essentially stationary.
The profiles of p, T and λ during transition are displayed in figure 16 (a), and show yet again how the structure of the wave evolves from that of a shockless, weak detonation towards that of a ZND detonation as the shock moves forward through the reaction zone. Figure 16(b) shows the shock catching up to the locus of positions of maximum reaction rate. We emphasize again that the shock speed is essentially constant; it finds itself progressing towards less reacted regions because the supersonic portion of the reaction zone structure ahead of it is slowing down. This is precisely the scenario predicted by the asymptotic analysis for the a = O(1) case.
Phase IV: post-transition
Figure 10(b) shows that subsequent to transition, the relative flow behind the wave is subsonic and D remains close to D CJ . The profiles in figure 17 confirm that as the shock advances, more and more of the reaction occurs in the subsonic region behind the shock and the structure approaches the ZND structure. At the final time step shown, the wave speed is 4.03 and the peak pressure 12.78, the correspoinding ZND values being 4.01 and 13.27 respectively. possibility of a route to detonation different from that observed for a of order unity. The starting value of U S is now 0.226, far less than the initial sound speed. The Zeldovich criterion suggests that the RH wave should propagate with the spontaneous wave speed with little pressure change across it, but computations will reveal an altogether different scenario.
Phase I: birth
We begin by exhibiting the very-early-time snapshots of the solution in figures 18(a,b) . The u -profiles shown therein are analogous to those of figure 12 for a = 0.38, but now there is a larger velocity gradient at the wall at the last time step, indicative of a stronger expansion for the larger a. The increased level of expansion is borne out by the substantially larger difference between the T and p profiles of figure 18(b) when compared to the corresponding situation in figure 12(b) ; it also explains the longer induction delay for a = 4.
When the reactant at the wall is nearly exhausted, the RH wave emerges from the wall. Its early evolution, shown in figures 19 and 20, is in stark contrast to the way in which events unfolded for a = 0.38. Gone is the strong similarity between the profiles of pressure and temperature, and the near-perfect spatial coincidence of peaks of pressure, temperature and reaction rate, so strikingly evident in figures 13(a,b) . Also missing is the purely compressive reaction zone so prominently featured in figure 14(a) . Instead, figure 19(a) shows that the wave starts out as a low-amplitude pressure pulse, generated by the explosive energy release and the associated expansion in the thin boundary layer at the wall. As the pulse advances it amplifies and broadens; the former because the pulse finds itself in a reactive environment, and the latter because the peak of the pulse is unable to keep pace with its leading edge, which also steepens as it advances.
While the evolutionary progression can be gauged from figures 19(a,b), it is useful to examine figure  19 (c) where a snapshot of the spatial variation of all the major variables has been gathered at the particular early time t = 1.5505. This figure shows the pulse straddling the reaction region, which is now composed of several distinct zones. Upstream of the pulse the temperature is low and the reaction correspondingly weak, while behind the pulse the reaction has essentially gone to completion. Across the leading edge the pressure rises, creating acoustically commensurate increments in u and v, and especially T, leading thereby to an increase in the rate of reaction. Thus, in effect, the leading edge overcomes the temperature deficit associated with the initial temperature gradient, and causes the reaction to be "switched on." In the main body of the pulse p and T continue to rise, and so does the reaction rate as the reactant is consumed, while v increases only slightly and u remains essentially flat. Thus the pulse contains what can properly be characterized as an induction domain, within which there is clear evidence of strong inertial confinement. The trailing edge of the pulse is somewhat narrower than the main body but significantly wider than the leading edge. In it the pressure falls, the reaction rate attains its peak, and reactant depletion is accompanied by large increases in T and v. It has all the attributes of a diffusionless deflagration, or fast flame. The velocity decreases as well, as the expansion within the deflagration pushes the particles backwards, and in fact, u drops down to negative values near the end of the reaction zone. There follows a broad, essentially inert region in which velocity adjusts to the rigid boundary condition at the wall. Correspondingly, there is a small temporal increase in pressure, figure 19(a) , a decrease in specific volume, figure 19(b) , and a spatial increase in temperature towards the wall, figure 19(a) .
Additional information about the structure of the reaction zone emerges from an examination of the pλ -diagram of figure 20. We notice immediately that the bulk of the reaction occurs in the expansive segment of the zone, which first lengthens (in the λ coordinate), and then slightly shrinks, with the passage of time. The contrast with the corresponding diagram for a = 0.38, figure 14(a) , speaks for itself. Figure 21 (a) shows the loci of various features of the wave over a time interval longer than what has been covered so far, and we shall have occasion to comment in detail later on all that is at display here. It is enough to remark for now that at these early times, the peak reaction-rate lags behind the peak pressure in location; a reversal of what was observed earlier for the smaller values of a. Figure 21(b) plots the wave speed following the locus of positions of peak pressure, as well as the u + c values on the same locus. We see that the wave is subsonic right at the outset, and accelerating, thus marking a further point of departure from the smaller-gradient cases discussed above. 
Phase II: formation of first shock
The first significant change in the wave structure occurs at an instant of time in the interval 1.5515 < t < 1.5540, figure 22(a-c) , when the leading edge of the pressure pulse transforms itself into a shock. The profiles behind the shock ( figure 22(d) ) remain qualitatively similar to those at earlier times, and the reaction zone continues to consist of an induction part and a deflagration part. However, there are exceptions: the hitherto flat velocity profile now develops a well-defined peak, the specific volume now experiences a decrease rather than an increase in the induction zone, and the temperature profile, which had thus far been monotonically decreasing in x, now develops an overshoot. The locus of positions of the shock, and of the temperature peak, have been plotted in figure 21(a) . From figure 22(a-c) we see that the shock gains strength as it moves forward, but the gain is modest, as reflected in the gradual increase in the shock pressure, figure 22(a) . The jump in the temperature across the shock also increases gradually, figure 22(b) , and in fact the shock temperature appears to show a remarkable constancy, retaining more or less the value 1.5 as if the shock strengthens just enough for it to overcome the temperature deficit imposed by the gradient upstream of the shock. In contrast, the changes in amplitude within the body of the wave behind the shock are stronger: the peaks in pressure, velocity and the reaction rate all climb rapidly.
The induction-zone structure in figure 22 (d), with its rising pressure, velocity and temperature and falling specific volume, is reminiscent of at least the beginning portions of the quasisteady weak-detonation profiles of figure 13 . This impression is further strengthened by the late-time change in concavity immediately behind the shock in figure 23(a) , which causes the near-shock segment of the λp curve there to resemble those in figure 14(a) . That the similarity is only superficial is brought home by the pv -diagram of figure 23(b) , which shows no trace of any Rayleigh lines in the highly curved post-shock pressure rise. The implication is that the induction zone is not quasisteady. One does note, however, the appearance of straight segments such as AB on the expansion side of the pv -diagram, indicating that portions of the expansive section of the reaction zone, already characterized as fast deflagrations, are now approaching quasisteady behavior.
Phase III: formation of second shock
At later times, the pressure rise behind the shock in figure 22(a) begins to show signs of steepening; evidence for the same also appears in figure 23(a) . Profiles at this next stage are displayed in figure 24(a-c) , where we see the second shock appearing in the time interval 1.5653 < t < 1.5655. As the snapshots in figure  24(d) show, between the two shocks there appears a narrow induction zone in which pressure, temperature, velocity and density all rise. A similar, but even narrower, induction zone can be seen behind the second shock, but it gives way quickly to the deflagration portion of the reaction zone, which in turn is followed by a broad region of inert compression as before. The pλ -diagram in figure 25 shows that the pressure peak behind the second shock first approaches it, and then recedes from it.
Phase IV: collision of shocks
The second shock is stronger and faster than the lead shock, and at the last time shown in figure 24(a) , collision between the two shocks is imminent. Details pertaining to collision and its immediate aftermath are presented in figure 26 . In these plots, collision has just occured at the second time step and by the third time step, one can clearly see the contact discontinuity (prominent in the T -profile) and the expansion wave (better seen in the p -profile), behind the strong, single shock. Collision produces the highest temperature between the shock and the contact, and accelerates the reaction there. This is seen in the creation of a new peak in the reaction-rate near the shock, figure 26(c) and the faster consumption of reactant there ( figure  26(b) ). (These features have been seen before in other computational studies. Dold et al [24] observed multiple shock collisions, and corresponding extrema in reactant consumption, in their examination of the evolution of a pulse in a reactive atmosphere, while Sileem, Kassoy and Hayashi [18] noted a single collision of two shocks in their investigation of self-initiation due to bulk power deposition in a boundary layer.) As the shock advances, the peak in reaction rate moves closer to the shock, and by the last two time steps shown, the structure is well on its way to acquiring the ZND form. 
Phase V: post-collision
The final phase of evolution is shown in the T and λ profiles of figure 27. We see a conventional ZND structure propagating forward, with the peak temperature declining slightly as the detonation proceeds down the temperature gradient into cooler regions. Behind the detonation there appears a weak forwardpropagating shock, which is a vestige of disturbances created by the earlier collision of the two shocks and reflected from the wall. The wave-path and wave-speed plots of figure 28(a,b) apply from a time just before shock collision and show, on the one hand, that peaks in pressure and reaction rate now travel together, and on the other, that the wave speed attains the CJ value quite early, and suffers a small deceleration thereafter as it propagates quasisteadily down the temperature gradient.
Additional variations
The results presented so far have shown the following.
• For a 1, the RH wave is a supersonic, shockless, decelerating wave, a weak detonation.
• For a = O(1), the RH wave starts out as a decelerating weak detonation which, upon reaching the CJ speed, transits into a ZND detonation and continues to travel at the CJ speed.
• For a 1, the RH wave starts out as a subsonic pulse that accelerates, amplifies and steepens to develop a lead shock, with the structure behind the shock consisting of an induction zone followed by a fast deflagration. In due course an additional shock is born behind the lead shock, the two collide and the structure evolves rapidly into a ZND wave which travels at the CJ speed.
The change in the mode of evolution from a 1 to a 1 has been rather dramatic. We now present results for some additional values of a with the intent to explore the more gentle transitions in behavior that would occur if the size of the gradient were varied slowly. In order to avoid repetition these presentations are less detailed, and the emphasis is on the diferences rather than similarities with the cases already discussed.
a = 1
Of primary interest is the way in which the behavior for this value of a differs from that for the immediately smaller value, a = 0.38, for which results were given earlier. We begin again with plots of wave loci and wave speeds, figure 29 (a,b) . These remain qualitatively similar to those for a = 0.38 but there are noteworthy differences. First, at x ≈ 0.02, the pre-transition length i.e., the distance from the wall over which D exceeds u + c in figure 29 (b) is now exceedingly small. Second, while the RH wave remains supersonic relative to the flow behind up to transition, D is now smaller than D CJ , with D as low as 3.62 at transition. We shall expand on this observation shortly. The early-time behavior, profiled in figure 30 (a-c) , appears at first glance similar to that for a = 0.38, figure 13 . To appreciate the change, let us compare the pv and pλ diagrams, figure 31, with those for a = 0.38, figure 14 . In figure 14 (a) the reaction zone is entirely compressive, but in figure 31(a) we see a significant amount of reaction near the end of the reaction zone occuring at declining pressure, signalling the appearance of the fast deflagration, already seen for a = 4. The deflagration region grows, especially at later times, as shown in figure 31(a) . Turning now to a comparison of the pv diagrams, figures 31(b) and 14(b), the sharp demarcation between the compressive and expansive segments for a = 0.38 has now been replaced by a rounded transition for a = 1. Furthermore, although segments of negative slope still appear on the compressive side of the pv -profiles in figure 31(b), these are not preponderantly straight; for example, at the final time t = 1.3520, the straight segment is very short, at best between points A and B. Thus the reactive portion of the wave structure now consists of an unsteady induction to A, a quasisteady weak detonation only from A to B, and an unsteady structure beyond, first at increasing and then at decreasing pressure.
As already observed, the decelerating RH wave is travelling at sub-CJ speeds. Therefore, in the pv -plane, the corresponding sequence of Rayleigh lines must lie below the limiting Rayleigh line that passes through Transition, shown in figures 32 and 33, covers the time interval around the point at which the speed of the forward characteristic, u + c, and the wave speed D, have the common value 3.62. Shock formation now occurs in the interior of the reaction zone at around λ = 0.7, and this must be the value of λ on the partially-reacted Hugoniot at which tangency with the Rayleigh line is achieved. Transition-stage profiles for pressure and reaction rate are displayed in figure 32(a) , and show that shock formation has now taken place in the time interval 1.3520 < t < 1.3525 and at a position close to the location of the reaction-rate peak. This is in contrast to the shock first appearing behind the reaction-rate peak for a = 0.38, figure 15 . Also, shock pressure at birth is in the interval 2.95 < p < 5.21, significantly below the CJ-pressure of 7.13. Profiles of p, T and λ appear in figure 32(b) , and show in particular that the temperature peak is now beginning to lag behind the peak in pressure.
Unlike the a = 0.38 case, the movement of the shock towards the front of the reaction zone does not occur at constant speed. The evidence for this appears in figure 33, which shows that while the supersonic portions of the reaction-zone profiles ahead of the shock are nearly frozen, the subsonic profiles behind the shock no longer overlap. The increasing pressure behind the shock suggests an acceleration of the shock, and by the last time step shown in figure 33 , the shock has accelerated to a speed of 3.86. This figure shows an additional feature, namely, that pressure maximum occurs right at the shock itself, almost from the moment of the birth of the shock. Thus the structure consists only of a compressive reaction zone ahead of the shock, and a deflagration behind. There is no induction zone behind the shock, of the kind that was seen downstream of the lead shock for a = 4, in figure 23(a) for example.
Post transition profiles are shown in figure 34 . Shock acceleration continues with passage of time, and by the last time step shown in this figure, the shock speed has reached the near-CJ value of 3.98, and the wave has essentially acquired the CJ structure. We observe that for this moderate gradient, the early stage of evolution is reminiscent of the spontaneous wave seen for smaller a, while the later stage contains elements of the SWACER mechanism associated with large a.
a = 2
For this higher value of a the wave trajectories in figure 35(a) remain qualitatively similar to those for a = 1. The quantitative differences consist of a longer induction delay and an earlier crossing of the two loci, now at x ≈ 0.12. In the wave-speed plots of figure 35(b) the near-wall region has again been magnified to highlight the change in behavior. We note that the starting speed of the S wave is now 0.483, which is well below the initial sound speed. The Zeldovich criterion would suggest that the RH wave propagates at the spontaneous wave speed with little pressure change across it, but we shall see that such is not the case. The most striking change brought about by the larger value of a is the disappearance of the supersonic, decelerating portion of the RH wave trajectory. Right from inception, the wave now accelerates.
The early-time behavior is summarized in figures 36 and 37. It is instructive to compare the profiles in figure 37(c), corresponding to a time step near the end of the early stage, with those for a = 1, figure 30(c) and a = 4, figure 19(c) . We see that increasing a results in a lowering of the wall pressure due to increased expansion in the near-wall boundary layer, a shifting of a larger fraction of heat release to the expansive portion of the reaction zone, and a reversal of flow direction near the wall.
Growth of the expansive component of the reaction zone is confirmed by the pλ plot of Figure 37 (a). Figure 37(b) shows that from the compressive side of the pv -plots, all evidence of the straight, Rayleigh-line segments has now essentially disappeared, implying that compressive reaction zone is now fully unsteady and weak detonation is no longer a part of the picture. However, one does now see the first appearance of straight segments on the expansive side, whose slopes increase in magnitude with time; we have marked such a segment at the last time step by CD. Thus deflagrations have now become quasisteady. While most of the reactant has been depleted by the end of the deflagration structure at D, the final remnants are consumed in the following tail, which is largely expansive but has a small compressive segment near the wall. To reiterate, rather than a decelerating weak detonation that is preordained by the induction processes that preconditioned the medium prior to the emergence of the wave, the structure is now an accelerating wave, increasingly driven from behind by the energy released in the deflagration.
Transition occurs when the RH wave develops a shock. The pλ diagram in figure 38 shows that the shock is now formed well forward in the reaction zone, at λ ≈ 0.4, and at the instant of formation the peak pressure has the low value of about 3.5. For a few time steps subsequent to shock formation the pressure peak lies behind the shock, but then catches up with it; the same is true of the peak in reaction rate, figures  39(a,b) . Thus, unlike the case a = 1, the shock now does have an induction zone behind it, at least for a short duration, before it is eroded by the deflagration. It is remarkable that by the time the shock has reached x = 0.03, its speed has already increased to the near-CJ value of 3.89, and the pressure behind it to 10.45. The structure is well on its way to the ZND.
In short, increasing a from 1 to 2 has produced the first case for which SWACER is the sole mechanism, as it was for a = 4. A major point of difference from a = 4, though, is that no second shock appears here; it is the lead shock itself that accelerates into a detonation. The post-transition profiles in figure 40 continue to show the approach towards the CJ detonation. In fact, the compressive near-wall region alluded to in the pre-transition discussion above has now become strong enough to generate a weak forward-propagating reflected shock.
a = 6
This larger value of a exhibits new features. It is useful to examine the event in six phases that occur in sequence. Phase 1, illustrated in figure 41, resembles the early-time behavior for a = 4, figure 22 , except that the pressure pulse is now broader, and the first shock forms farther away from the wall.
Phase 2, depicted in figure 42 , is analogous to the events displayed in figure 24 for a = 4. The site of the local explosion is now farther behind the lead shock than it was for a = 4. Otherwise the behavior is similar; temperature profile develops an overshoot, the peak in reaction rate approaches that in pressure from behind and a second shock is born. Figure 43 shows a snapshot of all variables near the end of this phase. We note in particular that the profiles are close to ZND, and that the high pressure peak suggests an overdriven wave.
The second shock approaches the lead shock and the two collide in phase 3; the collision and its aftermath are displayed in figure 44. The collision does not produce a sustantially stronger transmitted shock because the lead shock was so weak. Nevertheless, the contact and the raraefaction can be clearly seen receding from the shock, figure 44. The high Neumann pressures of the overdriven wave are seen approaching the CJ value of 13.27. (a) In phase 4 the wave continues to decelerate gradually, as suggested by the falling peak temperatures, figure 45(a), that appear to keep pace in a quasisteady fashion with the dropping temperature ahead of the shock. The maximum reaction rate, figure 45(b), continues to fall slowly as well. We note that this structure continues to exist well past the normal boundary x = 1 of the viewing window. In this case it is useful to extend the window to x = 2.
Then follows phase 5 in which figure 46 shows the first instance of detonation failure. The evidence is a decoupling of the reaction zone from the lead shock at the third time step shown in the figure. The decoupling is accompanied by a rapid drop in the peak reaction rate, figure 46(b) . In phase 6, figure 47, the reaction zone falls further and further behind and the lead shock weakens. The wave structure now consists of a lengthening induction zone in which the reaction is weak and the temperature undergoes a small increase while the pressure falls, followed by a decelerating deflagration across which the pressure is essentially constant while its gradient jumps. A temperature overshoot appears behind the deflagration but falls farther and farther behind the reaction zone as the wave advances. Figure 48 shows the wave paths and speeds as the process unfolds. Figure 48(a) shows the decoupling at x ≈ 1.55, while 48(b) shows the gradual retardation of the detonation prior to decoupling. Figure 49 shows that when a = 8, the chemical energy released in the now extremely thin wall layer is unable to generate a shock of sufficient strength. The reaction zone never couples with the shock and the result is a deflagration.
a = 8

Conclusions
The present study was motivated by a desire to learn more about the way in which the nature of an initial stimulus determines the mode of evolution to detonation, and to compare the computational results with existing asymptotic results where feasible. The problem has been posed as an initial-value problem. As such the initiating stimulus, beginning at time t = 0, may be thought to have been derived from the chemical energy of the medium itself through the initial condition, rather than from an external source of ignition such as a shock; in Lee's terminology [1] , one has considered a self-initiation problem. Nevertheless, the events that unfold display a strong similarity to what earlier studies have uncovered about direct initiation, where the detonation is produced by a strong, external source of power.
When the initial temperature gradient is shallow, a 1, a broad extent of the medium finds itself in the induction period (i.e., interaction between weak reaction and acoustics) right at the outset. Following a delay a weak detonation wave emerges from the hot wall at very high speed and advances into the interior.
It decelerates as it progresses, its path having been essentially preordained by the initial temperature profile. The structure of the reaction zone changes quasisteadily but remains entirely compressive, and there is a strong coherence among the profiles of the various state variables. The wave exits the domain as a supersonic, weak detonation unless the domain is sufficiently long or a somewhat larger. In this latter case the wave slows down to the CJ speed, a shock is born at the rear of the reaction zone, undergoes rapid strengthening with little change in speed, and transforms the wave into a ZND structure travelling at the CJ velocity. The transonic phase of the transition, near the birth of the shock, is unsteady while the strengthening of the shock remains quasisteady. The scenario agrees entirely with earlier asymptotic predictions [11] , [12] , and is also in line with Zeldovich's spontaneous-flame hypothesis [2] .
As the size of the initial gradient increases, there is a narrowing of the portion of the domain in which significant chemical activity occurs at the outset, and the course of events changes accordingly. The wave is again born as a supersonic entity, but now only a portion of the reaction zone at the head of the wave corresponds to a quasisteady weak detonation. At the rear of the reaction zone there now appears an unsteady deflagrative region of increasing temperature but decreasing pressure, whose extent grows as the wave advances. The passage through the sonic point now occurs at a sub-CJ speed, and a shock first appears in the interior of the reaction zone. The shock now undergoes a significant acceleration as it moves to the front of the reaction zone; the reaction keeps pace with it and the shock-reaction complex approaches the CJ structure and speed. We thus see the first elements of SWACER coming into play. It is important to observe that this is precisely the sequence of events found by Singh and Clarke in their computational study of detonation initiation by a strong shock [17] .
For larger initial gradients, chemical activity of any significance is confined initially to a still-narrower region. It is quite appropriate now to speak of this region as a boundary layer near the hot wall; the sharper the initial gradient, the thinner the layer. The region outside the layer is colder and hence substantially less reactive. Release of energy by reaction produces an increase in temperature within the layer, but with a comparatively smaller concomitant increase in pressure. Any inclination on the part of pressure to rise substantially is dispatched by acoustics into the cooler regions beyond as a compressive pulse, allowing the hot material within the layer to expand. As a result, while a localized explosion at the hot wall still obtains, it now does so at conditions of partial inertial confinement at best. This aspect alone of the large-gradient evolution has been amenable to an asymptoic treatment [13] , with which the present computational results agree.
With increasing reactant consumption in the boundary layer, additional compressive signals continue to take birth and propagate away, and in short order steepen the initial pulse to create a weak shock. This lead or precursor shock, in turn, further compresses and heats the material through which it passes, thereby accelerating the reaction therein. Two distinct features now emerge in the domain between the lead shock and the expanding boundary layer. Immediately behind the shock there is an induction zone in which weak levels of reactant consumption are accompanied by small increments in pressure, temperature and density. Downstream of the induction zone is the primary reaction region where most of the chemical activity occurs; here the temperature rises while pressure and density both fall, as in a deflagration. Further course of events continues to be dictated by the size of the initial temperature gradient. For gradients that are not too large, the precursor accelerates the reaction behind it, and in turn, is accelerated by the energy released in the reaction; the SWACER mechanism cited earlier. As the shock-induction-deflagration complex advances, it attains progressively higher levels of coherence, and the end result is a ZND detonation. For larger gradients a secondary explosion and an associated shock appear behind the precursor and overtake it prior to the formation of a ZND wave. For still larger gradients the ZND structure forms behind the secondary shock itself before there is a collision with the lead shock.
The boundary-layer nature of the initial release of energy for large a is reminiscent of the direct-initiation studies of Clarke, Kassoy and Riley [15] and Clarke et al [16] , where rapid energy input was provided via a heat flux through the boundary. The Navier-Stokes computations reported by these authors had already shown the appearance of a shock-induction zone-deflagration complex. Their results also demonstrated that for larger reaction rates, detonation was formed by the reaction-induced acceleration of the lead shock itself, while a lowering of the reaction rate caused the induction zone behind the lead shock to grow longer. In due course a secondary explosion occured behind the lead shock and produced a detonation in the manner discussed above. Thus, decreasing the rate of reaction in the thermally-initiated configuration corresponds directly to an increase of the initial gradient in the present study. The related direct-initiation study of Sileem, Kassoy and Hayashi [18] , has examined the consequences of a bulk power deposition of limited duration in a wall boundary layer. Expansion resulting from combustion within the boundary layer produces a lead shock which provokes chemical activity behind it. For the physico-chemical parameters chosen in this work, there appears again a secondary explosion, and an associated shock, at some distance behind the lead shock, and detonation is born subsequent to the collision of the two shocks.
For gradients that are larger still, the lead shock is much too weak to significantly influence the reaction rate of the shocked material; the separation between the reaction zone and the lead shock continues to increase and detonation does not materialize.
It must be emphasized that the present study limits itself to planar configurations and elementary kinetics. Thus geometric effects such as focussing and diffraction do not arise, nor do effects associated with features of more complex kinetics, such as chain branching and endothermic steps. These effects can have a substantial influence on the course of evolution in practical situations, and are being addressed in ongoing studies.
