We construct comparison morphisms between two well-known projective resolutions of a monomial algebra A: the bar resolution BarA and Bardzell's resolution ApA; the first one is used to define the cup product and the Lie bracket on the Hochschild cohomology HH * (A) and the second one has been shown to be an efficient tool for computations of these cohomology groups. The constructed comparison morphisms allow us to show that the cup product restricted to even degrees of the Hochschild cohomology has a very simple description. Moreover, for A = kQ/I a monomial algebra such that dim k e i Ae j = 1 whenever there exists an arrow α : i → j ∈ Q 1 , we describe the Lie action of the Lie algebra HH 1 (A) on HH * (A).
Introduction
Hochschild cohomology of associative algebras was introduced by G. Hochschild in [9] and since then it has been studied by many authors in different areas of mathematics. In the case where A is an algebra over a ring k such that A is k-projective, Cartan and Eilenberg give a useful interpretation of the Hochschild cohomology groups HH n (A, A) with coefficients in A. They prove that these groups can be identified with the groups Ext n A e (A, A) and thus be calculated using arbitrary projective resolutions of A over its enveloping algebra A e , see [5] . Despite this freedom of choice to calculate cohomology groups, it is not the case with some of the structures defined in cohomology: the sum HH * (A) = ⊕ n≥0 HH n (A) is a Gerstenhaber algebra, that is, it is a graded commutative ring via the cup product ∪ : HH n (A) × HH m (A) → HH n+m (A), a graded Lie algebra via the bracket [−, −] : HH n (A) × HH m (A) → HH n+m−1 (A), and these two structures are related, see [7] . One wants to understand the structure of HH * (A) as a ring and as graded Lie algebra but the problem is that these structures are defined in terms of the bar resolution BarA of A, where historically the cohomology groups were defined, and the computations of these groups are made, in general, using a convenient projective resolution.
Important improvements have been made when considering the cup product: it has another description, the Yoneda product, which can be transported easily to the complex obtained by using any other projective resolution. This has been used to described the ring structure of HH * (A) for many algebras A such as radical square zero algebras [6] , truncated quiver algebras [1] , Koszul algebras [4] and so on.
On the other hand, so far, the bracket has no similar description; for this reason there are only a few classes of algebras in which the bracket has been determined. The question about finding a way to compute the Gerstenhaber bracket on Hochschild cohomology in terms of arbitrary projective resolutions, was raised by Gerstenhaber and Schack in [8, p. 256] . Ten years later, Schwede gave in [12] a beautiful interpretation of the bracket in terms of bimodule self-extensions of A, based on Retakh's description of extension categories. Recently, Negron and Witherspoon succeeded in finding, under some conditions, a definition of Gerstenhaber's graded Lie bracket on complexes other than the bar complex (see [10] ) and Suárez-Alvarez gave a way to compute the Lie brackets restricted to HH 1 (A) × HH * (A) in terms of arbitrary projective resolutions of A, see [14] .
In this paper we concentrate on the particular case of monomial algebras, that is, algebras A = kQ/I where I can be chosen as generated by paths. For this family of algebras one has a detailed description of a minimal resolution of the A e -module A given by Bardzell in [3] ; we will denote it by ApA and recall it in Section 2. Although the construction of this resolution has hard combinatorial calculations, it has been shown to be an efficient tool for many computations because it can be described directly from paths in the quiver Q. Then it is natural to try to define both structures, the cup product and the Lie bracket, using this resolution. In this article we construct explicit comparison morphisms
between the two resolutions involved. Thus using the quasi-isomorphisms between the derived complexes we can transport structures on the complex Hom A e (BarA, A) to the complex Hom A e (ApA, A) and as an application we are able to define the Gerstenhaber algebra structures on the complex obtained using Bardzell's minimal resolution.
When restricting to truncated quiver algebras, a subclass of monomial algebras, our comparison morphisms F and G restrict to those defined in [1] .
The paper is organized as follows. In Section 2 we introduce all the necessary terminology, we recall the two projective resolutions and the definition of a Gerstenhaber algebra. In Section 3 we define the maps F : ApA → BarA and G : BarA → ApA, and we establish the main result of this work: for a monomial algebra A, F and G are comparison morphisms. We also present some properties of these morphisms for the subsequent proof in Sections 4 and 5. The last section provides a small example to show our technique together with two more general applications: in the first one, we study the Lie action of the Lie algebra HH 1 (A) of outer derivations of A on HH * (A), when A is a monomial algebra that satisfies the following property: dim k e i Ae j = 1 if there exists α : i → j ∈ Q 1 . In the second one, we show that the cup product restricted to even degrees of the Hochschild cohomology has a very simple description.
Preliminaries

Quivers, relations and monomial algebras
We briefly recall some concepts concerning quivers and monomial algebras; for unexplained notions we refer the reader, for instance, to [2] .
A finite quiver Q is a finite set of vertices Q 0 , a finite set of arrows Q 1 , and two maps s, t : Q 1 → Q 0 associating to each arrow α its source s(α) and its target t(α). A path w of length l is a sequence of l arrows α 1 . . . α l such that t(α i ) = s(α i+1 ). We denote by |w| the length of the path w. We put s(w) = s(α 1 ) and t(w) = t(α l ). For any vertex x we consider e x the trivial path of length zero and we put s(e x ) = t(e x ) = x.
We say that a path w divides a path u if u = L(w)wR(w), where L(w) and R(w) are not simultaneously paths of length zero.
The path algebra kQ is the k-vector space with basis the set of paths in Q; the product on the basis elements is given by the concatenation of the sequences of arrows of the paths w and w ′ if they form a path (namely, if t(w) = s(w ′ )) and zero otherwise. Vertices form a complete set of orthogonal idempotents of kQ. Let F be the two-sided ideal of kQ generated by the arrows of Q. A two-sided ideal I of kQ is said to be admissible if there exists an integer m ≥ 2 such that F m ⊆ I ⊆ F 2 . The elements in I are called relations, and kQ/I is called a monomial algebra if the ideal I is generated by paths.
By a fundamental result in representation theory it is well known that if A is an associative, basic, indecomposable, finite dimensional algebra over an algebraically closed field k, there exists a finite quiver Q such that A is Morita equivalent to kQ/I, where kQ is the path algebra of Q and I is an admissible two-sided ideal of kQ.
From now on we will assume that A = kQ/I is a monomial algebra. We also assume that the ideal I is generated by paths of minimal length, and we fix a minimal set R of paths, of minimal length, that generate the ideal I. Moreover, we denote by P the set of paths in Q such that the set {γ + I, γ ∈ P} is a basis of A = kQ/I. It is clear that Q 0 ∪ Q 1 ⊆ P since I ⊆ F 2 .
The standard bar resolution BarA
The bar resolution BarA = (B n , b n+1 ) n≥0 is the following resolution of A by A emodules, where A e = A ⊗ A op is the enveloping algebra and ⊗ = ⊗ k . To begin with, B n = A ⊗ (n+2) is the (n + 2)-fold tensor product of A with itself over k.
turns BarA into a complex, which is acyclic in all degrees except in degree 0, wherein its homology is isomorphic to A. The multiplication map ε : A ⊗ A → A given by ε(a ⊗ b) = ab provides an augmentation BarA → A → 0. For a path algebra A = kQ/I, we can consider E = kQ 0 the subalgebra of A generated by the set of vertices Q 0 , and in this case the standard bar resolution can be redefined using tensor products over E. We also denote this resolution by BarA.
It is a very well-known fact that the Hochschild cohomology HH * (A) is isomorphic to H * (Hom A e (BarA, A)).
Bardzell's resolution ApA
Bardzell's resolution ApA = (A ⊗ kAP n ⊗ A, d n+1 ) n≥0 is a minimal resolution that was introduced by Bardzell in [3] for monomial algebras.
Given a monomial algebra A = kQ/I with R a minimal set of paths, of minimal length, that generate the ideal I, let AP 0 = Q 0 , AP 1 = Q 1 and for n ≥ 2 let AP n be the set of supports of n-concatenations which are defined inductively as follows: given any directed path T in Q, consider the set of vertices that are starting and ending points of arrows belonging to T , and consider the natural order < in this set. Let R(T ) be the set of paths in R that are contained in the directed path T . Take p 1 ∈ R(T ) and consider the set
If L 1 = ∅, let p 2 be such that s(p 2 ) is minimal with respect to all p ∈ L 1 . Now assume that p 1 , p 2 , . . . , p j have been constructed. Let
If L j+1 = ∅, let p j+1 be such that s(p j+1 ) is minimal with respect to all p ∈ L j+1 . Thus (p 1 , . . . , p n−1 ) is an n-concatenation and we denote by w(p 1 , . . . , p n−1 ) the support of the concatenation, that is, the path from s(p 1 ) to t(p n−1 ) along the directed path T .
These concatenations can be pictured as follows:
. . .
For any w ∈ AP n define Sub(w) = {w ′ ∈ AP n−1 : w ′ divides w}.
We can dualize the construction of the sets AP n : given
= ∅, let q j+1 be such that t(q j+1 ) is maximal with respect to all q ∈ L op j+1 . Thus (q n−1 , . . . , q 1 ) is an n-op-concatenation, we denote by w op (q n−1 , . . . , q 1 ) the support of the concatenation, that is, the path from s(q n−1 ) to t(q 1 ) along the directed path T , and AP op n is the set of supports of n-op-concatenations. Moreover, we denote w op (q n−1 , . . . , q 1 ) = w op (q 1 , . . . , q n−1 ). It is shown in [3, Lemma 3.1] that AP n = AP op n . Now we are ready to describe Bardzell's resolution ApA = (A⊗kAP n ⊗A, d n+1 ) n≥0 . To begin with, kX is the vector space generated by the set X and all tensor products are taken over E = kQ 0 , the subalgebra of A generated by the vertices. In order to define the A e -linear maps d n : A⊗kAP n ⊗A → A⊗kAP n−1 ⊗A we need the following notations: if n ≥ 2, for any w ∈ AP n and ψ ∈ Sub(w) we denote w = L(ψ)ψR(ψ). In particular, if n = 2m + 1, then Sub(w) = {ψ 1 , ψ 2 } and
The multiplication map µ : A ⊗ kQ 0 ⊗ A → A given by µ(1 ⊗ e i ⊗ 1) = e i , provides an augmentation ApA → A → 0.
We are interested in algebras that are projective over k, and in this case it is well known that the Hochschild cohomology HH * (A) is isomorphic to Ext * A e (A, A) = H * (Hom A e (ApA, A)).
The Gerstenhaber algebra HH * (A)
In [7] Gerstenhaber introduced two structures on the Hochschild cohomology HH * (A), namely the cup product ∪ and the bracket [−, −]. They are defined using explicit formulas in terms of cochains in the complex Hom A e (BarA, A) as follows: given f ∈ Hom A e (A ⊗ n+2 , A) and g ∈ Hom A e (A ⊗ m+2 , A) we have f ∪ g ∈ Hom A e (A ⊗ m+n+2 , A) defined by
These products induce well defined products on Hochschild cohomology
in such a way that (HH
is a graded Lie algebra, and the bracket is compatible with the cup product since it acts through graded derivations, see [7] .
The comparison morphisms
A comparison morphism between two projective resolutions of an algebra A is a morphism of chain complexes that lifts the identity map on A. The existence of such morphisms is clear, see for example [5] . However, an explicit construction of these morphisms is not always easy. In the next two subsections we will define maps F : ApA → BarA and G : BarA → ApA that allow us to obtain the main result of this article, that is, for a monomial algebra A the maps F and G are comparison morphisms.
We will start with the definition of the A e -linear maps:
for n ≥ 0 and then we will show the commutativity of the diagrams
This proof is not immediate, and Sections 4 and 5 are devoted exclusively to it.
The map F : ApA → BarA
We define the A e -linear maps F n : A ⊗ kAP n ⊗ A −→ A ⊗ n+2 as follows:
where Sub(w) = {ζ 1 , . . . , ζ m } ⊂ AP n−1 is an ordered set such that if i < j then s(ζ i ) < s(ζ j ) with respect to the order given in the support of w, and L i , R i are the paths defined by w = L i ζ i R i for i = 1, . . . , m.
Remark 3.1.
1) If n = 2 and w = α 1 . . . α s ∈ AP 2 , α i ∈ Q 1 , then Sub(w) = {α 1 , . . . , α s }. Thus
2) If Sub(w) = {ζ 1 , ζ 2 } for w ∈ AP n with w = L(ζ 2 )ζ 2 , we have that
In particular this is true if n is odd, see [3, Lemma 3.3] .
3) If c ∈ A and w ∈ AP n then
since b n+1 is linear and
3.2 The map G : BarA → ApA
Since the sought morphism G is a morphism of A-bimodules, we only have to define it on basis elements
of A ⊗n+2 . For this, we will need to distinguish certain n-sequences
we define the sets
The well-concatenated n-sequence (v 1 , . . . , v n ) is called good if n is even and M odd = ∅ or if n is odd and M even = ∅. Otherwise, the well-concatenated n-sequence
For any good n-sequence (v 1 , . . . , v n ), we consider the subset of AP n :
Now the A e -linear maps G n :
where w 1 is such that s(w 1 ) = min {s(w) : w ∈ χ(v 1 , . . . , v n )} and
if n is odd.
The map F is a comparison morphism
First we establish some preliminary results about the sets AP n that will be used in the forthcoming proof. In the first lemmas we describe right and left divisors of paths of the form aw and wb respectively, for w the support of a concatenation and a, b ∈ P.
is such that aw = vb with a, b paths in Q and a ∈ P then t(p 2n−2 ) ≤ s(q 2n−1 ), and therefore b ∈ I.
(ii) If u = u(p 1 , . . . , p 2n−1 ) ∈ AP 2n is such that aw = ub with a, b ∈ P then there exists z ∈ AP 2n+1 such that z divides the path ub and s(z) = s(u).
Proof. (i)
We use an inductive procedure to show that
for all j = 1, . . . , n−1. It is clear that the second inequality implies the third because p 2j , q 2j−1 are minimal relations. The hypothesis a ∈ P implies that
Since p 2 has been chosen in the set
By induction hypothesis we assume that the inequalities (1), (2) and (3) are satisfied. By construction of v it follows that t(p 2j−1 ) ≤ s(p 2j+1 ) < t(p 2j ) and using the inequalities of the inductive hypothesis we obtain that s(q 2j−1 ) < s(p 2j+1 ) < t(q 2j−1 ). These last inequalities imply that
Since q 2j−1 has been chosen in the set
and since s(q 2j ) < t(q 2j−1 ) < t(p 2j+1 ) we have that
Therefore, from (3), (6) and by construction of w op we have that
Since p 2j+2 has been chosen in the set
In particular, we have that
(ii) To prove the existence of z we have to show that there exists p 2n ∈ R such that z = z(p 1 , . . . , p 2n−1 , p 2n ) belongs to AP 2n+1 , that is, we must verify that the set {q ∈ R(aw) :
is not empty. Since b ∈ P we have that s(q 2n−1 ) < t(p 2n−1 ), and from (i) we know that t(p 2n−2 ) ≤ s(q 2n−1 ). Therefore q 2n−1 ∈ {q ∈ R(aw) :
. . , q 2n−1 ) ∈ AP 2n−1 is such that wb = av with a, b paths in Q and b ∈ P then t(p 1 ) ≤ s(q 2 ), and therefore a ∈ I.
(ii) If u = u op (q 1 , . . . , q 2n−1 ) ∈ AP 2n is such that wb = au with a, b paths in P then there exists z ∈ AP 2n+1 such that z divides the path au and t(z) = t(u).
Proof. The proof is dual to that of the previous lemma.
. . , q 2n ), we have:
and the result follows from Lemma 4.2(i).
(ii) Similarly, it follows from Lemma 4.1(i).
In the following lemma we show that we can weaken the assumptions on item (ii) in the previous lemmas.
Lemma 4.4. Let w, u ∈ AP 2n be such that wb = au, with a, b paths in Q. Then a ∈ P if and only if b ∈ P.
Proof. Let w = w(p 1 , . . . , p 2n−1 ), u = u op (q 1 , . . . , q 2n−1 ) and suppose that a ∈ P. To show that b ∈ P it is enough to verify that s(q 2n−1 ) < t(p 2n−1 ) = s(b). From the proof of Lemma 4.1(i) we have that
and the construction of w imply that
and therefore, t(q 2n−3 ) < t(p 2n−1 ). Now the maximality of t(q 2n−3 ) implies that s(q 2n−1 ) < t(p 2n−1 ). Similarly one can show that if b ∈ P then a ∈ P.
Thus, item (ii) of Lemmas 4.1 and 4.2 can be written as follows:
Lemma 4.5. Let w, u ∈ AP 2n , such that wb = au with a or b in P.Then:
(i) There exists z ∈ AP 2n+1 such that z divides the path au and t(z) = t(u).
(ii) There exists z ∈ AP 2n+1 such that z divides the path wb and s(z) = s(w).
Lemma 4.6. Let w ∈ AP n and Sub(w) = {ζ 1 , .
Proof. From [3, Lemma 3.1] we know that AP n = AP op n , thus
Lemma 4.7. Let {ζ 1 , . . . , ζ m } be the ordered set of all the concatenations in AP 2n−1 contained in a path T and satisfying
Proof. We consider ζ i , ζ i+1 . The situation can be pictured as follows:
2 . This is a contradiction since
1 . Then a and b belong to P since a divides a i+1 and b divides b i . From Lemma 4.5(i) we deduce that there exists z ∈ AP 2n−1 such that z divides δ and satisfies
Then z ∈ {ζ 1 , . . . , ζ m }, a contradiction. Now we will show that F : ApA → BarA is a comparison morphism. It is clear that ε
If n = 2 and w = α 1 . . . α s ∈ R, then
where the first and the second equalities follow from Remark 3.1(2-3) and the last equality follows by the induction hypothesis.
On the other hand,
Then we only have to prove that
In fact
If γ ∈ Sub(ψ 1 ) ∩ Sub(ψ 2 ) the equality of the corresponding summands is clear. If γ ∈ Sub(ψ 1 ) and γ ∈ Sub(ψ 2 ), then s(γ) < s(ψ 2 ) and, from Proposition 4.3(ii), we have that R γ R(ψ 1 ) ∈ I. If γ ∈ Sub(ψ 2 ) and γ ∈ Sub(ψ 1 ) then t(ψ 1 ) < t(γ), and from Proposition 4.
This finishes the proof for n odd.
If n is even
where the second equality follows by Remark 3.1(3) and the third equality follows by the induction hypothesis. Since ζ i+1 ∈ AP n−1 and n − 1 is odd, Sub(
From Lemma 4.7 we have that ψ i 2 = ψ i+1 1 , for i = 1, . . . , m − 1. After cancelling the corresponding terms in the above sum, we obtain that it is equal to
From
Finally, the sum we are interested in is equal to
and in this way we have completed the proof for b n • F n = F n−1 • d n .
The map G is a comparison morphism
First we will prove some preliminary results that will make the computation of the map G easier. Let (v 1 , . . . , v n ) be a well-concatenated n-sequence. If v j v j+1 ∈ I, there exists γ ∈ R such that γ divides the path v j v j+1 and it satisfies
From now on, we will call γ j one of these relations (we choose one). Thus for each well-concatenated n-sequence such that M even (v 1 , . . . , v n ) = ∅ we associate a sequence (γ 2 , γ 4 , . . . ):
. . . (v 1 , . . . , v n ) = ∅, we associate a sequence (γ 1 , γ 3 , . . . ) constructed in the same way.
Suppose that there exists w ∈ AP n−1 such that v 1 . . . v n = awb with a, b paths in P. We have the following question: Does there exist z ∈ AP n such that w ∈ Sub(z) and z ∈ χ(v 1 , . . . , v n ) ?
In the following lemmas we get conditions that ensure a positive answer to the previous question.
Lemma 5.1. Let (v 1 , . . . , v n ) ∈ P n be a well-concatenated n-sequence and w ∈ AP n−1 such that v 1 . . . v n = awb.
Proof. (i) For i ≥ 1, we will prove the inequalities
, and therefore t(p 1 ) < t(γ 2 ). By construction of p 2 we have that
Suppose we have already proved that t(p 2i−2 ) ≤ t(γ 2i−2 ). Since t(γ 2i−2 ) < s(γ 2i ) we have that t(p 2i−2 ) ≤ t(γ 2i−2 ) < s(γ 2i ). By construction of p 2i we deduce that p 2i = γ 2i or s(p 2i ) < s(γ 2i ), and therefore, t(p 2i ) ≤ t(γ 2i ).
(ii) The proof is analogous to (i).
From now on let T be the path v 1 . . . v n .
Lemma 5.2. Let n odd, (v 1 , . . . , v n ) ∈ P n a well-concatenated n-sequence, and w ∈ AP n−1 such that v 1 . . . v n = cwb. Then (i) If b ∈ P, s(w) < t(v 1 ) and M even = ∅, then there exists z ∈ AP n with z = wR(w) such that R(w) divides the path b.
(ii) If c ∈ P, s(v n ) < t(w) and M odd = ∅, then there exists z ∈ AP n , with z = L(w)w such that L(w) divides the path c.
Proof
, we have to show that there exists δ such that z = z(p 1 , . . . , p n−2 , δ) ∈ AP n . From Lemma 5.1(i) we know that t(p n−3 ) ≤ t(γ n−3 ) and since b ∈ P, we have that s(γ n−1 ) < t(w) = t(p n−2 ).
Thus the set L = {γ ∈ R(T ) : t(p n−3 ) ≤ s(γ) < t(p n−2 )} is not empty, since γ n−1 ∈ L. If δ ∈ L is such that s(δ) is minimal with respect to all γ ∈ L, we have that z = z(p 1 , . . . , p n−2 , δ) ∈ AP n satisfies the desired conditions.
(ii) The proof is analogous to the previous one; in this case we use Lemma 5.1(ii).
Lemma 5.3. Let n even and let (v 1 , . . . , v n ) ∈ P n be a well-concatenated n-sequence. If M even = ∅ and there exist w ∈ AP n−1 such that
Proposition 5.4. Let n even and let (v 1 , . . . , v n ) ∈ P n be a well-concatenated n-sequence. If M odd = ∅ and there exists w = w(p 1 , . . . , p n−2 ) ∈ AP n−1 with v 1 . . . v n = awb, a, b ∈ P, then there exists z ∈ AP n such that z divides the path v 1 . . . v n and w ∈ Sub(z).
We need some preliminary lemmas to prove this last result. First, we define a set of relations {p ′ 2i−1 , p ′′ 2i−1 } 1≤2i−1≤n−3 satisfying:
is maximal with respect to all γ ∈ T 2i−1 ;
2) p ′′ 2i−1 is an element in the set S 2i−1 = {γ ∈ R(T ) : s(p ′ 2i−1 ) < s(γ)} such that s(p ′′ 2i−1 ) is minimal with respect to all γ ∈ S 2i−1 . In addition to the assumptions in Proposition 5.4, we assume that s(γ n−1 ) < t(p n−3 ). Under these conditions we can prove the following two lemmas.
Lemma 5.5. The sets T 2i−1 are not empty, more precisely, γ 2i−1 ∈ T 2i−1 , and the relations
for 2i − 1 = 1, . . . , n − 3, where t(p −1 ) := s(p 1 ).
Proof. By construction t(γ n−3 ) < s(γ n−1 ) and, since p ′ n−1 = γ n−1 we have that if 2i−1 = n−3 then γ n−3 ∈ T n−3 and hence p ′ n−3 exists. So, the maximality of t(p ′ n−3 ), the fact that γ n−3 ∈ T n−3 and the assumption s(γ n−1 ) = s(p ′ n−1 ) < t(p n−3 ), imply that
From the construction of w we know that p n−3 is such that s(p n−3 ) is minimal with respect to all the relations in the set {γ ∈ R(T ) : t(p n−5 ) ≤ s(γ) < t(p n−4 )}. So, from (9) we get that p ′ n−3 does not belong to the previous set and hence s(p ′ n−3 ) < t(p n−5 ). Then s(γ n−3 ) ≤ s(p ′ n−3 ) < t(p n−5 ). By induction hypothesis, suppose there exists p ′ n−2i−1 verifying (8). Now we shall find p ′ n−2i−3 . From (8), s(γ n−2i−1 ) ≤ s(p ′ n−2i−1 ) and since t(γ n−2i−3 ) < s(γ n−2i−1 ), γ n−2i−3 ∈ T n−2i−3 and this shows the existence of p ′ n−2i−3 . From the the maximality of t(p ′ n−2i−3 ) in T n−2i−3 we have that t(γ n−2i−3 ) ≤ t(p ′ n−2i−3 ) and with (8) we get that
From the construction of w we know that p n−2i−3 is such that s(p n−2i−3 ) is minimal with respect to all the relations in {γ ∈ R(T ) : t(p n−2i−5 ) ≤ s(γ) < t(p n−2i−4 )}, where t(p n−2i−5 ) should be replaced by s(p 1 ) when n−2i−4 = 1. Then from (10) we get that s(p ′ n−2i−3 ) < t(p n−2i−5 ) and hence s(
Lemma 5.6. The sets S 2i−1 are not empty, more precisely, p 2i−1 ∈ S 2i−1 , and the relations
for 2i − 1 = 1, . . . , n − 3.
Proof. It is clear that S 2i−1 = ∅ because from (8), s(p ′ 2i−1 ) < t(p 2i−3 ) and by construction of w, t(p 2i−3 ) ≤ s(p 2i−1 ), so p 2i−1 ∈ S 2i−1 . From the minimality of
, and this contradicts the definition of p ′′ 2i−1 . Then we have that s(p ′ 2i+1 ) < t(p ′′ 2i−1 ) ≤ t(p 2i−1 ). Finally, from the definition of p ′ 2i−1 and the previous inequality we get that
. Proof of Proposition 5.4. We assume first that t(p n−3 ) ≤ s(γ n−1 ). By hypothesis v 1 . . . v n = awb with b ∈ P then s(γ n−1 ) < t(p n−2 )
So, the set L = {γ ∈ R(T ) : t(p n−3 ) ≤ s(γ) < t(p n−2 )} is not empty because γ n−1 ∈ L. If δ is such that s(δ) is minimal with respect to all the relations in the set L, we have that w = w(p 1 , . . . , p n−2 , δ) ∈ AP n satisfies the desired condition. Assume now that s(γ n−1 ) < t(p n−3 ). We will construct z = z(z 1 , . . . , z n−1 ) ∈ AP n with z 1 = p ′ 1 . From Remark 5.7 we have that z 2 = p ′′ 1 and, by (11), z 2 satisfies the inequality t(p ′′ 1 ) = t(z 2 ) ≤ t(p 1 ). We have to see that the set L i = {γ ∈ R(T ) : t(z i−2 ) ≤ s(γ) < t(z i−1 )} is not empty for i = 3, . . . , n − 1 and then we will choose z i ∈ L i such that s(z i ) is minimal with respect to all γ ∈ L i . From (12) we have that p ′ 3 ∈ L 3 , then L 3 = ∅ and the minimality of s(z 3 ) says that s(z 3 ) ≤ s(p ′ 3 ), and therefore t(z 3 ) ≤ t(p ′ 3 ). So we have that
where the first inequality follows from the fact that a ∈ P, so s(p 1 ) < t(γ 1 ), and by
and finally the construction of p 2 says that s(p 2 ) ≤ s(z 3 ), so t(p 2 ) ≤ t(z 3 ).
By inductive hypothesis we assume that there exist z j such that
and now we shall find z j+1 for j + 1 = 2i and for j + 1 = 2i + 1. If j + 1 = 2i, the construction of w says that t(p j−2 ) ≤ s(p j ) < t(p j−1 ), and by (14) and (15) we have that t(z j−1 ) ≤ s(p j ) < t(z j ). So p j ∈ L j+1 and this shows the existence of z j+1 . The minimality of s(z j+1 ) says that s(z j+1 ) ≤ s(p j ) and therefore
By (11) and (15) we have that s(p ′ j ) < t(z j−1 ) ≤ s(z j+1 ), then the minimality of s(p ′′ j ) in S j says that s(p ′′ j ) ≤ s(z j+1 ) and so t(p ′′ j ) ≤ t(z j+1 ). This last inequality with (16) says that t(p ′′ j ) ≤ t(z j+1 ) ≤ t(p j ). If j + 1 = 2i + 1, by (12) , (14) and (15) we have that
∈ L j+1 and this shows the existence of z j+1 . By the minimality of s(z j+1 ) we have that s(z j+1 ) ≤ s(p ′ j+1 ), and therefore
, where the first inequality follows from the fact that s(p j ) is minimal with respect to all relations in {γ ∈ R(T ) : t(p j−2 ) ≤ s(γ) < t(p j−1 )} and z j+1 belongs to this set.
In this way we have constructed an element z = z(z 1 , z 2 , . . . , z n−1 ) ∈ AP n with z j satisfying (14) and (15) respectively.
To finish the proof we must verify that w ∈ Sub(z). For this, it suffices to show that s(z) ≤ s(w) and t(w) ≤ t(z). By (8) 
, so we get the first inequality. By (14) , t(p n−2 ) ≤ t(z n−1 ) and therefore t(w) ≤ t(z).
Now, we give some remarks that will make the computation of the map G easier to approach. For any well-concatenated n-sequence (v 1 , . . . , v n ) ∈ P n we define, if they exist,
Remark 5.8. Using the sets M odd , M even we can cancel terms in the sum
because v j v j+1 ∈ I for any j.
2) If M odd = ∅ and M even = ∅ then
because v 2j−1 v 2j ∈ I for any j and v 2j v 2j+1 ∈ I if j < i 0 or j > i 1 .
3) If M even = ∅ and M odd = ∅ then
because v 2j v 2j+1 ∈ I for any j and v 2j−1 v 2j ∈ I if j < j 0 or j > j 1 .
4) If
The following remark allow us to characterize the kernel of G n .
Remark 5.9. Let (v 1 , . . . , v n ) ∈ P n be a well-concatenated n-sequence. Then
if and only if one and only one of the following conditions is satisfied:
Remark 5.10.
1) If
. . , v n ) is a bad (n − 1)-sequence if j > j 0 when n is odd since v 2j 0 −1 v 2j 0 ∈ I, and if j < j 1 when n is even since v 2j 1 −1 v 2j 1 ∈ I. The same argument can be used to affirm that
if n is odd, and
if n is even and j 1 = 1.
2) Analogously if
and
Now we will show that G : BarA → ApA is a comparison morphism. It is clear that µ
For n > 1, the proof of d n • G n = G n−1 • b n will be done in four steps taking into account Remarks 5.8 and 5.10.
In this case
Assume n is odd. First we observe that if
with L(w), R(w) ∈ P and w ∈ AP n−1 . If s(v 1 ) ≤ s(w) < t(v 1 ), by Lemma 5.2(i) there exists z ∈ AP n with s(z) = s(w) and therefore
. So, in this case, equality ( * ) holds since w ∈ χ(v 2 , . . . , v n ). Assume now that
with w ∈ χ(v 2 , . . . , v n ) and s(w) minimal. Since (v 1 , . . . , v n−1 ) is a good (n − 1)-sequence, the first equality says that we are in case (2) or (3.i) of Remark 5.9.
In the first case, χ(v 1 , . . . , v n−1 ) = ∅ and therefore w ∈ AP n−1 satisfies s(v n ) < t(w) ≤ t(v n ). Then by Lemma 5.2(ii) there exists z ∈ AP n , with t(z) = t(w) and w ∈ Sub(z). If t(v 1 ) ≤ s(z), we have that there exists w ′ ∈ Sub(z) with s(w ′ ) = s(z), and this contradicts the minimality of s(w). If s(z) < t(v 1 ) we get a contradiction to
In the second case χ(v 1 , . . . , v n−1 ) = ∅, and if u ∈ AP n−1 is such that s(u) is minimal with respect to the elements in
Observe that u and w verify that aw = ub, with a ∈ P because a divides L(w):
we have that there exists w ′ ∈ Sub(z) with s(w ′ ) = s(z), and this contradicts the minimality of s(w). Now assume that n is even. Since (v 1 , . . . , v n ) is a good n-sequence, we are in case (2) or (3.i) of Remark 5.9.
If
because otherwise using Proposition 5.4 we obtain a contradiction.
If χ(v 1 , . . . , v n ) = ∅, we know that L(w) ∈ I or R(w) ∈ I, where w ∈ AP n is such that s(w) is minimal with respect to χ(v 1 , . . . , v n ). Suppose that
then there must exists u ∈ AP n−1 with v 1 . . . v n = L(u)uR(u), and L(u), R(u) ∈ P and again using Proposition 5.4 we construct z ∈ AP n with u ∈ Sub(z). Observe that w = z because L(w) ∈ I or R(w) ∈ I. Since s(w) is minimal, then s(w) < s(z) and since L(w) divides L(u), we have that L(w) ∈ P. Then R(w) ∈ I and so t(w) < t(u)
Now we compare w with z and w with u: since az = wb with a ∈ P, because a divides L(u), by Lemma 4.4 we have that b ∈ P,
where {ζ 1 , . . . , ζ m } ⊆ AP n is an ordered set with s(
We shall prove that
We will see that ψ m 2 is such that 
by Lemma 4.5(i), there exists z ∈ AP n with t(z) = t(ψ m 2 ). Hence z = ζ m and since t(v 1 ) ≤ s(δ) ≤ s(z) = s(ζ m ) we obtain a contradiction with s(ζ m ) < t(v 1 ).
On the other hand, suppose that
and again, by Lemma 4.5(i) there exists z ∈ AP n . In the first case, z satisfies t(z) = t(δ) and this contradicts the maximality of s(ζ m ), because s(ζ m ) < s(ψ m 2 ) ≤ s(z) < t(v 1 ) (observe that if t(v 1 ) ≤ s(z), taking w 1 ∈ Sub(z) with z = w 1 R(w 1 ) should imply that s(δ) is not minimum). In the second case, t(z) = t(ψ m 2 ) and this contradicts that s(ζ m ) < t(v 1 ), because it should be ζ m = z and t(v 1 ) ≤ s(δ) ≤ s(z).
The proof for equality (18) is similar to that for (17): first assume that a 1 ⊗ ψ 
, and by Lemma 4.5(ii) we obtain a contradiction with the minimality of s(ζ 1 ).
If n is even we have that
Since v 1 v 2 ∈ I, because M odd = ∅, we only have to consider w i ∈ Sub(w) with s(v 1 ) ≤ s(w i ) < t(v 2 ). Hence the above sum can be written as
and we must show that
If w i ∈ Sub(w) and s(v 1 ) ≤ s(w i ) < t(v 1 ) from Lemma 5.3 we deduce that t(w i ) ≤ s(v n ) = t(v n−1 ), then the desired equality will follow by the equalities
, and
If n is even the proof follows exactly as in the case M odd = M even = ∅.
(ii) If G n (1 ⊗ v 1 ⊗ · · · ⊗ v n ⊗ 1) = 0, n must be even because (v 1 , . . . , v n ) is a good n-sequence and the proof follows as in the case M odd = M even = ∅ (note that in this case it is not necessary to use Lemma 5.3).
and the proof follows as in the case
If n is even then
if j 1 = 1, and
if j 1 = 1. By Lemma 5.3, if w ∈ AP n−1 and s(w) < t(v 1 ) then t(w) ≤ s(v n ) = t(v n−1 ). Then using the definition of G n−1 it is clear that
in the first case, and
is a good n-sequence and therefore n must be odd. In this case we have that
The proof follows as in the case M odd = M even = ∅.
6 The Gerstenhaber algebra HH * (A) for a monomial algebra A
We use the comparison morphisms to obtain formulas that allow us to calculate the ring and the Lie algebra structure of the Hochschild cohomology of monomial algebras.
The technique consists in transporting the two structures defined on the complex Hom A e (BarA, A) to structures defined on the complex Hom A e (ApA, A), using the quasi-isomorphisms
induced by the morphisms F and G respectively. This is done as follows (we still denote ∪ and [ , ] the products defined using Bardzell's complex): given f ∈ Hom A e (A ⊗ kAP n ⊗ A, A) and g ∈ Hom A e (A ⊗ kAP m ⊗ A, A), f ∪ g ∈ Hom A e (A ⊗ kAP n+m ⊗ A, A) and
The same idea has been used in [11, Section 4] in order to describe the Gerstenhaber structure of the Hochschild cohomology of a quadratic string algebra. Now we present an example to show this technique and later we conclude with two applications. 
where AP n = {(α 1 . . . α r ) n−1 α 1 } for n ≥ 2. A direct calculation shows that the maps d n = Hom A e (d n , A) are zero for n ≥ 2. To describe the map d 1 , observe that the A e -linear maps h i , g i :
with δ ij the Kronecker delta, are generators of the vector space Hom A e (A ⊗ kQ 0 ⊗ A, A) and
Finally a straightforward computation shows that dim k HH n (A) = 1 for each n ≥ 1, and the class of the A e -linear map f n : A ⊗ kAP n ⊗ A → A defined by
is a generator of HH n (A). Now we will compute the Lie bracket and the cup product using the previous formulae that arose from the comparison morphisms. For this, we observe that, for n ≥ 3, Sub((α 1 . . . α r ) n−1 α 1 ) = {ψ 1 , ψ 2 } with ψ 1 = ψ 2 = (α 1 . . . α r ) n−2 α 1 because (α 1 . . . α r ) n−1 α 1 = (α 1 . . . α r )ψ 2 = ψ 1 (α 2 . . . α r α 1 ). By Remark 3.1(2) we have that
where we denote L = α 1 . . . α r . Thus, if we continue applying this remark we get that
and this formula holds for any n ≥ 1. By definition of the morphism G, we have that
for any α ∈ Q, and for n ≥ 2,
So, taking into account the above considerations, we get that if 1 ≤ j ≤ r − 1,
Finally we get that, for any n, m ≥ 1, If we only consider odd degrees, that is,
then HH odd (A) is isomorphic, as Lie algebras, to the infinite dimensional Witt algebra.
In order to get more general results concerning the cup product and the Lie bracket for the Hochschild cohomology groups of monomial algebras, we will start by studying more carefully the morphism F. This description will imply that G•F = Id Ap . Lemma 6.2. Let w ∈ AP n , n ≥ 2 and ψ i ∈ AP n−i given by
where K is a subset of {(a 1 , a 2 , . . . , a n , b) : a 1 , . . . , a n , b ∈ P : |b| > 0, w = a 1 . . . a n b}.
Proof. The result will be proved using induction on n. If n = 2 the result is clear from Remark 3.1(1). Assume n > 2 and let w ∈ AP n with Sub(w) = {ζ 1 , . . . , ζ m }, where ζ m = ψ 1 . Then
By induction hypothesis we have that
where K ′ is a subset of {(a 2 , . . . , a n , b) : a 2 , . . . , a n , b ∈ P : |b| > 0, ψ 1 = a 2 . . . a n b} and hence the result follows since w = L(ψ 1 )ψ 1 .
Proposition 6.3. The comparison morphisms defined in Subsections 3.1 and 3.2 respectively, satisfy the equality G • F = Id ApA .
Proof. A direct computation shows that
If w ∈ AP n with n ≥ 2, the previous lemma says that
If w = a 1 . . . a n b with |b| > 0, it is clear that χ(a 1 , . . . , a n ) = ∅, since otherwise there would exist z ∈ AP n a divisor of a 1 . . . a n and hence z and w would belong to AP n with z a proper divisor of w, a contradiction. Thus
On the other hand, if w = w op (q 1 , . . . , q n−1 ) then ψ i−1 = (q i , . . . , q n−1 ) and
. Hence the n-sequence (L(ψ 1 ), . . . , L(ψ n−1 ), ψ n−1 ) is good because q i divides L(ψ i )L(ψ i+1 ). Thus
. . . L(ψ n−1 )ψ n−1 .
6.1
The module structure of HH * (A) over the Lie algebra HH 1 (A)
The first cohomology group HH 1 (A) is a Lie algebra and the Lie bracket induces a module structure of HH * (A) over the Lie algebra HH 1 (A). For any f ∈ Hom A e (A ⊗ kAP n ⊗ A, A) and δ ∈ Hom A e (A ⊗ kQ 1 ⊗ A, A), the description of [δ, f ] involves the following computations
For any w ∈ AP n , using Lemma 6.2 we get that
where the second equality follows from the fact that G n • F n = Id APn . In the particular case of a monomial algebra A that satisfies the property dim k e i Ae j = 1 if there exists α : i → j ∈ Q 1 , the group HH 1 (A) is generated by the set (Q 1 //Q 1 ) = {(α, α), α ∈ Q 1 }, see [13] . The map δ α : A ⊗ kQ 1 ⊗ A → A defined by δ α (1 ⊗ β ⊗ 1) = α, if β = α; 0, otherwise represents the generator (α, α) of HH 1 (A). If v = α 1 . . . α s , α i ∈ Q 1 we denote by C(α, v) = |{i : α = α i , i = 1, . . . , s}|, and we extend by linearity to a map C(α, −) : A → k.
By definition, G 1 (δ α )(1 ⊗ w ⊗ 1) = C(α, w)w and a direct computation shows that
This result has also been proved in [14] .
6.2 The cup product in ⊕ n≥0 HH 2n (A)
Using our formulas we will show that the cup product restricted to even degrees of the Hochschild cohomology has a very simple description. Proof. For any f ∈ Hom A e (A ⊗ kAP 2n ⊗ A, A) and g ∈ Hom A e (A ⊗ kAP 2m ⊗ A, A) we have already seen that the cup product f ∪ g is given by
and for any w ∈ AP 2n+2m we can compute it using Lemma 6.2 as follows:
All the terms in the previous sum that contain the path b vanish, since otherwise in AP 2m we know that there exists z ∈ AP 2m+1 with s(z) = s(u). We can picture this situation as follows: Hence v ∈ AP 2n is a proper divisor of w(p 1 , . . . , p 2n−1 ) ∈ AP 2n , a contradiction. Now we can conclude that
Using that L(ψ 2n+1 ) . . . L(ψ 2n+2m−1 )ψ 2n+2m−1 = w op (q 2n+1 , . . . , q 2n+2m−1 ) ∈ AP 2m we have that G 2m (g)(1 ⊗ L(ψ 2n+1 ) ⊗ · · · ⊗ ψ 2n+2m−1 ⊗ 1) = g(1 ⊗ w op (q 2n+1 , . . . , q 2n+2m−1 ) ⊗ 1).
On the other hand, [3, Lemma 3.1] says that t(p 2n−1 ) ≤ t(q 2n−1 ) < s(q 2n+1 ) and then w(p 1 , . . . , p 2n−1 ) ∈ χ(L(ψ 1 ), . . . , L(ψ 2n )), and since s(p 1 ) = s(L(ψ 1 )), its starting point must be minimal with respect to all the concatenations considered in the previous set. Hence w(p 1 , . . . , p 2n−1 ) ⊗ a).
