Abstract| Most standards provide a generalized syntax and semantics framework for video coders, leaving the selection and optimization of the right parameter set (and lookup tables) to the implementation. The choice of the right parameter set that is suitable for a rich enough class of input sequences is, however, quite di cult. This di culty is particularly ampli ed in the low bit rate video coding arena, where robust parameter sets are very important. We propose that robust parameter estimation, using the Taguchi methods, when applied to low bit rate video coding allows e ective (near optimal) performance over a wide variety of input data streams. A number of experimental results con rm the improvement (via robustness) visa-vis conventional parameter estimation methods and these methods promise an e cient solution to the ecient design of parameter sets that support standards.
I. Introduction
Video coding standards, in particular, seldom provide explicit and detailed information on the control schemes, or their parameter set instantiations. Implementations select some control scheme and instantiate the parameter sets based on initial qualitative or quantitative measures. In very low bit rate coding, the choice of the right parameter set is of additional importance since various video sequences vary widely in the amount of redundancy in time or space that could be extracted, and quality is compromised due to ill-suited parameter values.
For instance, video coding standards specify several modes of operation; one of which could be selected on a block-by-block basis. While this multimodal feature has the advantage of adaptability, the choice must be made carefully. Macroblocks (constituting frames) may contain single 16x16 luminance blocks, two 8x8 chrominance components, and with motion compensated prediction, each macroblock could be INTRAmode coded or INTER-mode coded.
The freedom in selection of the parameter sets and design variables was utilized in previous research to improve the performance of an MPEG encoder where the variables (frame type and/or the quantizer) were optimized via application of rate-distortion theory 3] 4]. However, other parameters remain that can also be used to optimize the coder. For instance in INTER-frame mode, the thresholding value that decides whether INTRA-macroblock or INTERmacroblock modes be selected could itself be a parameter. In addition, the search region involved in the determination of the motion vectors could be another independent variable. These choices are usually made in an ad hoc manner. In this paper, we propose that these parameters be optimized using robust design methods. The H.263 standard 5] will be used to illustrate its bene ts. Extensions of this method are easily applicable to other coding standards such as H.261, MPEG1, or MPEG2 6] 7].
Robust design, using the Taguchi method 1] 2], has been widely used to nd those parameters in a process which are most important in achieving some goals. Robust design reduces variation in an objective function by reducing the e ect of sources of variation, and not by controlling the sources of variation themselves. In this method, statistically planned experiments are used to vary settings of important system control parameters. We will brie y introduce robust design, insofar as relevant to this paper. A block diagram representation of proposed coder is shown in Figure 1 .
Signal factors (M): These are the values of the parameters in the implementation that determine the intended values of the system response. In the video encoder, quantization level can be a signal factor when encoder needs control for given bit rate budget.
Noise factors (x): Certain parameters cannot be controlled by the implementation, and are called noise factors. In the video encoder, the variability in the input sequences could itself be a noise factor.
Control factors (z): These are parameters that can be speci ed freely by the implementation. In fact, it is the implementor's responsibility to determine the best values of these parameters. In a video encoder, the thresholding value for mode selection, delineation of the search area, etc., are control factors.
Response (y): This is output of the system that is used to determine the quality of the coder or some other evaluative characteristic. In video encoder PSNR(peak signal to noise ratio) or bps(coded bits per second) can be responses.
The principal goal of robust design methods is to exploit the nonlinearities in the response function to nd a combination of system parameter values that gives the smallest variation in the value of the quality characteristic around the desired target value. This exploitation of nonlinearity can be understood through the following mathematical formulation. Let . The sensitivity coe cients are themselves functions of the control factor values. A robust system is one for which the sensitivity coe cients are the smallest.
An e cient way to study the e ect of several control factors simultaneously is to plan matrix experiments using an orthogonal array 8]. The reader is referred to the appendix for detailed discussions of the properties of orthogonal arrays. We now illustrate the advantages of robust design with a speci c application to the H.263 standard.
A. H.263 Optimization
In the H.263 coder, each frame of the image sequence is subdivided into regions called macroblocks. A macroblock consists of 16 pixels by 16 lines of the luminance component (Y) and two 8 pixels by 8 lines of chrominance components (C B and C R ). Each frame is coded in either the INTRA or INTER mode. INTRA mode is used in some speci c situation, as in the rst frame of an image sequence, while the INTER mode can be used for continuous video processing. So only INTER frame mode is considered in this case. We list seven parameters useful for the optimization of an H.263 implementation. Table I shows these selected parameters and their possible levels. Some of these parameters can be signal factors when the encoder needs control for given bit rate budget. Furthermore, parameter E is only relevant when parameter A is ON, and parameter G is only considered when parameter B is OFF.
Noise parameters, that cannot be controlled, are the eight di erent input sequences, and the three di erent frame rates of Table II . Reference frame rate for these sequences is 25Hz.
B. Design of Experiments and Objective Function
An orthogonal array was used for the design of this experiment to ensure that the resultant values of the control parameter set provide excellent performance over a wide variety of input sequences and frame rates. This particular experiment has 13 degrees of freedom, and as per robust design theory the L 36 orthogonal array was selected, which allows 36 combinations of control parameter levels. For each combination, we recorded 24 experimental results for 8 sequences at 3 frame rates.
PSNR (luminance) and coded bps were selected as objective functions used in the optimization. The PSNR is assumed continuous and nonnegative The mean square characteristic of PSNR can be described as follows:
where n represents the number of observations of quality characteristic under di erent noise characteristics. Furthermore, maximizing Q is equivalent to maximizing Q1 by the following equation.
Coded bps (bit rate) is also assumed continuous and nonnegative and has the values betweeen 0 to 1.
Then, the mean square characteristic of coded bps is represented by:
Minimizing Q is equivalent to maximizing Q2 by the following equation. We can leave the choice of which objective function (or both) to the design engineer through the following formulation of the optimization problem as:
Maximize fQ1 + Q2g, > 0 Subject to ranges speci ed for each control parameter. Since we did not consider rate control, is simply the relative weight of two objective functions.
Expt is an opportunity to optimize the bit rate through control of these four parameters while retaining the same PSNR.
Other sequences listed were analyzed in a similar fashion. What appeared evident is that for each quantization level we needed di erent values for the other four parameters to optimize the objective functions. This is a new conclusion | the current standard does not change the values of the other parameters when the quantization level is changed. This can penalize the coder at very low bit rates. Table IV shows the selected four control parameters which a ect coded bps more than they do the PSNR. This means these parameters can reduce coded bps without a ecting PSNR signi cantly. Since the advanced prediction mode and unrestricted motion vector mode were sensitive to both PSNR and coded bps, we utilized these modes in new experiments. Control parameter D' was changed to the unrestricted motion vector mode. 
D. Selection of Optimal Levels
An L 9 orthogonal array was selected that allowed for nine combinations of control parameter levels. (The reader may recall the orders of magnitude reduction in the number of required experiments when using orthogonal arrays).
For each combination, we tabulated eight experimental results for the eight sequences. The frame rate was xed at 8.33Hz and the same 8 sequences were selected. Since H.263 supports quantization levels between 1 and 31, the proposed scheme was applied to all 31 quantization levels. After completion of these experiments, four optimal control parameter levels were selected for each quantization level. We did not consider rate control in this experiment. Figure 4 shows the e ect of the control factors on fQ1+ Q2g when the quantization level is 5. From Figure 4 (a), when is 1 the optimum parameter level for A' is 1, for B' it is 2, and so on for others. Figure 5 shows the improvement in the measured objective function fQ1+ Q2( =1)g obtained by comparing selected optimum control parameter levels to the TMN5 standard recommended values. The results of the veri cation experiment are also shown. The observed results (predicted and veri ed) are very close, implying only slight interaction between control parameters. To further verify the robustness of proposed parameter set the sequences of Table V which were not used in the design optimization, were run through the coder using the optimal parameter set. The results shown are very encouraging. Figure 6 shows that at low quantization levels the optimum control parameter level for each parameter varies with quantization level. As a result, we cannot select an optimum control parameter level for each parameter in this range (counter to the TMN5 standard, and similarly for other video standards). However, when the quantization level is greater than 11, we can select a constant level for each control parameter. In this veri cation experiment, rate control was considered with a TMN5 recommended rate control scheme. The frame rate was again xed at 8.33Hz. We considered those cases where the bit rate was below 20Kbps and quantization level was greater than 11 to model low bit-rate telephone line applications and to guarantee optimality of control parameter set. We tested all 13 sequences with those conditions. Figure 7 and Figure 8 show the maximum and minimum di erence of results between selected control parameter level set and the TMN5 recommended values for the 8 sequences of Table II . In this case, the coded bps for some sequences was reduced by as much as 10% for some PSNR as shown in Figure 7 . Average PSNR gain for a given bit rate budget was 0.2dB. Also, the test results from the obtained control pa-rameter level was superior to those of TMN5 when the mean quantization level was greater than 11. Since robust design reduces the sensitivity to noise, the variation in the objective function for all sequences is reduced also. For values below 20Kbps, the test results from the obtained control parameter level show close correspondences to TMN5 even when the mean quantization level is smaller than 11 as in Figure 8 . Figures 9 and 10 show the maximum and minimum di erence among the 5 sequences of Table V. The results of these sequences are similar to the results of sequences in Table II . Figure 9 shows the results of the silent sequence when the given budget is below 20Kbps. Figure 10 shows the results of grandma sequence when the allocated budget was below 20Kbps, and when quantization level is greater than 11.
Figures 11 and 12 show the probability of selected mode for suzie sequence at some given bps budget.
The Uncoded mode just duplicates the corresponding previous macroblock for current macroblock. These gures show which mode (motion vector mode) is most likely to be selected with the given parameter set. The obtained parameter set was using more IN-TRA and INTER modes than TMN5 recommendations. However the obtained parameter set selected a much smaller number of INTER4V modes. In this paper, we presented a novel approach for parameter selection in complex video coding applications through robust design. With robust design, we can optimize the video coder without resorting to a brute-force method of exhausting all combinations of parameters.
Robust design allows us to identify those parameters that are important, and the application of orthog- onal array based experiments then reduce the number of experiments required to nd the optimal parameter set by a few orders of magnitude.
While this paper demonstrated the value of robust design in parameter selection (arguably for the rst time in literature) on one standard, the methodology is applicable to a wide array of video applications and standards, providing much needed control over the design process as contrasted to the current ad hoc approaches. 
