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Summary
This thesis concerns the combination of two overlapping fields in physics: condensed
matter and electromagnetism. Specifically the problem posed of simulating the
movement of magnetic domains by applied magnetic, and electric, fields. In this
investigation electronic structure methods are used in an attempt to parametrise
longer length-scale micromagnetic simulations. Previous works in the field have
relied upon suitable experiments having been conducted, whereas this work can
stand alone - albeit with its own propagation of systematic errors. Modelling is
undertaken to predict the applicability of cobalt platinum multilayers as a new type
of computer memory. Although results are promising, features not in the remit of
this thesis, such as practicality, are noted to be major obstacles that would need
to be overcome. Ab initio methods are used with varying success to predict the
saturation magnetisation, Gilbert damping parameter, and anisotropy parameter
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Spintronics is an up and coming field in physics, as groups investigate the opportu-
nities to use not only the intrinsic charge of an electron, but also its intrinsic spin
angular momentum. This thesis primarily contains theoretical investigations to aid
in the understanding of spintronic systems. Specifically, the motion of a magnetic
domain via an applied electric field. These devices are of particular modern interest
due to their possible applications in computer hardware. Advances in experimental
methods have led to the ability to manufacture devices with specific and defined
properties on the nanometre scale.
Magnetism, however, has intrigued for millennia. A formalism only began in the
early twentieth century, describing magnetic interactions on the microscopic scale.
With the discovery of quantum mechanics came a deeper understanding. Using
these new ideas the rudimentary magnetic recording systems developed at the end
14
of the nineteenth century were improved, and magnetic tape was developed. This
in turn opened the door for the audio tape recorder in the mid twentieth century.
Magnets are used in many areas of modern life. Motors in refrigerators, cars, wash-
ing machines and tumble driers have changed everybody’s lives. Medical science
has utilised magnetism in MRI machines, and the tape drive has been modified and
redesigned in to the hard drive. However, this technology is nearing its pinnacle,
and will soon need replacing - which will be discussed further in section 1.4.
1.2 Objectives
1.3 Overview of the Thesis
1.3.1 Chapter 1
Chapter 1 introduces the thesis. The motivation for the thesis is discussed. Ap-
plications of magnetic domains, and artificial magnetic domains in cobalt platinum
are introduced.
1.3.2 Chapter 2
Chapter 2 discusses the key tenets of magnetism and micromagnetics, first present-
ing the necessary basics of magnetism. Following this is a demonstration of micro-
magnetics and its reliance on microscopic and macroscopic length-scale physics. The
phenomenology of the Landau-Lifshitz-Gilbert equation is presented, and extensions
15
of the equation regarding spin-torque terms. Finally, micromagnetic simulation re-
sults’ reliance on parameters obtained from experiment is discussed.
1.3.3 Chapter 3
Chapter 3 introduces the background and theory of electron scale simulations utilised
in this thesis. The density functional theory formalism is briefly discussed, and its
extension for relativistc effects. Density functional theory implementations in two
code packages, ELK and CASTEP, are then described.
1.3.4 Chapter 4
Chapter 4 implements the methods discussed in chapter 3. First, methodology
for predicting micromagnetic parameters from first-principles is presented/derived,
with references to alternative methods and previous works. The methods used
are verified and converged for the pure crystalline systems. Using the criterion for
convergence as a starting reference, results of calculations for cobalt platinum alloys
are presented. Where possible, the methods are then used to predict properties of
idealised cobalt platinum multilayer systems. Comparisons are presented between
simulated parameters and experimentally obtained values.
1.3.5 Chapter 5
Chapter 5 contains the results from micromagnetic simulations for idealised nanowires.
Most previous micromagnetic simulations concentrated on in-plane magnetisation
materials, this chapter intends to verify the applicability of many key results in the
16
out-of-plane cobalt platinum systems. Time-of-flight measurements are performed
in Hall crosses using extraordinary Hall effect measurements. The effect of device
geometry on spin-polarised current flow is investigated, and then the result from this
is used to parametrise current-driven domain wall motion (CDDWM) in the Hall
cross. Extraordinary Hall effect estimates are discussed, with time-of-flight mea-
surements extrapolated from the performed simulations. Work is then presented on
the demonstration of the use of artificial magnetic domains for applications such as
racetrack memory.
1.3.6 Chapter 6
Chapter 6 concludes this thesis. The overall story of the thesis is analysed, with
avenues for future work, alternative methods, and key results discussed.
1.4 Applications of Magnetic Domains
1.4.1 Hard Disk Drives
Hard disk based devices were initially utilized in 1956 in IBM; the first gadget had
a capacity of more than 100 000 characters on each of fifty 60 cm circular platters
and were developed from iron oxide and aluminium. The plates exhibited an areal
thickness of generally a 600 bits every square centimetre. In 1973 IBM revealed the
first ‘modern’ hard circle drive. The innovation was a minuscule read/wrote head
that stayed inside 100 nm of the surface of plate. The density rapidly expanded to
256 kilobits every square centimetre. In 1980 Seagate Storage Technology developed
the principle hard disk drive designed for desktop computers utilizing comparable
technology. The 5 MB storage capacity limit was paltry by today’s standards, and
17
of the same order of magnitude as the 1956 IBM design. The astonishing idea
was fitting the greater part of the innovation into a 5.25 inch structure component
fenced in area. Most desktop PCs utilize the 3.5 inch structure element, and limit
per layer has expanded to over 3 TB. One straightforward, yet successful, procedure
to expand hard drive capacity has been to incorporate two magnetic disks in the
drive. With current manufacturing techniques and the miniaturisation of segments
this has been conceivable, however the author is uninformed of any arrangements
to extend this number. A combination of storage media in a single hard drive also
opens up issues with information storage, for example, the documents needing to
compass the disk, as the operating system would by and large not have any visibility
of the underlying data storage architecture.
Manufacturers are particularly interested in ways to increase the areal memory
density of the hard disk drive. The specific aim pertaining to increasing the over-
all capacity. However this ideally needs to be performed without a decrease in
read/write accessibility times. The largest areal density today is almost 100 million
times greater than the 1950s, and up until 2008 was doubling annually. This trend
could not continue, the spinning disks in 3.5 inch drives can only be 3.5 inches, and
the areal density approaches its technological limit. The profit margins in old-style
hard disk drives have shrunk, driving efforts in research to unearth new storage
technologies.
As the capacity has stagnated, demands for speed have escalated. Solid-State-
Drives (SSDs) have underlying flash architecture similar to USB and SD card mem-
ory. They have no moving parts, so a rotating magnetic disk is not a performance
bottleneck. The write speeds are typically 50% more performant than ordinary
disks, but read speeds can be quadruple the old values. The new devices are exorbi-
tantly expensive for large densities, although areal densities in the new technology
has progressed well in the last few years. From 32 MB to 512 GB in the last 10
years, and a 1 TB version will be available soon. The longevity of these devices is
not guaranteed, with many high-speed devices only being available with a one year
guarantee of data retention, not applicable to many business requirements. It is
also anticipated that, without another major technological breakthrough, the areal
18
density of SSDs will not surpass the existing technology.
1.4.2 Giant Magnetoresistance
The phenomenon first discovered in the late 1980’s and used to sense the state of the
magnetic disk in a hard drive is giant magnetoresistance (GMR). An example of a
multilayer spin-valve system containing two types of ferromagnet is shown in figure
1-1. The schematic attempts to illustrate how a polarisation change of the central
’free’ layer can be used to change the resistance, and therefore the current. Figure
1-1 illustrates a ferromagnet with a low coercive field is sandwiched in between two
ferromagnets with a high coercive field, separated spacers that are not magnetic.
The spacer regions exist to prevent short-range interactions between the alternate
ferromagnetic layers. The device is engineered to be in an antiferromagnetic state
through magnetostatic interactions. One layer is generally pinned by providing a
neighbouring ’bulk’ region with parallel magnetisation. Electrons travelling through
the material are scattered by the abrupt change in spin dependent band structures.
The application of a magnetic field will cause the ferromagnet with the lower co-
ercitivity will more easily align with it. With this layer aligned there will be less
scattering, leading to a drop in the resistance of the current perpendicular to the
plane. As a sensor, the principle widely used is to detect an external field’s presence
by observing the corresponding decrease in resistance.
1.4.3 Current Driven Domain Wall Motion
If every action has an equal and opposite reaction, then a domain wall affecting
the spin-polarised current propagation also means that the converse must also be
true, that is, a current can influence a domain wall. True enough [1, 2, 3], magnetic
domains can be translated via the application of a spin-polarised current. Although,
technically, it is the separation region, the domain wall, that is moved. This effect
19
Figure 1-1: The GMR principle. In this simple example there are three ferromagntic
layers. A central soft layer sandwiched by two hard layers with a non-magnetic
spacer in between. The arrows denote local magnetisation direction, and the colours
the material character.
can be used to move a multitude of domains simultaneously. There has been a
concentration of efforts in predicting and analysing the resistance of a domain wall
[4, 5]. A schematic showing a current in the plane device is shown in figure 1-2. The
device differs from a GMR device as the domain wall represents a continuous change
in magnetisation, opposed to a discontinuous spacer region. The presence, chirality,
and other general characteristics of the domain wall alters resistivity within a local
region. Application of an external field, or current, would move the domain wall
and eventually remove it. The change in resistance can be identified as the intrinsic
contribution, and those from external factors such as anisotropic magnetoresistance
[5]. This effect could be used in magnetic sensors to replace GMR.
This thesis, instead of looking at the resistance caused by the domain wall, is con-
cerned with methods of moving the domain walls, and how to measure their posi-
tions. This is a different viewpoint to a GMR-like picture, although GMR could
still be used in a device exhibiting current-driven motion: to read the domain state.
The following section introduces a type of memory that would use the position and
polarity of the magnetic domains as a measurable quantity, instead of measurable
electrical resistances.
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Figure 1-2: Analogous use of domain walls similar to the GMR effect seen in figure
1-1. The left-hand figure shows two opposite polarity domains separated by a single
domain wall. The application or presence of a magnetic field perpendicular with a
sample will lead to the alignment of all of the moments by moving the domain wall
towards the end of the sample. The domain wall disappearing, being absorbed or
annihilated directly affects the electrical properties: current through the left-hand
figure would be different to that in the right-hand figure.
1.4.4 Novel Computer Memory
One group has proposed the idea of magnetic racetrack memory [6], in which the
width and size of regions of magnetisation in a ferromagnetic material are the in-
formation. These domains can then be shifted along by the means of an applied
spin-polarised current, an idea first theoretically postulated by Berger in the 1970’s
[2, 3, 1]. The idea was at first considered a theoretical nicety, but with the realisa-
tion of true nanoscale engineering and device manufacturing, there came renewed
interest in current-driven domain wall motion (CDDWM).
This new type of computer memory was conceptualised by Stuart Parkin at IBM [6].
It was estimated that using novel device (three-dimensional) patterning methods,
devices with the density of current hard-drives (≈ 5 TB) would be able to match the
performance of DDR RAM (≈ 5 ns latency). Figure 1-3 is an extract from Parkin’s
concept paper, and figure ?? shows a comparison table populated by Parkin to
compare and contrast it against current technologies. Racetrack memory revolves
around the use of current-driven domain wall motion to move, within reason, any
type of magnetic domains back-and-forth past read and write heads. The RAM
controller would need to be able know how many domains to push along, and which
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ones to read and write. The challenges that immediately presented themselves were:
how would one ensure domains are of equal size?, how would one know how long to
apply a current for?, and, how would one ensure the domains are in their expected
location?.
The first proposition for racetrack memory was in Permalloy. This nickel iron
alloy, when in a thin film state has in-plane magnetisation. Therefore, patterning
small nicks in the sides of any nanowires could be used to hold magnetic domains
in position. However, making the domain walls with greater energy barriers to
movement would lead to the requirement of stronger currents to move them [7, 8, 6].
The anticipated current required was bordering a magnitude of approximately 3×
1012 A/m2 [4]that could cause the sample to become paramagnetic due to Joule
heating - raising the ferromagnet above its Curie temperature.
A simple two-dimensional structure using Permalloy nanowire has been fabricated,
and the principle of racetrack memory demonstrated [9]. However, these devices
were custom ion milled on substrates (expensive), wider than envisaged (low areal
density), and two-dimensional (lower density). The requirement to mill on a sub-
strate in order to make the device reliably makes the three-dimensional geometry
envisaged by Parkin intractable. Would some of these problems be alleviated if a
change in material was put forward?
Cobalt platinum multilayers could be an answer. The high perpendicular anisotropy
[10] means that the domain walls would be narrow, and the magnetisation would
only be up or down away from the domain wall. The layers of cobalt could be used
independently, as investigations could be performed to understand what structure
would be required to decouple the layers. This could make three-dimensional mem-
ory devices, will there be a requirement on volumetric memory density? The narrow
domain walls could also mean that more domains could be put in to the system.
Cobalt platinum systems are discussed in the next section, and in Chapters 3 and
4.
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Figure 1-3: Diagram of Parkin et al.’s racetrack memory concept. A shows the
possible vertical racetrack memory, this 3D memory, if fabricatable, would be a
breakthrough with fantastically high areal densities. B shows the 2D form, which
Parkin’s group reports could have a similar areal density of hard disks but the speed
of DRAM. C and D depict the write process using the self-field of an applied current.
Reproduced from Parkin [6] as motivation for thesis.
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1.5 Cobalt Platinum Multilayers
1.5.1 Motivation
Cobalt platinum systems have attracted much research interest in the last few years
[11, 12, 13, 14]. Thin film, disordered alloys and multilayer systems are all under
active investigation. Cobalt has a high Curie temperature, and retains this when
alloyed with platinum. Ideal if the application of extremely high current densities
will still be a requirement to move domains. The alloys themselves are highly
chemically stable, and reasonably simple to manufacture. However, it is the system’s
large tunable magnetic anisotropy [12] and easily identifiable magneto-optical Kerr
effect (MOKE) signal that make them truly interesting candidates for recording
material. High anisotropy leads to narrow domain walls. Ordered alloys, disordered
alloys, and multilayer cobalt platinum have been studied in the literature extensively
[15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 12, 29, 30, 31, 32, 33, 34].
This thesis concerns itself with utilising and extending ab-initio methods to extract
structural and magnetic parameters from multilayer systems.
The multilayers can be idealised to be ordered crystals. Platinum is the main
component of the multilayer, and thus we would expect the thinner cobalt layers
to extend their intraplanar seperation to enable the surfaces to be commensurate.
The intraplanar seperation of the platinum layers will broadly not be effected by the
cobalt layer, as the lattice constant of elements is difficult to decrease: it would be
energetically favourable for the cobalt to mimic the platinum configuration. Plat-
inum’s lowest-energy configuration is that of an face-centred-cubic (FCC) crystal,
with a lattice constant of 3.92 Å. At surfaces between species and crystal structures
there is usually a breaking of symmetry, specifically a surface relaxation. Two cobalt
layers sandwiched between platinum crystals would match the intraplanar lattice
constant of platinum, but the extraplanar distance between the cobalt layers would
expect to be similar to that of bulk FCC cobalt. Further discusses in chapters 3
and 4, surface relaxations lead to interesting effects on the electronic structure.
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When considering FCC structures with surfaces, the plane of cleavage needs to be
understood. Either the (100) or (111) stacking arrangements are typically studied.
The Miller index notation [35] is simply a representation of a plane when the FCC
crystal is considered in the simple cubic arrangement. A diagram depicting the
configurations can be seen in figure 1-4. Most multilayered systems are created
using dc magnetron sputtering. This involves depositing atoms on the surface for
a certain time, with experience and measurements forming a feedback loop to be
able to design the required device. Experimentalists claim that smooth layers of
platinum can be laid with smooth layers of cobalt. For most ab-initio calculations to
be undertaken, disorder can be taken in to account by using a large unit cell. This
can be extremely computationally expensive. If we assume that the multilayers have
been laid in a near-perfect manner, then the structure and other material properties
could be analysed using density functional theory. Although a considerable amount
of the dynamical work in this thesis is on the trilayer system, many of the concepts
can readily be extended to multilayers. Conversely, the multilayer geometry is
simpler to simulate in density functional theory, as it uses periodicity in supercells.
Figure 1-4: Stacking of layers in FCC crystals in the x, y plane, for which the intra-
planar lattice is shown in solid lines, and the lattice constant a. (a) represents (111)
stacking, and (b) illustrates (100) stacking. FCC crystals are typically modelled
from a (100) or (111) orientation. The FCC crystal can be entirely rebuilt from the
simple diagrams by populating the A, B (and C) lattice sites under the following
rules and using the solid lines as intraplanar crystallographic lattice vectors. In
(111) stacking the A sites would first be inhabited at z = 0, followed by the B
site at z = dz1, followed by the C site at z = 2dz1, then A at z = 3dz1, etc. In
(100) stacking of FCC layers the A site would be designated first at z = 0, and
then followed by the B site at z = dz2, and then A at z = dz2 etc. Note that the
interplanar distance in the two stacking arrangements is not consistent.
Other groups have decided to use disordered alloys of cobalt and platinum to con-
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duct experiments. A larger MOKE signal is reported [36] to be present in the
disordered alloys. However, ensuring locality of magnetic domains is not as straight-
forward, and computationally more difficult to model in many regimes.
1.5.2 Artificial Magnetic Domains
Artificial magnetic domains are, in the following work, real magnetic domains. They
are termed artificial as their location and nucleation points are atypical, i.e. not ran-
dom. A magnetic domain in perfect material would be metastable equilibrium, pre-
ferring no particular location over another. By making a small region of a nanowire
narrower the chance of a domain wall being at the change is higher than other loca-
tions. Systemic properties of the magnet can also be changed locally to create the
desired effect. Researchers have bombarded the magnetic samples with gallium ions
in order to reduce the anisotropy, making an energy barrier between the irradiated
and non-irradiated sections [37, 4, 5, 38]. This energy barrier is a likely place to col-
lect domain walls, to which other experiments can be conducted upon. That is, the
lower anisotropy region will typically be softer than the higher anisotropy region.
This means that more energy is required to change the polarisation of the higher
anisotropy region. This provides experimentalists a method of ensuring the locality
of magnetic domains. The entire sample is first magnetised to saturation. Enough
energy can then be provided to switch the magnetisation in the lower anisotropy
region. This ensures that the regions would have differing polarities, ensuring the
existence of some type of magnetic domain wall. The use of artificial magnetic
domains makes racetrack memory all the more feasible. Controlling the position of
magnetic domain walls and their velocities will be important for the technological







A range of magnetic materials exhibit current-driven domain wall motion (CD-
DWM). The original investigations by Berger [39, 40, 41, 1, 2, 3] exhibited the ef-
fect in multilayer structures. Parkin et. al.[6] utilised permalloy (Py) - a nickel-iron
alloy of which thin films have no magnetocrystalline anisotropy. In Py nanowires
they have demonstrated the translation of magnetic domains via current densities
in excess of 1× 1012 A/m2 [6].
In order to understand the operation of this memory a suitable theoretical basis
should be laid. Micromagnetics is a theory that combines quantum effects and
classical mechanics in to a continuum model. An introduction to micromagnetics, its
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energy representations, and its use for modelling magnetic domains is explored. In
this chapter the Landau Lifshitz Gilbert equation is presented. Further discussions
include extensions to the original equation representing spin-polarised currents and
applicability to current-driven domain wall motion.
2.2 Magnetism
In this section the basics of magnetism relative to the content of this thesis will be
described. The relationship between atomic magnetic moments and the macroscopic
magnetisation behaviour of materials provides the physical background required to
interpret the discussion presented in subsequent chapters. Firstly, the electronic
contributions to the total atomic magnetic moment are described. Following on
from this an understanding of ferromagnetism is gained through a discussion of the
exchange interaction which includes a description of Heisenberg theory and Stoner
band theory.
2.2.1 Definition and Units
Readers unfamiliar with the field of magnetism might not be aware of the complica-
tions involved with results often being presented in differing units sets.This thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. This section
exists to aid in disambiguation.Submitted by RyanCurtis for the degreeat UoB for a doctor ofphilosophy: CDDWMtheory in magnetic do-mains within artificialstructures.
The magnetic induction vector, B, by definition can be written as combination of
the magnetic field and magnetisation:
B = µ0 (H+M) . (2.1)
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In this equation µ0 is a universal physical constant, the "permeability of free space"
[35]; being identified in the literature as equal to 4pi × 10−7 henry/m in S.I. units,
and M is the volume magnetisation within the sample. The magnetic response of
a material to an applied field H causes B/µ0 to differ from H inside the material.
The magnetic induction vector is a field that includes both the external field and the
material response, ergo H, the applied field, is the cause and M, the magnetisation,
is the material effectTThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. he B field is used for the magnetic field when microscopic
currents contribute to the flux density, specifically for situations in which the con-
tribution of the magnetisation is important.
It should be noted that when presenting comparisons to older and/or experimental
prior published works it is difficult to avoid the alternate units. The units of key
properties in both systems of measurements are presented in Table 2.1.
Quantity Symbol S.I. C.G.S.
Field H A/m oersteds
Magnetisation M A/m emu/cm3
Induction B tesla gauss
Moment µm Am2 emu
Field equation - B = µ0 (H +M) B = H + 4piM
Table 2.1: Principal S.I. and C.G.S. units currently used in magnetism and within
this thesis. Conversion factors between the two systems are defined within the text
in the section on Definition and Units.
All equations and relations presented in this thesis will generally be given in S.I.
units. However, the literature extensively uses measurements in the C.G.S. system,
so the relations between the two unit systems are briefly compared here. The
conversion factors between the unit systems are as following:
1 oersted = (1000/4pi) A/m = 79.58 A/m (2.d.p)
1 gauss = 10−4 tesla
1 emu/cm3 = 1000 A/m
1 emu = 10−3 Am2
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Figure 2-1: Visualisation of the two kinds of magnetic moments associated with an
electron in an atom. Figure adapted from [42]. (a) orbital motion about the nucleus
gives rise to an orbital magnetic moment with associated angular momentum, L.
(b) spin of the electron about its own axis resulting in a spin magnetic moment
with associated angular momentum, S. The spin of the electron is limited to two
directions only (i) clockwise and (ii) counter-clockwise allowing the electron can be
visualised as a bar magnet.
2.2.2 Magnetic Moments in Atoms
Magnetic dipole moments exhibited in mass matter emerge from the precise energy
connected with the movement of electrons as depicted in 2-1. Whilst the core dis-
plays an magnetic moment it is roughly 1000 times less than the electron’s moment




The exchange interaction is the effect that differentiates between ferromagnetic
and paramagnetic atoms and solid. In this context, the exchange interaction is the
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energy which is related to the arrangement of spins within individual or coordinated
atoms. Electron spins in an incomplete orbital generally align parallel so as to reduce
the exchange energy within the atom, as predicated by Pauli’s exclusion principle.
This exchange contribution is also minimised between coordinating atoms when the
spin are in a parallel arrangement.
Two models are commonly utilised in order to provide an insight in to ferromagnetic
materials. Heisenberg postulated local moments [43]. Enlightening contributions to
band theory were documented by Slater and Stoner in an array of seminal papers
[44, 45, 46, 47, 48, 49]TThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. he main premise of the local moment theory was that quantity
of ground state unfilled electron orbitals would influence the mangetic moment.
Conversely, the band theory model suggested itinerancy, that the electrons were
a crystal property rather than an atomic property. Band theories branched in to
other forms such as the Friedel model [50], which samples components from both
local moment and Stoner band theory. Physically, it seems that neither extreme
is correct. Electrons in the 3d transition metals that exhibit ferromagnetism in
particular are neither atomic in form or fully itinerant in form. The exchange
energy will be further discussed as it is a major energetic component in the process
of domain formation [51]
ThisthesisonCD-DWMtheoryinmagneticdomainswithinartificialstruc-tureswassubmittedbyRyanCurtisforaPhDdegree.
Orbital Moment Suppression
The 3d electrons culpable for the demonstrated magnetic moment are subject to
influence by the crystal field. For clarity, the crystal field is that is introduced by the
presence of the coordinated atoms and their cohesive electronic structureTThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. ypically,
the orbital moment is fully suppressed by the crystal field. [35]NSubmitted by RyanCurtis for the degreeat UoB for a doctor ofphilosophy: CDDWMtheory in magnetic do-mains within artificialstructures. ote that even with
the suppression of the orbital momenta that the quantum mechanical spin-orbit
interaction leads spin momenta and orbital momenta being coupled, and thus a
change in the spin can lead to an effect on the effective orbital momentumRThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. esulting
from the magnetic field that the electron ’perceives’ as it moves about the nu-
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cleus, the spin orbit interaction is the coupling of a H-field with the electron’s
spinFThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. undamentally, the motion of the electron is directly dependent and coupled
with the magnetic moment through the spin orbit interaction. It is worth not-
ing that when there are approximately balanced spin directions in a material the
spin-orbit coupling is negligible, as the system is non-magnetic. The quantum me-
chanical spin-orbit interaction is critical in systems like ferromagnets with differing
electron spin populations[35].
Field Theory
In 1906 Weiss developed molecular field theory [52, 53]. An overview, analysis, or
introduction to the exchange interaction would be incomplete without the primary
effort to understand spontaneous magnetisation. Firstly, it is worth noting that the
theory is not quantum mechanical in nature, and that therefore is unable to fully
explain exchange phenomena.
A field Hmolecular, the molecular field, was understood to exist that would lead to
the parallel spin moment arrangement of atomic dipoles that were not paired. Below
a critical temperature, it was predicted that an intrinsic molecular field could be the
cause of the spontaneous magnetisation. The field’s intensity, however, was assumed
to be inversely dependent on temperature. Therefore, as the temperature rose to the
Curie temperature, Tc, the kinetic energy associated with the increased temperature
would break the alignment. Mathematical analyses deriving an estimate of the
Weiss field were deduced by performing a comparison of the dipole energetics with
the thermal energetics. A formulated equation reads:
kBTc = µBHmolecular (2.2)
where the Boltzmann constant kB, the Bohr magneton µB are the standard physical
constants. Iron has an approximate Curie temperature of one thousand Kelvin. The
above equation can then be simply used to estimate the magnitude of the molecular
field in this circumstance: 107 Oersteds. Note that this value is higher than the
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fields that are used in most experiments. This field is also three orders of magnitude
larger than that which would be obtained via dipole-dipole interactions. Therefore,
a key finding of molecular field theory was that magnetisation must be contributed
to by more than interacting dipoles. The nature of the molecular field was not
elucidated within the discussion[52, 53]. Research by Weiss in molecular field theory
was the first to theorise the potential of small regions with similar magnetisation,
the foundation of domain theory. A seminal paper produced by Lev Landau and
Evgeny Lifshitz in 1935 [? ] corroborated the theory of magnetic domains and led
to research such as this thesis today.
Heisenberg Theory
Heisenberg [43] demonstrated that the origin of the exchange interaction that under-
pins ferromagnetism is quantum mechanical. The proof considered that the parallel
configuration of spins of electrons of coordinating atoms can actually be lead to a
lower energy configuration than the typical antiparallel configuration. This was a
rigorous proof that explained the predictions made by Weiss with his field theory.
Critically, the origin and explanation of the exchange interaction is purely quantum
mechanical with no explicable analogue in classical physics. Further discussions of
the exchange interaction can be found in the following sources by Aharoni, Hu-
bert and O’Handley [54, 55, 56]. Presently in this thesis a qualitative discussion of
exchange is presented and followed by its implementation in Stoner’s Band Theory.
H2 can be simply regarded as a two proton, two electron system with each elec-
tron orbiting its respective proton. Electron A(B) with proton A(B) will exhibit
attraction. The electrons and protons, A and B, will also exhibit repulsion between
themselves. As the electrons have considerable freedom in their positional status
one would expect electrons to stay further apart. A fundamental requirement of
electrons in quantum mechanics is that they are indistinguishable. Particularly,
the effect of the exchange of electron and proton labels should be quantified - the
exchange interaction. The Pauli exclusion principle must be adhered to, and thus
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Figure 2-2: This graph shows the typical relationship between the exchange energy
for parallel (anti-parallel) spin configurations and the interatomic separation ra.
When the interatomic spacing decreases the orbitals overlap, forcing the spins to
inhabit the same spatial coordinates. Consequently, the Pauli exclusion principle
states that the spins should align anti-parallel. Adapted from [51].
a schematic of the exchange energy can be seen in figure 2-2. Simply, the exchange
energy can be quantified through the change in energy associated with the different
parallel and antiparallel configurations of the spin.
Anti-bonding is the when electrons are spatially separate but have the same wave-
function. In this instance it is favourable for the spins to align parallel. Forming a
crystalline structure usually decreases the distance between the atoms, which means
that system’s that exhibit favourable antibonding will could have spatial overlap.
However, within the exclusion principle the electrons could not have the same spin
and location. This means that to decrease the distance and minimise the global
energy a spin flip would be required. Note that as the distance between atoms is
increased, the Coulombic interaction would decay by the distance squared. Thus
the parallel and antiparallel configurations of start to become minute with increas-
ing distance. So, technically the exchange energy is quantum mechanical in origin,
the Coulombic classical force is augmented through the spin configurations.
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Stoner Band Theory
Heisenberg theory assumed the electrons involved in ferromagnetism are not itin-
erant. When considering the ferromagnetic transition metals it is easy to interpret
that the conduction electrons would not be entirely localised. When considering
the electronic structure of crystals band theory is popular. The development of this
theory was undertaken in 1933-1936 by Slater and Stoner [44, 45, 46, 47, 48, 49].
The original aims of the work was to find an explanation how there could values
of the number of Bohr magnetons in ferromagnetic systems that were not whole
numbers.
The main premise of band theory is that the overlap of spatial wavefunctions of
the individual orbitals leads to range of allowable energies, instead of one allowable
energy - and energy band. That is to say that when a specific number of atoms are
bonded in to a crystal a specific number of levels must be split from the levels of
the individual atom. Therefore, within a system of relatively few atoms a contin-
uous range starts to form. The 3d and 4s electrons have similar energies and are
conduction electrons within the 3d ferromagnets. When constructing a crystal from
the ferromagnet’s atoms it is the highest energy electrons that form the bands, of
which there is a schematic detailing the filling and exchange in figure 2-3.
An assumption often used when discussing the prior principles that the band shape
is not consistent across all elements. By studying the shapes of the energy bands
in figure 2-3 an understanding of exchange in band theory should be visible. The
3d band has a maximum occupancy of ten electrons due to quantum numbers and
therefore has a high density of electrons. Note that the 3d band is rarely full within
the 3d transition metals and in some cases the 4s states has a lower energy, thanks
to its much lower orbital momentum. The 4s band due to its much lower orbital
momentum is preferentially screened over the 3d electrons. Compared to the 3d
band in the ferromagnet, the 4s band is much wider with a low electron density -
only a maximum of two electrons can inhabit the band.
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Figure 2-3: The density levels in the 3d and 4s bands for, (a) with exchange splitting,
and (b) with large exchange splitting in the 3d energy band. Exchange splitting
means that the spins will preferentially align parallel prior to filling the antiparallel
channel. The Fermi level is defined typically as the highest occupied state in the
valence band at zero temperature and separates filled electronic states from vacant
electronic states at zero temperature.
2.2.4 Magnetic Domains
Introduction
Weiss postulated that in order for molecular field theory to be applicable to experi-
mental observations, there had to be ferromagnetic domains [52, 53]. The existence
of many small regions in the ferromagnet would allow for the formation of the
demagnetised state. He suggested that in each individual magnetic domain the
magnitude of the magnetisation would be constant, a saturation value. Further to
this, the direction vectors adjacent to each other would sum to zero. This was con-
jecture in attempt to explain experiments, but actually turns out to be extremely
accurate based on our current understanding of ferromagnetic domains. However,




The first credible experiments in to the process of magnetising a sample were con-
ducted by Barkhausen [57]. By attaching a loudspeaker and amplifier to the sample
that was being magnetised, audible domain changes were heard, termed Barkhausen
jumps. This is usually considered to be the first experiment observing and explain-
ing domain switching [58]. Further investigations by suggested that the jumps are
caused by the movement domains of opposing magnetisation - domain walls [59].
Almost concurrently, other experimental work was being conducted on crystals and
their magnetisation. Extremely noteworthy experimental work was conducted by
Honda and Kaya in 1926 [60, 61]. They were the first group to determine that
the magnetisation has preferred cystallographic directions: the discovery of magne-
tocrystalline anisotropy. This discovery was observered by overlaying magnetisation
loops for magnetic fields applied of differing directions, and observing the magneti-
sation response. It was also discovered that mechanical stress and deformation
affected the magnetocrystalline anisotropy direction. These experiments form the
foundations of much research in magnetic anisotropy. Finally, it is worth recording
that these properties were not predicted by Weiss’ magnetic field theory - they are
material dependent.
Nowadays, the existence or presence of magnetic domains is typically measured
using the magneto-optic Kerr effect (MOKE)[62, 63, 27, 64, 65]. Only certain mag-
netic materials can be used to view the Kerr rotation of laser light caused by the
orientation of a magnetic domain. In material samples where it is not straightfor-
ward to use MOKE, devices can be patterned that look like Hall bars. Time of
flight measurements can be undertaken, the signal changes that are considered to
be a trace of a moving magnetic domain between two Hall contacts can be recorded.
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Figure 2-4: Schematic of a domain wall separating two distinct magnetic domains.
The spin at the middle of the domain wall represents pointing out of the plane of
the page.
Micromagnetics
A key tenet of micromagnetics is that the magnitude of the magnetisation is fixed
in a material. The direction changes in order to minimise the total energy: the
internal magnetic structure of a disk rearranges into a vortex to alleviate the cost
of creating opposing magnetic surface poles (see figure (2-7)). Regions of differing
magnetisation are called domains, and the transition itself is termed a domain wall,
and is not abrupt. Furthermore, there are many types of domain walls, and the
exact nature is dependent on the material’s properties and geometry. Controlling
the sizes and types of domain wall in ferromagnetic materials is essential to realising
novel spintronic devices.
2.3 Energetics
The following sections describe the energetics of micromagnetic systems. Theories
from different length scales, quantum and macroscopic, are applied to the micro-
magnetic regime to derive equations for energy densities.
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2.3.1 Exchange
The exchange interaction is the basic effect which leads to magnetic ordering in fer-
romagnetism, and is quantum mechanical in origin. To examine this contribution it
is essential to revisit the work of Heisenberg, and write the Pauli exclusion principle
of two electrons at arbitrary coordinates (rA, rB):
Ψ(rA, rB) = −Ψ(rB, rA) , (2.3)
as the wavefunction is antisymmetric under exchange. But, in addition, the total
wavefunction of the electron can be assumed to be composed of a spin wavefunction,
and a spatial one. Therefore if the spatial wavefunction is symmetric then due to
the Pauli exclusion principle it follows that the spin wavefunction consequently is
antisymmetric, and this distinct coupling is the origin of the exchange interaction.
The simplest derivation for the exchange energy can be found from considering a
2 electron system with electrons at rA and rB [66]. Combinatorial arrangements









[ψa(rA)ψb(rB)− ψa(rB)ψb(rA)]φT , (2.5)




Ψ∗SHˆΨS dr1 dr2 (2.6)
WT =
∫
Ψ∗T HˆΨT dr1 dr2 , (2.7)
where the Hamiltonian Hˆ encapsulates the interrelationship between the two elec-
trons. A further deduction of the singlet and triplet states quantifies the difference
in energy between the two and can be written
WS −WT = 2
∫
ψ∗a(r1)ψ∗b (r2)Hˆψa(r2)ψb(r1) dr1 dr2 . (2.8)
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The eigenstates of the singlet and triplet states lead to the relations S1 . S2 = −3/4
and S1 . S2 = 1/4 respectively [35]. Hence an effective Hamiltonian can be written
Hˆ =
1
4(WS + 3WT )− (WS −WT )S1 . S2 , (2.9)
a sum of a constant and a spin-dependent term. The Hamiltonian’s spin term can
finally be written as
Hˆspin = −JS1 . S2 , (2.10)
where J is the exchange integral defined by
J = WS −WT = 2
∫
ψ∗a(r1)ψ∗b (r2)Hˆψa(r2)ψb(r1) dr1 dr2 . (2.11)
A method for generalising this equation to a many-bodied system was suggested by
Heisenberg, leading to the Heisenberg model:
Hˆ = −∑
i>j
JijSi . Sj , (2.12)
where i > j eliminates double-counting, and the exchange integral is spin depen-
dent, but is often approximated as a constant. From this we can deduce a necessary
condition for magnetic ordering in a ferromagnet, that if the corresponding spins
are aligned then the exchange integral must be positive. Due to the straightfor-
ward nature of this nearest neighbour interaction, this type of exchange interaction
is called direct exchange. It will be the only one covered in this thesis, as other
exchanges such as the RKKY interaction are typically prevalent in rare-earth met-
als. In cobalt, nickel, and iron, the direct exchange interaction can be viewed as
interactions between the d orbitals (those with angular momentum quantum num-
ber l = 2). These orbitals are highly localised, so the theoretical approximation of
nearest neighbour interactions is usually implemented.
The Heisenberg model as it stands is not entirely useful for micromagnetics, as it
intrinsically is discrete in nature. The continuum approximation is used to transform
the problem into one of magnetisation. In this model the exchange interaction is
assumed to be only a nearest neighbour phenomenon, and the spins are considered
classically with the angle between nearest neighbours defined as φij . Further to
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Figure 2-5: Representation of magnetic moments by reduced moments in the con-
tinuum approximation.
this, the angles between each neigbouring spin is assumed to be small, so that the
small angle approximation can be used [35]. The energy, after Heisenberg [67], is
W = −JS2 ∑
<ij>






where the constant can be neglected as it is the energy of the fully aligned state.
The magnetisation unit vector m can be used to approximate the spins at lattice
points rij . Using the notation of figure 2-5:
|φij | ≈ |mi −mj | ≈ |(rij .∇)m| , (2.14)




((rij .∇)m)2 . (2.15)
In the continuum limit the sum will become an integral as the discreteness of the




[(∇mx)2 + (∇my)2 + (∇mz)2]d3r , (2.16)
. Here z is the coordination number and a is the nearest neighbour distance. In
addition, A is the exchange stiffness, defined by A = 2JS2z/a. The energy equa-
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tions will usually be in the form of a density. The micromagnetic exchange energy
density is thus:
E = A[(∇mx)2 + (∇my)2 + (∇mz)2] . (2.17)
2.3.2 Anisotropy
Magnetocrystalline anisotropy is the intrinsic preference of the magnetisation of a
ferromagnet to point along one its easy axes. For the 3d ferromagnets these are
standard crystallographic directions, e.g. for HCP cobalt the easy axis is <0001>
[35]. This anisotropy can be deduced from first principles [69], but is usually deter-
mined experimentally, and characterised by the anisotropy constants Kn. To find
the resulting anisotropy energy, one could align the magnetisation along a direction,
and calculate the energy difference to that of another.
Iron and Nickel in the FCC phase exhibit cubic magnetocrystalline anisotropy. In





































Directional cosines are used to quantify the directional difference between the mag-
netisation and the easy axes of the material, and the anisotropy constants determine
the amplitude of the energy cost.
Any material that has a single preferred axis of magnetism has uniaxial anisotropy
[35]. Examples in nature are HCP Cobalt, in which the anisotropy axis points
perpendicularly to the (111) plane. Other systems that exhibit this kind of be-
haviour are thin films, in which the breaking of the crystal symmetry perpendicular
to the surface leads to it becoming the preferred magnetisation axis. Considering
the imagined system in which θ defined as the angle between the axes or easy mag-
netisation vector and magnetic response in the material (the magnetisation), then
the associated energy will be at a minimum for θ = 0◦ and 180◦, and at a maximal
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Figure 2-6: Summary of magnetocrystalline anisotropies seen in iron, cobalt, and
nickel. The magnetisation curves are for (a) BCC iron, (b) FCC nickel, and (c)
HCO cobalt. After [51].
value for 90◦ and 270◦. The energy, in the terms of a Taylor expansion, could be
written out in a series in terms of powers in sin2 θ, yielding [56]:
EK = K1 sin2 θ+K2 sin4 θ+K3 sin6 θ+ . . . (2.19)
Kn are termed the anisotropy constants. The constants decay rapidly with increas-
ing n, and terms higher than n = 2 are usually negligible in uniaxial materials -
and hence a reliable value is not attainable. This is not generally the case in cu-
bic anisotropy materials, where the second-order constant can often be 10% of the
first constant and of an alternate direction [70]. Therefore, most work on uniaxially
anisotropic systems is undertaken with only the first anisotropy constant, and hence
is, as a standard, termed K in the literature.
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Uniaxial anisotropy can arise from other sources, not just the crystal structure and
material. Thin films can exhibit this type of anisotropy, due to the magnetisation
reorienting in order to minimise the energy lost via the production of stray fields
due to surface poles. The stacking of layers such as in CoPt [69] can also lead
to uniaxial anisotropy in a material. In some systems, the shape anisotropy and
the magnetocrystalline anisotropy can be of similar orders of magnitude, leading to
interesting domain structures.
2.3.3 Zeeman Interaction
The magnetisation also interacts with externally applied magnetic fields. It at-
tempts to align to the applied field, or, mathematically under an applied field Happ
Eapp = −µ0M . Happ . (2.20)
2.3.4 Magnetostatics and Demagnetising Fields
By definition, the magnetostatic (magnetic analogue to electrostatic) energy is the
related to the demagnetising field. This is the field generated by the sample that
neutralises the effects of changes in the magnetisation. From this, it can be viewed
as an energy term that tries to minimise the amount of surface poles in a magnetic
material, leading to effects such as shape anisotropy. It is a dipole-dipole interaction,
and is the main reason for formation of domain walls in a magnet, and can be seen
pictorially in figure 2-7. The origin of the demagnetising field can be visualised
by considering an uniformly magnetised sample. Said material will be finite, and
thus have magnetic poles on its end cleave planes, and consequently due to the the
magnetisation being a material response these must be sources and sinks of the
magnetisation. The magnetic flux density in a sample is the sum of the magnetic
field and the magnetisation of a sample. If we consider a case in which there is zero
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applied magnetic field, a ferromagnet (at least locally) is magnetised. Starting from
the definition of the magnetic flux density [35]
B = µ0(H+M) , (2.21)
and taking the divergence of both sides yields, from Maxwell’s equation ∇ . B = 0
∇ . H = −∇ . M . (2.22)
And thus the nonzero divergence of the magnetisation at the surface will lead to the
generation of another field, the demagnetising field, which from now will be written
HD, shown in figure 2-8.
Figure 2-7: How minimisation of the magnetostatic energy leads to the formation
of domain walls in magnets.
Figure 2-8: The origin of the demagnetising field due to surface poles. a) shows
how magnetisation aligned parallel to a surface minimises the field. b) and c) depict
how magnetisation perpendicular to a surface gives rise to a non-zero divergence
and hence a demagnetising field.







As µ0HD = BD − µ0M, the energy density can be written as
ED = −µ02 M . HD , (2.24)
where this comes from the fact that BD . HD = 0.
However, to find the demagnetising field, a scalar magnetic potential of the form
HD = −∇φD (2.25)
is considered, which is deduced from Maxwell’s equation ∇× H = 0. Continuing
from equation (2.22), in the ferromagnet
∇2φD = ∇ . M , (2.26)
and outside
∇2φD = 0 . (2.27)
These equations are solved to the boundary conditions that the potential is con-
tinuous, and so is the difference between the normal gradients with respect to the







∂n = M . n . (2.28)
This nonlocal term is extremely complicated to solve for all but the simplest of ideal
geometries. Generally, this term is solved computationally via a finite difference
method solver (FDM) [71], or a finite element solver (FEM). The FDM method is
simpler to program, but can struggle with difficult boundary conditions. However,
the FEM can be more suitable in some geometries as it does not have to concern
itself with anything nonmagnetic outside of the geometry of the sample.
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2.3.5 Summary
A summary of the energy contributions to micromagetic systems is shown in figure 2-
9. For the total energy density to be reduced it is more-often-than-not energetically
favourable to have at least one magnetic domain wall.
Figure 2-9: Summary of the energetics of magnetic domains and the difference
between the high and low energy states.
2.4 Domain Walls
It is the competition of all of the terms that have been discussed that lead to domain
wall formation [72]. Exchange attempts to keep the magnetisations pointing in the
same direction, contracting a domain wall. Anisotropy wants to retain a uniform
magnetisation along the easy axis, minimising the number of domain walls in a
sample. The demagnetising field will attempt to make the number of domains the
highest possible, in order to reduce the magnetostatic energy associated with surface
poles.
The regions separating the domains (domain walls) come in many flavours. Bloch,
Néel, and vortex walls are illustrated in figure 2-10. Bloch and Néel walls are
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(a) Bloch Wall 1D variant (b) Néel Wall 1D variant
(c) Vortex Wall 2D example
Figure 2-10: Types of one and two dimensional domain walls. (a) and (b) are
classed as one-dimensional domain walls, and (c) is a two-dimensional wall. Bloch
walls are usually seen in thin films with high perpendicular magnetic anisotropy.
examples of one-dimensional domain walls. This is because only one dimension is
required to view the domain wall. Bloch walls usually form in thin films with high
perpendicular anisotropy. Néel walls form in permalloy as the shape anisotropy
keeps the magnetisation in-plane. The energy differences between vortex and Néel
walls in permalloy is small, but vortex walls are spatially much larger. This is
another consideration for the use of permalloy in racetrack memory, the size and
type of domain should not be unknown. In addition to the uncertainty as to the
domain wall character in permalloy, the chirality is also of interest. The vortex in
the 2D plane could either be clockwise or anticlockwise, leading to either an out-of-
plane moment at the mathematical singularity inhabiting the centre of the vortex.
The direction of this moment can reveal the chirality. A positive use for vortices
in the memory might be to prevent annihilation of certain domain walls. Walls
of opposite chirality will attract as they seek to align and minimise the exchange
contribution, with potential applications in domain wall logic gates [73].
The energy equations presented and be combined and minimised using variational
calculation. Combining the energy terms gives a formula for the total energy density
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in a uniaxial micromagnet with no applied fields
E = Eex +EK =
A
M2s
(∇M)2 +K sin2 θ . (2.29)
A computational solver, such as OOMMF (the Object-Oriented MicroMagnetic
Framework) [74], can be employed to minimise the above energy equation in or-
der to find the equilibrium magnetic state. A word of caution for using a package
to derive lowest energy states: for most geometries one has to be careful of the initial
magnetisation configuration provided to the solver. This is because the initial con-
figuration can lead the magnetisation evolving into local minima, rather than the
global minimum. This effect can be reduced by choosing different seeds for random
initial magnetisation, and inputting approximately expected solutions, allowing the
system to converge. After this the final energies of the solutions can be compared.
1D Domain Walls
In a 1D model with no boundaries it is simple to deduce the structure of a 1D
domain wall - imagine an infinite nanowire. The equations are somewhat simplified
if a polar coordinate reference frame is adopted. The standard coordinate frame used
in micromagnetics is shown in figure 2-11. Utilising the geometry of the problem,
assume M = M(x) [75]. In the new coordinate frame and with the prior assumption
the magnetisation is often transcribed to [75]
M = Ms(sin θ cosφ i+ sin θ sinφ j+ cos θ k) . (2.30)
Depicted in figure 2-11 and denoted θ and φ in the above equation are angles that
define the coordinate system. The energy density in this new coordinate frame now
reads
E = Aθ′2 +Aφ′2 sin2 θ+K sin2 θ , (2.31)
where there are no applied fields, and ′ denotes the spatial x-derivative.
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Figure 2-11: Polar coordinate frame used for modelling the domain wall.





δM = Heff = 0 , (2.32)




∂χ −∇. ∂E∂∇χ . This equation
minimises the effective field Heff in the entire system, within and without the
magnet. It is referred to as the sum of all of the fields acting on the sample and
within the sample.







= 0 . (2.33)









= 0 and (2.34)
sin2 θφ′′ + sin(2θ)θ′φ′ = 0 . (2.35)
1
1Note that no temporal fluctuations have been considered, a method for including time’s arrow
can be undertaken by examining the LLG equation in the following section with the above energy
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Figure 2-12: Areal energy density versus film thickness of Bloch and Néel walls in
a shape anisotropy dominated permalloy thin film. Adapted from [51].
Th difference in energy from the Bloch wall configuration versus the Néel wall con-
figuration for a single domain wall is shown in figure 2-13. The effect of shape
anisotropy should be clear from the graph. It is not until the sample starts ap-
proaching a micron in width that the Neel wall state becomes possible. The shape






However, as the film becomes much wider the Néel state becomes more favourable.
This is because KD >> K, the shape anisotropy is much greater than the mag-
netocrystalline anisotropy. A comparison of Bloch and Néel wall energy density in
permalloy is shown in figure 2-12.
A solution for these equations that satisfies the conditions θ(x → ∞) = pi and
θ(x→∞) = 0 is:


































Width of Sample (nm)
Figure 2-13: The energy comparison between the standard one dimensions wall in
nanowires: Bloch and Neel wall states in a thin film with material constants similar
to that of cobalt platinum multilayer. The length and thickness of the film are 1
µm and 0.3 nm respectively, and the width was varied in order to produce the plot.
A = 3× 10−11 Jm−1, K = 8× 105 Jm−3 and Ms = 8× 105 Am−1.
where ∆0 =
√
( AK ) is defined as the domain wall width parameter, illustrated in
figure 2-14. This derivation implies that the domain wall should be static and that
the width of the wall should be independent of the saturation magnetisation. If
φ0 = 0 then the wall is termed a Néel wall, as the magnetisation transforms in
the plane of the magnetisation, or if φ0 = pi/2, it is called a Bloch wall. The wall
profiles can be studied in figure 2-10. Using the solution for the profile (2.37) and
energy density (2.31) allows the domain wall energy density to be found in the 1D
model. Using dx =
√





















Figure 2-14: Schematic of the domain wall width parameter, defined as the distance
mapped out in the x-axis for a gradient taken from the centre of the domain wall
profile. (a) shows the effect of large anisotropy, and (b) small anisotropy on the
width of the domain wall. The definition is the same as that used by Lilley. After
[51].
A summary of investigations in to the shape of 1D domain walls is shown in figure
2-15. The results were obtained using OOMMF and obtained for finite geometries.
The domain wall width parameters, δDW , are consistent to within 0.06%, 6.12 nm
versus 6.12372 nm. In order to obtain the width parameter from simulations a
domain wall form of






where x0 and δDW are fitting parameters to the computation. The energy minimi-
sation routine finds a Bloch wall with properties extremely close to those predicted






























(c) Exhange and Uniaxial Anisotropy Parameter Dependence
1
Figure 2-15: (a) The magnetisation angle as a function of position for nanowires of
geometry 1000 x 100 x 0.3 nm, with uniaxial anisotropy constant K = 8× 105 Jm−3,
exchange parameter A = 3 × 10−11 Jm−1, mesh size 5 x 5 x 0.3 nm and saturation
magnetisation Ms = 4× 105 Am−1 (red), Ms = 6× 105 Am−1 (dark blue), Ms = 8× 105
Am−1 (pink), and the 1D model prediction (light blue). The domain wall centres are offset,
and only a subset of OOMMF data is represented for clarity. All simulations produce a
value for the width parameter of 6.12 nm, compared to the 1D value of 6.12372 nm. (b)
The applicability of the 1D model for nanowire geometries of 1000 x 20 x 0.3 nm (red)
and 1000 x 200 x 0.3 nm (blue), both taken at mesh sizes of 5 nm and with anisotropy
constant K = 8× 105 Jm−3, exchange parameter A = 3× 10−11 Jm−1 and saturation
magnetisation Ms = 8× 105 Am−1. (c) How the domain wall width scales with the value
of the exchange parameter and uniaxial anisotropy constant at values of K = 8× 105
Jm−3, A = 1× 10−11 Jm−1 (red) K = 8× 105 Jm−3 A = 3× 10−11 Jm−1 (blue) and
K = 6× 105 Jm−3 A = 3× 10−11 Jm−1 (pink). The three cases gave width parameters of
3.53 nm, 6.12 nm and 7.07 nm respectively, comparing to 1D model predictions of 3.53553
nm, 6.12372 nm and 7.07107 nm.
54
2.5 The Landau-Lifshitz Gilbert Equation
2.5.1 Origin and Conception
Micromagnetic simulations are performed in order to predict magnetic ordering,
or confirm the configurations found in experiment. The simulations start from
some initial state such as a single domain wall, or a random configuration is often
used, which is done to simulate the cooling of a ferromagnet from above its Curie
temperature. The equation that is solved is the Landau-Lifshitz-Gilbert (LLG)
equation (which is a reformulation of the Landau-Lifshitz equation [76] by Gilbert




= −γm×Heff + αm× ∂m
∂t
. (2.40)
Heff is again the effective field, the sum of the fields due to anisotropy, exchange,
demagnetising and externally applied fields. The LLG equation can be phenomeno-
logically derived by considering the consequence of the effective field acting on the
magnetisation. The angular momentum associated with the magnetisation will give
rise to gyroscopic reaction, mathematically,
∂m
∂t
= −γm × Heff . (2.41)
In this equation g is the Landé factor approximately 2 but is an extrinsic propery,
and γ = µ0ge2me
is the gyromagnetic ratio. This equation phenomenologically de-
scribes the precession of the magnetisation about the effective magnetic fieldTThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. he
precession would be infinite if not for the inclusion of damping terms. A schematic
illustrating the precession and damping of the magnetisation about the effective
field is shown in figure 2-16. Loss can originate from a number of sources within a
ferromagnet. There are intrinsic losses such as lattice defects and the diffusion of
them. There are also macroscopic losses like eddy currents. Gilbert reformulated
the Landau Lifshitz equation to include intrinsic damping via the phenomenologi-
cal damping parameter α [77]. This term is essential as it stops infinite precession
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and will align the magnetisation to the effective field, and is valid even for large
damping. In real materials the damping parameter takes positive values less than
0.01.
Figure 2-16: Precessional motion of the magnetisation about an effective field gov-
erned by the material properties and the local magnetisation. (a) shows the pre-
cessional torque, and (b) shows the effect of a damping torque on the precessional
motion.
2.6 Spin Polarised Currents & CDDWM
2.6.1 Background
In a ferromagnet such as cobalt spin-dependent properties are expected to exist.This thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree.
The Fermi velocity is an example, as well as the density of states about the Fermi
energyAThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. n applied current in a standard metal will be transported by spin up and
down electrons arranged in a parallel manner. In a ferromagnet the magnetic mo-
ments of the electrons would prefer to be aligned as close as possible to the magneti-
sation - minimising spin transfer torque (STT). This in turn leads to an imbalance
in the current carrying electrons, which can be visualised by considering separate
spin channels. This difference is termed the polarisation, P , often formulated in







Materials which are not magnetic exhibit zero polarisation, whereas for ferromagnets
it will generally be non-zero. The highest measured polarisations have been found in
CrO2 (98%) [78], but these measurements are not perfect as they are only conducted
on surfaces; to date, no bulk method of experimentally measuring the polarisation
of spin currents is possible. The Fermi energy density of states for the magnet is
often used as a quantity for determining the polarisation of the material. However,
the electrons in a ferromagnet are not all of the same character, with often several
electron state bands crossing the Fermi energy, so this simplistic treatment for
determining the polarisation is not always valid.
Two approaches for looking at spin polarised currents and domain walls can be
found in the literature [79]. One looks at the effect of the presence of a domain wall
on an applied current, and the other considers the effect of a spin polarised current
on a domain wallDThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. omain wall resistance is not the focus of this report (although an
interesting phenomenon), and so the second problem will be investigated.
The first definitive study of CDDWM was in the 80s by Berger et al [1, 2, 3].
Current densities of 1011 Am−2 were found to translate the wallsIThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. t was confirmed
that the motion was entirely due to the motion of the electrons, and not the Oersted
fields created by the high currents, or any other experimental artefacts. Further to
this, the magnetic domains were found to always move in the direction of electron
transport. By definition, the domain walls travelled in the opposite direction to the
applied current. This suggested the idea of spin-transfer-torque (STT), as every
action must have an equal and opposite reaction. The next significant development
when Buhrman et al. discovered magnetisation reversal due to spin currents [80] in
magnetic multilayer structures. This was the first firm confirmation of Slonczewski’s
concept of STT [81, 82]. The switching was imagined to be due to the spin from one
ferromagnetic layer that must relax to match the that of the next layer. The change
in direction of the electron leads to a change in angular momentum. In turn, this
leads to a torque on the angular momentum of the electrons bound to the lattice





Figure 2-17: Current driven domain wall motion in a perfect Py 5000 x 160 x 8 nm3
nanowire simulated using an OOMMF extension written by IBM labs researchers.
Conducted using the material parameters, A = 1.3 x 10−11 Jm−1, Ms = 8 x 105
Am−1, with no specified anisotropy direction.
where PJ is the polarisation of the spin current J . This torque needs to be suf-
ficiently large in order to dominate over the forces retaining the magnetisation’s
direction. If this is the case then the magnetisation will rotate to a direction in line
with the electron flow (opposite to the current). From this analysis it is transparent
that the ferromagnet’s spins are the crux of the phenomenon. Even though the
previous idea was concerned with different layers with magnetisations of opposite
orientation, it is not difficult to stretch this idea to applying a spin-polarised current
to a domain wall. Therefore, it can be inferred that a torque will be generated by
the spin-polarised electrons crossing the domain wall. At even larger current den-
sities, groups have discovered an effect of domain motion coined as spin pressure.
This effect is not directly related to STT as there appears to be no transfer of an-
gular momentum from the carriers to the lattice electrons [79]. The pressure comes
from the transference of linear momentum - the electrons being back-scattered by
the domain wall. Nonetheless, wall motion driven by STT is the focus here. Initial
experiments on STT at the beginning of this renaissance were primarily conducted
on permalloy of differing Ni Fe concentrations . This material was used as it was
easier to induce wall motion as there is no intrinsic anisotropy in the thin films,
only that due to the stray fields - shape anisotropy.
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The effect of spin-polarised current on a domain wall will now be analysed. The
interaction between the 4s electrons and the 3d electrons can be written as an
interaction potential4This thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. s and 3d electrons are considered as these are the conduction
electrons and localised electrons giving rise to ferromagnetism in cobalt, nickel and
iron. The potential acting on a 4s electron due to the 3d electrons is [79]
V (x) = gµB(S . HA(x) +HA/2) , (2.44)
where x is the coordinate normal to that of the plane which contains the wall. Here
HA =
−2Jsd < S(x) >
gµB
(2.45)
is the s-d exchange field and Jsd is the relevant exchange integral. Adding HA/2
ensures that the potential vanishes at infinity. Betwixt a domain wall the potential
will lead to a force on the magnetic moment of the 4s electron:
Fx = −gµBS . dHAdx = −gµBSyHA
dθ
dx . (2.46)
Here the angle θ = θ(x) is the direction of HA. The spins will precess about the
exchange field. The adiabatic approximation is the assumption that θ(x) is much
greater than the angle between the spin and the exchange field. The force on the
domain wall is then written as










where vx is the velocity of the electron when not in the vicinity of the wall. This
work should be valid for domain walls whose profile change over a reasonably large
distance (>30nm) in order for the adiabatic approximation to be as accurate as
possible.
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2.6.2 Extending the LLG Equation
Slonczewski was the first to attempt to reformulate the LLG equations to include
terms to represent STT in magnetic multilayers [81]. He formulated an equation












with i = 1, 2 denoting the spin in each layer. This term describes a torque that is
directly proportional to the current flow, whose polarity is modified if the electron
flow is turned about. Here g is not the Lande g-factor, but a factor with angular
and polarisation dependence. This, in turn, captures more physics. The steady
state solution of this system was solved for an applied current [81].
Li and Zhang [83] derived an equation for the STT which has been heavily cited
in recent years, and implemented into some micromagnetic solvers. They wrote for
the torque




M × (Jˆe .∇)M
)
. (2.49)
Here Jˆe is the directional unit vector of unitary magnitude of the applied current





They assumed an equation of this form by deriving their own equation for spin
torque, and rewriting it in the same form as Slonczewski’s. The spin torque was
claimed to be the reaction torque on the magnetisation due to the spatial variation








where bJ is the same as above.
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Equation (2.49) was derived to be remarkably similar to the Slonczewski-derived
one, but written in terms more obvious from a micromagnetic point of view. Us-
ing (2.49) in simulations of a head-to-head 2 Néel wall in Py an initial velocity −b
(with applied current density greater than critical) was found, but subsequently the
wall slowed down. This was found to be due to the perpendicular magnetisation
temporally increasing, implying increased damping which in turn retards the wall
motion. Of paramount importance from the simulations was the result that an
applied spin-polarised current appears to only move a wall a finite distance, propor-
tional to the velocity over the Gilbert damping constant, for a period of time not
usually lasting more than a ns. The relationship between the analytical solutions
of the LLG equation in 1D are discussed in section 5.3. This discussion includes
a presentation of the perfect nanowire analytically solution, explicitly showing the
inverse dependence of the domain wall motion on the phenomenological damping
parameter. This motion appears almost the exact opposite of domain wall motion
under an applied field, where a wall accelerates and tends to a terminal velocity
[81, 84].
Li & Zhang extended their analysis from adiabatic to adiabatic and non-adiabatic
torques [85]. The initial idea was to compare the spin-flip lifetime tSF to the ex-





From this an additional modification to the LLG was derived:
∂M
∂t

















In this equation the current is applied in the x direction, and bJ and cJ are velocities,
2In shape anisotropy dominated nanowires Néel walls can be of the form head to head (imagine
arrow heads representing the domains as shown in the figure) or tail to tail. As it would be inferred,
the terminology arises by imagining the magnetisation as an arrow. If the x < 0 m = (1, 0, 0) and
for x > 0 m = (−1, 0, 0) then the wall would be termed head-to-head. This is because the drawn










or, quite simply, cJ/bJ = ξ ≈ 0.01. The origin of term involving bJ is the same
as the prior discussion, but the non-adiabatic term involving cJ is related to the
differences in spin of the current-carrying electrons. The value of ξ shows that
the adiabatic term usually dominatesTThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. hroughout the motion of the domain wall
the adiabatic contribution of the spin-polarised current is absorbed by the change
in domain wall profile. However, the non-adiabatic term is not, and this is the
term that gives CDDWM a terminal velocity. This theoretical realisation explained
the misconception that current driven domain walls only traveled a finite distance,
which was contradicted by experiment.
Another group performing simulations on CDDWM were Thiaville et al [86]. In
their first work they omitted non-adiabatic effects, and using perfect Py nanowires
they found that a relatively small 25 Oe magnetic field was required for domain
wall motion by a current. This appeared to agree with some published experimen-
tal work [86]. Including the effects of surface roughness allowed them to translate
domain walls via a current, but not until a current density of 6.85 × 1012 Am−2 was
reached, roughly thirty times larger than observed in experiment. They next for-
mulated an equation similar to equation (2.53), and for a perfect wire they found no
critical current density as expected. That is, a perfect wire within the assumptions
made by the LLG equation would not expect to exhibit a critical current density.
Physically, this is because a perfect wire would offer no coercitivity in an applied
field magnetisation loop. Further to this, when roughness effects were included in
the simulation a finite critical current density was found, in much better quanti-
tative agreement with experiment [87, 88, 89]. Their findings are summarised in
figure (2-18).
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Figure 2-18: Steady state velocities of domain walls driven by a current predicted via
micromagnetic simulations in 120 x 5 nm wires with material parameters resembling
that of Py. u = jePgµB/(2eMs) is a velocity parameter for CDDWM similar
to bJ . The different values of β are the strength of the non-adiabaticity in the
Thiaville equations, and the shaded region to the left of the figures denote (current)
experimentally viable regions. (a) is for a perfect wire and (b) is that of a wire with
a surface roughness in the region of 10 nm. Figure and parts of caption reproduced
from Thiaville [86].
2.6.3 Domain Wall Inertia
Doring demonstrated that a domain wall has inertia [90]. This was found to be
an intrinsic property from the discovery and knowledge that the spins contain in
the domain wall themselves exhibit angular momentum. To envisage this a Bloch
wall (one-dimensional wall from figure 2.4, perpendicular to x with spins in the
yz projection can be considered. In this scenario, a magnetic field applied parallel
to the y axis will cause the magnetisation to rotate. To do this the spins have to
precess, and thus leave the yz plane, giving rise to a demagnetising field Hx = −Mx.
The spin precession causes a a translation of the wall in the x-axis with speed v.
However, there is an additional demagnetising contribution from the components
of the magnetisation vector M that were motion induced. As Mx and Hx are both
directly related to the velocity, similar to a kinetic energy, this energy contribution
will be proportional to v2, . The proportionality constant must therefore have
dimensions of mass. Consequently, the domain wall can be considered as having






Although some might call the assignment of a mass to something which is not
matter specious, domain walls, experimentally and theoretically have been shown
to move with inertial character [90]. This mass has a typical density of 10−9 kg/m2,
and implies that the domain wall does not stop immediately after an applied field’s
application is terminated. For memory purposes this effect would need to be studied
and included into the dynamics of the memory system.
2.7 Micromagnetic Solvers and Parametrisation
FEM or FDM solvers are used to solve the LLG equation. A free, extensively used,
and tested micromagnetic solver is the OOMMF package. This package discretises
the sample into smaller, cuboidal cells, wherein each cell has a magnetisation vector
of a fixed magnitude. Another feature that determines the density of grid points
required is termed the exchange length, the same parameter found in equation
(2.37). This governs the resolution required to observe the formation of domain
walls correctly in the material, helping to ensure that no artificial domain walls are
produced, or pinned in place. Finally, if the evolution of the domain wall profile is
a necessary output of a calculation, then a mesh smaller than the previous lengths
discussed is often required.
Applied current densities in the form of the Thiaville model [91, 8, 86] are im-
plemented in OOMMF via a spin-transfer-torque extension. Therefore, to under-
take micromagnetic simulations of current-driven domain wall motion in racetrack
memory the building blocks are in place. However, the micromagnetic parameters
that overwhelmingly govern the motion of domain walls in the system are not well
known. The saturation magnetisation can be straightforwardly calculated by ex-
periment, the damping factor and magnetocrystalline anisotropy can be estimated
too. However, the polarisation of a device can only be determined on a surface. The
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Table 2.2: Micromagnetic parameters that would directly affect simulations involv-
ing current-driven domain wall motion.
Parameter Ms A P K α
Theory X X X X X
Experiment X X × X X
cobalt platinum multilayer and trilayer systems all have platinum capping layers,
so the cobalt is not directly accessible. Table 2.2 lists the micromagnetic parameter
discussed in this section. A noticable void in first-principles calculations specifi-
cally for micromagnetic applications motivated the author to investigate electronic
structure techniques. Discussions, implementations, and results from these investi-
gations form the following two chapters. It is hoped that the results could be used





3.1 Introduction and Overview
The previous chapter on micromagnetism primarily dealt with continuum models.
In this chapter electronic structure theory and techniques are discussed. In this
realm the reader should be particularly aware of the Pauli Exclusion principle and
the exchange interaction, and the exciting physics that are a major consequence of
them.
In order to understand the origins of observable macroscopic properties of solids,
knowledge of the electrical and magnetic components is paramount. Beginning in
the early 1900’s great strides have been made in this area, spawning among the
Born-Oppenheimer approximation [92]TThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. his approximation by Born-Oppenheimer
concerns separating the momentum of the electron from that of the nucleus in to two
discrete problems [92]. Simply analysing the relative speeds and interaction time-
scales provides robust validity of the applicability of the approximation. Note that
the nucleus weighs at least 5 orders of magnitude more than an electron. Following
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on from this the first solution to the many-body problems was theorised by Hartree-
Fock [93, 94]. In this theory the single-particle wavefunction of the electrons is used
in an attempt to recreate the full solution. Hartree-Fock [93, 94] theory was ground-
breaking in that it took into account the antisymmetric character of fermions i.e.
the wavefunction has to be change sign when interchanged due to the Pauli exclusion
principle. This idea was discussed at length in chapter 2 in section 2.2.3. Consider
that the count of crystalline atoms in a typical solid is of order 1023, and a solution
would require solving three times as many coupled differential equations [93, 94].
Computers have progressed more than could have been imagined in recent decades
(Popular culture states that Moore did not intend for his law to be gospel, but
it has been surprisingly accurate), nevertheless, the many-body problem without
extending any assumptions is still numerically intractable. Thomas-Fermi theory
is noteworthy: the foundational solution to the many-body problem to use the
electron’s density, compared to all previous attempts, instead of its wavefunction.
Unfortunately the theories modelling of the kinetic energy is abject, and fails to
model the exchange [95]. Using the electron density to solve the many-body problem
is now called Density Functional Theory (DFT)
ThisthesisonCD-DWMtheoryinmagneticdomainswithinartificialstruc-tureswassubmittedbyRyanCurtisforaPhDdegree.
DFT is one of the most widely used theories in the field of condensed matter physics.
Modern DFT has its roots in the theory first proposed by the likes of Hohenberg,
Kohn, and Sham [96, 97]. The foundational principle developed by Hohenberg and
Kohn was that they theorised that "there exists at most one potential for a given
electron ground-state density" [96, 97]. Following this, Kohn and Sham formalised
a perfect solution by utilising an XC (exchange-correlation) potential - but only for
the ground state, now affectionately known as the "Kohn-Sham equation" [96, 97].
Kohn and Sham were also the first to propose a tractable implementation of the XC
potential - the LDA ("Local Density Approximation") [97]. The LDA is based on
including the exchange-correlation potential of "Jellium" (a homogeneous electron
gas). This was extended to a spin-dependent system by Barth and Hedin in the fol-
lowing paper [98]. The stoner parameter discussed in section 2.2.3 is well described
by the LSDA in some ferromagnets [99], i.e. the Local Spin Density Approximation
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can accurately describe itinerant magnetism [95]. The idea of using the Jellium
potential was then extended to use the XC potential’s gradient terms differentiated
through the density. This technique is termed the Generalised Gradient Approxi-
mation (GGA) and its first implementation was in the seminal paper by Perdew,
Burke, and Ernzerhoff [100].
The LSDA can model Iron’s magnetic state accurately [95], but actually suggests
that the ground-state crystal is FCC (Face Centred Cubic). However, it is known
that it is BCC (Body Centred Cubic), which is accurately predicted by the GGA
[100]. Both approximations catastrophically fail to predict the existence of Mott
insulators [101], as they fail to model the high Coulombic electrostatic interaction of
the partially screened d electrons of transition oxides [102]. The Hubbard U param-
eter has been included in the LSDA+U approximation to address this deficiency:
the inclusion of a local Coulomb repulsion marries theory and experiment in some
systems [103].
Typically, spin polarisation in many materials is sufficiently well modelled by the
LSDA and GGA approximations of the exchange correlation potential. Prior pub-
lished work often reports difference to within five percent of the experimental sys-
tems, which are not always transferable problems. Unsurprisingly, there are con-
trasts in the computationally simulated magnetic properties and experimentally
obtained magnetic properties for many electronic structure problems. This is be-
cause they are influenced not only by spin-polarisation, but also orbital polarisation.
When concerned with isolated atoms, Hund’s rules can be applied to deduce the
energy scales, roughly 1 ~10 eV for spin polarisation, 0.1 ~2 eV for orbital polarisa-
tion, and similar to the latter value for the spin orbit coupling. In forming a solid
the atomic energies are changed and their order may alter. That is, the crystal
field, band formation, and the hybridisation of valence electrons generally quench
the orbital moment. It is noteworthy that in the transition metals such as cobalt
the measured magnetic momenta for the orbital motion is typically less than a tenth
of the spin momentum.
In atoms with atomic numbers greater than 30 relativistic effects begin to become
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more important. Magnetocrystalline anisotropy - the energy behind the preferred
orientation of the magnetisation (explained in section 2.4.3) in crystals is governed
by the spin orbit interaction. So, observed values of the parameter would cer-
tainly rely on an accurate description of both the orbital and spin moments in the
ferromagnet. The variational method used Hohenberg and Kohn discussed in the
previous section is non-relativisticEThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. xtensions to the equation to include relativity
lead to a relativistic equation called Kohn-Sham-Dirac [104]. It is worth noting that
orbital polarisation is formed not from correlation effects, but from the combina-
tion of spin polarisation and spin orbit coupling. Fundamentally, the interplay leads
to a non-zero orbital current density exhibited by the breakdown of time-reversal
symmetry.
Computationally solving the many-body problem using density functional theory is
usually performed using band structure techniques. Furthermore, Modern methods
use the full-potential, and the differences between solvers is usually to do with
the potentials and any approximations or modifications, or the basis sets used.
Methodologies of implementing density functional theory within a computational
framework are not limited to consisting of a superset of the following: "linearised
augmented plane waves" (LAPW) [105, 106], "Korringa-Kohn-Rostocker" (KKR)
[107, 108], "augmented spherical waves" (ASW) [109], "plane wave pseudopotential"
(PWPP) [30], and "linear muffin-tin orbital" (LMTO) approaches [106]. In this
thesis PWPP, and full-potential LAPW (FLAPW) implementations of DFT are
used.
In DFT scientists have a formalism that enables them to predict observable proper-
ties of solids, be that the structure, or magnetism. Often confused with approximate
numerical implementations, DFT is, in fact, a mathematically exact representation
of the electronic ground state for the many-body problem. First the equations of
non-relativistic DFT are presented, followed by their relativistic forms, as these will
be required in this thesis. Following from this the implementations of DFT used in
this work are presented, and methodologies for obtaining material parameters.
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3.1.1 Atomic Units
Often used in electronic structure methods, atomic units can be used as a convenient
way of not writing many physical constants in equations. Many physicists consider
this to be natural order of things, however, in this thesis I will generally use electron
volts (eV), angstroms (Å), and S.I. units. This is often justified by comparing and
contrasting work with other theoretical and experimental works, which are typically
presented in S.I. For completeness the following should encompass all a reader will
need to know about atomic units.
In essence: me is the effective mass of an electron, h¯ is "Planck’s constant" renor-
malised through a divisor of 2pi, a.u. abbreviates atomic unit, Ha is a Hartree, Ry
is a Rydberg, aB is the Bohr radius, and other physical constants have their usual
representation. Note the famous bunch of founding fathers of physics within the
description [95].
1a.u. = h¯ = me = e2 = 2µB (3.1)
1Ha = 2Ry = 27.2113845eV (3.2)
1aB = 5.291772108× 10−11m = 0.5291772108 Å (3.3)
3.2 Hard Matter Quantum Mecahnics
In certain potentials the two and three-body Schroedinger equations are analytically
solvable. Due to the inherent complexity computational solvers must implement
numerical algorithms for problems and more complex than the helium atom.
As we have discussed, the fundamental problem of electronic structure is to model
the electronic and ionic interactions, and the extremely complex structures that are
the result of these effects. Models need to be accurate enough to predict ground
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and excited states. For electrons, the Hamiltonian is essential to the theory of
electronic structure. A general system of interacting electrons and nuclei - without
any magnetic interactions or relativistic effects - can be described by [95]:




























|RI −RJ | .
(3.4)
Here lower cases denote electrons, and upper nuclei, Z is the atomic number, with
m and M the masses. Now we can use the aforementioned Born-Oppenheimer
approximationWThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. ith the assumption of static nuclei, the problem of solving the time
independent Schroedinger equation becomes significant easier and deduction of the
electronic configuration can be primarily obtained. A calculation could then be
performed to evaluate the most energetically favourable positions of the nuclei.
The Hamiltonian of the system could now be written
Hˆ = Tˆ + Vˆext + Vˆint +EII , (3.5)
where the terms are from left to right, Tˆ kinetic energy, Vˆext the potential acting
on the electrons from the nuclei, Vˆint the electron-electron interaction operators,
and EII the (parameter) nucleon-nucleon interaction energyA





by Ryan Curtis for a
PhD degree. lthough S.I. units are
desirable for consistency, and have been used throughout this report, electronic
structure calculations and equations are much easier to write in atomic units. In
this system
e = me = h¯ = 1 , (3.6)













|ri − rj | +EII . (3.7)
The nuclei’s interaction with the electrons is described in the fixed potential termTThis thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. he
ionic nucleus’ electrostatic attraction can be included in a pseudopotential (PP)
[95]. This pseudopotential would count the core electrons as screening charges for
the nucleus when considering interactions. Other external potentials such as applied
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magnetic or electric fields could also be include in the external potential.
Quantum mechanically for a non-relativistic system the governing equation is the
time dependent Schrodinger equation [110]:
HˆΨ({ri}, t) = i h¯dΨ({ri}, t)dt , (3.8)
the many-body wavefunction is Ψ({ri}, t), and {ri} represent space and spin. Im-
plementing the Pauli exclusion principle we know that the wavefunction should
exhibit antisymmetry under exchange, and the eigenstate is [110]
Ψ({ri}, t) = Ψ({ri})e−(E/ h¯)t . (3.9)
Finally, system energy can be found from the expectation value of the Hamiltonian.
3.2.1 The Kohn-Sham Equations
To transform the problem into one which we can solve using DFT, we need to look








yields a method for finding the density from the wavefunction, but how do we make
the reverse possible [97]? The ground state wavefunction could be described as
a functional (note that a function of variable returns a number, a functional of a
function returns a number) of the unique ground state density, or
Ψ0 = Ψ[n0] . (3.11)
Kohn and Sham [97] took this approach and developed the ansatz for DFT - deal
with independent particles which have an interacting density. The premise revolves
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around transforming a difficult problem in to a simpler one, but managing to ensure
the GS solutions are comparable. Discussed in the introduction to this section,
the difficult to handle terms are bundled in to the XC potential. All in all, the
method relies on solving the density problem with accuracy only mediated by the
quality of XC functional, finding the ground state density and hence the ground
state wavefunction. This approach has prompted the description of solving these
equations as ab initio, or from first principles. Remember the XC consists of many
types [111, 100].
To this end the Kohn-Sham approach to the formulating the GS energy of many
interacting particles is [95]
EKS = Ts[n] +
∫
drVext(r)n(r) +EH [n] +EII +EXC [n] , (3.12)







|r− r′| . (3.13)
Furthermore, the individual particles will have their own wavefunctions, e.g.
Ψ({ri}) = ψ(r1)ψ(r2) . .ψ(rN ) (3.14)
An intermediate formula for the XC energy is [95]
EXC [n] =< Tˆ > −TS [n]+ < Vˆint > −EH [n] . (3.15)
If this functional were to be known exactly then electronic structure problems would
be entirely accurate.
The Kohn-Sham equations are similar to the single particle Schrodinger equation:






2 + V σKS(r) = −
1
2∇
2 + Vext(r) + VH(r) + V σXC(r) (3.17)
= −12∇





3.2.2 Including Relativistic Effects
Relativistic effects can be important in the simulation of heavier atoms [95], and
where physical effects caused by the spin orbit interaction are tangible. Cobalt
and platinum are used in this work, and this interaction is one of the reasons for
magnetocrystalline anisotropy in the 3d ferromagnets. However, these effects do
not make significant contributions to the structure and properties of most lighter
molecules and solids. Conveniently, relativistic effects originate deep inside the core
of the atom. This typically means that the relativistic equations need only to be
solved in the atom’s spherical geometry. In molecules and solids this observation is








ψ = HˆΨ (3.19)
a generalisation of the Schrodinger equation in a relativistically covariant form.
Where αi, β (4 x 4 matrices), and σi (2 x 2 matrices) are the matrices - the Pauli
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p = s− i h¯~∇ is the momentum operator. The problem can then be split in to radial
functions and a sinusoidal time varying wave.




allows, the derivation of radial equations. As long as the value for spin-orbit inter-
action is able to be ignored and can be treated as a perturbation, this yields the








This term originates near the core of the atom where 1r
dV
dr is large, confirming the
earlier statement detailing that the equations should hold for atoms, molecules, and
solids. Pseudopotentials are sometimes used to aid in simplifying the equations that
need to be solved: they can incorporate the spin-orbit effects leaving only the non-
relativistic equations to be solved. More detail will be given on the implementation
in section 3.3.1.
The Kohn-Sham-Dirac equation’s derivation can be found in [114, 115, 116]. It is
normally written as:
[
cα . [pˆ− eAeff (r)] + βmc2 + Veff (r)
]
ψi(r) = wiψi(r) , (3.23)
where ψi(r) are set of single particle, four-component eigenstates, and the wi are
Lagrange multipliers behaving as eigenvalues. The relativistic charge and current








summed over the lowest (N) electron eigenvalues. The effective vector and scalar
potentials, Aeff (r) and Veff (r) are given by:
Aeff (r) = Aext +
∫







Veff (r) = Vext +
∫
d3r′ n(r)|r− r′| +
δEXC [n(r), J(r)]
δn(r) . (3.26)
Following from reference [117] the relativistic total energy functional can be written
as:


























The non-relativistic expression, containing the energy eigenvalues, the Hartree term,
and the XC value form the first line of equation 3.27. Analogous to the the Hartree
term, the second line contains the classical current-current interaction. As the
exchange-correlation is a functional of both the current densities and the charge
then the final line is obtained. The lack of dependence on the vector potential
is an example of gauge invariance, the total energy functional does not depend
explicitly on A(r). The XC can be modelled in a similar to the non-relativistic.
However, it is also performs not so well in some systems arising due to Jelliums
poor implementation of correlation. The difficulties in relativistic approximations
of the XC functional have led to many electronic structure calculations using non-
relativistic approximations [102]. That is, many calculations use non-relativistic
LDA in relativistic calculations.
In this thesis we are concerned with the magnetic properties of relativistic atoms.
Similar to the above equations, a relativistic density functional theory that depends
on the magnetisation and not the four current density [114, 116]. A Hamiltonian of
the form, in [114] MacDonald’s 1979 paper, follows
Hˆ = Hˆsys +
∫





, mˆ(r) = −µBψ†(r)σψ(r) , B(r) = ∇ × a(r) . (3.29)
Finally, it is worth again noting that relativistic effects are core effects. These can
be included in a pseudopotential, meaning that one still has to only solve the non-
relativistic Schrodinger equation outside of the pseudopotential radius, and not the
Dirac equation.
3.3 DFT Implementations
Figure 3-1: Schematic showing differences between the plane-wave pseudopotential
and augmented plane wave methods.
Cobalt and platinum’s different lattice constants imply that at a surface boundary
there will be some kind of surface relaxation. The breaking of lattice symmetries and
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the energetics cannot be simply evaluated by hand. A DFT code implementation
such as CASTEP or ELK can be used to find total energies for different crystal
configurations. With knowledge, experience, convergence, and parameterisation
automatic structural relaxation can be undertaken. Note that DFT is a ground
state theory, so predictions and results are limited to ground state phenomena.
3.3.1 CASTEP: Plane Wave Pseudopotential Method
CASTEP’s limitations and features are now presented, but readers wishing to fully
understand the implementation are referred to the CASTEP web pages [118] and
discussion groups [119].
CASTEP uses plane waves to describe the electronic wavefunctions. All calculations
have periodicity, and thus Bloch’s theorem can be implemented. The eigenfunctions






ei(k+G) . r , (3.30)
where G the reciprocal lattice vectors, Ω is the unit cell volume, and ci,k+G are the
Fourier expansion coefficients, and k another reciprocal space vector [95].
The effective potential in the primitive cell can be written using the Fourier com-
ponents as it is periodic, allowing the Schrodinger equation for any reciprocal space











in which Ω = NcellΩcell, and uik(r) = 1√Ωcell
∑
m
ci,m(k)eiG . r, a periodic function.
Furthermore, Bloch’s theorem also tells us that the first Brillouin zone yields all
of the information to be known from the Schrodinger equation. All of the basis
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functions used in CASTEP are orthogonal, meaning that operations performed on
them such as Fourier transforms are computationally efficient. Furthermore, if a
system is not naturally periodic (e.g. a surface), then CASTEP can still be used
by defining a spacer region of empty space. This can be computationally expensive,
but allows the simulation of more physical systems [95].
However, the orthogonality condition does lead to increased computations and con-
vergence parameters. As the states are filled, increasing orthogonality forces the
wavefunctions to have an increasing number of nodes. This poses a problem for
simulation, as the quantity of dedicated plane-waves imperative to model a wave-
function dramatically increases. However, the core region around the nucleus in-
volving the tightly bound electrons have wavefunctions which are relatively static.
A significant number of the lower energy states are localised in this core region [95].
The pseudopotential (PP) replaces the effect of the highly charged ionic core. An
effective ionic potential, which interacts with the valence electrons, simply replaces
the generally inconsequential core electrons. Essentially, it is the substitution of one
problem for another. As the core electrons can have little impact in a molecular
calculation as they are not involved in bonding, PPs can be made for atoms and
then used as an approximation. Additionally, the PP is not unique. One has the
ability to tailor PPs to specific calculations. The radius of the pseudopotential may
need to be reduced in high pressures, or not as many electrons should be pseudised
away.
The localised electrons are pseudised away in the pseudopotential approximation.
Their wavefunctions are not considered, and instead an effective potential to repre-
sent them is included in the calculations. The effective potential from the localised
wavefunctions combined with the nuclear Coulomb potential is termed in CASTEP
as the pseudopotential. The number of states has been reduced, so that the quantity
of nodes in the remaining plane waves decreases from the orthogonality condition,
but still leaving the wavefunctions outside of the core region untouched. CASTEP
utilises by default ultrasoft pseudopotentials (USPP)’s. These are PPs that are as
smooth as possible. In CASTEP calculations the valence electron eigenfunctions
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are expanded in Fourier components. USPP’s attempt to make the simulation as
accurate as norm-conserving ones by a transformation. Norm-conserving pseudopo-
tentials (NCPP’s) are defined and regarded as the most transferrable and accurate
PP’s. They are usually built for the isolated atom and intended to be reused for
the atom in ionic, molecular, and condensed states. USPP’s are utilised as they
are computationally cheaper than NCPP’s, but need to be tailored for individual
situations. An example of two USPP’s used to model cobalt atoms are shown in
figure 3-2. The first PP is the default USPP used in CASTEP for modelling cobalt.
This USPP, however, can be augmented to include extra semi-core states, allowing
a more suitable fit for some observable quantities in crystalline cobalt.
It is reported that pseudopotential implementations are computationally efficient
methods for solving relativistic DFT problems [120]. A pseudopotential can be used
to include the relativistic effects, and allow solution of the non-relativistic Kohn-
Sham equations. At the time of performing this research, CASTEP was not able
to properly implement relativistic calculations for materials. However, at the time
of writing, this feature has been added to the code base, although the author is
unsure of its maturity and applicability to cobalt platinum systems. CASTEP has
also been used to model, in many different media, surface absorption and structural
studies [121].
3.3.2 ELK: Full-Potential Linearised Augmented PlaneWave
Method (FLAPW)
(FLAPW) is an all-electron technique that is generally considered to universal with
DFT. It can be used to represent all atom species, solids and open structures. It is
the most accurate and portable DFT based simulation procedures [122]. The all-
electron nature of the calculation means that magnetism and magnetic properties
of the system are all treated rigorously. Estimates of relativistic effects are included
by solving the relativistic electronic structure equations for the density.
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(a) Default CASTEP cobalt PP
(b) CASTEP cobalt PP including 3s and 3p states
Figure 3-2: The all-electron and pseudo wavefunctions for cobalt with a cut-off
radius of 2.5 bohr, showing the valence channels. The functions that do not vary as
strongly are the pseudopotentials, with Red and blue are the two different channels.
In (a) the states are 4s, 4p and 3d, with 2 channels for each. In (b) singular channels
for the 3s and 3p states are introduced.
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(b) Spin and Lattice Constant Convergence
Figure 3-3: (a) The convergence of the default CASTEP cobalt pseudopotential with
the plane wave energy cut-off for a cut-off radius of 2.5 bohr. The red, green, blue
and yellow horizontal lines intersection with the curve denotes the cut-off energy
used if the ’coarse’, ’normal’, ’fine’ or ’extreme’ keywords are used for energy cut-off.
(b) The convergence of spin magnetic moment and lattice constant of cobalt with
cutoff energy using the default pseudopotential.
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Basis functions in the augmented method are energy dependent, leading to diffi-
culties arising from having to solve separately for each eigenenergy, and nonlinear
equations. Linearisation occurs due to the use of linear combinations with the po-
lar functions and its energetic derivative, at a fixed energy [95]. The accuracy and
universality of the FLAPW method is computationally expensive. The large ba-
sis set means that the potentials must be represented to a high degree of accuracy.
FLAPW results are sometimes used as benchmarks for other DFT based techniques.
In ELK the potential is found by evaluating the Poisson’s equation for the run-of-
the-mill potential and by the spherically asymmetric terms inside the spheres. The
extra waiters unfortunately depend on the schematic of the charge density inside the
sphere. From this the charge inside the muffin tin is replaced by a smoother charge,
which does not affect the potential outside. The augmented plane wave approach
joins the ability to consider the core states as atomic-like spherical functions, and
the valence (delocalised) states as plane waves. In essence the Bloch wavefunctions
for the crystal are actually solved distinctly for the two different regions in terms
of the augmented plane wave basis functions. This approach and be linearised and
yields more a useful form, and this is implemented in ELK.
Principles of augmented plane waves were developed by Slater [123]. The eigenstates
are expanded in terms of basis functions which are dependent on position. The
two regions are usually called the interstitial region - between the atoms, and a
sphere centred on the nucleus. In the interstitial region the potential is smoothly
varying, but in the sphere the potential is similar to that of the actual atom. The
most special case of this is of the muffin tin potential. Here the potential in the
sphere is spherically symmetric but varying, and outside it is constant. This allows
for significant simplification of the DFT problem. One could implement spherical
harmonic in the sphere, and plane waves without.
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Figure 3-4: Division of space employed by a FLAPW method.
3.4 Material Modelling in DFT
3.4.1 Package Operation
After telling a DFT code to execute the package will make a guess to the electron
density, based on atomic theory or otherwise. It will then attempt to mix the
density with a solution of the Kohn-Sham equations for the system, and checks the
result of the mix for self-consistency. If this fails then the process is repeated. The
flowchart in figure 3-5 shows the process in a more coherent manner.
3.4.2 Typical Output
The eigenvalue spectrum and occupancy is the first major output of a DFT calcula-
tion. Of course, interest should only be paid to energy levels below the Fermi energy.
This is because DFT is a ground-state theory, and results that use eigenvalues above
the Fermi energy cannot be relied upon. The occupancies of electron orbitals, and













Figure 3-5: Flowchart indicating the typical path taken by an eigenvalue minimiser
in a DFT calculation.
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Table 3.1: Parameters that need to be converged in CASTEP and ELK calculations.
Nk is the number of k-points, Ecutoff is the plane wave cut-off energy, lmax the
atomic basis, Ng planewave basis and swidth the smearing width.
Parameter Nk Ecutoff lmax Ng swidth
ELK X X X X X
CASTEP X X × X X
plots can be generated quickly. Bespoke data processing tools need to be written
to obtain many more complex parameters which should be accessible from DFT.1
3.4.3 Convergence
As both CASTEP and ELK use plane waves to expand the wavefunctions, tests
need to be undertaken to ensure the number of plane waves is sufficient to model
them correctly. Most tests for convergence involve checking physical observables
and energy differences on parameters. If a representation of a physical observable
dependent on a parameter χ varies within allowed tolerances upon a small change of
the parameter δχ, then the observable would be deemed converged. In other words,
if a convergence parameter is changed and a response is observed in the calculation
of a physical observable, then the systematic error of the parameter has not been
properly removed from the simulation. This is a common cause of inaccuracies from
DFT simulations. The user of the DFT package implementation is able to set the
parameters used, and estimate, evaluate, and plot the convergence criteria required
to remove all parametrisable sources of error.
CASTEP has other convergence criterion which are used in its geometry optimiser.
The tolerances of atomic position on the lattice constant and the magnitude of
energy differences required are indicative of what values the geometry optimiser
1Remark: Due to the approximations made in making the theory computationally tractable
it is worth noting that even the occupied eigenvalues from the DFT calculations are not reliable.
Naturally, due to the reformulation of the problem in to the density framework, the eigenvalues
themselves obtained from variational calculus are not representative.
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and self-consistency checker should have. A previous package had a default self-
consistency threshold of 100 µeV. This value would be sufficient for many DFT
calculations. However, for magnetocrystalline anisotropy investigations, where dif-
ference of µeV are expected, the convergence criterion is orders of magnitude too
high to have any confidence in the result. The results of all convergence calcula-
tions will not be included in this thesis, every calculation for a new property has
to be checked. Sample convergence calculations (see figures 3-3, 3-6, and 3-2) will
be presented for each micromagnetic parameter. Figure 3-6 demonstrates how not
only the convergence criterion can effect a simulation. The ratio and method de-
tailing the mixing of ni−1 (density of iteration i− 1) and ni (density of iteration
i) can lead to simulations becoming unable to escape the metastable non-magnetic
solution. That is, care needs be taken and previous results used as a guidance to
verify that the answer is converged to a global minimum, and not one of the many
potential local minima.
3.5 Summary of Electronic Structure Methods
CASTEP solves the Kohn-Sham equations using a plane-wave pseudopotential method.
This method is comparatively computationally inexpensive, and has been used by
many research groups to a high degree of success. CASTEP has the ability to relax a
geometry automatically, even changing lattice constants to find a more energetically
favourable configuration. It is often the case where a package such as CASTEP is
used to obtain a starting point for all-electron calculations.
ELK can solve the Kohn-Sham or Kohn-Sham-Dirac equations using the all-electron
linearised augmented plane wave method. This is expensive as every electron is
modelled, although the problem is made simpler by the use of spherical harmonics
to augment plane waves to make them more suitable for modelling wavefunctions
near the core. The inclusion of relativistic effects such as spin-orbit coupling means
that ELK should be suitable for modelling most parameters, but computation time
may be increased extensively.
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Figure 3-6: Convergence of the total spin moment with plane-wave cut-off energy
in CoPt3 with lattice constants of 3.804 Å in the ELK package.
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With most DFT packages computational tricks can be used to aid in the time taken.
Simply reusing the density from a very similar problem can save literally days of
time. The simulations in this thesis requires the minimisation of the atomic and
electronic structure. The lattice constants are obtained by running the DFT model
to find the lowest energy state (noting that these energies are not real energies,
but the differences in energy are where the information is stored). If the lattice
spacing is changed by 0.1 Å, then one could simply reuse the prior electron density
as a starting point, rather than starting from scratch with the monatomic estimate.
In convergence calculations with regards to paramters such as the k-points density
this can lead to unitary iterations being performed by the DFT package for complex




Ab Initio Modelling of Cobalt
Platinum Systems
4.1 Foreword
This chapter will look at the properties of cobalt platinum systems from a con-
densed matter theorist’s point of view, with the overall aim of determining material
parameters. The aim of the simulations being to simulate otherwise computationally
intractable systems using a different model on a longer length scale. The electronic
structure methods used and their implementation in the CASTEP and ELK code
packages were presented in chapter 3. Electronic structure formulations for material
parameters are discussed, and then results for pure, alloyed, film, and multilayer
cobalt platinum are presented.
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4.2 Ab-Initio Material Parameters
4.2.1 Interatomic Spacing
When attempting to calculate the interatomic spacing, and ground state of a crys-
tal using DFT the standard process defined in figure 3-5 is followed. The total
energy, although a meaningless physical quantity, can be converged with respect
to interatomic spacings of periodicity. This quantity converges slowly, and is a
common cause for simulations being conducted with excessively high convergence
criterion. This comes with great cost to computational efficiency, but does not af-
fect the accuracy of results. When performing DFT calculations, energy differences
are the relevant quantities. Considering energy differences also makes the results
more portable: different methodologies will generally return different total energy
figures for computations. Energy differences afford comparisons of systemic errors
in regimes, e.g. the s-p hybridised band is poorly treated in non-relativistic DFT
calculations.
4.2.2 Magnetic Moment
The magnetisation can be obtained from density functional theory calculations, al-
though care should be taken as from reading this section and the results it can be
seen how strongly the magnetic moment depends on deducing the correct crystalline
ground state (it in itself can be effect the lattice constant and lowest energy con-
figuration). The occupation numbers fi and eigenfunctions ψiσ(r) are used to find











The saturation magnetisation of the material can then be approximated by dividing







The polarisation of a material can be taken to mean many different phenomena.
It could refer to the electromagnetic radition. In this thesis we are interest in the
spin-polarisability of the material. There are two common relevant measures for the






and secondly, the ratio of the Fermi energy density of states:
P =
g(EF (↓)− g(EF (↑))
g(EF (↓) + g(EF (↑)) , (4.5)
where majority/minority (↓ / ↑) spin density of states at the Fermi energy EF [79]
are written as g(EF ). The density of states measure is less problematic. Using the
electron density can lead to unrealistic spikes in the polarisation due to the same
in spikes the raw density occupation numbers. The density of states is smeared by
artificially small Gaussians, in order to make the density of states more indicative
of a real system. The density of states is spread to make the mathematical function
smoother. This effects means that properties that depend on the density of states at
the Fermi energy become less dependent on the exact Fermi energy. This in turn is
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a favourable characteristic due to the inexact implementation of density functional
theory in this thesis.
4.2.4 Exchange
This parameter was not modelled within this thesis. The author has seen pioneering
work undertaking the accurate simulation of these parameters from a scattering
theory regime [124, 125], but unfortunately there was not enough justification to
ratify, implement, or extend the scattering theory implementation in to the work in
this thesis. The figures for the exchange are reasonably consistent in the literature
regarding the exchange parameter, common values used between 14−12J/m and
30−12J/m, see the following for interest [126, 40, 127].
4.2.5 Anisotropy
Anisotropy in solid state physics has many different forms: magnetocrystalline
anisotropy, interfacial anisotropy, shape anisotropy. Of these shape anisotropy is
understood to be dependent on the macroscopic shape of the sample. The shape
anisotropy is a side-effect of the minimisation of the demagnetising/magnetostatic
field energy discussed in chapter 2. The magnetocrystalline anisotropy is also seen
macroscopically, but its origins lie in a combination of the intrinsic angular mo-
mentum of the electrons and the crystal field. In most crystalline solids the orbital
momentum of the electrons are quenched in bonding, but in the 3d ferromagnets it
does remain after bonding. The relativistic effect of spin-orbit coupling irreduca-
bly couples the spin to the orbital momentum. The orbital momentum is directly
related to the atomic structure of the crystal, and so we see anisotropy along the
high symmetry lines of the crystal. Energy differences are typically of µ eV/atom,
orders of magnitude smaller than the total energy of a unit cell, but are macroscop-
ically evident. At the time of writing, CASTEP did not have an implementation of
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spin-orbit coupling, so self-consistent calculation could not be conducted using the
plane-wave pseudopotential method.
Magnetocrystalline Anisotropy
There have been a multitude of methods presented for calculating the magnetocrys-
talline anisotropy of a crystal from first principles [69, 128, 129, 130, 131, 36, 132].
For many years, the scientific community utilised the force theorem. In this a small
perturbation of the final state is envisaged, eigenvalue sums evaluated, and then sub-
stracted from the original value. This type of measurement uses the force theorem
[20]. With differences of energies of typically a few µ eV/atom, great care has to be
taken to ensure confidence in the scientific method applied. Further details on con-
vergence of systematic and cancellation of systematic errors are discussed in section
4.3.1. In ELK relativistic effects can be included self-consistently, so fully converged
calculations can be conducted for the systems, without need for perturbation the-
ory. However, the methods still subtracts values from each other to leave a figure
orders of magnitude smaller. Other work has taken a different formalism for solving
the electronic structure problem, scattering theory. The Korringa-Kohn-Rostocker
(KKR) scattering theory has advantages that it can be more easily extended to non-
zero temperatures via its Green’s function origin and non-reliance on the ground
state electron density. KKR also allows for the modelling of disorder via the use of
potentials. Energetics and structural relaxations are key components of many DFT
calculations, and KKR methods typically evaluate this poorly. In this thesis the
ab-initio calculations are performed using DFT, and this work attempts to find the
limitations in the predictions of the current DFT frameworks.
The presence of different atomic species, alloying, surfaces, and grain boundaries all
have macroscopic affects on the anisotropy of a magnetic system. The anisotropy
in cobalt platinum multilayers has been observed to be of the form
Kt ≈ 2Ks +Kvt , (4.6)
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where t is the thickness of the cobalt layer, and Ks and Kv are the surface/interface
and volume energy-densities respectively. For thin cobalt layers the anisotropy
is out of plane, but as the thickness of the cobalt layer increases the anisotropy
switches to in-plane. This observation implies that the perpendicular orientation of
the magnetisation is determined by the interface anisotropy.
Neel [133] first observed that the reduced symmetry at the surface could lead to
enhanced anisotropy energy. Others have applied Brooks’ itinerant model [134] for
cubic anisotropy [135] to surfaces [136]. DFT calculations for the anisotropy of bulk
crystals have been conducted from first-principles [137]. Calculations of isolated
monolayers have been conducted and found to not always agree with experiment.
The reasons for the discrepancies are not clear. Is the theory incomplete or is the
experimental substrate affecting the results [138].
The Bruno model is an accessible theory [139]. It defines the magnetocrystalline
anisotropy as follows:
∆EMAE = ζ [< L.S >hard − < L.S >easy] = ζ4µB (µ
easy
L − µhardL ) > 0 , (4.7)
where µhard/easyL are the orbital magnetic moments in the hard/easy axis. The
Bruno model suggests that the easy axis will align with the direction of maximum
orbital magnetic moment.
Anisotropy values of two orders of magnitude greater than the bulk 3d ferromagnets
have been observed in layered systems. Even today, the origin of the anisotropy
measured in multilayers is not completely understood. Investigations have been
performed in to the effect of structure [140], roughness [141], and interface mixing.
This thesis concerns itself with fully self-consistent calculations of the anisotropy in
a range of cobalt platinum systems, including multilayers.
In order to evaluate the anisotropy in the cobalt platinum systems the highest energy
and lowest energy magnetisation directions are identified and subtracted from one
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Figure 4-1: The magnetocrystalline anisotropy of BCC Fe, HCP Co, and FCC
Ni. The experimental results (-exp-) are from [142]. . Stile’s work is represented
by black circle [143], [128] ×, [144] open circle, [36] diamond, [145] triangle, [146]
square, and [147] plus symbol. After [132].
another
∆EMAE = Emax(θ)−Emin(θ) . (4.8)
As discussed, previous works typically use the force theorem [69] to do the calcu-
lation. Remember that the force theorem in this context states that the actual
energy difference is comparable to the difference in band energies. This allows large
simulations to be solved self-consistently once, and then the same density can just
be reused in the new scenario to obtain an answer. However, this second answer
is, generally, not self-consistent. Please note that in this thesis unless stated other-
wise a fully converged self-consistent calculation is performed for a high symmetry
direction. The output density from this calculation is then used to run another
calculation. However, simulations using the force theorem contain only one itera-
tion of the DFT code implementation is performed with the previous computation’s
starting density. This yields a non-self-consistent approximation for new energies,
occupations and band energies. With modern computers and advanced computa-
tional techniques fully self-consistent simulations are possible in most regimes.
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4.2.6 Micromagnetic Damping Parameter
The applicability of magnetic films for memory applications has led to an increase
of interest in damping. The specific damping related to the equations of micromag-
netics is magnetic precession damping. In micromagnetics this is the third term in
this form of the LLG equation:
dM
dt







The many possible contributions to the Gilbert damping parameter in micromag-
netics are listed in to categories in figure 4-2. Of the direct sources, contributions to
the damping through magnon-phonon coupling, itinerant electron relaxation, and
crystal defects could be investigated by first principles. Magnon-phonon coupling
is extremely computationally expensive and has only been investigated for pure
metals. This is because the DFT unit cell is usually broken down in to a symmet-
ric irreducible Brillouin zone. Often the k-points have symmetry about the Γ [35]
and other points, meaning that only a fraction of k-points have to be calculated.
Magnon-phonon coupling combined with the spin-orbit coupling removes this com-
putational nicety, leading to considerably longer computation times. The crystal
defect contribution can be investigated for disordered alloys, but disordered multi-
layer unit cells would require too many atoms to be tractable. The itinerant electron
relaxation models are thus the only models available, which would be simulative on
a university-scale cluster computer.
The precession of the magnetisation will affect the filling of energy levels. A Fermi
surface is a 3d representation of the familiar band structure. The first major inves-
tigations in to this were undertaken by Kambersky in [148]. Imagine majority and
minority spin surfaces. In a crystal with spin orbit coupling effects there will be
energy differences between the magnetisation directions. Therefore, as the magneti-
sation precesses, the Fermi surfaces will change shape, in order to ensure the energy
is minimised. This could be as simple as an intraband transition, the electron stays
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Figure 4-2: Classification of the types of damping exhibited in ferromagnets.
Figure 4-3: Fermi surface deformations.
within the band but has a different wavevector. Conversely, the electron may need
to be excited and relax in to a different band with or without a different wavevector
- an interband transition. These transitions are monikered Breathing Fermi Surface
and Bubbling Fermi Surface effects [21]. Details on how to formalise these ideas,
and methodology for ab initio values are presented in the following subsections.
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Breathing Fermi Surface
Kambersky [149, 150, 151] attempted to describe the precession damping in terms of
a lifetime approximation method and ab initio calculations. As the energy depends
on the direction of magnetisation, the microscopic mechanism of population relax-
ation needed to be investigated. Remember that the 3d electrons are delocalised.
It is therefore convenient to treat the electronic degrees of freedom about the Fermi
energy as Bloch states [135].
The Bloch state energies k,µ are dependent on the magnetisation direction mˆ =
M/Ms via dependence on spin orbit coupling, that is
k,µ = k,µ(mˆ) . (4.10)
The effective field (in atomic units) was studied and reported in chapter 2, that is,










where the sum over k is a sum over the first Brillouin zone, and Ω is the volume of
it, and n is the population. The population of the state can be approximated using
the Fermi function, fµ(µ), and assigning a lifetime to the state, τµ. The population
can thus be approximated as
nµ = fµ − τµdfµ
dt
, (4.13)
where the states are still k-dependent, but otherwise every term would carry the
subscript too. The approximation is only valid for fast relaxation, relative to the
99
frequency of magnetic precession. This is valid for microwave frequencies and rea-












The variation of the energy density with the magnetisation direction mˆ leads to the











Under the assumptions of the (BFS) Breathing Fermi Surface model, the second
term can be neglected. This is because in this first treatment the system occupation
is assumed not to change with magnetisation, and thus the occupation derivative
with respect to magnetisation would be nil. Discussed in the following section, the
second term denotes the excitation of electrons from lower to higher bands, creating
electron-hole pairs. Note that the Fermi function is dependent on time as it is a
function of the eigenvalues which are time-dependent. Therefore, using the chain
















This field is theorised to be a significant contribution to the damping in the LLG
equation. Therefore, if the form of the damping field (LL)















δ(F − k,µ) , (4.18)
where mj is the magnetisation component perpendicular to the chosen magentisa-
tion state, M0. This simple equation does assume that the damping is isotropic,
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and so can be treated as a scalar. Although it is well known the damping factor can
be anisotropic and thus rigorous treatments require it to be modelled as a tensor.
A final approximation that the derivative of the Fermi function can be equivalent
to the dirac-delta function is:
−∂fµ
∂µ
≈ δ(F − k,µ) . (4.19)
The inverse of the lifetime τ−1 is a scattering frequency. If comparisons are made
to the Drude model [35] for scattering of itinerant electrons, it can be seen that the
at low temperature the damping parameter is proportional to the inverse square of
the temperature. A low temperature increase in the damping of pure crystal nickel
and cobalt has been seen using ferromagnetic resonance [152]. The formula for the
damping parameter can also be derived using a linear-response formalism [150].
Torque-Correlation Model
The BFS model only accounts for intraband transitions. In order to quantify the
interband transitions, Kambersky started from Hamiltonians and torque-correlation










where transitions between bands m and n induced by the spin-orbit interaction are
measured by
Γ−nm(k) = 〈n, k|[σ−,HSO]|m, k〉 , (4.21)







Ank are Lorentzians broadened by lattice interactions positioned about the band
energy nk. The damping from the torque-correlation model can be regarded as
the ratio of the complex to real frequency components of a spin-orbit damped spin
wave.
The torque-correlation model has been applied to the 3d ferromagnets. BCC iron,
HCP, cobalt, and FCC nickel have been modelled by Gilmore et. al.[21]. Their
results are shown in figure 4-4. They present values for the Landau-Lifshitz and
Gilbert damping parameters in terms of the scattering rate 1/τ and equivalent
energy h¯/τ . Contributions from the intraband and interband transitions are shown.
The values predicted by ab-initio calculations are of the same order of magnitude
as the experimentally measured values. For HCP cobalt, the measured value is two
times larger than the predicted value. Nowhere in the derivation of the theory were
the Fermi surface deformations apportioned as the entirety of the damping in the
pure crystal. Therefore, a result of a the same order of magnitude but less than the
measured value is extremely encouraging. However, the damping could actually be
dominated by the Fermi surface deformations, and systematic errors in the first-
principles calculation could be the issue. In the results section the values for the 3d
ferromagnets are calculated using the ELK package.
4.3 Results
Results for electronic structure investigations in to cobalt platinum systems are now
presented. Starting with examples of general convergence critera, results are then
presented for pure metals, alloys, ‘disordered’ alloys, low-dimensional cobalt, and
cobalt platinum multilayers. The lattice constant, magnetic moment, polarisation
are presented. Where calculable, electronic structure calculations for Fermi surface
contributions to the Fermi surface are included, and comparisons made to prior
published work.
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Figure 4-4: Gilbert and Landau-Lifshitz damping parameters calculated for iron,
cobalt, and nickel. The solid curves denote the result, and the dotted and dashed
lines represent the contributions from intraband and interband transitions respec-
tively. The scattering parameter is sometimes converted to an energy and this is
shown on the top x axis. Figure and caption reproduced from [21].
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Table 4.1: Cobalt: The lattice constants (in angstroms) and magnetic moments (in
µB) for Co.
Type Method Lattice Constant µ(Co)
Expt 3.550 1.57 (spin only) 1.70 (total)
CASTEP OTF PseudoPot LDA 3.454 1.686
CASTEP New PseudoPot LDA 3.503 1.636
ELK LDA no SOC castep 1.59
CASTEP OTF PseudoPot PBE 3.551 1.806
CASTEP New PseudoPot PBE 3.618 1.758
ELK PBE no SOC castep 1.72
ELK LDA no SOC 3.423 1.52
ELK LDA inc SOC 3.423 1.53
ELK PBE no SOC 3.521 1.65
ELK PBE inc SOC 3.521 1.65
CASTEP OTF PseudoPot LDA 3.550 (expt) 1.756
CASTEP New PseudoPot LDA 3.550 (expt) 1.664
ELK LDA no SOC 3.550 (expt) 1.61
CASTEP OTF PseudoPot PBE 3.550 (expt) 1.804
CASTEP New PseudoPot PBE 3.550 (expt) 1.708
ELK PBE no SOC 3.550 (expt) 1.67
4.3.1 Note on Convergence
In chapter 3 parameters were identified that electronic structure calculations should
be converged against. Some of these parameters are implementation and system de-
pendent. For example, a three-dimensional unit cell intended to simulate a single
layer of platinum needs to have enough padding vacuum layer so that the wave-
functions cannot interact. Care and many shell scripts have been used to iterate
parameter space. Examples of convergence have been included in the results follow-
ing. It is intended that errors and discrepancies between prior published work and
experiments will be systemic errors.
4.3.2 Pure Metals
After multiple convergence tests were performed for the standard cobalt and plat-
inum systems in CASTEP and ELK simulations on the ordered alloys were per-
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formed. The band structures all showed generally good agreement. The spin split-
ting of the bands about the Fermi energy was reasonably consistent, and this is
a criterion expected to see from the Stoner theory of band ferromagnetism. ELK
generally provided lower magnetic moments than the CASTEP code, and this was
attributed to the FLAPW technique’s inherent ability to treat with magnetic sys-
tems. The magnetic moment’s reliance on lattice constant was charted, to check
if CASTEP’s inconsistency with prior published work was due to its (<5%) rea-
sonable error in evaluating the lattice constants. From the plots of the variation
of the magnetic moment, and the values given in table 4.3.2, it was thus decided
that CASTEP’s treatment of cobalt and platinum were not accurate enough to use
it to parametrise interactions. ELK’s predicted magnetic moments were then cal-
culated and these were found to be in a much better general agreement with prior
published work, experimental and theoretical. To aid in the comparison of all of
the data sets the code packages were each employed to evaluate spin moments at
their predicted equilibrium lattice constant, and to those of experimental studies.
In both cases there are discrepancies, but ELK appears to treat the systems quan-
titatively more accurately than CASTEP. This might be expected from the fewer
assumptions made in the qualitative model, but comes at great cost of efficiency.
Using a code package that currently implements the spin orbit interaction, however,
does allow for more micromagnetic parameters to be computed. Furthermore , note
that these calculations are complicated by the fact that the magnetic moment of
cobalt induces one in the subsequent platinum atoms.
Platinum
Initial calculations were conducted on FCC platinum. Platinum is non-magnetic,
and DFT functional calculations confirm spin degeneracy: no intrinsic spin magnetic
moment is exhibited. It was found that purely non-relativistic calculations are likely
insufficient to model platinum. Overestimations are evident when compared to prior
published work in the literature, with a poor description of the sp-hybridised band.
Therefore, it was found that at least a scalar-relativistic description was required
to correctly describe crystalline platinum atoms.
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Cobalt
Figure 4-5: FCC Co band structures through the high symmetry points and lines.
Different colours denote opposite spin polarisation.
Bulk cobalt exists naturally in the HCP and FCC phases. HCP cobalt is ener-
getically preferable, but room temperature provides enough energy to overcome
this barrier. This thesis is primarily concerned with evaluating and confirming the
properties of FCC cobalt and (111) stacking, as these are relevant to the multilayer
structures used experimentally that motivated this work. FCC cobalt is studied
in particular, as platinum for all intents and purposes is FCC. Calculations are
performed where FCC platinum is modelled, and substitutional cobalt atoms are
inserted. Lattice constants are relaxed and atomic locations are not fixed. How-
ever, for symmetry reasons, it is only when we have a planar surface we generally
observed atomic relaxation. For example, a layer of cobalt adjacent to a layer of
platinum would neither have the cobalt-cobalt nor platinum-platinum interlayer
spacing. CASTEP has a built in solver that can identify local minima in the energy
landscape by performing self-consistent calculations and estimating the forces on
the atoms. In ELK a more basic approach is used. Calculations at experimen-
tal and CASTEP lattice constants are performed, and then a simple linear mixing
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Figure 4-6: FCC Co density of states showing the majority (red outset) and minority
(blue outset). The peaks of the density of states are artificially smoothed by small
Gaussians (0.1eV FWHM - full-width at half-maximum) in order to make g(E) more
continuous and representative of real systems.
Table 4.3.2 demonstrates a whole range of magnetic moments for cobalt at a wide-
range of lattice constants. It is worth noting that the spin-only magnetic moment
is reported as well as the total magnetic moment. The magnitude of the magnetic
moment is not greatly affected by the inclusion of spin-orbit coupling, but the orbital
moment itself does make a significant contribution to the observed total magentic
moment, approximately 9%. Values of the magnetic moment are presented for the
PBE (Perdew-Burke-Ernzerhoff) [153] implementation of the exchange-correlation
potential in the flavour of a GGA (generalised-gradient approximation). Remember
that some magnetic properties are poorly represented by the LDA [154], with the
ground-state of iron incorrectly determined (LSDA in spin-polarised systems).
The magnetic moment is heavily reliant on the lattice constant. Figure 4-11 shows
the reliance of the magnetic moment on the lattice constant. An approximately lin-
ear relationship can be seen close to the equilibrium lattice constant, but of course
107
Figure 4-7: Density of states of FCC cobalt. The two different lines illustrate the
change with lattice constant, and the flattening of the cobalt bands if cobalt is
forced to adopt platinum’s lattice parameter. Note that the Fermi energy is defined
as 0 eV.
this relationship is no longer valid for a wider range of lattice constants, generally
within 10% of the equilibrium value. As the lattice constant increases the cobalt
bands flatten. Figure 4-7 shows how the band flattening leads to higher peaks in the
density of states. The exchange is still present and strong at lattice constants up to
the value of the platinum lattice constant, so the 3d bands become even narrower.
This in turn makes it more likely that an even higher proportion of the majority
states are occupied, increasing the magnetic moment. The density of states are
plotted by smearing the zero-temperature states in order to provide a more contin-
uous and useful measure. A sensible choice of the smearing factor does not greatly
affect the polarisation, even though this is directly dependent on the amplitude at
the Fermi energy. This is because the majority and minority bands are smeared
equally. Differences might be observable when comparing smeared data with the
raw output data. This is because the raw data could have a disproportionately large
peak at the Fermi energy, which is then sensibly smeared around it.
The density of states at the Fermi energy is the measure being used to identify
the spin-polarisability of the system. The band-resolved density of states shown in
figure 4-8. This shows that near the Fermi energy it is indeed the d electrons that
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Figure 4-8: Majority/minority band resolved density of states of FCC cobalt. The
different lines represent the different electron quantum numbers and the total is also
represented. The top section represent the majority density of states and beneath
the minority density of states. A Gaussian broadening parameter of 0.15 eV is used
to round the densities. Note that the Fermi energy is defined as 0 eV.
are present in affecting the properties of the system.
The summarial table 4.6 demonstrates the calculated polarisation, saturation mag-
netisation, and Gilbert damping parameters for bulk FCC cobalt.
Damping Parameter in Cobalt, Iron, and Nickel
The work by Gilmore [21] et. al.was repeated using the ELK implementation. ELK
is based on the same theory as Gilmore’s group. In our calculations 120x120x69,
150x150x150, and 120x120x120 k-points were used similar to Gilmore’s group. This
is an extremely large number of k-points. More points are required as the eigenvalue
convergence needs to be tight enough to allow for energy differences of magnitudes
less than the magnetocrystalline anisotropy.
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Figure 4-9: Gilbert damping parameter plotted as a function of the scattering rate.
All calculations are for the bulk 3d ferromagnets in their equilibrium phases: BCC
Fe, HCP Co, and FCC Ni.
The torque-correlation formula 4.20 is specific to three-dimensions. A similar for-
mula can be derived for two-dimensional crystals. This formula is presented in
equation (4.23).
4.3.3 Alloys
CoPt, Co3Pt, and CoPt3
Instead of thinking of FCC cobalt as a primitive unit cell. We can imagine the FCC
crystal using a simple cubic unit cell with four atoms in a unit. cell. The bottom-left
vertex of the cube, simple cubic lattice vectors, and the three adjacent face atoms
form a new unit cell. The ordered alloys hail from substitutions of the vertex and
face atoms, e.g. one cobalt vetex, three platinum face atoms is Co1Pt3. Convergence
of the structure was conducted for the 3 different alloy types. CoPt required more
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work, as the repeatable layering caused reasonable geometry relaxations. Co2Pt2
is this regard could essentially be regarded as Co1Pt1 multilayers. The cobalt and
platinum layers relax to find their equilbrium spacing. As the interface anisotropy
appears to be dominant term in the anisotropy in the multilayers, the Co1Pt1 toy
system should set an upper bound for the anisotropy calculations.
Table 4.2: The lattice constants (in angstroms) and magnetic moments (in µB) for
Co3Pt.
Type Method Lattice Constant µtot µ(Co) µ(Pt)
thry[155] LMTO ASA (Barth-Hedin XC) 3.6636[156] 5.54 1.39 0.38
thry[157] ASW LSDA 3.6636[156] 5.28 1.64 0.36
thry[158] LMTO LSDA 3.668(expt - no ref) e 5.24 1.6379 0.3153
CASTEP OTF PseudoPot LDA 3.598 5.852 1.82 0.40
CASTEP New PseudoPot LDA 3.572 5.384 1.68 0.32
ELK LDA no SOC castep 4.96 1.57 0.37
CASTEP OTF PseudoPot PBE 3.692 6.235 1.96 0.36
CASTEP New PseudoPot PBE 3.667 5.900 1.86 0.30
ELK PBE no SOC castep 5.70 1.82 0.40
ELK LDA no SOC 3.565 4.92 1.55 0.36
ELK PBE no SOC 3.666 5.70 1.82 0.40
CASTEP OTF PseudoPot LDA 3.6636[156] 5.913 1.83 0.41
CASTEP New PseudoPot LDA 3.6636[156] 5.499 1.72 0.34
ELK LDA no SOC 3.6636[156] 5.46 1.72 0.41
CASTEP OTF PseudoPot PBE 3.6636[156] 6.178 1.95 0.35
CASTEP New PseudoPot PBE 3.6636[156] 5.883 1.85 0.30
ELK PBE no SOC 3.6636[156] 5.69 1.82 0.40
CASTEP was used to attempt to simulate the properties of bulk cobalt, platinum,
and the ordered FCC CoxPt4−x structures. The pseudopotentials energy cut-off
had to be checked for energy convergence. Other calculation parameters that need
converging are the number of plane waves and the k-point sampling. A sample of
these calculations can be seen in figure (3-3).
It was found that CASTEP significantly overestimated the spin magnetic moments
of the ordered cobalt platinum alloys (see tables below). Courtesy of my supervisor’s
previous communications with one of the authors of CASTEP, it was concluded that
to increase the accuracy of the calculations, semi-core states should be included
in the pseudopotential. These are the states in the shell just below the valence
shell, and in the case of cobalt are the 3s and 3p channels. This helped to reduce
the overestimate, but not as much as was hoped prior to the commencement of
calculations.
111
Table 4.3: The lattice constants (in angstroms) and magnetic moments (in µB) for
CoPt.
Type Method Lattice Constants c/a µtot µ(Co) µ(Pt)
thry[159] FP-LMTO LSDA - - e 2.16 1.79 0.37
thry[157] ASW LSDA 3.793 3.675[160] 0.969 2.06 1.69 0.37
thry[155] ASW LMTO (Barth-Hedin XC) 3.803 3.701[156] 0.973 2.215 1.85 0.38
thry[161] FP-LMTO LSDA 3.806 3.684[159] 0.968 e 2.09 1.74 0.35
thry[161] FP-LMTO GGA 3.806 3.684[159] 0.968 e 2.40 1.83 0.37
thry[162] Spin Pol TB - - e 2.06 1.69 0.37
expt[163] Xray Diffraction 3.786 3.685 0.973 no access to PDF -
expt[159] Xray Magc Circ Dichrsm - - e 2.11 1.76 0.35
expt[164] Neutron Scattering - - e 1.95 1.70 0.25
CASTEP OTF PseudoPot LDA 3.747 3.651 0.974 2.370 1.96 0.40
CASTEP New PseudoPot LDA 3.735 3.617 0.968 2.196 1.84 0.36
ELK LDA no SOC castep 2.11 1.73 0.42
CASTEP OTF PseudoPot PBE 3.828 3.750 0.980 2.495 2.12 0.38
CASTEP New PseudoPot PBE 3.819 3.715 0.973 2.392 2.04 0.36
ELK PBE no SOC castep 2.28 1.93 0.42
ELK LDA no SOC 3.738 3.614 0.967 2.11 1.73 0.42
ELK PBE no SOC 3.815 3.713 0.973 2.20 1.83 0.42
CASTEP OTF PseudoPot LDA 3.803 3.701[156] 0.973 2.403 1.97 0.40
CASTEP New PseudoPot LDA 3.803 3.701[156] 0.973 2.251 1.86 0.36
ELK LDA no SOC 3.803 3.701[156] 0.973 2.20 1.83 0.42
CASTEP OTF PseudoPot PBE 3.803 3.701[156] 0.973 2.478 2.12 0.37
CASTEP New PseudoPot PBE 3.803 3.701[156] 0.973 2.383 2.03 0.36
ELK PBE no SOC 3.803 3.701[156] 0.973 2.27 1.91 0.42
ELK was implemented to attempt to simulate the properties of bulk cobalt, plat-
inum, and the ordered FCC CoxPt4−x structures. Again, as with all simulations
parameters such as K-point mesh density and plane wave energy cut-off need to
be converged in order to make sure that the code’s predictions are as indicative as
possible.
‘Disordered Alloys’
Razee et. al.[36] performed the first first-principles calculations of disordered cobalt
platinum alloys. Their implementation utilised the KKR method [107, 170] and the
coherent potential approximation (CPA) [171, 172, 173]. This method investigates
the Green’s function of a system. Typically, this involves replacing a disordered
1The sample used was of the form CoPt3.02 with 0.2% impurity content
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Table 4.4: The lattice constants (in angstroms) and magnetic moments (in µB) for
CoPt3.
Type Method Lattice Constant µtot µ(Co) µ(Pt)
thry[161] Full-Pot LMTO LSDA 3.857[165] e 2.48 1.82 0.22
thry[161] Full-Pot LMTO GGA 3.857[165] e 2.61 1.89 0.24
thry[166] ASW LMTO LSDA - e 2.44 1.66 0.26
thry[167] ASA LMTO inc SOC - 2.727 1.796 0.238
thry[157] ASW LSDA 3.8540[168] 2.50 1.69 0.27
thry[155] LMTO ASA (BH XC) 3.8310[156] 2.59 1.85 0.25
thry[169] FLAPW LSDA 3.8735 (calc) e 2.6 1.7 0.3
thry[162] Spin Pol TB - e 2.5 1.69 0.27
thry[158] LMTO LSDA 3.831 (expt - no ref) e 2.43 1.7079 0.2384
expt[164] Neutron Scattering -1 2.43 ± 0.03 1.64± 0.04 0.26± 0.02
CASTEP OTF PseudoPot LDA 3.812 2.902 2.06 0.28
CASTEP New PseudoPot LDA 3.802 2.665 1.94 0.24
ELK LDA no SOC castep 2.54 1.77 0.27
CASTEP OTF PseudoPot PBE 3.894 3.261 2.24 0.34
CASTEP New PseudoPot PBE 3.885 3.069 2.16 0.30
ELK PBE no SOC castep 2.97 2.02 0.33
ELK LDA no SOC 3.804 2.54 1.78 0.27
ELK PBE no SOC 3.885 2.97 2.02 0.35
CASTEP OTF PseudoPot LDA 3.8310[156] 2.998 2.08 0.29
CASTEP New PseudoPot LDA 3.8310[156] 2.802 1.99 0.27
ELK LDA no SOC 3.8310[156] 2.61 1.82 0.28
CASTEP OTF PseudoPot PBE 3.8310[156] 3.044 2.14 0.30
CASTEP New PseudoPot PBE 3.8310[156] 2.937 2.07 0.29
ELK PBE no SOC 3.8310[156] 2.83 1.94 0.28
CASTEP OTF PseudoPot LDA 3.857[165][161] 3.103 2.19 0.30
CASTEP New PseudoPot LDA 3.857[165][161] 2.936 2.13 0.27
CASTEP OTF PseudoPot PBE 3.857[165][161] 3.189 2.19 0.33
CASTEP New PseudoPot PBE 3.857[165][161] 2.994 2.12 0.29
solid’s array of variable potentials with effective potentials considered to be inhab-
iting an ordered lattice. Key results in the paper are for the temperature-dependence
of the anisotropy in the disordered alloys. The implementation used in this thesis
is ground-state only, so only as an interesting thought experiment should results
be extrapolated as such. Small finite ‘temperatures’ are used to smear the den-





Figure 4-10: FCC Co3Pt band structures through the high symmetry points and
lines. Different colours denote opposite spin polarisation. At the Fermi energy a
splitting of approximately 1 eV can be seen in both code packages. Both computa-
tions utilise the LDA approximation, and are non-relativistic.
4.3.4 Thin Films
Theory and lack of experimental evidence suggests that no crystals exist natively
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Figure 4-11: The total, cobalt, and platinum magentic moments of atoms in the
ordered CoPt3 alloy. OTF and NEW denote the default CASTEP pseudopotential,
and the CASTEP pseudopotential with added semicore states. ELK results are
shown for comparision. All results were obtained using the LDA for the exchange-
correlation potential. See table 4.4 for the source of the data.
Wagner theorem [174]. Even the cobalt platinum multilayers examined in this thesis
would experimentally exist upon a silicon substrate. The substrate can be used to
affect the properties of the system favourably, silicon dioxide can be used to open
a band gap in graphene [175]. However, care is normally taken for the substrate
to not influence the material. Simulations were performed on isolated cobalt layers
gedanken - as an insight in to the differences that the surrounding platinum layers
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Figure 4-12: Rework of work presented by Razee et. al.[36] The density of states
is plotted for ordered CoPt alloy. The majority and minority spin components for
platinum and cobalt are included. The solid line (above) below the axis shows the
(majority) minority density of states, and the dashed line is a similar representation
of the density of states for platinum.
Within the film geometry the computation of the damping parameter could be
undertaken. Equation 4.20 previously presented for the torque-correlation model is
for three-dimensional systems. Following on from the aforementioned equation, the









Here the integration is done over reciprocal space, a2d is the in-plane lattice constant,
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(a) Co0.125Pt0.875 (b) Co0.25Pt0.75 (c) Co0.375Pt0.625
(d) Co0.5Pt0.5 (e) Co0.625Pt0.375 (f) Co0.75Pt0.25
Figure 4-13: Examples of disordered versions of the CoxPt4−x alloys with the
amount of cobalt and platinum in the alloy proscribed in the subfigure caption.
These, although technically ordered, alloys are used to approximate more disor-
dered cobalt platinum alloys.
µs is the magnetic moment in Bohr magnetons ,This thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. and NCo is the atom count.
Co Monolayer
Miranda et. al.have studied experimentally the band structure of a cobalt monolayer
deposited on a copper surface [176]. These investigations are interesting to theorists
as the experimental band structure shows that the copper surface band structure
and d-waves appear to be unaffected by the presence of the cobalt. This allows
experimentalists to attempt to probe (seemingly) isolated monolayers of cobalt for
their properties. Unfortunately Miranda et. al.did not manage to measure the
magnetic moment, but they confirmed that the exchange splitting of the monolayer
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Figure 4-14: The calculated magnetic moments for the ’disordered’ cobalt platinum
alloys shown in figure (4-13). Note that the cobalt moment decreases approximately
linearly from the free space value to the bulk value, whereas the induced platinum
moment appears to peak around the 50% concentration.
low-dimensional cobalt in this thesis is intended to demonstrate that the interesting
properties of cobalt platinum multilayers have their origin in the cobalt/platinum
surface, compared to the thickness of the cobalt layers. Note that Miranda’s work
was performed on a HCP-Co(0001) monolayer, which would be equivalent to a
FCC-Co(111) monolayer.
Electronic structure implementations specifically designed for low-dimensional cal-
culations exist in the literature. However, the method and implementation used
in this thesis needs to be consistent, in order for the results to be comparable. In
order to model a monolayer in three-dimensional supercell codes such as CASTEP
and ELK a vacuum region is used. Usually included in the z Cartesian for com-
putational efficiency, the unit cell is made up of the intended atoms, and then a
vacuum region that needs to be large enough so that the atoms do not interact
with their repeated selves in the z-direction. Care must be taken to ensure this
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criterion is met, otherwise it is not a true simulation of a low-dimensional system.
Although more plane waves will be required to model the much larger unit cell,
small-mercy that only one k-point in the z-direction is required. The effect of the
vacuum layer is shown in figure 4-15. Note that the simplistic exchange correlation
functions currently implemented in many flavours of density functional theory do
not include dipole-dipole interactions and therefore van der Waal’s forces. With this
knowledge, it is expected that the interaction distance in a DFT model would less
than the realistic value, and so the convergence distance required to eliminate self-
interaction between surfaces would be smaller than what might be expected. For
completeness, a formalisations and implementations of longer range interactions in
to density functional thoery covered in the following and numerous other articles
[177, 178, 179].
Co Bilayer
Two layers of cobalt is more applicable to the multilayer systems: the average
thickness of cobalt will generally be about 0.3 nm and 0.5 nm in the systems.
This is equivalent to an average number of cobalt atoms in the sandwiched layers
of between 1.7 and 2.8 atoms, assuming the bulk cobalt interlayer spacing is a valid
approximation. The bilayer system of (0001) HCP and (111) FCC cobalt
Low-Dimensional Cobalt Summary
The anisotropy of cobalt thin films is found to be in the plane of the films. With
similar results found for the monolayer and the bilayer. This is in good accordance
with experiment and predating simulations [180]. This confirms that the perpendic-
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Figure 4-15: Convergence of the spin magnetic moment with the vacuum buffer
layer seperating cobalt monolayers from supercell images. The ‘lattice constant’
is the distance between a monolayer atom and its nearest out-of-plane neighbour.
Note that simulations could not be performed for the bulk lattice spacing, as the
position of the monolayer would be directly above the underlying atom, ‘AA’ stack-
ing. The out-of-plane lattice vectors could be changed to ensure ‘AB’ stacking,
but is currently parallel to z due to computational efficiencies and accuracies. The
figure is based on ELK calculations performed using the LDA approximation with
a 16x16x1 Monkhorst pack.
films of cobalt are in-plane anisotropic, HCP cobalt’s preferred axis is the stack-
ing axis (0001), and FCC cobalt is (100). However, these energies are very small
differences on a condensed matter scale: 57 µ eV and 1.8 µ eV.
Table 4.5 shows a summary of the results for investigations in to cobalt monolayers
and cobalt bilayers. Only systems demonstrating the hexagonal stacking basal plane
were examined.
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Figure 4-16: Colour and contour map showing the k-points for what contributions
to the damping parameter are calculated. The measured system is a (111) cobalt
bilayer, approximately the thickness of the cobalt sandwiched in a cobalt platinum
multilayer. a2d represents the in-plane lattice constant. The modelling of this
system and the equation used in parameterising the figure are shown in 4.23. The
contributions have been measured for a scattering rate of τ−1 = 0.01/ h¯.
Table 4.5: This table contains a compendium of predicted parameters for isolated
cobalt momolayers and bilayers.
Low-Dimensional Cobalt a0 dz µCos P K α
cobalt monolayer 2.47 - 2.05 - - 0.007 (1.s.f.)
cobalt bilayer 2.48 1.75 1.95 - - 0.006 (1.s.f)
4.3.5 Cobalt Platinum Multilayer Systems
The structure of (111) cobalt platinum multilayers was investigated using CASTEP
and ELK. CASTEP was used to make an initial estimate of the interatomic spacings
in the multilayer. Then ELK was implemented to relax and converge the calcula-
tions. The unit cells used in generating the bulk multilayers can be seen in figure
4-18. A comparison between the density of states in the multilayer systems can be
seen in figure 4-19. In this plot a the density of states appears to be reasonably
different between the 7-2 and 8-1 multilayers. However, because of the shape of the
majority and minority curves, similar values (0.76 versus 0.73) are obtained for the
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dz (Pt-Pt)
dz (Pt-Co) dz (Co-Co)
a) b)
Figure 4-17: Structure and until cell of (111) cobalt platinum multilayers.
polarisation.
The magnetic moments of the cobalt atoms and induced moments on the platinum
atoms can be seen in figure 4-20. The moments are all of a similar magnitude to
those obtained in the disordered and ordered cobalt alloys. It can be seen that a
7 platinum atom buffer is just enough for the induced moment to decay to almost
zero.
A comparatively large anisotropy can be seen for the multilayers. This is orders of
magnitude larger than any of the bulk crystals or low-dimensional systems previ-
ously simulated in this chapter. A qualitative discussion as to possible reasons for
the difference in presented in the summary.
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Figure 4-18: Colour map showing the spin density distribution in Pt8Co1 (111)
stacked multilayers. The second plot shows a map of the induced spin density on




















































































Figure 4-19: Comparison diagram for the spin-resolved density of states of the two
bulk phases of cobalt and the Co1Pt8 and Co2Pt7 multilayers studied. A pronounced
difference between the single and double cobalt layers is seen.
4.4 Summary and Discussion
Table 4.6 summarises the results from this chapter. Values for the lattice constant,
magnetic moment, saturation magnetisation, polarisation, and (where calculable)
the magnetocrystalline anisotropy and breathing and bubbling Fermi surface con-
tributions to the Gilbert damping parameter.
Anisotropy values were seen in multilayer systems two orders of magnitude greater
than the bulk and isolated thin film values. This is good evidence that the anisotropy
in cobalt platinum multilayers can be apportioned to the cobalt platinum interface.
In order to understand this effect consider a d electron in a free atom, and in atom
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Figure 4-20: The magnetic moment’s dependence on the stacking layer in (111)
stacked Pt7Co2 and Pt8Co1 multilayers.
positively, or negatively charged.This thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. In the plane the electron will suffer Coulomb effects
from the neighbouring atoms, altering its orbitals compared to the free atom. This is
in essence the effect of the crystal field on the orbitals. Due to the loss of neighbours
supplemented by a change in bonding at the surface, the orbital momenta are no
longer entirely quenched.This thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree.
This leads to the the anisotropic orbital moment and the interfacial anisotropy.
In summary, the exchange interaction is responsible for the creation of the spin
moment, and the crystal field induces anisotropic orbitals.This thesis on CD-DWM theory inmagnetic domainswithin artificial struc-tures was submittedby Ryan Curtis for aPhD degree. The spin-orbit coupling
links the spin and orbital moments, and the crystal field has a fixed direction.
The combination of these factors yields the anisotropy. This simple qualitative
argument does well to explain the differences in anisotropy found for bulk cobalt,
low-dimensional cobalt, and cobalt platinum multilayers.
The values for polarisation were obtained by summing the spin-resolved density
of states about the Fermi energy. Little work appears to have been conducted on
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Table 4.6: This table comprises the multitude of results in this chapter in to one
coherent table, for ease of dissemination. Gilbert damping parameters are given to
one significant figure, saturation magnetisations are given to two, polarisations two,
and anisotropies two significant figures respectively.
System Ms (A m−1) P K (J m−3) α
FCC-Co 1.4 ×106 0.67 (001) 4.5 ×103 0.001
Co3Pt 1.0 ×106 0.74 (111) 1.2 ×103 0.001
CoPt 7.7 ×105 0.75 (111) 32 ×103 0.001
CoPt3 4.2 ×105 (111) 1.3 ×103 0.001
Co0.125Pt0.875 1.8 ×105 0.69 (111) 7.9 ×103 -
Co0.25Pt0.75 3.5 ×105 0.70 (111) 7.7 ×103 -
Co0.375Pt0.625 5.2 ×105 0.72 (111) 7.5 ×103 -
Co0.5Pt0.5 6.9 ×105 0.73 (111) 3.8 ×104 -
Co0.625Pt0.375 8.6 ×105 0.72 (111) 7.4 ×103 -
Co0.75Pt0.25 1.0 ×106 0.72 (111) 7.2 ×103 -
Co0.825Pt0.125 1.1 ×106 0.73 (111) 6.9 ×103 -
Co Monolayer 1.8 ×106 - (100) 1.4 ×104 0.008
Co Bilayer 1.7 ×106 - (100) 1.3 ×104 0.007
(111) Pt8Co1 1.8 ×106 (Co layer) 0.68 (111) 1.8 ×106 -
(111) Pt7Co2 1.7 ×106 (Co layer) 0.69 (111) 1.6 ×106 -
determining the polarisation of a material for micromagnetic purposes. This means
that it is difficult to draw specific quantitative comparisons for the polarisation
parameter. However, as the polarisation is usually characterised by the density of
states difference at the Fermi energy prior published work can be compared. Using
the ELK implementation of DFT the author was able to rerun the results produced
by Razee et. al.[36]. Results that appear to be within 5% were found, but as the
smearing parameter could effect the exact figure used for the polarisation little
certainty can be held for the quantitative comparison.
The precision required to model the Gilbert damping parameter using self-consistent
density functional theory calculations is not ideal. Band eigenvalues of have to be
converged to hundredths of electron volts for the parameter to approach a steady.
Calculations using the force theorem are possible, but as the shape of bands changes
so much with the change of magnetisation direction (on such a small scale, nonethe-
less), the results can fluctuate vastly between simulations of similar systems. The
KKR methods described are possibly more useful for these investigations as they are
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not attempting to model the eigenvalues to such high precision. The author would
like to note the following references for work being performed in to the Gilbert
damping parameter in the KKR regime [181, 182, 183]. However, at the time of
writer the author remained unaware of particular self-consistent schemes not relying
on perturbative effects.
The damping factors found in the cobalt monolayers and bilayers are extremely
interesting. They are almost an order of magnitude (0.008 versus 0.001) larger
than the bulk and alloy systems. Unfortunately due to the convergence criteria
discussed above, fully representative calculations for the multilayer systems could
not be recorded. The plot in figure 4-16 attempts to show the contributions to the
Gilbert damping parameter from specific points in K-space. It is not clear whether
or not the Gilbert damping parameter would also be increased in the monolayer
when sandwiched inside cobalt, but as the damping parameter utilised the band
energies like the magnetocrystalline anisotropy calculations it is likely that it will
change. The magnetic moments in isolated and sandwiched monolayers, however,
are similar. This, however, is due to the forced lattice constant change that the
sandwiched layers would have, if it were not for this, then it is anticipated that the
magnetic moments in the multilayers would be significantly lower. Remember that
the lattice constant expansion causes the bands to flatten, leading to a more densely
packed density of states. This in turn yields a higher magnetic moment, due to the
increased exchange splitting.
The calculations presented in this chapter are not fully representative of experimen-
tal systems. In an experimental system there would typically be crystalline disorder
and defects. In addition to this, many of the samples used in experimental studies
are created by DC magnetron sputtering. This technique would generally create
polycrystalline materials. These materials are difficult to model using electronic
structure calculations in the augmented plane wave we have been working in. Large
unit cells with dozens if not hundreds of atoms would be required to sufficiently
model the system with grain boundaries and defects. Further work could use the
aforementioned methods on larger scales with high performance computers. It is
more likely that as the functional modelling and DFT implementations improve,
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more and more systematic errors will be removed. Otherwise, the entirely different
style of approach such as the KKR method implementing cutting-edge developments
in the Torque Correlation Model would be the author’s avenue of choice.
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Chapter 5
Domain Wall Motion and
Applications
5.1 Introduction
Chapter 2 highlighted the use of parameters in micromagnetic theory to yield equa-
tions of motion for domain walls in nanowires that are solvable. Chapter 4 at-
tempted to investigate the underlying physical nature of these parameters, and how
using computational methods and analysing experimental data can lead to esti-
mates of these values. This chapter will use the results of the previous chapters to
parametrise and analyse the current-induced motion of domain walls in real-world,
if not idealised, materials.
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5.2 Modelling Domain Walls with OOMMF
Chapter 2 introduces approximate modelling of magnetic domains in micromag-
netic theory. In this section it will be elucidated as to how these structures can
be modelled in non-ideal/perfect environments, such as experimentally patterned
areas and including the effects of surface roughness. Typically the derived micro-
magnetic equations of motion are analysed using one of two models, finite difference
methods, or finite element methods. This thesis uses the OOMMF (object-oriented
micromagnetic framework) implementation, which implements the finite difference
method, of which further details are in the following subsection. Capable finite
element method solvers are also available in the field, such as magpar [184] and
nmag [185]. The finite element meshing could more accurately measure some of the
experimental features covered in the chapter. However, the extremely large surface
areas of thin films are not well adapted to meshing, as the RAM usage is much
larger.
5.2.1 Implementation
OOMMF is an open-source software package that implements the Landau-Lifshitz-
Gilbert (LLG) equation. It generates spatial and temporal numerical solutions using
the finite difference method. A schematic of how OOMMF discretises the micro-
magnetic body as a mesh is shown in figure 5-1. The continuous micromagnetic
model is applied to a rectangular discrete mesh. The spatial derivatives are ap-
proximated efficiently and accurately using the 4th order Runge-Kutta algorithm
to provide O(4) accuracy [186]. OOMMF will first compute all of the spatial deriva-
tives in the system and then make an estimate as to what configuration would be
energetically favourable in the next timestep within the constraints of the LLG
equation. The computationally expensive part of the calculation involves the de-
duction of the point-wise demagnetising field. As this is the non-local term that
contributes to the effective field and thus directly affects the magnetisation. Work
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by Aharoni [71] is included in OOMMF with reference in order to make this calcula-
tion as straightforward as possible, but as the system size increases this component
increases substantially with the number cells.
If the ground state position of a domain wall within an non-trivial geometry is re-
quired then OOMMF can implement an Euler based algorithm in order to find a
local minimum for the magnetisation configuration. This is can be regarded as the
computational physicists equivalent to creating known input conditions to running
an experiment. As it can occur in experimental systems, and those electronic struc-
ture calculations in the previous chapter, care should be taken to ensure that the
local minimum is suitable, and if possible a range of local minima should be chosen
to mitigate the issue of not beginning in the global minimum.
Figure 5-1: Schematic of OOMMF’s operation on a micromagnetic body. After
[187].
5.2.2 Convergence
The cancellation of errors and the mitigation of systematic errors is crucial to any
computational investigation. In a system containing a FDM the cellsize needs to
be small enough to capture all physics, but large enough to allow children to go to
school.
The mesh size in a micromagnetic computation is dependent on the physics that
need to be captured, and the parameters used in the simulation. Termed the ‘ex-
change length’, the mesh size required to accurately model the energies of domain
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walls in micromagnetics. The cellsize has to be small enough to represent the ma-
gentisation as a continuous and slowly varying vector, as this is one of the key tenets








where K and A are the micromagnetic parameters discussed in chapter 2 sections
2.3.1 and 2.3.2, the anisotropy energy density and the exchange length. Referring to
these sections and the previous chapter calculations we should note that these terms
dictate the size and shape of the domains almost exactly for simplistic nanowire sys-
tems with uniaxial anisotropy. For a magnetically soft material the axial anisotropy







For materials such as cobalt platinum multilayers and trilayers with thin cobalt lay-
ers with very large perpendicular magnetic anisotropy, (PMA) the exchange length
becomes small, down to two nanometres. However, experimental samples rarely
have linear dimensions less than a micron. A 50 micron wire that is 1 micron wide
would therefore require 625 million cells. If a third dimension was incorporated
in to the problem, as was an idea for refined racetrack memory, then the amount
of information starts to become quite large. In the aforementioned case. A basic
3D implementation might only have 20 cells to roughly model a linear change in a
parameter within the z-direction. With this information the number of cells in the
toy model has expanded to 13 billion cells. Now the equation has to be solved for
every cell in an iterative manner. Just storing the 13 billion three-vectors required
to store the problem in memory at double precision (8 byte / 64 bit) equates at
roughly 2.5 trillion bits or 0.3 terabytes. 300 GB of RAM is a lot of information
to hold in memory, and thus without the system approximations that are made
in this chapter many of the problems in question would be numerically intractble.
Systems of this size that require solving without further system simplification are
managed by changing the model implementation: providing a generally less accurate
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implementation of the calculation of the demagnetising field.
Niceties of computational efficiency can be included, such as fixing spins in the
region you are not interested in the dynamics, but the non-local demagnetising field
still updates its system-wide values with the contributions from all of the points
in the simulation. One method that can remove this bit of obscurity is to identify
the region of the sample you are interested in measuring. A single iteration of the
solver could then be used to generate a demagnetising field for the device. This is
performed by removing the central interesting section, to ensure that no dynamics
or magnetisation changes add to the local magnetic field. The measured field at
where the central section used to be is the effective demagnetising field from the
edge regions. The simulation can then be inverted, i.e. only simulate the central
region.
The saved demagnetising field from the large system can then be added as an ex-
ternal perturbative field. Within the OOMMF framework,these is an option to
perturb a simulation using a scalar or vector field obtained from a file. The demag-
netising field can be output to a file from the results of the convergence runs, and
then loaded back in to the simulation once suitably modified for the following sim-
ulations without the extra experimental regions that just perturb the local system
by affecting the global demagnetising field calculation. Convergence of this field is
shown in figure 5-2. From this graph it can be seen that, either: (a) 3 microns of
extra nanowire either side of the central region is included in the simulation, or (b)
a nanowire of 6 + ‘X’ microns is used to generate a demagnetising field that is then
included in any future calculations that require it.
When attempting to model experimental length scale systems in micromagnetics
we can use initiative, experience, and convergence calculations to ensure only the
regions that need to be simulated are included in the final computational models.
The above description of removing the need to simulate the entire nanowire by sim-
ply simulating the nanowire without the region of interest is a good example of this.
Another popular technique is to run the model to determine the preferred domain
structure prior to any current calculations. Further efficiencies implemented are the
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reduction in the problems in to different phenotypes. The domain moving along
a nanowire, and the domain moving through a hall cross are quite different prob-
lems exhibiting unique phenomena. In this thesis the steady state of propagation
(subject to Walker Breakdown [75]) is quite predictable and well-modelled, whereas
the transition in to the cross region is studied in this chapter. The methods of
experimentally measuring the transit of the domain wall using the extraordinary























Demagnetising Field Convergence with Length of ’Ghost Regions’
Figure 5-2: Convergence of demagnetising field of a central cut-out section of a
nanowire with respect to the length of the nanowire adjacent to it.
5.2.3 Field-Driven Motion
Due to the Zeeman interaction an external magnetic field can be used to induce
domain wall motion. This motion, however, does not genearally retain the size of
the domains involved. The direction by which the domain wall travel would be
entirely dependent on the polarities of the applied field and the internal polarity of
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the domain wall. The regions with polarity similar to the field would get larger,
and the opposite would get smaller.
The analytical and numerical solution of this problem was first undertaken by
Walker and Schryer [75]. Field driven motion is much simpler to model, but is
of little use in memory applications. This is because quite large fields of roughly
a tesla are required to move the domains in hard and pinned materials. On a
nanoscale with other components nearby it is easier to provide a large electronic
current for motion that a particularly large magnetic field. Typically large currents
are used to generate sizeable electromagnetic solenoids, thus making this technology
of little use for direct motion on the nanoscale. If the idea were to globally transfer
the polarity of the domains then this would be useful, much like an urgent format
feature for sensitive data.
5.3 Applied Micromagnetics in Nanowires
Non-ideal geometries, variations in parameters, and the problematic non-local dema-
gentising field usually make the LLG equation unsolvable analytically. However, if
assumptions similar to section 2.4 are made, then the LLG equation can be solved
in the dynamical regime analytically.
5.3.1 Field Driven Motion
1D Dynamical Solution
Although previously stated that system is not particularly useful for the difficulties
present in using translatable magnetic domains in memory, the theory and existence
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of an indicative analytical solution make a short study attractive for understand-
ing the basic phenomena that are present in the more complicated current driven
domain wall motion.
Under an applied magnetic field the energy in the sample will be changed, and if
applied suitably the domain wall can be translated. An analysis of this motion
was first performed by Walker & Schryer in 1974 [75] in a 1D model. Firstly, two
equations for the motion of the domain wall were formulated from the LLG equation,
utilising the definition of the effective field and transforming in to 1D coordinates:
∂θ
∂t


















Substituting in the energy terms in the functional derivative, using the trial solution












cos2 φ0 , (5.5)





s is a parameter quantifying the demagnetising field.





















The model can be extended to allow the in-plane angle φ is allowed to vary with
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time. Regarding the previous equations gives



























for a wall that started in the Bloch wall state.
From this equation we can see that the out of plane magnetisation can be rotated by
the applied field. This effect is of a constant rotation at fields less than the critical
field. Furthermore, the critical field is a field at which above this any motion of
the domain wall cannot be described linearly. The magnetisation cannot cant at
sufficient speed in order to equate the motion and twisting of the domain wall - a
transition into a region called Walker breakdown [75]. Therefore, for the motion
of a domain wall to be stable, the applied fields must be below the critical field.
An understanding of the effect of a static applied field and the reporting of Walker
breakdown for certain applied field criteria allows us to investigate the current-
driven case with more known information.
5.3.2 Magnetisation Reversal In Multilayer Systems
An application of field-driven motion that has formed the cornerstone of magnetic
experiments are magnetisation loops. A micromagnetic framework implementation
such as OOMMF can be used to investigate and confirm standard experimental
techniques in magnetism, performing hysteresis measurements and recording mag-
netisation loops. The value at which the switching of the magnetisation starts
to occur, the coercitivity, can be used under certain conditions to measure the
anisotropy of a sample. A range of magnetisation loops of cobalt platinum trilayers
for thicknesses of cobalt in a cobalt platinum trilayer is shown in figure 5-3. As
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Figure 5-3: MOKE results from an experiment showing the change in the magnetic
anisotropy and hence coercitivity with the thickness of the cobalt layer. Experiment
performed by Ming-Che Wu while at the University of Bath, and is unpublished.
we have discussed in the previous chapter it is the alloying of the cobalt and plat-
inum surfaces which cause perpendicular magnetic anisotropy (PMA) in the system.
However, bulk cobalt will have in-plane anisotropy. Therefore, if the conditions of
the individual samples were of similar quality and state, then the change in coerci-
tivity will hint at the change in anisotropy/easy axis of the trilayer as the thickness
changes.
OOMMF can be used model magnetisation loops, but careful preparation must first
be made. If the switching mechanism is via domain wall motion, then the domain
wall has to be ‘born’ somewhere. If a sample is fully magnetised in a specific
direction, then there will not be any magnetic domains with the opposite polarity.
For a simulation method like OOMMF this poses problems. The domain walls would
have to be formed on the edges of a sample, as OOMMF has no mechanism for a
new magnetic domain to spontaneously appear. Contrastingly, real systems could
possibly have small but finite magnetic defects or regions with different material
properties within it. These regions could be small enough so that the experiment
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need not know they exist, merely that they do exist and act as domain/domain wall
nucleation sites.
The high anisotropy in these systems poses computational problems. The reason a
domain wall would nucleate at an edge in an OOMMF simulation, is that this is
the place the exchange energy will be the weakest. Certainly there will be contri-
butions from magnetostatic energy, but all that needs to occur is for the symmetry
to break, and then configuration changes might occur. To quantify the energy re-
quired to overcome the anisotropy we just need to input the parameters in to our
micromagnetic energy densities defined in chapter 2. The Zeeman interaction must
overcome the exchange and anisotropy holding the magnetisation along the easy
axis. That is, the following equation must be satisfied:
−µ0M.H ≈ K +A(∇mz) . (5.9)
Inputting typical material parameters of K = 1.6× 105,A = 3× 10−11 taken from
[4] and are indicative parameters for a highly uniaxial material used in OOMMF
simulations for cobalt systems, with mz = cosθ yields
H ≈ 8× 104A/m ≈ 1000 Oe . (5.10)
The aforementioned materials are different to those estimated in the previous chap-
ter, from table 4.6 we can see that the generic value for K is an order of magnitude
less than the value obtained ( K = 1.7× 106Jm−3). The discrepancy will be dis-
cussed forthwith. Comparing the calculated figure of 1000 Oe to the switching field
for the 3 nm thick cobalt layer in figure 5-3, this is approximately two orders of
magnitude higher. Therefore, special methods need to be used to correctly model
the switching [88, 189, 86].
The number of nucleation sites in the sample poses the question, what density
do we require to accurately model the magnetisation loop? This is difficult in
practice, as the physical experiment will undoubtedly be conducted with different
parameters to any computational experiment. A simple but effective method for
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treating this problem would be to increase the number of nucleation sites until the
switching fields match. The computation would still need to know the magnitude
of the anisotropy to converge to its final solution. When the switching does finally
happen, the magentisation reversal happens in one magnetic field increment. This
is because the switching field was so high that when symmetry finally was broken,
the equilibrium low-energy state is the opposite polarity device.
Another trick used in OOMMF computations to better examine magnetisation loops
is including a free layer. The numerical simulation is only performed for the region
of interest, but extra regions which do not contribute to the measure magnetisation
can be included. The magnetisation of extra regions can be pinned in specific
or random orientations, greatly reducing the large energy cost of creating a new
domain wall of the edge of a device. Specifically, the magnetisation cannot change
for the pinned regions. They might be put in place to mimic a region that is harder
and thus more opposed to switching. Otherwise, the demagnetising and exchange
term (if any - only would there be any near a boundary) are counted from the fixed
regions, with no rotation of the fixed regions. These fixed regions can be a source
of domain wall nucleation in the free layers, acting as some sort of spin bath.
Each arm of the magnetisation loop is conducted separately, as otherwise the mag-
netic field to switch the magnetisation could also switch the nucleation site, making
them unusable for the next arm. One method that can be used to achieve operation
of a full magentisation sweep would be to fix the spins in the nucleation sites. The
switching field of approximately 15 Oe is not reproducable using the current pa-
rameter set. The method of fixing a layer for domain walls to nucleate is generally
used in the literature [88].
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5.4 Domain Wall Pinning
5.4.1 Introduction
The pinning of a domain wall on impurities is not always a desired effect. En-
hanced pinning and unfavourable pinning caused by system impurities and system
properties in an uncontrollable manner would be best avoided. The excess energy
and torque required to move a domain wall away from a pinning site could be one
reason for the higher current densities that are generally observed in experiments
than what emanate from heavily parametrised computer simulations [190, 191].
For the application of racetrack memory pinning sites can be used favourably. That
is, a pinning effect can be used to ensure that domain wall do not meander about
the nanowire under a small applied residual magnetic field or current. The types
of pinning that have been investigated are caused by: (a) structural patterning of
the nanowire, (b) sharp changes in anisotropy caused by material deformation or
ion bombardment. Case (a) can be directly modelled in OOMMF by comparing
the simulation of a system with and without the cross geometry and comparing the
wall deformation.
5.4.2 OOMMF Hall Cross Implementation
Under the original OOMMF model spin transfer torque implementation the 2D
geometry had a substantive effect on the transition of the domain wall. Figure
(5-4) shows how the 1D applied current can initially be pinned to the corners of
the nanowire. The domain wall does not spread in to the upper or lower nanowire
regions, but eventually ’pops’ away from the pinning sites. The elongated size of
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Figure 5-4: The domain wall profile and evolution of magnetic domains within a
hall bar of central geometry 500 nm × 500 nm with typical material parameters
for cobalt platinum multilayers. This simulation only has electron flow from left to
right (1D current flow).
the domain wall prior to the pinning collapse suggests that there may be a formal
relationship between the depinning current and the size of the domain wall.
It was estimated that the pinning is most likely exacerbated by the fact that (a)
in figure (5-4) the spin torque can only occur in the central region, (b) there is no
Oersted field attached to the spin current, and (c) the edges of nanowires where they
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meet are abrupt, which was imagined to be converse to the experimental system.
To this end, further investigations were then performed in order to estimate which
cases are important, and if any are simulation artefacts caused by the model set-up
not being fit for purpose.
5.4.3 OOMMF Extension to 2D Currents
In order to provide a qualitative insight in to the origin of the pinning in the
hall cross the LLG implementation of STT was extended by myself to account for
two-dimensional electron flow throughout the computation through the use of an
electronic vector field. This is a grid specified prior to the commencement of the
simulation to include all of the cells used in the simulation and a three vector for the
normalised current density within that cell. This parametrisation was performed
through the use of a standalone fortran code written to compute the current flow,
along with the, somewhat sweeping, assumption that the domain wall’s presence
and motion does not affect the current distribution. Remember that the domain’s
effect on the electron is not typically studied in this thesis, however the author
would like to cite Aziz [37, 4] and Hayashi [192] for significant contributions to the
knowledge and effect of anisotropic magnetoresistance.
The code that was written to understand the steady state spin-polarised current
within the Hall bar geometry was written in fortran and implemented the Gauss-
Seidl relaxation method in order to estimate the current flow [186]. The equations
iteratively solved in the current flow calculation were Maxwellian and classical:
E = σJ ,∇ × E = 0 , and E = ∇φ . (5.11)
That is, the electric field is the conductivity (tensor) times the current density,
there are no time-varying magnetic fields so there is no rotational source of the
electric field, and that as the electric field can be written as the gradient of the
scalar potential φ. Altogether the problem is the Laplace equation with hall bar
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Figure 5-5: Top: Current density streamlines for straight Hall bar edge geometry
and rounded edges. Middle: Current density values as ratios of the specified current
density. Bottom: The x-component of the current density modelled across the center
of the nanowire channel.
geometry boundary conditions dictated by the presence or lack of a spin-polarised
current.
A Hall bar, or Hall cross, is an experimental design consisting of two perpendicular
nanowires with voltage contacts to measure resistance between x and y directions.
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Figure 5-6: The domain wall profile and evolution of magnetic domains within a
hall bar of central geometry 500 nm × 500 nm with typical material parameters
for cobalt platinum multilayers. This simulation only has electron flow from left to
right in the nanowire, but the current is allowed to spread as long as it recombines
in the end nanowire section (2D current flow).
Simple simulations can be conducted for the traversal of a domain wall across a Hall
bar and these are shown in figure 5-8 in the left hand column. When performing the
simulations it was noted that the motion of the domain wall just looked unphysical,
the wall was not deviating in to the other nanowire even though the parameters
were identical.
Figure (5-5) shows the initial investigatory work performed by Dr. Simon Crampin
of Bath University (unpublished). This streamlines show how the current would
indeed bulge in to the top and bottom nanowire sections due to the Hall bar geome-
try. The middle diagram shows how the current density is significantly enhanced at
the corners. The bottom diagram illustrates the drop in the current density at the
centre of the nanowire due to the current spreading out. The latter two diagrams
aid greatly in the estimations for how the domain wall pinning would be affected
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by the Hall bar geometry. Due to the enhanced STT it would be expected that the
domain wall would depin for much lower currents than would be exhibited in the
1D model previously discussed. The drop in current density for the central region
suggests that the middle of the domain wall might not race ahead of the rest of wall
as was previously thought in the 1D model. Figure (5-6) shows the divergence of
the wall with the new 2D current density implemented.
To implement the new 2D current density in the OOMMF model the existing STT
implementation had to be modified. The STT term in for the x-only direction is



















where α is the micromagnetic damping parameter β is the adiabaticity. The overall
derivation stems from the Thiaville equation in chapter 2 equation 2.53. Typically
u is approximated as only having an x-component, but it is trivial to include the
y-component in the deduction of the LLG STT add-on. That is, replace
u = (ux, 0, 0) with u = (ux,uy, 0) . (5.13)
Preliminary results for this new 2D current functionality in OOMMF are shown
in figure 5-6. It is easy to see an immediate penetration in to the top and bottom
nanowire regions for the domain wall, as expected from the enhanced current density
in the corners of the region. The unwanted effect of the new current distribution
and simple OOMMF implementation is the final graph in figure 5-6. This diagram
shows that the wall finds it difficult to repin on the other side of the Hall cross. The
positive reason for depinning on the start of the channel is the negative addition
stopping the wall from recombining with the opposite wall. This is due to the
enhanced current density running parallel to the wall profile - only perpendicular















Figure 5-7: Current density and Oersted field for the cobalt layer. Case a) / b)
is for straight / rounded edged Hall bars. The current density x-component and
y-component are plotted separately demonstrating how the is spread more evenly
in the rounded case. The Oersted field contributions localised to the surface of the
system is shown in the bottom row.
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Figure 5-8: Current density streamlines for straight Hall bar edge geometry and
rounded edges. The effect of the rounded edges can be seen on the streamlines.
The currently is much more gently varying compared to the straight edge case.
The next issue noted was that the corners of the straight edge Hall cross demon-
strated extremely high concentrations of current density. The current densities
pushing the samples are already of the amount that could demagnetise the sam-
ple. It was decided that more accurate simulations could be performed (and more
physical ones) if the edges were rounded. Experimentalists have confirmed that the
edges would not be abrupt anyway. The rounding required the cellsize of OOMMF
to be reduced further, as rectangular grids are not sufficient for modelling curves.
Further simulations performed are shown in figures 5-7 and 5-9. Streamlines of the
current flow in a the Hall cross region are demonstrated in 5-8. These simulation
also included the Oersted field. The Oersted field was directly calculable from the
derived current density calculations. The contribution from this field is shown in
figure 5-7 with, naturally, the only noticeable contributions being near the sample
edges. Within the simulation parameters the system is broken up in to cells. The
Oersted field within that cell would perform a clockwise magnetic field about the
moving electrons. This field will always occur and have positive polarity one side of
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the cell, and negative the other. This means that with the generally slowly varying
current density the Oersted field will be mostly cancelled out by the neighbouring
cell.
The effect of rounding the edges of the Hall cross are shown in figures 5-7, 5-8, and
5-9. We can see that the rounded edges alleviate some of the current build up at
the corners of the Hall cross. The current does not penetrate much further in to
the up-down channel, but the left-right channel is more slowly varying. This should
and does account for much smoother domain wall motion between the left and right
nanowire sections across the Hall cross. The intention with this situation was to
display a range of methods for computationally modelling an experimental system
and showing what effects all of the approximations that are routinely made in the
literature can dictate what happens in a simulation.
Other effects that could have influenced the pinning in the nanowire but aren’t
presented in this thesis were surface roughness and anisotropy disorder and or
anisotropy patterning. Thiaville’s work was the first to attempt to include surface
roughness and led to the verification of the critical current density due to pinning
[91, 193]. Large scale surface roughness with good variation is more well-suited to
FEM solvers in order to get the resolution high enough to model the surface. In
FDM the surface is constrained by the cell size. Anisotropy disorder was included
through the use of a random vector field modifying the anisotropy by a random
number about a desired value. This would be interesting further work, as systems
modelled by OOMMF are generally extremely clean and don’t mimic experiment.
Further work in to discovering the accuracy of micromagnetic simulations would
benefit greatly by including experimental properties to help identify where the in-
consistency is. Anisotropy steps caused by ion bombardment in order to artificially
produce pinning and or nucleation sites would be straightforward to model.
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Figure 5-9: Current density and magnetisation for the cobalt layer in a Hall bar
geometry with straight and rounded edges. Summary figure run with the material
parameters discussed in this chapter for sample cobalt platinum systems.
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5.5 EHE Measurements with CDDWM in Co/Pt
Trilayers
5.5.1 Introduction
The extraordinary, or anomalous Hall effect is the contribution to the Hall effect
that dominates in ferromagnets. In semiconductors the Hall effect is induced by an
externally applied magnetic field, and in ferromagnets it is the magnetisation that
causes it. The Hall resistivity for a general system can be written
ρxy = R0Hz +RsMz , (5.14)
where Rs is a function of the normal longitudinal resistivity. Consider that the
anisotropic magnetoresistance is neglected, and there is zero applied magnetic field.
Then, in the simplest regime the Hall resistivity will be directly proportional to the
out-of-plane magnetisation.
In terms of the origin of EHE there are three broad regimes which have been iden-
tified from experiments, although the definitive proof is not available at the time
of publication [131]. The regimes comprise a bad-metal, high conductivity, and a
scattering dependent regime. Crystalline metallic cobalt would certainly fall in to
the high conductivity regime from a simplistic point-of-view, but it is unclear how
good a conductor the experimentally produced systems will be, and could therefore
sit near the high conductivity border.
The EHE is used to measure the change in magnetisation of a region by experi-
mentalists. From the above qualitative discussion a reasonable assumption can be
made than in the absence of applied magnetic fields then the Hall resistivity will
be directly proportional to the magnetisation. Using a micromagnetic solver such
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as OOMMF it should be possible to invert the problem: plot EHE signals from
modelling domain wall dynamics.
5.5.2 Summary and Discussion
Dynamical simulations were performed of Hall Crosses in the micromagnetic regime.
It was shown that the shape of the domain wall passing through the Hall cross
region is affected by the shape of the Hall cross. Current density calculations were
performed to evaluate the effect that the Hall geometry has on a spin polarised
current.
Figure 5-10 shows how the impact of the one dimensional implementation and two
dimensional implementation of the spin transfer torque in the OOMMF package.
The 1D current moves almost as if no Hall bar is present, an idea suggested in figure
5-4 earlier in the section. Although there are other systemic insights that would
need to be evaluated in order to understand the EHE signal completely, the shape
of the received EHE signal, might lead in to an idea of whether or not the spin
current is transferring in to the Hall probe region. The further work could involve
systematic calculations to provide profiles for all roundedness, and also the effect of
surface roughness and micromagnetic parameter disorder, in order to better model
the more natural systems use din experiment.
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Figure 5-10: Plots showing the magnetisation reversal within the central Hall cross
region that has been taken to be directly proportional to the EHE signal. Within





Investigations in to different yet related fields of physics have been undertaken in
this thesis. The common link is magnetism. The motivation was to model and
understand materials which could be used as a new type of computer memory. This
type of memory uses the position and polarity of magnetic domains to store infor-
mation. Moving the domains and understanding where these domains will form,
why they will form, how they will move are thus all important questions. Chapter 2
laid the foundation of a solid state understanding on magnetism, drawing informa-
tion from quantum mechanics and classical physics and presenting micromagnetics.
Chapter 3 transferred the problem in to the realm of condensed matter physics,
attempting to understand the properties of magnetic systems from their electronic
structure. Chapter 4 applied these concept to the cobalt platinum multilayers in
particular that exhibit the high perpendicular uniaxial magnetic anisotropy. Finally,
chapter 5 performed longer length scale modelling in systems approximating those
used in experiments. This chapter-by-chapter short summary highlights the multi-
scale modelling approach that was undertaken in this thesis and that is becoming
increasingly popular.
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The choice of magnetic material to investigate - cobalt platinum multilayers - was
made because of its interesting magnetic properties [37]. Thin layers of cobalt have
in-plane magnetisation. When sandwiched by platinum in the multilayer struc-
ture, the interaction of the platinum atoms with the cobalt causes a perpendicular
anisotropy. If the cobalt layers are sufficiently thin, then this interfacial anisotropy
dominates the crystalline anisotropy. Investigations are performed using density
functional theory to understand the anisotropy energy origin. Table 4.6 demon-
strates the anisotropy constants found for cobalt, cobalt platinum alloys, and mul-
tilayer structures. The easy axis in the thin film of cobalt is verified to be intrapla-
nar, with the anisotropy switching to extraplanar upon the application of platinum
surfaces.
Further work in this area might be regarding an interesting simulation that froze
the system outside of equilibrium, and attempted to model the rearrangement of
the spin orbit coupling dominated anisotropy change with the proximity of the plat-
inum layers to the cobalt layers. In the simulations in this thesis, it was assumed
that monatomic and diatomic cobalt layers would relax to match the in-plane lat-
tice constant of the surrounding platinum atoms. The experimental systems are
deposited at high speeds for finite amounts of time in the hope that an even cover-
age of cobalt would occur on the platinum substrate. The roughness and assumed
polycrystallinity were not modelled in chapter 4, and could possibly be a cause of
the systematic error between the DFT model and expected values. It is all too
easy to blame any deficiencies in the DFT framework upon the poor implementa-
tion of the exchange-correlation potential that is estimated in most DFT models
to date. The obtained material parameters for the simple cobalt platinum systems
shown in table 4.6 are in reasonable accordance with the experimentally measured
values. However, performing measurements for the magnetocrystalline anisotropy
were not as precise. The experimentally measure easy axis was however confirmed
in all cases, with the anisotropy energies sometimes up to an order of magnitude
different.
The simulated micromagnetic parameters that were possible to directly compare
shown in table 4.6 were not used in the final chapter toy system. This is because
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the magnetocrystalline anisotropy was estimated as an order of magnitude larger
than expected. This either systemic or modelling error would lead to extremely hard
magnetic domains with extremely high switching fields and or threshold currents.
The saturation magnetisation was similar to the bulk value and is most important
in controlling the magnitude of the demagnetising field interaction. The micromag-
netic constituents described within the LLG in 5.4 such as Walker breakdown field
in a perfect nanowire linearly depends on the saturation magnetisation, whereas the
shape anisotropy approximation depends on its square.
From electronic structure calculations in chapter 4 an enhancement in the local
saturation magnetisation was predicted due to the breaking of symmetry and lack
of direct exchange that could occur between the cobalt and much higher quan-
tum number platinum electrons. This was expected as the bulk value of isolated
cobalt magnetisation is closer to 2× 106Am−1 whereas the bulk value and mono-
layer values are 1.6× 106Am−1 and 1.8× 106Am−1 respectively. This enhancement
of approximately 10 percent is highly localised, as the induced magnetic moment on
the platinum atoms was at most 15 percent of the bulk cobalt value. The exchange
parameter was not modelled from first principles due to the difficulty in finding an
accurate implementation within the density functional framework that was being
utilised.
The phenomenological micromagnetic damping parameter was found to be an order
of magnitude smaller than expected, as shown in table 4.6. The possible reason
given for this was that the exchange correlation effects in DFT are not properly
modelled. Another identified cause could be that the experimental system does
not match the simulated version: due to the breaking of symmetry and lack of
direct exchange that could occur between the cobalt and much higher quantum
number platinum electrons. However, the test cases against the "pure" metals were
also abject, implying that there is possibly a systemic issue in the model, or that
another contribution has not been identified. Therefore, more work is required
in this field, as it doesn’t appear to have been solved in this area. Due to the
discrepancies in the simulated micromagnetic parameters and the experimentally
measured values, this thesis could no longer justify the parametrisation of a whole
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host of micromagnetic simulations. The author redirects the reader to the whole
host of exciting micromagnetic simulations of phenomena in the literature.
The effect of a Hall cross on the motion of a domain wall was studied. This was
original work and involved simulating the effect a Hall geometry has on an applied
current, and then using these values to parametrise a micromagnetic simulation.
Initial investigations were aimed at understanding the effect of the actual Hall cross
geometry on the domain wall motion. It was found that in the first instance and
OOMMF implementation there was little or no effect on the transit of the domain
wall by the Hall cross, as shown in figure 5-4. This was predicted to be unphysical,
and further investigation yielded the realisation that OOMMF was not interested
in any other components that were x-related for the motion.
To solve the deficiency of only being able to model 1D current flows, classical elec-
trodynamics was implemented in order to estimate the 2D spin polarised current
density in the Hall cross. This was then used to parametrise an extended spin torque
evolver in OOMMF that could now parse vector field values for current densities.
These investigations showed double concentrations of current near the corners which
led to undesired effects (figure 5-7) - a domain could unpin quickly but struggled to
repin. This may have been resolved by attempting to create a feedback loop within
the systems to account for the anisotropic magnetoresistance between the current
and the wall. A simpler approach involved introducing some small experimental
rounding, as it was imagined that a beam would have produced the Hall bar ge-
ometry, and thus the join would most probably not be abrupt. This simple change
smoothed out the current densities and provided a different transit profile for the
domain wall. The rounded edges distinctly spread out the extreme current densities
leading to much more natural domain wall profiles. Analyses showed that the ex-
traordinary Hall effect was directly proportional to the out of plane magnetisation,
and thus a qualitative comparison could be made with any experimental work that
follows. The application of racetrack memory is still an exciting prospect, but one
which this work only hints at elucidating.
It is envisaged that the plethora of micromagnetic modelling will be able to guide
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experimentalists, and when working in collaboration exhibit consistent results. The
EHE method for determining the transit of a domain wall is problematic, and
received signal are noisy and most likely greatly affected by the rough polycrystalline
material and arbitrary pinning sites. Future computational efforts could be put
forward in order to create a list of schematics of domain wall transit profiles. Certain
points of curvature or discontinuities in the experimental profile could be matched
to a theoretical calculation. Ideally, future work would involve performing time-of-
flight measurements on the domain wall in collaboration with experimental groups,
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