I. INTRODUCTION

I
T is obvious that forecasting activities play an important role in our daily life. Every day the weather forecast tells us what the weather will be like tomorrow. We can prevent huge damage by forecasting the coming of storms or typhoons. We usually forecast many things concerned with our daily life, such as economy, stock market, population growth, weather, etc. To make a forecast with 100% accuracy may be impossible, but we can do our best to reduce the forecasting errors or increase the speed of the forecasting process. To solve the forecasting problems, many researchers have proposed many different methods or models. A drawback of traditional forecasting methods is that they can not deal with forecasting problems in which the historical data are linguistic values. In order to overcome the drawback of the traditional forecasting methods, in [17] , Song and Chissom proposed the concepts of fuzzy time series to deal with the forecasting problem in which the historical data are linguistic values. In [18] and [19] , they proposed two fuzzy time series models to deal with the forecasting problems for forecasting enrollments of the University of Alabama.
In [18] , Song et al. use the following method to forecast enrollments of the University of Alabama: (1) where fuzzified enrollment of year ; forecasted enrollment of year represented by fuzzy sets;
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union of fuzzy relations; " " Max-Min composition operator. It takes a lot of time to compute the union of fuzzy relations , but it is computed only once. In [19] , Song et al. proposed the time-variant fuzzy time series model. The model also uses (1) , but the calculation of the union of fuzzy relations is different from the method in [18] . The method presented in [19] takes less time to compute the union of fuzzy relations , but it must recalculate when we want to forecast the enrollments of different years. The time complexities of the methods in [18] and [19] are all , where is the number of fuzzy logical relationships, and is the number of elements in the universe of discourse. Although some researchers have proposed new fuzzy time series models to improve Song's model, such as [4] , [5] , [7] , and [21] , all of these models can only deal with one-factor forecasting problems. In [4] , we presented a time-invariant fuzzy time series method to forecast university enrollments. In [5] , Day proposed a time-variant fuzzy time series model which used expert opinions and genetic algorithms. In [7] , we presented a one-factor time-variant fuzzy time series model and proposed an algorithm for handling forecasting problems. In [21] , Sullivan et al. proposed the Markov model which used linguistic labels with probability distributions.
In this paper, we propose a new fuzzy time series model which is called the "two-factors time-variant fuzzy time series model" to deal with forecasting problems. Based on the proposed model, we develop two algorithms for temperature prediction. The proposed algorithms have the advantage that they can obtain good forecasting results.
The rest of this paper is organized as follows. In Section II, we briefly review some basic concepts of fuzzy set theory [8] - [11] , [28] and fuzzy time series [17] - [19] . In Section III, we propose the two-factors time-variant fuzzy time series model and propose two efficient algorithms for temperature prediction. The conclusions are discussed in Section IV.
II. FUZZY SET THEORY AND FUZZY TIME SERIES
In the following, we briefly review some basic concepts of fuzzy set theory from [8] - [11] , and [28] . A fuzzy set is a class with fuzzy boundaries. A fuzzy set can be characterized by a membership function defined as follows.
Definition 2.1: Let be the universe of discourse. A fuzzy subset on the universe of discourse can be defined as follows: (2) where is the membership function of , and is the degree of membership of the element in the fuzzy set .
Definition 2.2:
Let be the universe of discourse, , and be a finite set. A fuzzy set can be expressed as follows: (3) where the symbol " " means the operation of union instead of the operation of summation, and the symbol " " means the seperator rather than the commonly used algebraic symbol of division.
Definition 2.3: Let be the universe of discourse, where is an infinite set. A fuzzy set of can be expressed as follows: (4) Definition 2.4: Let be a fuzzy set of the universe of discourse . The -significance level [27] of the fuzzy set is defined as follows:
where . The concept of fuzzy time series was proposed by Song et al. [17] . In a traditional time series, the values of observations of a special dynamic process are represented by crisp numerical values. However, in a fuzzy time series, the values of observations of a special dynamic process are represented by linguistic values. In [18] and [19] , Song et al. used the fuzzy time series to forecast the enrollments of the University of Alabama, and they got good forecasting results. In the following, we briefly review the concept of fuzzy time series from [17] .
Definition 2.5: Assume that is a subset of real numbers and is the universe of discourse, and assume that fuzzy sets are defined on . 
III. A NEW FUZZY TIME SERIES MODEL FOR TEMPERATURE PREDICTION
In [7] , we have presented a one-factor time-variant fuzzy time series model and proposed an algorithm (called Algorithm-A) for handling the forecasting problems. However, in the realworld, an event can be affected by many factors. For example, the temperature can be affected by the wind, the sunshine duration, the cloud density, the atmospheric pressure, , etc. If we only use one factor of them to forecast the temperature, the forecasting results may lack accuracy. We can get better forecasting results if we consider more factors for temperature prediction. In [4] , [18] , [19] , and [21] , the researchers only use the one-factor fuzzy time series model to deal with the forecasting problems. In this section, we propose a new forecasting model which is a two-factors time-variant fuzzy time series model. Based on the proposed model, we develop two algorithms which use two factors (i.e., the daily average temperature and the daily cloud density) for temperature prediction.
Definition 3.1: Assume that is a subset of and is the universe of discourse. Let and be two fuzzy time series on , where is a fuzzy set on is a fuzzy set on , and . Assume that we want to forecast and use to aid the forecasting of , then and are called the main-factor fuzzy time series and the second-factor fuzzy time series of the two-factors time-variant fuzzy time series model, respectively.
For example, in the proposed two-factors time-variant fuzzy time series model for temperature prediction, "the daily average temperature" and "the daily cloud density" are called the main-factor and the second-factor of the two-factors time-variant fuzzy time series model, respectively.
The fuzzified variation of the main-factor fuzzy time series between time and time can be described as follows. Assume that the universe of discourse has been divided into m intervals (i.e., and ). Furthermore, assume that there are linguistic terms (i.e., and ) described by fuzzy sets shown as follows:
. . . (7) where the maximum membership value of occurs at and . If the difference of the historical data of the mainfactor fuzzy time series between time and time is and , then the fuzzified variation of the historical data of the main-factor fuzzy time series between time and time is , where . That is,
The fuzzified data of the second-factor fuzzy times series at time can be described as follows. Assume that there are linguistic terms (i.e., and ) represented by fuzzy sets to describe the fuzzified historical data of the secondfactor "the daily cloud density", where the daily cloud density ranges from 0% to 100%
. . . To forecast the data of time , we must decide the window basis . Then, we can get the criterion vector and the operation matrix at time which are expressed as follows:
. . .
where is the fuzzified variation of the main-factor fuzzy time series between time and time is the SEPTEMBER 1996 IN TAIPEI (UNIT: C) [2] number of elements in the universe of discourse, and are crisp values, , and . From (9) and (10), we can see that both the criterion vector and the operation vector are caused by the mainfactor fuzzy time series . In the following, we define the second-factor vector which is composed by the secondfactor fuzzy time series . Definition 3.2: Let be a second-factor fuzzy time series in the universe of discourse. The second-factor vector is described by (11) where is the second-factor vector at time is the fuzzified data of the second-factor fuzzy time series at time is the number of elements in the universe of discourse, , and . The fuzzy relationship of the one-factor time-variant fuzzy time series model is the relationship between the operation matrix and the criterion matrix. In the two-factors time-variant fuzzy time series model, we must decide the fuzzy relationship between the criterion vector, the operation matrix, and the second-factor vector. The new fuzzy relationship matrix is defined as follows.
Definition 3.3:
Assume that is the main-factor fuzzy time series and is the second-factor fuzzy time series, is a criterion vector on is an operation matrix on , and is a second-factor vector on . The fuzzy re- [2] lationship matrix between , and is equal to , where we have (12) , shown at the bottom of the page.
is the number of elements in the universe of discourse,
, and " " is the multiplication operator. From the fuzzy relationship matrix , we can get the fuzzified forecasted variation between time and time described by (13) where is the fuzzified variation of the fuzzy time series between time and time . In the following, we propose a new algorithm called Algorithm-B based on the proposed two-factors time-variant fuzzy time series model and we will use two factors (i.e., the daily average temperature and the daily cloud density) for temperature prediction from June 1996 to September 1996 in Taipei, Taiwan, where "the daily average temperature" and "the daily cloud density" are called the main-factor and the second-factor of the two-factors time-variant fuzzy time series model, respectively. The algorithm is now presented as follows.
Algorithm-B:
Step 1) Partition the historical data into suitable groups and perform the following forecasting steps to each group, respectively. For example, we partition the historical data into four groups, i.e., June, July, August, and September, as shown in Table I Step 2) Compute the variations of the main-factor fuzzy time series between any two continuous data. Find the maximum decrease and the maximum increase between any two continuous data, and define the universe of discourse , where and are suitable positive numbers. For example, assume that we want to forecast the temperature of June 1996 in Taipei. From Table I , we can see that , and . We set . Then, the universe of discourse can be defined as .
Step 3) Partition the universe of discourse into several even length intervals . For example, in this case, we partition the universe of discourse into seven intervals , where , and . Step 4) Define fuzzy sets on the universe of discourse for the fuzzified variation of the main-factor fuzzy time series . In this case, we consider seven fuzzy sets which are very big decrease big decrease decrease no change increase big increase very big increase , where the fuzzy sets and in the universe of discourse are defined as follows: (14) Step 5) Define fuzzy sets on the universe of discourse for the second-factor fuzzy time series . In this case, the second-factor fuzzy time series is the daily cloud density which ranges from 0% to 100% as shown in Table II . We consider seven fuzzy sets which are very, very cloudy very cloudy more or less cloudy cloudy little cloudy very little cloudy very very little cloudy for the second-factor fuzzy time series. We describe some human knowledge as follows.
1) When the cloud density increases, it seems that the weather becomes bad and the temperature may go down. When the cloud density decreases, it seems that the weather becomes good and the temperature may go up. 2) When yesterday's cloud density was very low, that means that yesterday was a sunny day. It is more likely that today's cloud density will increase and it is less likely that the cloud density will decrease. Thus, a decrease of the temperature has a higher possibility than an increase of the temperature. 3) When yesterday's cloud density was very high, that means that yesterday was a cloudy day. It is more likely that today's cloud density will decrease and it is less likely that the cloud density will increase. Thus, an increase of the temperature has a higher possibility than a decrease of the temperature.
According to the human knowledge described above, we can define fuzzy sets on the universe of discourse , as follows: (15)
Step 6) Fuzzify the variation of the main-factor (i.e., the daily average temperature) fuzzy time series and fuzzify the data of the second-factor (i.e., the cloud density) fuzzy time series. The fuzzification method is described as follows: 1) Assume that the variation of the main-factor fuzzy time series belongs to the interval (i.e., ), and assume that, from (14), we know that the maximum membership value of fuzzy set occured at , then the fuzzified variation of is . 2) If the data of the second-factor fuzzy time series , then the fuzzified data of is . If , then the fuzzified data of is . If , then the fuzzified data of is . If , then the fuzzified data of is . If , then the fuzzified data of is . If , then the fuzzified data of is . If , then the fuzzified data of is . For example, the fuzzified variation of the main-factor (i.e., the daily average temperature) fuzzy time series and the fuzzified data of the second-factor (i.e., the cloud density) fuzzy time series in June 1996 in Taipei are shown in Table III. Step 7) Choose a suitable window basis and define the criterion vector , the operation matrix , and the second-factor vector . Then, calculate the fuzzy relationship matrix between the criterion vector , the operation matrix , and the second-factor vector based on (12), where t is the date for which we want to forecast the temperature. From the fuzzy relationship matrix , we can get the fuzzified forecasted variation based on (13) . Then, we can evaluate the fuzzified forecasted output. For example, if we set window basis , and we want to forecast the average temperature for June 15, 1996 , in Taipei. Then, we can set a operation matrix , a second-factor vector , and a criterion vector shown as follows 1 : (June 15, 1996) fuzzy variation of the main-factor of June 13, 1996 fuzzy variation of the main-factor of June 12, 1996 fuzzy variation of the main-factor of June 11, 1996 (June 15, 1996) fuzzy data of the second-factor of June 14, 1996 (VBD) (BD) (D) (NC) (I) (BI) (VBI) (June 15, 1996) fuzzy variation of the mainfactor of June 14, 1996 (VBD) (BD) (D) (NC) (I) (BI) (VBI) Based on (13), we can get the fuzzified forecasted variation June 15, 1996 shown as follows: (June 15, 1996) Step 8) Defuzzify the fuzzified forecasted variations of the main-factor fuzzy time series obtained in Step 7. We use the following combined method to defuzzify the fuzzified forecasted variations: 1) If the grades of membership of the fuzzified forecasted variation are all 0, then we set the forecasted variation to 0. 2) If the maximum membership of the fuzzified forecasted variation occurred at and the midpoint of is , then the forecasted variation is . If the maximum membership of the fuzzified forecasted variation occurred at and , and the midpoints of and are and , respectively, then the forecasted variation is [4] . For example, in the above, we can see that the maximum membership value of June 15, 1996 is 0.5 which occurs at and , where the midpoint of is and the midpoint of is . Thus, the forecasted variation of June 15, 1996 is . Step 9) Calculate the forecasted data of the main-factor fuzzy time series. The forecasted data is equal to the forecasted variation plus the actual data of the last day of the main-factor fuzzy time series. For example, if the forecasted variation of June 15, 1996 , is , and the actual daily average temperature of June 14, 1996 is 27.5, then the forecasted average temperature of June 15, 1996 is equal to . Figs. 1-4 show the forecasting results using Algorithm-A from June 1996 to September 1996, where Algorithm-A only uses one factor (i.e., the daily average temperature) for temperature prediction. Figs. 5-8 show the forecasting results using Algorithm-B from June 1996 to September 1996 with different window basis. Table IV shows the forecasting errors of the daily average temperature using Algorithm-A [7] and Algorithm-B with different window bases from June 1996 to September 1996 in Taipei. In general, the forecasting accuracy of the two-factors time-variant fuzzy time series algorithm Algorithm-B is better than the one-factor time-variant fuzzy time series algorithm Algorithm-A [7] . In order to further enhance the forecasting accuracy of the proposed algorithm Algorithm-B, we will modify Algorithm-B into Algorithm-B to further reduce the forecasting errors.
In the following, we will propose the algorithm Algorithm-B based on the concept of -significance level [27] , where , and the repeated transition method, where Algorithm-B is essentially a modification of Algorithm-B.
Definition 3.4: Assume that and are fuzzy time series of the daily average temperature, where is last year's is the data of at date , and is the data of at date . The boundary of ranges from to , where is the boundary length. Then, we can find the [2] maximum and the minimum of these data. The forecasted temperature of date can not be bigger than and not be smaller than . The algorithm Algorithm-B is now presented as follows:
Algorithm-B :
Step 1) Partition the historical data into suitable groups.
Step 2) Compute the variations of the main-factor fuzzy time series between any two continuous data. Find the maximum decrease and the maximum increase , and define the universe of discourse , where and are suitable positive numbers. Step 3) Partition the universe of discourse into several even length intervals.
Step 4) Define fuzzy sets on the universe of discourse for the main-factor fuzzy time series .
Step 5) Define fuzzy sets on the universe of discourse for the second-factor fuzzy time series . Step 6) Fuzzify the variation of the historical data of the main-factor fuzzy time series and fuzzify the historical data of the second-factor fuzzy time series.
Step 7) Choose a suitable window basis . Define the criterion vector , the operation matrix , and the second-factor vector . Then, calculate the fuzzy relationship matrix between the criterion vector , the operation matrix , and the second-factor vector. The fuzzified forecasted variation of the main-factor fuzzy time series can be obtained from the fuzzy relationship matrix.
Step 8) Defuzzify the fuzzified forecasted variations of the main-factor obtained in Step 7.
1) Compute the -significance level [27] of the fuzzified forecasted variation as follows: (16) where is the fuzzified forecasted variation of date represented by a fuzzy set in the fuzzy time series is the number of elements in the universe of discourse, and . If , then let ; if , then let , where . In this paper, we set the value of the significance level . 2) If the grades of membership of the -significancelevelforecastedvariation areall 0, then we set the forecasted variation to 0. 3) If the grades of membership of the -significance level forecasted variation have only one maximum , and the midpoint of is , then the forecasted variation of date is
. If the grades of membership of the -significance level forecasted variation have more than one maximum and , and the midpoints of and are and , respectively, then the forecasted variation of date is . Step 9) Calculate the forecasted data of the main-factor fuzzy time series. The forecasted data is equal to the forecasted variation plus the actual data of the last day of the main-factor fuzzy time series.
Step 10) Set the boundary length to . Then, we can find the maximum and the minimum among the data from the date of last year to the date of last year. The forecasted temperature of date t obtained in Step 9 can not be bigger than and not be smaller than . If the forecasted temperature is larger than , then we set the forecasted temperature to ; if the forecasted temperature is smaller than , then we set the forecasted temperature to . For example, assume that we set the window basis and the boundary length , and we want to forecast the temperature of June 6, 1996, in Taipei. Furthermore, assume that the forecasted temperature of June 6, 1996 , by using the above steps is 30.0 C. , we almost can get the best forecasting results, and the forecasting results of a smaller window basis are better than the ones of a bigger window basis. This is because the forecasted temperature usually is related to the temperature of the recent days. Because the time complexities of the algorithms (i.e., Algorithm-B and Algorithm-B ) are dominated by Step 7, i.e., calculating the fuzzy relationship matrix , where as shown in (12) and the time complexity for calculating is , where is the window basis and is the number of elements in the universe of discourse derived in Step 3 of the proposed algorithms and because there are groups of the historical data derived in Step 1 of the proposed algorithms, the time complexities of the proposed algorithms are , respectively.
IV. CONCLUSIONS
In this paper, we have proposed a new fuzzy time series model called the two-factors time-variant fuzzy time series model for handling forecasting problems. Based on the proposed model, we develop two algorithms (i.e., Algorithm-B and Algorithm-B ) for temperature prediction. From Table VI, we can see that the forecasting results of Algorithm-B are better than the forecasting results of Algorithm-A and Algorithm-B. Both of these algorithms have the advantages that they can get good forecasting results. The time complexities of the proposed algorithms are , respectively, where is the number of partitioned groups in the historical data, is the window basis, and is the number of elements in the universe of discourse.
