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CHARACTERIZATION THEOREM FOR LAGUERRE-HAHN
ORTHOGONAL POLYNOMIALS ON NON-UNIFORM LATTICES
A. BRANQUINHO AND M.N. REBOCHO∗
Abstract. It is stated and proved a characterization theorem for Laguerre-
Hahn orthogonal polynomials on non-uniform lattices. This theorem proves
the equivalence between the Riccati equation for the formal Stieltjes function,
linear first-order difference relations for the orthogonal polynomials as well as
for the associated polynomials of the first kind, and linear first-order difference
relations for the functions of the second kind.
1. Introduction
The present paper concerns orthogonal polynomials of a discrete variable on
non-uniform lattices (commonly denoted by snul). These lattices are associated
with divided differences operators such as the Wilson or Askey-Wilson operator
([2, Section 5], and [3, 12, 17, 18]). Specifically, we focus our attention on the
so-called Laguerre-Hahn orthogonal polynomials. The Laguerre-Hahn orthogonal
polynomials on non-uniform lattices were introduced by A. Magnus in [14], as the
ones for which the formal Stieltjes function satisfies a Riccati difference equation
with polynomial coefficients, with the difference operator taken as a general divided
difference operator given by [14, Eq. (1.1)] (see Section 2 of the present paper
for the precise definitions and main properties). In this pioneering work, Magnus
establishes difference relations as well as representations for the Laguerre-Hahn
orthogonal polynomials and he proves that, under certain restrictions on the degrees
of the coefficient of the Riccati difference equation, the Laguerre-Hahn orthogonal
polynomials are the associated Askey-Wilson polynomials [1, 2].
As it is well known from the setting of continuous orthogonality, Laguerre-Hahn
orthogonal polynomials inherit many properties from the classical and semi-classical
families [5, 7, 13, 16]. Indeed, one of the research topics within the Laguerre-Hahn
theory of a discrete variable is the so-called structure relations, that is, linear dif-
ference relations involving the orthogonal polynomials (see [4, 8, 10, 11] and their
lists of references). In the semi-classical case, it was proven in [15] the character-
ization of semi-classical orthogonal polynomials on non-uniform lattices in terms
of structure relations. A more recent contribution, [9], proves the characterization
of classical polynomials on non-uniform lattices in terms of two types of structure
relations, using the so-called functional approach.
In the present paper we show a characterization theorem for Laguerre-Hahn
orthogonal polynomial on arbitrary non-uniform lattices. Our main result is given
in Theorem 1, where it is shown the equivalence between:
(a) the Riccati difference equation for the formal Stieltjes function, S;
∗ Corresponding author.
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(b) linear first-order difference relations for orthogonal polynomials related to S,
as well as for the associated polynomials of the first kind;
(c) linear first-order difference relations for the functions of the second kind
related to S.
The difference relations contained in Theorem 1 for Laguerre-Hahn families ex-
tend some of the difference relations for the classical families given in [9, 15, 22].
This paper is organized as follows. In Section 2 we give the definitions and state
the basic results which will be used in the forthcoming sections. In Section 3 we
show the main results of the paper, namely, the equivalence between the above
referred conditions (a), (b) and (c), stated in Theorem 1 Section 4 is devoted to
the proof of Theorem 1.
2. Preliminary results
2.1. The operators D,Ej ,M and the related non-uniform lattices. We con-
sider the divided difference operator D given in [14, Eq. (1.1)], involving the values
of a function at two points, with the fundamental property that D leaves a poly-
nomial of degree n− 1 when applied to a polynomial of degree n. The operator D,
defined on the space of arbitrary functions, is given by
(Df)(x) =
f(y2(x)) − f(y1(x))
y2(x) − y1(x) , (1)
where, at this stage, y1 and y2 are still unknown functions. To define them, one
starts by using the property that Df is a polynomial of degree n − 1 whenever f
is a polynomial of degree n. Then, applying D to f(x) = x2 and f(x) = x3, one
obtains, respectively,
y1(x) + y2(x) = polynomial of degree 1 , (2)
(y1(x))
2 + y1(x)y2(x) + (y2(x))
2 = polynomial of degree 2 , (3)
the later condition being equivalent to y1(x)y2(x) = polynomial of degree less or
equal than 2. The conditions (2)-(3) define y1 and y2 as the two roots of a quadratic
equation
aˆy2 + 2bˆxy + cˆx2 + 2dˆy + 2eˆx+ fˆ = 0 , aˆ 6= 0 . (4)
Identities involving y1 and y2, following from the fact that y1, y2 are the roots
of (4):
y1(x) + y2(x) = −2(bˆx+ dˆ)/aˆ , (5)
y1(x)y2(x) = (cˆx
2 + 2eˆx+ fˆ)/aˆ , (6)
y1(x) = p(x)−
√
r(x) , y2(x) = p(x) +
√
r(x) , (7)
with p, r polynomials given by p(x) = − bˆx+ dˆ
aˆ
, r(x) =
λ
aˆ2
(
x+
bˆdˆ− aˆeˆ
λ
)2
+
τ
aˆλ
,
where λ = bˆ2 − aˆcˆ, τ =
(
(bˆ2 − aˆcˆ)(dˆ2 − aˆfˆ)− (bˆdˆ− aˆeˆ)2
)
/aˆ.
There are four primary classes of lattices and related divided difference opera-
tors (1):
(i) the linear lattice, related to the forward difference operator [19, Chapter 2, Sec-
tion 12] ;
(ii) the q-linear lattice, related to the q-difference operator [12] ;
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(iii) the quadratic lattice, related to the Wilson operator [2] ;
(iv) the q-quadratic lattice, related to the Askey-Wilson operator [2].
Such a classification of lattices is done according to the two parameters λ and τ
above defined, assuming aˆcˆ 6= 0: λ = τ = 0 in case (i); λ 6= 0, τ = 0 in case (ii);
λ = 0, τ 6= 0 in case (iii); λ τ 6= 0 in case (iv). Each of the operators in (i)-(iv) is an
extension of the preceding one, which is recovered as a particular case or as a limit
case, up to a linear transformation of the variable.
In [15, Section 2] it is given a geometric interpretation of the lattices. For the
quadratic class of lattices (the so-called snul), it is possible to have a parametric
representation of the conic (4), say {x(s), y(s)}, such that y1(x(s)) = y(s) = x(s−
1/2) and y2(x(s)) = y(s + 1) = x(s + 1/2), thus leading to [3, 17, 18] x(s) =
c1q
s + c2q
−s + c3, q + q
−1 = 4bˆ2/(aˆcˆ)− 2, if λ τ 6= 0, and x(s) = c4s2 + c5s+ c6, if
λ = 0, τ 6= 0, with appropriate constants c’s.
In the present paper we will consider the general case λ τ 6= 0. Throughout the
paper we shall use the notation ∆y = y2−y1. Note that ∆y = 2
√
r.We shall operate
with the divided difference operator given in its general form (1). By defining the
operators E1 and E2 (see [14]), acting on arbitrary functions f as
(E1f)(x) = f(y1(x)) , (E2f)(x) = f(y2(x)) ,
then (1) is given by
(Df)(x) =
(E2f)(x) − (E1f)(x)
y2(x) − y1(x) .
The companion operator of D is defined as (see [14])
(Mf)(x) =
(E1f)(x) + (E1f)(x)
2
.
Some useful identities involving D,M and E1,E2 are listed below (see [14]):
D(gf) = DgMf +MgDf , (8)
D(g/f) =
DgMf − Df Mg
E1f E2f
, (9)
D(1/f) =
−Df
E1f E2f
, (10)
M(gf) = MgMf +
∆2y
4
DgDf , (11)
M(g/f) =
E1gE2f + E2gE1f
2E1f E2f
, (12)
M(1/f) =
Mf
E1f E2f
. (13)
Eq. (8) has the equivalent forms:
D(gf) = DgE1f + Df E2g , (14)
D(gf) = DgE2f + Df E1g . (15)
Also, one has two equivalent forms for (9):
D(g/f) =
DgE1f − Df E1g
E1f E2f
, (16)
D(g/f) =
DgE2f − DfE2g
E1f E2f
. (17)
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Further identities to be used throughout the paper are given in the following
lemma.
Lemma 1. The following assertions hold:
(a) E1f E2f is a polynomial whenever f is a polynomial;
(b) Mf is a polynomial whenever f is a polynomial;
(c) (E1f)
2 + (E2f)
2 is a polynomial whenever f is a polynomial;
(d) for arbitrary functions f, g, the following identities take place:
E1f E2g + E1g E2f = 2MgMf −
∆2y
2
DgDf , (18)
−Df E1g + DgE1f = 2Mf Dg − D(gf) . (19)
Therefore, E1f E2g + E1g E2f and −Df E1g + DgE1f are polynomials whenever f
and g are polynomials.
Proof. Let f be an arbitrary polynomial, and let us write f(x) =
∏n
k=0(x− xn,k).
(E1f E2f)(x) =
n∏
k=0
(y1(x) − xn,k)
n∏
k=0
(y2(x) − xn,k)
=
n∏
k=0
(
y1(x)y2(x) − (y1(x) + y2(x))xn,k + x2n,k
)
.
From (5) and (6) there follows
(E1f E2f)(x) =
n∏
k=0
(
cˆx2 + 2eˆx+ fˆ
aˆ
+
2
aˆ
(bˆx+ dˆ)x+ x2n,k
)
,
which is a polynomial, thus proving assertion (a).
Let us now write f as f(x) =
∑n
k=0 an,kx
k. Recall (7), y1(x) = p(x)−
√
r(x), y2(x) =
p(x) +
√
r(x). Thus,
(E1f + E2f)(x) =
n∑
k=0
an,k((y1(x))
k + (y2(x))
k)
=
n∑
k=0
an,k
(
(p(x)−
√
r(x))k + (p(x) +
√
r(x))k
)
.
As (p±√r)k =
k∑
j=0
(
k
j
)
pj
(±√r)k−j , we obtain
(E1f + E2f)(x) =
n∑
k=0
an,k
k∑
j=0
(
k
j
)
pj(x)
(√
r(x)
k−j
+ (−
√
r(x))k−j
)
.
As
√
r(x)
k−j
+ (−
√
r(x))k−j is zero whenever k − j is odd and it is a polynomial
whenever k− j is even, there follows that E1f +E2f is a polynomial, thus proving
assertion (b).
To prove assertion (c) let us note that (E1f)
2+(E2f)
2 = (E1f+E2f)
2−2E1fE2f ,
that is,
(E1f)
2 + (E2f)
2 = 4(Mf)2 − 2E1fE2f .
Hence, assertion (c) is a consequence of (a) and (b).
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For arbitrary functions f, g, the following identities take place:
E1f E2g + E1g E2f = (E1g + E2g)(E1f + E2f)− (E1(gf) + E2(gf)) , (20)
−Df E1g + DgE1f = (E1f + E2f)Dg − D(gf) , (21)
as Ej(gf) = EjgEjf, j = 1, 2.
Note that (20) also reads as
E1f E2g + E1g E2f = 4MgMf − 2M(gf) .
Taking into account the property (11), the above equation yields (18).
Eq. (21) gives us (19). 
2.2. Laguerre-Hahn orthogonal polynomials and auxiliary results. We shall
consider formal orthogonal polynomials related to a (formal) Stieltjes function de-
fined by
S(x) =
+∞∑
n=0
unx
−n−1 (22)
where (un), the sequence of moments, is such that det
[
ui+j
]n
i,j=0
6= 0, n ≥ 0,
u0 = 1. The orthogonal polynomials related to S, Pn, n ≥ 0, are the diagonal Pade´
denominators of (22), thus the numerator polynomial (of degree n− 1), henceforth
denoted by P
(1)
n−1 , and the denominator Pn (of degree n) are determined through
S(x)− P (1)n−1(x)/Pn(x) = O(x−2n−1) , x→∞ . (23)
Throughout the paper we consider each Pn monic, and we will denote the sequence
of monic polynomials {Pn}n≥0 by SMOP.
Monic orthogonal polynomials satisfy a three term recurrence relation [20]
Pn+1(x) = (x− βn)Pn(x) − γnPn−1(x) , n = 0, 1, 2, ... , (24)
with P−1(x) = 0, P0(x) = 1, and γn 6= 0, n ≥ 1, γ0 = u0 = 1.
The sequence {P (1)n }n≥0, also known as the sequence of associated polynomials
of the first kind, satisfies the three term recurrence relation
P (1)n (x) = (x− βn)P (1)n−1(x) − γnP (1)n−2(x) , n = 1, 2, ... (25)
with P
(1)
−1 (x) = 0, P
(1)
0 (x) = 1.
An equivalent form of (23), often encountered in the literature of orthogonal
polynomials (see, for example, [21] and its list of references), is given by
qn = PnS − P (1)n−1 , n ≥ 1 , q0 = S , (26)
where qn, n ≥ 0, are the so-called functions of the second kind corresponding to
{Pn}n≥0. The sequence {qn}n≥0 also satisfies a three term recurrence relation,
qn+1(x) = (x− βn)qn(x)− γnqn−1(x) , n = 0, 1, 2, ... (27)
with initial conditions q−1 = 1, q0(x) = S(x). There holds qn(x) = O(x
−n−1), x→
∞.
We will make use of the following result (see [6]).
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Lemma 2. Let {Pn}n≥0 be a SMOP and let {P (1)n }n≥0 be the sequence of associated
polynomials of the first kind. The following holds:
EjP
(1)
n EjPn − EjPn+1 EjP (1)n−1 =
n∏
k=0
γk , j = 1, 2 , n ≥ 0 . (28)
Therefore, for each j = 1, 2, EjP
(1)
n and EjPn+1 do not share zeroes.
Proof. Eq. (28) follows from the application of the operator Ej , j = 1, 2, to the
identity
P (1)n Pn − Pn+1P (1)n−1 =
n∏
k=0
γk , n ≥ 0 .
From (28) there follows the statement concerning the zeros. 
Definition 1. A SMOP {Pn}n≥0 related to a Stieltjes function, S, is said to be
Laguerre-Hahn if S satisfies a Riccati equation
A(x)(DS)(x) = B(x)(E1S)(x)(E2S)(x) + C(x)(MS)(x) +D(x) , (29)
where A,B,C,D are polynomials in x, A 6= 0.
If B ≡ 0, then {Pn}n≥0 is said to be semi-classical.
We will make use of the Lemma that follows.
Lemma 3. Let {fn} be a sequence of functions satisfying a recurrence relation
fn+1(x) = (x− βn)fn(x)− γnfn−1(x) , γn 6= 0, n ≥ 0 . (30)
Let gn = fn+1/fn satisfy
An(x)(Dgn)(x) = Bn(x)(E1gn)(x)(E2gn)(x) + Cn(x)(Mgn)(x) +Dn(x), n ≥ 0 ,
(31)
where An, Bn, Cn, Dn are polynomials whose degrees are uniformly bounded. For
each n ≥ 0, there exists a polynomial, ̺n, with uniformly bounded degree, such that
the following relations hold:
An+1 = ̺n
(
An −
∆2y
2
Dn
γn+1
)
, (32)
Bn+1 = ̺n
Dn
γn+1
, (33)
Cn+1 = ̺n
(
−Cn − 2M(x− βn+1) Dn
γn+1
)
, (34)
Dn+1 = ̺n
(
An + γn+1Bn +M(x − βn+1)Cn + E1(x− βn+1)E2(x− βn+1) Dn
γn+1
)
.(35)
Proof. From (30) we have gn = (x− βn)− γn 1
gn−1
, thus,
gn+1 = (x− βn+1)− γn+1 1
gn
. (36)
Applying D to (36) and using D(1/gn) = − Dgn
E1gn E2gn
(cf. (10)) we get
Dgn+1 = 1 + γn+1
Dgn
E1gn E2gn
.
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Now we multiply the above equation by An and use (31), as well as the identity
Mgn
E1gn E2gn
= M(1/gn) (cf. (13)), thus obtaining
AnDgn+1 = An + γn+1Bn + γn+1CnM(1/gn) +
γn+1Dn
E1gn E2gn
. (37)
Note that from (36) we get
M(1/gn) =
M(x − βn+1)
γn+1
− Mgn+1
γn+1
. (38)
Also, as
1
E1 gnE2gn
= E1
(
1
gn
)
E2
(
1
gn
)
, from (36) we get
1
E1gn E2gn
=
1
γ2n+1
(E1(x− βn+1)E2(x− βn+1)
− (E1(x − βn+1)E2gn+1 + E2(x− βn+1)E1gn+1) + E1gn+1E2gn+1) ,
thus, taking into account (18), we get
1
E1 gnE2gn
=
1
γ2n+1
E1(x− βn+1)E2(x− βn+1)
− 1
γ2n+1
(
2M(x− βn+1)Mgn+1 −
∆2y
2
Dgn+1
)
+
E1gn+1 E2gn+1
γ2n+1
, (39)
where is was used D(x−βn+1) = 1. The substitution of (38) and (39) in (37) yields
Aˆn+1Dgn+1 = Bˆn+1E1gn+1 E2gn+1 + Cˆn+1Mgn+1 + Dˆn+1 , (40)
with
Aˆn+1 = An −
∆2y
2
Dn
γn+1
,
Bˆn+1 =
Dn
γn+1
,
Cˆn+1 = −Cn − 2M(x− βn+1) Dn
γn+1
,
Dˆn+1 = An + γn+1Bn +M(x− βn+1)Cn + E1(x− βn+1)E2(x− βn+1) Dn
γn+1
.
Taking into account (40) and (31) written to n + 1, there follows the existence
of a polynomial, say ̺n, such that
An+1
Aˆn+1
=
Bn+1
Bˆn+1
=
Cn+1
Cˆn+1
=
Dn+1
Dˆn+1
= ̺n , n ≥ 0 ,
thus (32)-(35) follow. As the degrees of An, Bn, Cn, Dn, are bounded by a number
independent of n, there follows that deg(̺n) must also be bounded. 
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3. Characterization theorem
Theorem 1. Let S be a Stieltjes function, let {Pn}n≥0 be the corresponding SMOP,
and let {P (1)n }n≥0, {qn}n≥0 be the sequence of associated polynomials of the first
kind and the sequence of functions of the second kind, respectively. The following
statements are equivalent:
(a) S satisfies the Riccati equation (29),
ADS = BE1S E2S + CMS +D ,
where A,B,C,D are polynomials;
(b) Pn and P
(1)
n satisfy the difference relations, for all n ≥ 1,ADPn = (ln−1 +∆yπn−1)E1Pn − C/2E2Pn −BE2P
(1)
n−1 +Θn−1E1Pn−1 ,
ADP
(1)
n−1 = (ln−1 +∆yπn−1)E1P
(1)
n−1 + C/2E2P
(1)
n−1 +DE2Pn +Θn−1E1P
(1)
n−2 ;
(41)
(c) qn satisfies
ADqn = (ln−1+∆yπn−1)E1qn+(BE1S + C/2)E2qn+Θn−1 E1qn−1 , n ≥ 0 , (42)
where ∆y = y2 − y1, and ln, πn,Θn are polynomials of uniformly bounded degrees.
The proof of Theorem 1 will be given in section 4.
Remark . The characterizations stated in Theorem 1 are not uniquely represented.
One can also deduce that the following statements (a), (b), (c) are equivalent:
(a) S satisfies the Riccati equation (29),
ADS = BE1S E2S + CMS +D ;
(b) Pn and P
(1)
n satisfy the difference relations, for all n ≥ 1,ADPn = (ln−1 −∆yπn−1)E2Pn − C/2E1Pn −BE1P
(1)
n−1 +Θn−1E2Pn−1 ,
ADP
(1)
n−1 = (ln−1 −∆yπn−1)E2P (1)n−1 + C/2E1P (1)n−1 +DE1Pn +Θn−1E2P (1)n−2 ;
(43)
(c) qn satisfies
ADqn = (ln−1−∆yπn−1)E2qn+(BE2S + C/2)E1qn+Θn−1 E2qn−1 , n ≥ 0 . (44)
Therefore, we deduce the result that follows.
Theorem 2. Let S be a Stieltjes function satisfying the Riccati equation (29),
ADS = BE1S E2S + CMS +D ,
where A,B,C,D are polynomials. Let {Pn}n≥0 be the SMOP related to S, and let
{P (1)n }n≥0, {qn}n≥0 be the sequence of associated polynomials of the first kind and
the sequence of functions of the second kind, respectively. The following relations
hold, for all n ≥ 0:
An+1DPn+1 = (ln − C/2)MPn+1 −BMP (1)n +ΘnMPn , (45)
An+1DP
(1)
n = (ln + C/2)MP
(1)
n +DMPn+1 +ΘnMP
(1)
n−1 , (46)
AnDqn = (ln−1 + C/2)Mqn +B (2MSMqn −M(Sqn)) + Θn−1Mqn−1 ,(47)
with An, ln,Θn, πn uniformly bounded degree polynomials, An given by An = A +
∆2
y
2 πn−1.
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Proof. The sum of the first equation in (41) with the first equation in (43) and the
division of the resulting equation by 2 gives us
ADPn = (ln−1−C/2)MPn−πn−1
2
∆y (E2Pn−E1Pn)−BMP (1)n−1+Θn−1MPn−1 , n ≥ 1 .
Note that as ∆y = y2 − y1, then
∆y (E2Pn − E1Pn) = ∆2y DPn .
Thus, we obtain
(A+
∆2y
2
πn−1)DPn = (ln−1 − C/2)MPn −BMP (1)n−1 +Θn−1MPn−1 , n ≥ 1 ,
hence (45).
The equations (46) and (47) follow by an analogue manner. 
Remark . The equations (45)-(47) extend the ones given in [22] for the semi-
classical case.
Corollary 1. The polynomials ln,Θn of Theorems 1 and 2 satisfy, for all n ≥ 0,
πn+1 + πn = − Θn
2γn+1
−
n∑
k=0
Θk−1
γk
, (48)
ln+1 + ln +M(x − βn+1) Θn
γn+1
= 0 , (49)
A+
∆2y
2
(πn + πn−1) +
Θn−1
γn
(
−∆
2
y
4
+ γn+1 −M(x− βn)M(x − βn+1)
)
+
Θn
γn+1
E1(x− βn+1)E2(x− βn+1) +M(x − βn+1)(ln − ln−1) = Θn+1 ,(50)
with initial conditions π−1 = 0, π0 = −D/2, l−1 = C/2, l0 = −M(x−β0)D−C/2,
Θ−1 = D, Θ0 = A− ∆
2
y
4 D − (l0 − C/2)M(x− β0) +B.
Proof. Multiply (42), written to n+1, by E2qn, and subtract to (42) multiplied by
E2qn+1. Then, multiply the resulting equation by 1/(E1qnE2qn), thus obtaining
AD
(
qn+1
qn
)
= lnE1
(
qn+1
qn
)
− ln−1E2
(
qn+1
qn
)
+Θn
−Θn−1E1
(
qn−1
qn
)
E2
(
qn+1
qn
)
+∆y
{
πnE1
(
qn+1
qn
)
− πn−1E2
(
qn+1
qn
)}
, (51)
where we used the property (17).
From the recurrence relation for qn one has
qn−1
qn
=
(x− βn)
γn
− 1
γn
qn+1
qn
, thus
E1
(
qn−1
qn
)
=
1
γn
E1(x− βn)− 1
γn
E1
(
qn+1
qn
)
. (52)
Let us substitute (52) in (51). Using the notation gn = qn+1/qn, the resulting
equation is given by
ADgn = lnE1gn − ln−1E2gn +Θn − Θn−1
γn
(E1(x − βn)− E1gn)E2gn
+∆y (πnE1gn − πn−1E2gn) . (53)
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On the other hand, if we proceed analogously as above, but now using (44) and
the property (16), we obtain
ADgn = lnE2gn − ln−1E1gn +Θn − Θn−1
γn
(E2(x − βn)− E2gn)E1gn
−∆y (πnE2gn − πn−1E1gn) . (54)
By summing (53) with (54) and by dividing the resulting equation by 2 we obtain
ADgn = (ln − ln−1)Mgn +Θn − Θn−1
2γn
(E1(x − βn)E2gn + E2(x − βn)E1gn)
+
Θn−1
γn
E1gnE2gn − (πn−1 + πn) ∆y
2
(E2gn − E1gn) . (55)
Taking into account (18) one has
E1(x− βn)E2gn + E2(x− βn)E1gn = 2M(x− βn)Mgn −
∆2y
2
Dgn , (56)
where it was used D(x− βn) = 1. The use of (56) as well as the use of
∆y (E2gn − E1gn) = ∆2yDgn
in (55) yields the Riccati equation
An Dgn = BnE1gn E2gn + CnMgn +Dn
with
An = A+
∆2y
2
(
πn + πn−1 − Θn−1
2γn
)
, (57)
Bn =
Θn−1
γn
, (58)
Cn = ln − ln−1 −M(x− βn)Θn−1
γn
, (59)
Dn = Θn . (60)
Taking into account the Lemma 3, for each n ≥ 0, there exists a polynomial,
̺n, such that the above polynomials An, Bn, Cn, Dn satisfy (32)-(35). Recall the
equation (33), Bn+1 = ̺nDn/γn+1, which yields Θn/γn+1 = ̺nΘn/γn+1, thus
̺n = 1. Therefore, from (32), (34) and (35) with ̺n = 1 we obtain, respectively,
for all n ≥ 0:
πn+1 +
Θn
2γn+1
= πn−1 − Θn−1
2γn
, (61)
ln+1 +M(x− βn+1) Θn
γn+1
= ln−1 +M(x − βn)Θn−1
γn
, (62)
A+
∆2y
2
(πn + πn−1) +
Θn−1
γn
(
−∆
2
y
4
+ γn+1 −M(x− βn)M(x − βn+1)
)
+
Θn
γn+1
E1(x− βn+1)E2(x− βn+1) +M(x − βn+1)(ln − ln−1) = Θn+1 .(63)
Note that (63) is (50). It only remains to analyze (61) and (62). Let us add
πn in both hand sides of (61), and add ln in both hand sides of (62). We obtain,
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respectively,
Tn+1 = Tn − Θn−1
γn
, Ln+1 = Ln , n ≥ 0 , (64)
with
Tn = πn + πn−1 +
Θn−1
2γn
, Ln = ln + ln−1 +M(x − βn)Θn−1
γn
, n ≥ 0 .
From (64) we obtain
Tn+1 = T0 −
n∑
k=0
Θk−1
γk
, Ln+1 = L0 .
Note that T0 = π0+D/2, L0 = l0+C/2+M(x−β0)D, as π−1 = 0,Θ−1 = D, γ0 =
1, l−1 = C/2.
Putting n = 1 in the second equation of (41) we obtain ∆yπ0 + (y2 − β0)D =
−l0 − C/2, which, using (7), gives
√
r(2π0 + D) = −(p − β0)D − l0 − C/2, thus,
2π0 +D = −(p− β0)D − l0 − C/2 = 0, hence π0 = −D/2. Thus, T0 = 0, and (48)
follows.
Putting n = 0 in (46) we get L0 = 0, and (49) follows.
To find Θ0 put n = 0 in (45). 
4. Proof of Theorem 1
Proof of (a)⇒ (b).
If we use S =
qn
Pn
+
P
(1)
n−1
Pn
, n ≥ 1 (cf. (26)), then (29) yields
Mn = −AD
(
P
(1)
n−1
Pn
)
+BE1
(
P
(1)
n−1
Pn
)
E2
(
P
(1)
n−1
Pn
)
+ CM
(
P
(1)
n−1
Pn
)
+D , (65)
where
Mn = AD
(
qn
Pn
)
−B
[
E1
(
qn
Pn
)
E2
(
qn
Pn
)
+ E1
(
qn
Pn
)
E2
(
P
(1)
n−1
Pn
)
+
E1
(
P
(1)
n−1
Pn
)
E2
(
qn
Pn
)]
− CM
(
qn
Pn
)
.
By multiplying both hand sides of (65) by E1Pn E2Pn and using the properties
(12) and (16), we obtain
MnE1Pn E2Pn = −ADP (1)n−1 E1Pn +ADPn E1P (1)n−1 +BE1P (1)n−1 E2P (1)n−1
+
C
2
(
E1P
(1)
n−1 E2Pn + E1Pn E2P
(1)
n−1
)
+DE1Pn E2Pn .
Taking into account the Lemma 1, there holds that −DP (1)n−1 E1Pn + DPn E1P (1)n−1,
E1P
(1)
n−1 E2P
(1)
n−1,E1P
(1)
n−1 E2Pn + E1Pn E2P
(1)
n−1 and E1Pn E2Pn are polynomials (in
x), thus the above right hand side is a polynomial (in x). Hence, let us write
−ADP (1)n−1E1Pn +ADPnE1P (1)n−1 +BE1P (1)n−1E2P (1)n−1
+
C
2
(
E1P
(1)
n−1E2Pn + E1PnE2P
(1)
n−1
)
+DE1PnE2Pn = Θˆn−1 . (66)
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Note that Θˆn−1 has bounded degree, as (qn/Pn)(x) = O(x
−2n−1), x→∞. One has
deg(Θˆn−1) ≤ max{deg(A)− 2, deg(B) − 2, deg(C)− 1}.
Taking into account E1P
(1)
n−1 E1Pn−1 − E1Pn E1P (1)n−2 =
∏n−1
k=0 γk, n ≥ 1 (cf.
(28)), (66) can be written as
−ADP (1)n−1 E1Pn +ADPn E1P (1)n−1 +BE1P (1)n−1 E2P (1)n−1
+
C
2
(
E1P
(1)
n−1 E2Pn + E1Pn E2P
(1)
n−1
)
+DE1Pn E2Pn
= Θn−1
(
E1P
(1)
n−1 E1Pn−1 − E1Pn E1P (1)n−2
)
, (67)
where Θn−1 = Θˆn−1/
∏n−1
k=0 γk. Upon re-organizing, (67) gives us{
ADPn + C/2E2Pn +BE2P
(1)
n−1 −Θn−1E1Pn−1
}
E1P
(1)
n−1
=
{
ADP
(1)
n−1 − C/2E2P (1)n−1 −DE2Pn −Θn−1E1P (1)n−2
}
E1Pn .
As E1P
(1)
n−1 and E1Pn do not have common zeroes, for all n ≥ 1, then there exists
a function, Ln−1, such that{
ADPn + C/2E2Pn +BE2P
(1)
n−1 −Θn−1E1Pn−1 = Ln−1E1Pn ,
ADP
(1)
n−1 − C/2E2P (1)n−1 −DE2Pn −Θn−1E1P (1)n−2 = Ln−1E1P (1)n−1 ,
where, taking into account (7), there holds Ln−1 = ln−1+∆yπn−1, with ln−1, πn−1
polynomials (in x). Thus, we have{
ADPn + C/2E2Pn +BE2P
(1)
n−1 −Θn−1E1Pn−1 = (ln−1 +∆yπn−1)E1Pn ,
ADP
(1)
n−1 − C/2E2P (1)n−1 −DE2Pn −Θn−1E1P (1)n−2 = (ln−1 +∆yπn−1)E1P (1)n−1 ,
(68)
thus obtaining (41).
Let us also deduce the equations (43).
An analogue procedure as above (starting by multiplying both hand sides of
(65) by E1Pn E2Pn, using the properties (12) and (17), as well as the identity
E2P
(1)
n−1 E2Pn−1 − E2Pn E2P (1)n−2 =
∏n−1
k=0 γk) yields the equations{
ADPn + C/2E1Pn +BE1P
(1)
n−1 −Θn−1E2Pn−1 = (l˜n−1 +∆yπ˜n−1)E2Pn ,
ADP
(1)
n−1 − C/2E1P (1)n−1 −DE1Pn −Θn−1E2P (1)n−2 = (l˜n−1 +∆yπ˜n−1)E2P (1)n−1 ,
(69)
with l˜n−1, π˜n−1 polynomials (in x).
Let us now prove that ln−1 = l˜n−1 and πn−1 = −π˜n−1.
To obtain πn−1 = −π˜n−1 we multiply the first equation of (68) by E2Pn, multiply
the first equation of (69) by E1Pn, and add the resulting equations, thus obtaining
ADPn(E1Pn+E2Pn)+
C
2
(
(E1Pn)
2 + (E2Pn)
2
)
+B
(
E1(PnP
(1)
n−1) + E2(PnP
(1)
n−1)
)
−Θn−1 (E1Pn−1 E2Pn + E2Pn−1 E1Pn) = (ln−1+l˜n−1+∆y(πn−1+π˜n−1))E1Pn E2Pn .
Taking into account the Lemma 1, the left hand side of the above equation, as well
as E1Pn E2Pn, are polynomials (in x). Consequently, there must hold that ln−1 +
l˜n−1+∆y(πn−1+ π˜n−1) is a polynomial in x. As ∆y = 2
√
r, then πn−1+ π˜n−1 = 0,
that is, πn−1 = −π˜n−1.
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To obtain ln−1 = l˜n−1 we interchange y1 with y2 in the first equation of (68),
thus obtaining
ADPn + C/2E1Pn +BE1P
(1)
n−1 −Θn−1E2Pn−1 = (ln−1 −∆yπn−1)E2Pn . (70)
The comparison between (70) and the first equation of (69), where we use π˜n−1 =
−πn−1, gives us ln−1 = l˜n−1. Hence, we obtain (43).
Proof of (b)⇒ (a).
Let us define ψn =
[
Pn+1
P
(1)
n
]
. From (24) and (25) there holds
ψn = (x− βn)ψn−1 − γnψn−2 , n ≥ 1 , ψ−1 =
[
1
0
]
, ψ0 =
[
x− β0
1
]
. (71)
With the notation Dψn =
[
DPn+1
DP
(1)
n
]
, Ejψn =
[
EjPn+1
EjP
(1)
n
]
, j = 1, 2, (41) reads as
ADψn−1 = (ln−1 +∆yπn−1)E1ψn−1 + CE2ψn−1 + Θn−1E1ψn−2 , (72)
where C =
[−C/2 −B
D C/2
]
. In turn, (72) reads as
A
(
ψn−1(y2)− ψn−1(y1)
y2 − y1
)
= (ln−1+∆yπn−1)ψn−1(y1)+Cψn−1(y2)+Θn−1ψn−2(y1) ,
that is,
Anψn−1(y1) +Bψn−1(y2) = Cnψn−2(y1) (73)
with the functions An, Cn given by An = − A
y2 − y1 − ln−1 −∆yπn−1, Cn = Θn−1 ,
and the matrix B given by B =
A
y2 − y1 I − C, I denoting the identity matrix of
order 2. Note that An, Cn, as well as the entries of B, are rational functions of
fixed degrees (independent of n) of the variables x and y1(x) (indeed, y2(x) can be
replaced by −2(bˆx+ dˆ)/aˆ− y1(x)).
Taking n+ 1 in (73) and using the recurrence relation (71) we get
A˜nψn−1(y1) + B˜nψn−1(y2) = C˜nψn−2(y1) + D˜nψn−2(y2) , (74)
with
A˜n = (y1 − βn)An+1 − Cn+1, B˜n = (y2 − βn)B, C˜n = γnAn+1, D˜n = γnB .
Now, we gather (73) and (74) in the system
En
[
ψn−1(y1)
ψn−1(y2)
]
= Fn
[
ψn−2(y1)
ψn−2(y2)
]
, (75)
where En and Fn are the block matrices
En =
[
AnI B
A˜nI B˜n
]
, Fn =
[
CnI 02×2
C˜nI D˜n
]
.
Note that En is invertible,
E−1n =
1
ζn
[
(y2 − βn)I −I
−A˜nB−1 AnB−1
]
, ζn = −(y1 − βn)An+1 + (y2 − βn)An + Cn+1 .
(76)
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From (75) there follows[
ψn−1(y1)
ψn−1(y2)
]
= Gn
[
ψn−2(y1)
ψn−2(y2)
]
, Gn = E
−1
n Fn , (77)
being Gn an invertible matrix, as it is a product of invertible matrices.
Take n+ 1 in (77). On the one hand we have[
ψn(y1)
ψn(y2)
]
= Gn+1
[
ψn−1(y1)
ψn−1(y2)
]
(78)
and, on the other hand, using the three term recurrence relation (71), we have[
ψn(y1)
ψn(y2)
]
=
[
(y1 − βn)I 02×2
02×2 (y2 − βn)I
] [
ψn−1(y1)
ψn−1(y2)
]
− γn
[
ψn−2(y1)
ψn−2(y2)
]
.
Using (77) in the above equation, we get[
ψn(y1)
ψn(y2)
]
=
([
(y1 − βn)I 02×2
02×2 (y2 − βn)I
]
− γnG−1n
)[
ψn−1(y1)
ψn−1(y2)
]
. (79)
Consequently, (78) and (79) yield
Gn+1 =
[
(y1 − βn)I 02×2
02×2 (y2 − βn)I
]
− γnG−1n . (80)
Let us compute Gn as well as G
−1
n . From (76), we obtain
Gn =
[
XnI YnB
UnB
−1 VnI
]
, (81)
where Xn, Yn, Un, Vn are given by
Xn = ((y2 − βn)Cn − γnAn+1) /ζn, Yn = −γn/ζn, Un = (AnC˜n − A˜nCn)/ζn ,
Vn = γnAn/ζn .
Note that Xn, Yn, Un, Vn are again rational functions of fixed degrees of x and y1(x).
From (81) there follows
G
−1
n =
1
δn
[
VnI −YnB
−UnB−1 XnI
]
, δn = XnVn − YnUn . (82)
Taking into account (81) and (82), (80) yields
Xn+1 = (y1 − βn)− γnVn/δn , (83)
Yn+1 = γnYn/δn , (84)
Un+1 = γnUn/δn (85)
Vn+1 = (y2 − βn)− γnXn/δn . (86)
From (83)-(86) there follows that δn+1 (recall δn+1 = Xn+1Vn+1 − Yn+1Un+1)
satisfies
δn+1 = (y1 − βn)(y2 − βn)− γn ((y1 − βn)Xn + (y2 − βn)Vn) 1
δn
+
γ2n
δn
. (87)
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Now we proceed in analogy with [14, Lemma 5.1] and [15, Theorem 1]. Write
δn = µn/µn−1 and use such an expression in (83), (86) and (87), thus obtaining
µnXn+1 = (y1 − βn)µn − γnµn−1Vn ,
µnVn+1 = (y2 − βn)µn − γnµn−1Xn ,
µn+1 = (y1 − βn)(y2 − βn)µn − γn ((y1 − βn)Xn + (y2 − βn)Vn)µn−1 + γ2nµn−1 .
The change of variables Xˆn+1 = µnXn+1, Vˆn+1 = µnVn+1 yields the relations
Xˆn+1 = (y1 − βn)µn − γnVˆn ,
Vˆn+1 = (y2 − βn)µn − γnXˆn ,
µn+1 = (y1 − βn)(y2 − βn)µn − γn
(
(y1 − βn)Xˆn + (y2 − βn)Vˆn
)
+ γ2nµn−1.(88)
Let us emphasize that the above recurrence relations for Xˆn, Vˆn and µn are precisely
the recurrence relations satisfied by the products of solutions of the three term
recurrence relation τn+1 = (x − βn)τn − γnτn−1 at y1 and y2. Indeed, if
ξn+1 = (y1 − βn)ξn − γnξn−1 , ηn+1 = (y2 − βn)ηn − γnηn−1 ,
then the above recurrence relation for Xˆn, Vˆn, µn is precisely the relation satisfied
by the products ξnηn−1, ξn−1ηn, and ξnηn, respectively. Taking into account that a
basis of solutions of the three term recurrence relation τn+1 = (x− βn)τn− γnτn−1
is constituted by {Pn} and {qn} (cf. (24) and (27)), the following must hold: ξn
must be a combination of Pn(y1) and qn(y1), and ηn must be a combination of
Pn(y2) and qn(y2), that is,
ξn = α1Pn(y1) + λ1qn(y1) , ηn = α2Pn(y2) + λ2qn(y2) .
Hence, one has
µn = αPn(y1)Pn(y2) + β Pn(y1)qn(y2) + γ qn(y1)Pn(y2) + δ qn(y1)qn(y2) , (89)
with α, β, γ, δ rational functions of x, independent of n. Taking n = 0 in (89) we
obtain
µ0 = α+ β q0(y2) + γ q0(y1) + δ q0(y1)q0(y2) ,
and such a relation is
ν1DS = ν2E1S E2S + ν3MS + ν4 , (90)
where the ν’s are given by
ν1 =
(γ − β)
2
(y2 − y1), ν2 = δ, ν3 = γ + β, ν4 = α− µ0 .
Note that the ν’s are rational functions of fixed degrees of x and y1(x). Therefore,
the multiplication of (90) by a polynomial in x and y1(x) of appropriate degree,
and taking into account y1 = p −
√
r, with p, r polynomials, and ∆y = 2
√
r (cf.
(7)), gives us
(A−∆yÂ)DS = (B −∆yB̂)E1S E2S + (C −∆yĈ)MS +D −∆yD̂ , (91)
where A,B,C,D, Â, B̂, Ĉ, D̂ are polynomials in x. On the other hand, there also
holds that the ν’s are rational functions of x and y2(x) (indeed, one can replace
y1(x) by −2(bˆx + dˆ)/aˆ − y2(x)). Taking into account that y2 = p +
√
r, one also
obtains
(A+∆yÂ)DS = (B +∆yB̂)E1S E2S + (C +∆yĈ)MS +D +∆yD̂ . (92)
16 A. BRANQUINHO AND M.N. REBOCHO
Finally, the sum of (91) with (92) yields the required Riccati equation for S with
polynomial coefficients.
Proof of (a)⇒ (c).
Note that as q−1 = 1, q0 = S, then ADS = BE1S E2S + CMS +D is
ADqn = (ln−1 +∆πn−1)E1qn + (BE1S + C/2)E2qn +Θn−1 E1qn−1
to n = 0, with l−1 = C/2, π−1 = 0,Θ−1 = D.
Let us now deduce the above difference equation for n ≥ 1.
Applying AD to qn = PnS−P (1)n−1, n ≥ 1 (cf. (26)), and using the property (14)
we obtain
ADqn = ADPn E1S +ADS E2Pn −ADP (1)n−1 .
Using (41) as well as (29) in the above equation, we obtain
ADqn = (ln−1 +∆yπn−1)E1(PnS − P (1)n−1) + (BE1S + C/2 )E2(PnS − P (1)n−1)
+ Θn−1E1(Pn−1S − P (1)n−2) ,
thus (42) follows.
Note that an analogue procedure as above (starting by the use of the property
(15) combined with the equations (43) as well as (29)) yields (44).
Proof of (c)⇒ (a).
Take n = 0 in (42) and use the initial conditions l−1 = C/2, π−1 = 0,Θ−1 = D,
thus getting the Riccati equation for S, (29).
Note that, in the same manner, taking n = 0 in (44) we get (29).
Acknowledgements
This work was partially supported by Centro de Matema´tica da Universidade de
Coimbra (CMUC), funded by the European Regional Development Fund through
the program COMPETE and by the Portuguese Government through the FCT -
Fundac¸a˜o para a Cieˆncia e a Tecnologia under the project PEst-C/MAT/UI0324/2011.
References
[1] G.E. Andrews and R. Askey, Classical orthogonal polynomials, pp. 36-62 in: “Polynoˆmes
Orthogonaux et Applications, Proceedings, Bar-le-Duc 1984”, Lecture Notes Math. 1171 (C.
Brezinski et al. Editors), Springer, Berlin 1985.
[2] R. Askey and J. Wilson, Some basic hypergeometric orthogonal polynomials that generalize
Jacobi polynomials, Memoirs AMS vol. 54 n. 319, AMS, Providence, 1985.
[3] N.M. Atakishiev, M. Rahman and S.K. Suslov, On classical orthogonal polynomials, Con-
struct. Approx. 11 (1995), pp. 181-226.
[4] G. Bangerezako, The fourth order difference equation for the Laguerre-Hahn polynomials
orthogonal on special non-uniform lattices, Ramanujan J. 5 (2001), pp. 167-181.
[5] A. Branquinho, A. Paiva, and M.N. Rebocho, Sylvester equations for Laguerre-Hahn orthog-
onal polynomials on the real line, Appl. Math. Comput. 219 (2013), pp. 9118-9131.
[6] C. Brezinski, A direct proof of the Christoffel-Darboux identity and its equivalence to the
recurrence relationship, J. Comput. Appl. Math. 32 (1-2) (1990), pp. 1-75.
[7] J. Dini, Sur les formes line´aires et les polynoˆmes orthogonaux de Laguerre-Hahn, The`se de
doctorat, Univ. Pierre et Marie Curie, Paris, 1988.
[8] M. Foupouagnigni, On difference equations for orthogonal polynomials on nonuniform lat-
tices, J. Difference Equ. Appl. vol. 14 (2) (2008), pp. 127-174.
[9] M. Foupouagnigni, M. Kenfack Nangho, and S. Mboutngam, Characterization theorem for
classical orthogonal polynomials on non-uniform lattices: the functional approach, Integral
Transforms Spec. Funct. 22 (2011), pp. 739758.
CHARACTERIZATION THEOREM FOR LAGUERRE-HAHN OP ON SNUL 17
[10] M. Foupouagnini, W. Koepf and A. Ronveaux, On Fourth-order Difference Equations for
Orthogonal Polynomials of a Discrete Variable: Derivation, Factorization and Solutions, J.
Difference Equ. Appl. (9) (2003), pp. 777-804.
[11] M. Foupouagnigni and F. Marcella´n, Characterization of the Dw-Laguerre-Hahn funtionals,
J. Difference Equ. Appl. (8) (2002), pp. 689-717.
[12] W. Hahn, U¨ber Orthogonalpolynome, die q-Differenzengleichungen genu¨gen, Math. Nachr. 2
(1949), pp. 4-34.
[13] A.P. Magnus, Riccati acceleration of the Jacobi continued fractions and Laguerre-Hahn poly-
nomials, in: Pade´ Approximation and its Applications (Proceedings Bad Honnef 1983), H.
Werner, H. T. Bunger (Eds.), Lect. Notes in Math. 1071, Springer Verlag, Berlin 1984, pp.
213-230.
[14] A.P. Magnus, Associated Askey-Wilson polynomials as Laguerre-Hahn orthogonal polynomi-
als, Springer Lect. Notes in Math. 1329, Springer, Berlin, 1988, pp. 261-278.
[15] A.P. Magnus, Special nonuniform lattice (snul) orthogonal polynomials on discrete dense sets
of points, J. Comput. Appl. Math. 65 (1995), pp. 253-265.
[16] P. Maroni, Une the´orie alge´brique des polynoˆmes orthogonaux. Application aux polynoˆmes
orthogonaux semi-classiques, in: C. Brezinski, L. Gori, A. Ronveaux (Eds.), Orthogonal
Polynomials and Their Applications, IMACS Ann. Comput. Appl. Math., vol. 9 (1-4), J.C.
Baltzer AG, Basel, 1991, pp. 95-130.
[17] A.F. Nikiforov, S.K. Suslov, Classical Orthogonal Polynomials of a discrete variable on non
uniform lattices, Letters Math. Phys. 11 (1986), pp. 27-34.
[18] A.F. Nikiforov, S.K. Suslov and V.B. Uvarov, Classical Orthogonal Polynomials of a Discrete
Variable (Springer, Berlin, 1991).
[19] A.F. Nikiforov, V.B. Uvarov, Special Functions of Mathematical Physics: A unified Intro-
duction with Applications, Birkha¨user, Basel, Boston, 1988.
[20] G. Szego˝, Orthogonal Polynomials, Amer. Math. Soc. Colloq. Publ. 23, Amer. Math. Soc.
Providence, RI, 1975 (Fourth Edition).
[21] W. Van Assche, Orthogonal polynomials, associated polynomials and functions of the second
kind, J. Comput. Appl. Math. 37 (1991), pp. 237-249.
[22] N.S. Witte, Semi-classical orthogonal polynomial systems on non-uniform lattices, deforma-
tions of the Askey table and analogs of isomonodromy, arXiv:1204.2328v1.
(A. Branquinho) CMUC and Department of Mathematics, University of Coimbra, Apar-
tado 3008, EC Santa Cruz, 3001-501 COIMBRA, Portugal.
E-mail address, A. Branquinho: ajplb@mat.uc.pt
(M.N. Rebocho) Departamento de Matema´tica, Universidade da Beira Interior, 6201-
001 Covilha˜, Portugal; CMUC, University of Coimbra, Apartado 3008, EC Santa Cruz,
3001-501 Coimbra, Portugal.
E-mail address, M.N. Rebocho: mneves@ubi.pt
