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vAbstract
To deliver a reliable communication service over the Internet it is essential
for the network operator to manage the traffic situation in the network. The
traffic situation is controlled by the routing function which determines what
path traffic follows from source to destination. Current practices for setting
routing parameters in IP networks are designed to be simple to manage. This
can lead to congestion in parts of the network while other parts of the network
are far from fully utilized. In this thesis we explore issues related to optimiza-
tion of the routing function to balance load in the network and efficiently de-
liver a reliable communication service to the users. The optimization takes into
account not only the traffic situation under normal operational conditions, but
also traffic situations that appear under a wide variety of circumstances devi-
ating from the nominal case.
In order to balance load in the network knowledge of the traffic situations
is needed. Consequently, in this thesis we investigate methods for efficient
derivation of the traffic situation. The derivation is based on estimation of traf-
fic demands from link load measurements. The advantage of using link load
measurements is that they are easily obtained and consist of a limited amount
of data that need to be processed. We evaluate and demonstrate how estima-
tion based on link counts gives the operator a fast and accurate description of
the traffic demands. For the evaluation we have access to a unique data set of
complete traffic demands from an operational IP backbone.
However, to honor service level agreements at all times the variability of
the traffic needs to be accounted for in the load balancing. In addition, opti-
mization techniques are often sensitive to errors and variations in input data.
Hence, when an optimized routing setting is subjected to real traffic demands
in the network, performance often deviate from what can be anticipated from
the optimization. Thus, we identify and model different traffic uncertainties
and describe how the routing setting can be optimized, not only for a nominal
case, but for a wide range of different traffic situations that might appear in the
network.
Our results can be applied in MPLS enabled networks as well as in net-
works using link state routing protocols such as the widely used OSPF and
IS-IS protocols. Only minor changes may be needed in current networks to
implement our algorithms.
The contributions of this thesis is that we: demonstrate that it is possible to
estimate the traffic matrix with acceptable precision, and we develop methods
and models for common traffic uncertainties to account for these uncertain-
ties in the optimization of the routing configuration. In addition, we identify
important properties in the structure of the traffic to successfully balance un-
certain and varying traffic demands.
Preface
When I started to write this thesis I quickly realized that it would be much longer
than I first anticipated. It is indeed challenging to summarize years of research in
a few pages. An academic thesis should address cutting edge research and is by
definition not easily accessible to an average reader. However, I wanted to give
readers not directly involved in this field a chance to understand the problems
addressed. To this end I have added sections explaining the basics of how data
is transferred over the Internet. Furthermore, I have included a short description
of optimization. With this I want to convey why some optimization problems
that appear straightforward are considered hard to solve, while other optimization
problems that appear to be complicated are surprisingly simple to solve.
I suggest readers of this thesis to be selective in their reading. The content of
some sections are well known to some readers, and can be omitted. Other sections
use concepts known to people with a working knowledge of research in network-
ing or a similar discipline, but might not be understood by someone without this
background. Nevertheless, it is my intention that every reader should be able to
find something fruitful to read in this thesis.
Anders Gunnar
Stockholm, January 2011
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Thesis
1
Chapter 1
Introduction
1.1 Scope and motivation
Originally, the Internet was designed for sharing research results using simple
services such as email and file transfer. However, as the Internet evolved and was
adopted by other sectors of society, new applications began to emerge. Many of
these applications, such as streamed audio or video and voice transfer require a
high degree of support from the network and introduce new service requirements
such as bounded delay and limited packet loss. In addition, commercial interests
have been incorporated into the provisioning of Internet services. Competition
between Internet Service Providers (ISP) makes it important to reduce the cost
of managing the network and to optimize the use of resources in the network.
To manage the traffic situation in an efficient and reliable manner creates many
new challenges for ISPs. New ways to monitor the traffic situation, along with
improved techniques for configuring the routing to better control the traffic load,
are becoming critical for achieving operational goals.
The subject of this thesis is traffic engineering. However, there is no universally
adopted definition of this term. The meaning we give to traffic engineering is the
process of measuring and controlling the traffic in the network to avoid congestion
and to fulfill the service level agreements ISPs make with their customers. This in-
cludes monitoring of the traffic in the network as well as calculation and setting of
routing parameters. Furthermore, congestion control and fair sharing of available
communication resources are instrumental for the control of the traffic situation.
In a long term perspective, traffic engineering also includes strategic planning of
network topology and dimensioning of link capacity.
A key component of traffic engineering is the configuration of the routing func-
tion. In order to find a suitable routing setting, a number of steps needs to be ex-
ecuted; see Figure 1.1. The first step is to collect the necessary information about
the network topology and the current traffic situation. Most traffic engineering
methods need as input a traffic matrix describing the demand between each pair
3
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Data collection    Estimation Optimization
Traffic statistics, 
Topology info.
Traffic matrix Routing settings
Re-routing
Figure 1.1: Traffic engineering
of nodes in the network. Obtaining the traffic matrix in a large IP backbone can
be challenging since necessary measurement functionality is often not deployed
in the network. Instead, the traffic matrix must be estimated from other available
data. The traffic matrix together with network constraints such as network topol-
ogy and link capacities are used as input to the optimization of the routing. The
output from the optimization needs to be translated into parameter values of the
routing protocol in use and distributed to the routers.
Internet traffic is often referred to as a “moving target”meaning that traffic vol-
ume and characteristics constantly change. To handle traffic variations we identify
two approaches. Reactive traffic engineering solutions continuously monitor the
state of the network and adapt the routing to handle changes in the traffic situ-
ation. This approach enables the network to handle unanticipated changes and
to operate at an optimal (or at least favorable) point at all times. However, reac-
tive traffic engineering requires close monitoring of the state of the network which
imposes extra overhead. Hence, it is desirable to avoid frequent reconfigurations
of network parameters to simplify network management. Proactive traffic engi-
neering, on the other hand, aims to find static routing configurations that are able
to cope with a large variety of traffic situations. The operation of the network is
simple and controllable but performance may not be optimal in some situations.
In this thesis we address proactive traffic engineering and develop techniques
for finding static routing configurations that can consistently maintain good net-
work performance despite large traffic variations. We study efficient methods for
estimating the traffic situation and demonstrate how estimation errors can be com-
pensated for in the calculation of efficient routing settings. In addition, we de-
scribe algorithms to calculate routing settings that account not only for the current
traffic situation but for a large number of possible traffic situations that can occur
in the network. We identify sources of traffic uncertainties, develop mathemati-
cal models of the uncertainties and incorporate these models in an optimization
problem. The outcome of the optimization is a routing setting that is able to ab-
sorb large variations in the traffic demands, i.e., a solution that is robust to traffic
variations.
This thesis focuses on the management of the traffic situation within a network
administered by a single organization, i.e., issues related to intradomain routing.
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This assumption simplifies the proposed solutions since a single entity has control
over involved parameters. For this reason we have excluded congestion control in
this thesis since on the Internet this is handled from the end hosts of the connection
which often reside in networks administered by different organizations. We focus
on operational issues related to traffic fluctuations and assume network topology
and link capacities are fixed. Hence, we omit problems related to network dimen-
sioning and component failure.
1.2 Key contributions
This thesis addresses issues related to proactive traffic engineering in large IP
backbone networks. We study efficient methods to determine the traffic situation
as well as methods to optimize the routing function not only for normal opera-
tion, but for a variety of possible traffic situations that might occur in the network.
Our evaluation of the proposed methods is performed on network topologies and
traffic data from operational IP networks.
An important contribution of this thesis is the investigation of traffic matrix
estimation techniques on real data. We evaluate a range of estimation methods
for point-to-point traffic demands on a unique data set of measured traffic ma-
trices. The data set consists of five minute measurements of each point-to-point
traffic demand during a 24 hour period from a commercial Tier-1 IP backbone net-
work. This allows us to do an accurate data analysis on the time-scale of typical
link-load measurements and enables us to make a balanced evaluation of differ-
ent traffic matrix estimation techniques. We explore some novel approaches to
the problem and show that methods which rely on second order moments have
poor performance due to slow convergence of the estimation of the covariances.
The analysis indicates that regularized optimization from link load measurements
gives an accurate estimation of the traffic situation.
Another important contribution is the development of routing optimization
techniques that find proactive routing settings that are robust to the remaining
traffic uncertainties. Although robust and proactive routing have been addressed
before (e.g. [4, 71]), we present new models of traffic uncertainties that arise in
many important networking problems. For instance, we demonstrate how traf-
fic shifts caused by interdomain reroutes can be modeled and accounted for in
the optimization. A particular novelty is the use of ellipsoidal uncertainty mod-
els, that are well tailored to stochastic estimation errors, and the development of
associated robust routing optimization techniques with polynomial time complex-
ity. Furthermore, in a stochastic setting it becomes clear that correlations in traffic
demands play an important role for performance of load balancing under traffic
uncertainty.
The robust optimization techniques result in routing settings that are imple-
mentable in MPLS-enabled networks. However, link state routing protocols are
still widely used for intradomain routing in the Internet. Hence, we also study
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weight setting procedures for link state routing. We show that robust weight set-
tings exist which have performance close to an optimal routing without the con-
straints imposed by link state routing.
1.3 Thesis outline
The rest of the thesis is organized as follows: Chapter 2 gives a short introduction
to the design principles of the Internet and the functionality in the network impor-
tant to this thesis. Chapter 2 also gives a short introduction to the mathematical
optimization techniques relevant to our work. Chapter 3 describes the research ar-
eas addressedwhile relatedwork is presented in Chapter 4. The following chapter
contains a summary of included papers together with a description of the contri-
butions of the author of this thesis. Concluding remarks and future work are de-
scribed in Chapter 6. Finally, the second part of the thesis collects the five papers
that contain the technical contributions.
Chapter 2
Technical and Mathematical
Preliminaries
This chapter introduces some background material for the problems addressed
and the solution approaches presented in this thesis. First we give a short intro-
duction to computer networking and a description of some of the measurement
functionality available for Internet traffic. This chapter also gives a brief descrip-
tion about how routing is performed in the Internet. Finally, we give a short sum-
mary of optimization techniques for problems with continuous and discrete vari-
ables.
2.1 Inter-networking in brief
To connect computers together and have them communicate there must exist a
common language shared among all computers in the network. This shared lan-
guage is specified in protocols that describes how information sent between com-
puters is interpreted and what actions should be taken based on this information.
Data is sent in packets, where a part of the packet (the header) contains proto-
col information and the other (the payload) contains the actual data that should
be communicated. Each packet belonging to a connection between its source and
destination host is routed independently of other packets belonging to the same
connection. This is often referred to as packet switching. In contrast, telephone net-
works traditionally use circuit switching where an explicit path is set up between
source and destination before any information is exchanged. However, modern
telephone networks rely increasingly on packet switching as well.
The language of the Internet is the Internet Protocol (IP). The most important
elements of IP packets are the source and destination address of the packet. Every
computer connected to the Internet has a unique 32-bit IP address. The address
provides a uniform way of identifying hosts in the network. Routers, the entities
that forward the traffic between source and destination, base their routing deci-
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sions on the destination address.
The name Internet is derived from the technical term internetwork: to connect
multiple networks into one. Hence, the Internet is a network of networks, where
a large number of networks, each with a limited number of end-hosts and lim-
ited geographical reach, are connected to provide global connectivity of billions of
devices. These networks are administered by different and often competing orga-
nizations known as Internet Service Providers (ISP). Consequently, the Internet is
partitioned into subnetworks called Autonomous Systems (AS).
The Internet protocol is designed to rely as little as possible on the functional-
ity in the underlying transmission technology to facilitate connection of networks
using different transmission technologies. Instead, most of the complexity needed
for providing a reliable and easy to use communication service is placed at the end
hosts. The computational resources in the end host can deal with the problems in-
troduced with packet switching such as retransmission of lost/delayed data pack-
ets or adjusting the sending rate of the source to remedy congestion in the network.
The design with a primitive core that just forwards data and complex end hosts
that provide the additional functionality required, known as the end-to-end prin-
ciple, is another fundamental difference to the design of telephone network. In
the telephone network, complexity is placed in the network and the end terminals
are kept simple. One argument for placing functionality in the end hosts is that a
computer is equippedwith memory and a CPU that can be programmed to handle
errors in the transmission of data. Traditional telephones lacked this functionality.
Furthermore, a simple core makes the cost of transmitting data over the Internet
small compared to transmission of data over the telephone network.
To simplify design and isolate implementation changes, the Internet has adopted
a layered design. Each layer has a specified interface and is responsible for a com-
munication service. How the interfaces are implemented is hidden to other layers.
As long as the interface is not altered, implementation changes in the layers are
kept isolated inside the layer. These layers are often described as a stack. The In-
ternet protocol stack is called the TCP/IP reference model after its two most well
known protocols. Originally the TCP/IP reference model contained four layers
but has evolved to include the physical layer as a fifth layer.
• Application layer: This layer contains information about the application at
the end host that uses the network to communicate with other applications
at other hosts in the network.
• Transport layer: The transport layer contains most of the complexity that
is needed in order to communicate between two hosts over a connectionless
network. This include congestion control, sequence control, flow control and
resending of lost data.
• Network layer: The main task of the network layer is routing, i.e. forward-
ing traffic towards the destination, and maintaining the necessary informa-
tion to perform this routing.
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• Data link layer: In the data link layer, traffic is sent over a single hop towards
the destination without errors using a noisy channel.
• Physical layer: The physical layer is concernedwith sending bits over a com-
munication channel. Design issues include coding of bitstreams and delim-
iters for data packets.
Application Application
Network Network Network
Data linkData link Data link
Transport Transport
Physical
Source host Destination host
Router
Figure 2.1: An example of how data is transmitted in the Internet
Figure 2.1 shows how data is sent from the source application program to the
destination application. A packet leaving the sender host descends the protocol
stack to the physical layer where it is transmitted to a neighboring router. Upon
reception at an intermediate router the packet is propagated upward to the net-
work layer where the router detects that it is not the destination of the packet. The
destination address in the packet is used as a key in a routing table that keeps
track of what outgoing link the packet should be forwarded on. The procedure
is repeated hop by hop, until the packet reaches the destination where the packet
propagates up to the application on the receiving host. A port and protocol num-
ber is included in the transport header to find the right application on the receiv-
ing host. When data is propagated downward in the protocol stack new headers
are added. Header information in packets received from underlying layers is in-
spected and removed before packets are sent upwards in the protocol stack.
2.2 Measurement functionality for Internet traffic
There are basically two tools for measuring Internet traffic that are widely de-
ployed in routers today. The most advanced is Cisco’s flow measurement func-
tionality Netflow (other router vendors offer similar functionality in their routers).
Originally, Netflow was a pure flow measurement tool where flows are identified
by source and destination addresses, protocol and port numbers. However for a
backbone router, the number of flows in the flow table quickly grows to unman-
ageable proportions. Sampling is often used to reduce the computational burden.
With sampling only a small fraction of the packets are selected for flow analysis.
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Nevertheless, even with sampling the amount of data collected can be substantial,
in particular if Netflow is enabled on every router in the network. Often the flow
information needs to be processed with other information in order to derive the
desired information about the traffic (e.g. [19]). With the introduction of version 9
of Netflow [50] it has become possible to use a much wider set of criteria for the
definition of flows and much of the post-processing of flow measurements is no
longer needed.
A more light-weight measurement functionality is link-counts provided by
Simple Network Management Protocol (SNMP). The link-counts count the num-
ber of bytes sent on an outgoing interface in a router during a specified measure-
ment period (often 5-15 minutes). Since there is one counter per link in the net-
work the measurement information that needs to be sent over the network to the
management station is much smaller than with Netflowmeasurements. However,
since the information is aggregated at a much higher level than with flow mea-
surements, the desired information about the traffic often has to estimated from
the link-counts.
2.3 Internet routing
In order to be able to forward packets towards every destination host, routers
need to maintain a large routing state. This is kept in the form of a routing ta-
ble which contains network prefixes representing addresses to different networks
together with a pointer to the interface that is used to forward packets to that des-
tination. The use of prefixes enables aggregation of multiple addresses into one
prefix leading to a large reduction of the routing state which needs to be main-
tained in routers. When a packet arrives at a router, the destination address in
the packet is used as a key to find the longest prefix match in the routing table.
The packet is forwarded on the interface associated with the matched prefix. The
state in the routing table is maintained by the routing system. Since the Internet
is partitioned into ASes, the routing is divided between intradomain routing inside
an AS and interdomain routing between ASes.
Intradomain routing
The routing within an AS is managed by an Interior Gateway Protocol (IGP). Typi-
cally, the IGP is a link state routing protocol such as Intermediate System Interme-
diate System (IS-IS) or Open Shortest Path First (OSPF). Associated with each link
is a weight reflecting the cost of sending traffic over the link. Routers announce
topology information about which other routers they connect to in Link State Ad-
vertisements (LSA) and the weights of the associated links. LSAs are flooded in
the network to allow each router to collect information about network topology
and build a map of the network. The least cost path (shortest path in the given
link metric) to each destination router in the network can be calculated using, e.g.,
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Dijkstra’s algorithm (cf. [33]). Figure 2.2 illustrates how paths are selected in link-
state routing. The path from router A to C is A→E→D→C since this is the shortest
path in the given link weights. In case of a router or link failure each router is
Figure 2.2: A small five node example network with link weights
able to calculate new routes using the link weights independently of other routers.
Because of the shortest path principle the routing will be consistent and does not
contain loops. In this thesis we refer to this type of routing as Shortest Path First
(SPF) routing. A variant of shortest path routing is Equal Cost Multi-Path (ECMP).
In ECMP traffic is split evenly over multiple paths with the same cost to destina-
tion. This technique offers a simple but bluntmethod to balance load overmultiple
paths. More details can be found in, e.g. [44].
Forwarding in SPF routing is based on the destination address only. All traffic
from routers on the path from source to destination must follow the same path to
the destination. This limits the possible routing paths that can be realizedwith SPF
routing. However, more fine grained forwarding can be implemented with Multi
Protocol Label Switching (MPLS). With MPLS Label Switch Paths (LSP) are set up
between an ingress and egress node pair. The ingress router selects a label for an
incoming packet based on some criterion such as destination, source/destination
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or traffic class. Packets following the same path are grouped in an Forwarding
Equivalence Class (FEC). The packet is forwarded along the path based on the la-
bel until the packet reaches the egress router of the LSPwhere the label is removed.
Since MPLS allows traffic to be forwarded arbitrarily in the network MPLS has
loose restrictions on how paths are calculated. A commonly used approach is to
use Constrained Shortest Path First (CSPF). In CSPF links in the network that do
not meet a given criterion are removed from the routing calculations. The shortest
paths are then calculated in the same manner as in Shortest Path Routing. More
sophisticated routing can also be used in conjunction with MPLS. One powerful
methodology for computing label-switched paths with certain optimality guaran-
tees is to use Multi Commodity Network Flow (MCNF) optimization [3, 53]. The
advantage with MCNF is that the resulting routing setting is optimal for a given
objective but is more difficult to implement since traffic is often split betweenmore
than one MPLS path between ingress and egress routers.
Interdomain routing
To provide global connectivity, intradomain routing, operating within ASes, needs
to be complemented by interdomain routing for connecting ASes and exchanges
routing information. The current Interdomain routing protocol is called Border
Gateway Protocol version 4 (BGP4) [26]. Usually ASes apply policies to the re-
ceived routing informationwhich reflect the business relation it haswith the neigh-
boring ASes. Business relations can be classified into customer, peer or provider. A
customer AS pays a provider AS for connectivity to the rest of the Internet. How-
ever, ASes that exchange large amounts of traffic sometimes set up peering links
to exchange traffic that originates in one AS and is destined to a network in the
peering AS or one of its customer ASes. Today there is only a small group of ISPs
that are not a customer of another ISP. This group of ISPs, known as Tier-1 opera-
tors, peer with each other to obtain connectivity to the entire Internet. Figure 2.3
demonstrates different relationships between ISPs. At the top level in the picture
are the Tier-1 ISPs that all peer with each other to gain connectivity information
to the entire Internet. The second tier of operators (Tier-2) buy connectivity from
Tier-1 operators but also sell connectivity to the entire Internet to other ISPs (Tier-
3). Both Tier-2 and Tier-3 sometimes peer with each other to exchange traffic to
reduce costs for traffic exchanged with provider ISPs. Furthermore, for resilience
many ISPs buy connectivity from more than one provider. This is often called
multi-homing. Multi-homing has implications on performance of the routing sys-
tem. For instance, aggregation of network prefixes is aggravated leading to an
increase of routing state. The BGP protocol is a path vector protocol where an
AS announces to its neighboring ASes which networks it has a route to. In order
to avoid routing loops the path of ASes of the prefix is included in the routing
messages.
Due to multi-homing, routes to the same prefix are often available at multiple
locations in an operators network. When anAS hasmore than one route to a prefix,
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Figure 2.3: Business relations between ISPs and their implications on the paths
taken by the traffic. Traffic on the shorter path use a peering link between two
Tier-2 operators. Traffic on the longer path, on the other hand, has to propagate up
to Tier-1 to reach the destination since peering ISPs do not transit traffic between
peers
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BGP has to select one route from the set of available routes as the preferred route.
This is performed according to a decision process. The first step is to determine
if there is a route to the egress point of the AS. Next BGP examines a number
of BGP specific attributes. If BGP still is unable to select one route, the shortest
distance according to IGP is considered. This is sometimes referred to as hot-potato
routing [65]. Figure 2.4 illustrates this. Fluctuations in the routing caused by hot-
potato routing are known to cause large traffic shifts in the network [63]. The final
step is to use a vendor-specific tie-breaking. A detailed description of BGP4 can
be found in [26].
Figure 2.4: The network prefix 192.168.0.0/24 is announced by router B and C.
Router A selects the route announced by router C since it is closest to A
2.4 Mathematical optimization techniques
Making the best possible use of available resources is essential for any engineer-
ing system. However, to optimize parameter settings has different meaning for
different applications. For instance, a web server could be optimized for certain
web-browsers, meaning that its performance has been tuned to provide the best
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possible experience for those browsers. In this thesis we use optimization in the
context ofmathematical optimization. A set of decision variables collected in a vector
x = [x1, x2, ..., xn]
T is found such that a cost function is minimized/maximized
under a set of constraints. The constraints express limitations in available re-
sources or properties that must be present in the solution of the problem. The
problem is formulated as follows:
minimize f0(x)
subject to fi(x) ≤ bi, i = 1...m. (2.1)
Depending on the application, the decision variables in the vector x can either be
continuous or only be allowed to take discrete values. Furthermore, the nature of
the cost function and the constraints may or may not allow for efficient methods
for finding an optimal solution. In the next sub-section we describe optimization
problems in continuous variables followed by a brief introduction to optimiza-
tion with discrete variables. The intention is to give the reader intuition about
optimization and why some classes of optimization problems are tractable while
other problems are more difficult to solve. Propositions are given without proof.
Interested readers may confer references given in the text for further details.
Optimization in continuous variables
In general finding the optimal solution to Problem (2.1) is computationally in-
tractable. However, for a class of optimization problems called convex problems
there exist fast and accurate algorithms for solving large problems with tens of
thousands or in some cases problems with hundreds of thousands of variables.
For many applications the set of feasible points determined from constraints
form a convex set. A set S is said to be convex if every point in the line segment
between two arbitrary points x, y ∈ S belongs to S. This is illustrated in Figure 2.5
where the set to the left is a convex set and the set to the right is a non-convex set.
Related to convex sets are convex functions. A functions f : Rn → R is said to be
convex on a convex set S ∈ Rn if the following condition holds for every x, y ∈ S
f(θx+ (1− θ)y) ≤ θf(x) + (1 + θ)f(y) (2.2)
for every 0 ≤ θ ≤ 1. Similarly, a function f : Rn → R is said to be concave on a
convex set S if
f(θx+ (1− θ)y) ≥ θf(x) + (1 + θ)f(y) (2.3)
for x, y ∈ S and every 0 ≤ θ ≤ 1. Geometrically, these definitions mean that a
line segment between the points x and y is either above the function f for convex
functions or below f for concave functions. This is illustrated in Figure 2.6. It
can easily be shown that if f is convex then −f is concave and conversely, if f is
concave then −f is convex.
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Figure 2.5: Examples of convex and non-convex sets
Convex function Concave function
Figure 2.6: Examples of convex (left) and concave (right) functions
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Using convex sets and convex functions we are ready to formulate a convex
optimization problem as follows
minimize f0(x)
subject to fi(x) ≤ 0, i = 1, ...,m
aTi x = bi, i = 1, ...., p,
(2.4)
where the functions fi, i = 0, ...,m are all convex functions. Note that the equal-
ity constraints are linear since these are the only equality constraints that yield a
convex solution set.
The advantage that convexity brings to optimization is that a local minimum
is also a global minimum. Hence, efficient search methods can readily be derived
to find optimal solutions in polynomial time. Once a local minimum is found the
search stops since this is also a global minimum.
Linear programming (LP), a sub-class of convex optimization problems has
been studied since the 1940’s. However, the theory for nonlinear problems made
rapid progress in the 1980’s and 1990’s after publication of Karmarkar’s ground-
breaking paper [32]. Although, the theory has matured during recent years, many
aspects of convex optimization are still open for active research. More details on
the subject can be found in e.g. [7, 43, 45].
Optimization in discrete variables
Many applications only admit some decision variables to take values at discrete
levels, typically integer values. These kind of problems are called Integer Pro-
gramming (IP) problems when all decision variables are integer or Mixed Integer
Programming (MIP) problems if a subset of the variables have integer restrictions.
For example, consider the following single-link dimensioning problem. Assume
that a demand of d Gbps should be served at the minimum cost. Three different
link layer technologies are available represented by xi, providing rate ri at an in-
vestment cost of ci. The problem of finding the most cost-effective investment that
satisfies the demand can be written as
minimize c1x1 + c2x2 + c3x3
subject to r1x1 + r2x2 + r3x3 ≤ d
xi ∈ {0, 1}.
(2.5)
Problems like this appear in network dimensioning, where the decision is both
over the routing of the demand across the network as well as the investment deci-
sions for all links.
One nice feature of the integer programming framework is that one can in-
clude additional logical constraints. Say, for example that technologies 1 and 2 are
mutually exclusive. Then we impose the additional constraint that
x1 + x2 ≤ 1.
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Figure 2.7: Example of an enumeration tree for three binary variables
The simplest way to solve a MIP problem is to enumerate all combinations of the
variables, check which combinations satisfy the constraints and calculate the ob-
jective. This enumeration is readily represented as a tree where each possible com-
bination of the binary variables are represented by the leafs of the tree. Figure 2.7
depicts an enumeration tree for a problem with three binary variables x1, x2 and
x3. However, the number of combinations grows exponentially and the computa-
tional burden quickly becomes prohibitive.
To avoid enumeration of all possibilities, branch-and-bound techniques pro-
ceed as follows: we start at the root of the enumeration tree by relaxing the binary
restriction of the variables to allow them to take any value in the interval [0, 1]. The
solution can be used as a lower bound on the optimal solution since the relaxed
problem will always give a better solution than the original restricted problem.
In addition to the relaxed problem there exists other ways to obtain a bound for
the problem, e.g., Lagrangian relaxation of some of the constraints. If the bound
is higher than the best bound previously examined then the node is closed from
further expansion. We say that the node is bounded. Otherwise, more variables
are set to zero and one to expand new children nodes which are examined. The
quality of this approach depends on the bounds. To increase the quality of branch
and bound, new constraints can be added to the relaxed problem to cut off parts of
the solution space with suboptimal solutions. This however, increases the compu-
tational burden since the best bound needs to recalculated for each new constraint.
Furthermore, performance is dependent on the order nodes in the search tree are
examined. There are no standard methods that give acceptable performance for
all problems. Instead intuition and previous experience from similar problems
must be used to increase performance. In general MIPs are considered to be hard
and only problems of moderate size (a few hundred variables) can be solved to
optimality.
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To solve large problems with discrete variables one often has to resort to a
search heuristic. Search heuristics start from a valid solution and generate a se-
quence of new solutions that are evaluated based around the currently best es-
timate. If the new solution is better than the previous the new solution is used
and the procedure is repeated until a stopping criterion is satisfied. To avoid the
search getting caught in a local minimum worse solution are sometimes accepted.
There are a number of well known search heuristics available including simulated
annealing, tabu search and genetic algorithms to mention a few. Search heuristic
give no guarantees for optimality of the solution but inmany applications produce
solutions with satisfactory performance.
More details on solution methods for optimization problemswith discrete vari-
ables can be found in [43, 73]. A survey of different methods, including search
heuristics, in connection to optimization in telecommunication can also be found
in [53].
Chapter 3
Problem Areas
This chapter describes the problems addressed in this thesis. The text is intended
to help the reader build intuition about the problems and solutions presented in
the included papers. Details can be found in the papers in Part II of the thesis. We
begin with basic modeling and notation for routing and traffic followed by some
observations on Internet traffic characteristics.
3.1 Modeling networks and traffic
Representation of network traffic and topology
We represent the network topology with a graph where nodes represent routers,
or groups of routers located in close proximity of each other, and edges represent
communication links. The grouping of routers into a single node is motivated by
the way that ISPs often organize their networks. ISPs typically group a number of
routers in a point-of-presence (PoP) where customers connect their networks with
the ISP network [47]. Typically, customer networks connect to an access router.
The access router is connected to a high capacity backbone router within the PoP.
For resilience, usually there is more than one backbone router in a PoP and the
backbone routers are fully meshed within the PoP as shown in Figure 3.1. In ad-
dition, backbone routers are connected to other PoPs, usually in other cities, with
high capacity links. Typically, ISPs have less than one hundred PoPs in their net-
works [59]. At a more detailed level the network can be studied at the router level.
Then the size of the network grows since at this level the network may contain
hundreds or even thousands of routers.
We letN be the set of nodes in the topology graph andE be the set of edges/links.
To each link we associate a number cl which describes the transmission capacity
in bits/second of the link. The set of incoming and outgoing links from a node n
is denoted I(n) and O(n), respectively.
A network with |N | nodes has P = |N |(|N | − 1) pair of distinct nodes that
may communicate with each other. The aggregate communication rate between
21
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Backbone
routers
Connections to other PoPs
Access 
Routers
Figure 3.1: Example PoP with four fully meshed backbone routers and two access
routers
any pair (s, d) of nodes is called the point-to-point demand between the nodes and is
denoted by ssd. The matrix S = [ssd] is called the traffic matrix. In many cases it is
more convenient to represent the traffic matrix in vector form by enumerating all
source-destination pairs, letting sp denote the point-to-point demand of node pair
p, and introducing s = [sp] to be the vector of demands for all source-destination
pairs. We will use o(p) and d(p) to represent the origin and destination of source-
destination pair p, respectively. The focus in this thesis is on PoP-to-PoP analysis of
traffic. Although traffic can also be studied on the more detailed router-to-router
level, or even link-to-link level [19], we will not consider such possibilities in this
thesis.
Modeling routing
In its basic variation, SPF routes each source-destination flow on a single path as
explained in Section 2.3. MPLS on the other hand, allows to define an arbitrary
number of tunnels, each with a separate path, for each source-destination pair.
When modeling how traffic flows in the network, it is convenient to represent
traffic volumes in terms of a traffic matrix. In SPF, the total traffic on link l is given
by
tl =
∑
p
ρlpsp
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where ρlp is an indicator variable, taking the value 1 if traffic flow p is routed across
link l and 0 otherwise. Letting rl = [ρlp] ∈ RP we can re-write this as
tl = r
T
l s
and write the vector of traffic across links t = [tl] as
t = Rs. (3.1)
Here, R ∈ R|E|×P is the routing matrix, whose columns indicate the links used to
route traffic on a specific path.
For MPLS routing, and also for SPF with ECMP extension, traffic is balanced
among multiple paths. We denote Πp the set of paths between source destination
pair p. Furthermore, we let αpip represent the fraction of sp sent over path π. All
traffic is assigned to some path, i.e.∑
pi∈Πp
αpip = 1.
This representation is readily linked with the routing matrix R by calculating
rlp =
∑
pi∈Πp
ρlpiαpip (3.2)
for each element in the matrix. The indicator variable ρlpi takes value one if link
l is part of path π, and zero otherwise. By collecting the fractions connected to
the source-destination pair p in a vector αp ∈ R|Πp| we define the block diagonal
matrix
A =


α1 0 · · · 0
0 α2 · · · 0
...
. . .
...
0 · · · · · · αp


with
∑ |Πp| rows and P columns. We let the matrix Π ∈ R|E| × R∑ |Πp| be an
indicator matrix with elements [Π]lpi = ρlpi . Using this notation the routing matrix
is related to the path notation by
R = ΠA.
For MPLS routing, αpip is in general a real number and rlp is the fraction of source-
destination traffic demand p routed over link l. With SPF routing on the other
hand, αpip ∈ {0, 1} and each column of the routing matrix has ones on the entries
corresponding to the links in the single path between source and destination, and
zeros on all other entries. Hence, for SPF routing we have R = Π, but for MPLS
based routing these two matrices are in general different.
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Traffic characteristics
Internet traffic has a rich variety of characteristics depending on location in the
network and at what time scale the traffic is observed. For instance, Wide area net-
work and Web traffic have been shown to possess self-similar properties ( cf. [13,
51] ). Basically, self-similarity means that traffic behavior is independent of the
time scale the traffic is observed. If the traffic is bursty on the millisecond level
it is bursty at the second level etc. However, for a network operator it is desir-
able to keep the routing stable in order to avoid oscillatory behavior of the traffic,
minimize routing signaling and avoid instability in the routing system. Traffic
engineering is preferably performed for a stable traffic situation.
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Figure 3.2: Total traffic sent in a large IP backbone for a seven day period (traffic
normalized). Busy periods are illustrated with rings. Average value of all traffic is
illustrated with a dashed line
Figure 3.2 shows total traffic in a large backbone during one week. A clear
diurnal pattern appears in the plot but there also seems to be random fluctuations
in the traffic. The randomness in traffic is different depending on the level of
aggregation of the traffic. Traffic in a Tier-1 network usually displays a lower level
of randomness than traffic in a local area network because of the higher level of
aggregation in a Tier-1 network.
Classical traffic engineering methods use a single traffic matrix as input, but
as we can observe in Figure 3.2 it is not obvious how to select this single traffic
matrix. Using the average value of the traffic demands as shown in Figure 3.2 will
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potentially lead to overload for long periods of time. Alternatively, by identifying
a busy period where traffic reaches its peak also face some difficulties. This will
over-dimension the network since load is much lower for large periods of time.
In addition, the busy hour demands might change over time. For instance, if we
study a specific traffic demand as illustrated in Figure 3.3. The figure shows traffic
intensity for a large source-destination demand in an IP backbone network during
a three week period. The first two weeks the flow follows a stable diurnal pattern
with regularly occurring peak values. However, at the beginning of the third week
the flow suddenly becomes three times larger than before. This kind of disruptive
behavior may cause overload but is not necessarily observable in the aggregated
busy period of the network.
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Figure 3.3: Sending rate for a large source-destination traffic demand during a
three week period in a large IP backbone network
Deterministic traffic models
One of the simplest traffic models is the generalized gravity model [56, 76]. The
model assumes that the traffic exchanged between nodes s and d is proportional
to the total amount of traffic sent by s and total traffic received by d. The name
gravity model refers to the fact that large senders and receivers are assumed to
exchange large amounts of traffic similar to Newtons theory of gravitation where
bodies of large mass exert a strong gravitational attraction on each other. We de-
note te(s) the total amount of traffic injected in the network by source s and tx(d)
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the total amount of traffic received by destination d. In this notation, according to
the gravity model the traffic between s and d is
sˆ
(p)
sd = Cte(s)tx(d) (3.3)
where C is a normalization constant to make the sum of the traffic demands from
the model consistent with the total measured traffic in the network. Point-to-point
traffic demands obtained from the gravity model are denoted sˆsd to indicate that it
is an estimate of the true traffic demand and need not even be consistent with link
load measurements obtained from SNMP. The estimate is rather crude since the
gravity assumption tends to make the distribution of traffic uniform as indicated
in the plot to the left in Figure 3.4. By comparing the two plots in Figure 3.4 where
estimated and real traffic demands for the same network are shown we observe
that the gravity estimate is not very accurate. To improve accuracy, information
on business relations such as provider, customer and peering agreements can be
added to the model [76].
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Figure 3.4: Spatial distribution of estimated traffic demands for gravity estima-
tion (left) and real traffic demands (right) from a large IP backbone. Source nodes
sorted in descending order for real traffic demands
Related to the gravity model is the fanout model [41, 42]. The fanout model
can be seen as a probability distribution describing the probability that a packet
injected in the network at s is destined to d. The fanout factors are expressed as
ssd = αsdte(s)
∑
d
αsd = 1 (3.4)
determining the fraction of traffic injected at s destined to d. Note, that if the
normalization constant C in (3.3) is set to
C =
tx(d)∑
d tx(d)
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the fanout model becomes identical to the gravity model.
These models are in general not very accurate to quantify the traffic demands.
However, since the models are not based on link load measurements the gravity
and the fanout models provide useful information as a prior guess of the traffic
demands to estimation based on link load measurements. Section 3.2 describes
the general ideas of point-to-point traffic demand estimation based on link load
measurements. Paper A in this thesis presents details and evaluation of the esti-
mation.
Stochastic traffic models
To capture the variability of the traffic during busy periods (or around the diurnal
trend), it is natural to explore statistical models. Traffic demands are assumed to
follow a given probability distribution, and parameters of the distribution such as
mean and variance are adjusted to match the real data.
One of the simplest models is to assume that traffic demands follow a Poisson
distribution, i.e., it is assumed that
sp ∼ Poisson(λp). (3.5)
This model was suggested by Vardi [67] for point-to-point traffic demands. The
estimation of the intensity λp from data is simplified by the fact that the mean and
variance of the Poission distribution coincide. Although this distribution is widely
used for e.g. telephone traffic it has been shown in a number of studies that traffic
in the Internet is in general not Poissonian (cf. [25, 30, 51]).
Another tractable model is to assume that demands follow a normal (or Gaus-
sian) distribution
s ∼ N (λ,Σ) . (3.6)
Here, λ is the vector of average traffic rates for the point-to-point demands while
Σ is the corresponding covariance matrix. In the traffic estimation literature, it is
often assumed that the mean and covariance are related by a scaling law (e.g. [8]),
Σ = φdiag(λc) (3.7)
where diag(λ) denotes a diagonal matrix whose value on the kth diagonal coin-
cides with the kth component of the vector λ, and λc denotes that the elements of λ
are raised to the cth power.The scaling law assumption makes the traffic demands
statistically identifiable, but the associated estimation techniques are computation-
ally more demanding than those for the Poisson assumption.
In Figure 3.5 we have plotted the relationship between mean and variance in
logarithmic scale for traffic demands in a large IP network. The plot demonstrates
a strong relationship between mean and variance of traffic demands and that the
scaling law is a reasonable assumption. Furthermore, studies have shown that
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Figure 3.5: Relation between mean and variance of source destination traffic de-
mands in an operational IP network measured every 15 minutes during a three
week period
the Gaussian model formulated in (3.7) captures the behavioral of backbone traffic
with good accuracy [25, 30].
Papers A and D in this thesis use statistical models for point-to-point traffic
demands and study validity and implications of these assumptions.
Robust traffic models
As we have seen, it is often difficult to find a single traffic matrix that represents
the traffic over time. This is especially true when large traffic shifts tend to occur.
In these cases, it is more suitable to use multiple scenarios, or a worst-case model
of traffic that does not specify a single traffic matrix but a full set of matrices to
which the true traffic situation is guaranteed to belong.
Figure 3.6 represents one class of worst-case traffic models. Here, a set S is
formed as the convex hull of a number of traffic scenarios. These traffic scenarios,
which could for example be a time-series of measured traffic matrices, form the
vertexes (extreme points) of the set. Formally, the set S is described as
S = {s =
V∑
v=1
θ(v)s(v) | θ(v) ≥ 0,
V∑
v=1
θ(v) = 1} (3.8)
where V is the number of extreme points. This is an efficient representation of a
large set of traffic situations since all traffic scenarios inside S are accounted for
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Figure 3.6: Convex hull of seven extreme points
and not only the extreme points. In many cases the traffic is not given as a set of
extreme points but as a solution set of a number of intersecting half-spaces
S = {s | aTi s ≤ bi, i = 1, . . . ,m} . (3.9)
In principle it is possible to calculate the extreme points of the polytope in (3.9)
to derive the representation of (3.8). However, this is computationally demanding
since the number of extreme-points grows exponentially with the dimension of
the data set. Papers C and D discuss different traffic uncertainties occurring in IP
networks that can be described by polyhedrons.
In some cases it is more natural to represent the traffic scenarios by an ellip-
soidal model. An ellipsoid can be described by
S = {s | (s− λ)TM−1(s− λ) ≤ 1} (3.10)
where M is a positive definite matrix. For instance, by using the concept of like-
lihood regions it is possible to quantify the most likely outcomes of a probability
distribution. In particular, when traffic demands are assumed to follow the Gaus-
sian distribution (3.6) the likelihood regions assume the shape of ellipsoids
Sα = {s | (s− λ)TΣ−1(s− λ) ≤ α2}.
If s are samples from (3.6) it can be shown that the quantity
α2 = (s− λ)TΣ−1(s− λ)
follows the Chi-square distribution with P degrees of freedom. Thus, by setting
α2 = χ2(1 − γ, P ), i.e., the upper (100γ)%-point of the Chi-square distribution
with P degrees of freedom we are able to form an (100γ)% confidence region for
s. More details on confidence regions can be found in [11]. Details on ellipsoidal
traffic models can be found in Paper D.
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3.2 Traffic measurements and estimation
An estimate of the traffic situation is a prerequisite for optimizing the routing func-
tion. However, deriving point-to-point traffic demands in a large IP backbone can
be a challenging task. One option is to use Cisco’s flow measurement facility Net-
flow to collect flow records on each router. However, since the Internet is a con-
nection less network the flow records need to be processed together with routing
information data to derive the point-to-point traffic demands. For this purpose
the flow records are sent to a central processing station, see Feldmann et al. [19]
for details. The amount of state in terms of flow records and computational bur-
den connected to measurements and processing with routing data make operators
reluctant to use this method in large scale on a regular basis.
An alternative is to estimate the traffic matrix from link load measurements
obtained from Simple Network Management Protocol (SNMP). However, since
point-to-point traffic demands are not directly available from link loads we need
to establish a connection between the measured link loads and the unknown traf-
fic demands. The connection is the routing configuration encoded in the routing
matrix R and the link-load relation t = Rs as described in Section 3.1.
The traffic matrix estimation problem is simply the one of estimating the non-
negative vector s based on the relation t = Rs and knowledge about R and t. The
challenge in this problem comes from the fact that this system of equations tends
to be highly underdetermined: there are typically many more source-destination
pairs (O(|N |2)) than links in a network (O(|N |)), and (3.1) has many more un-
knowns than equations. The traffic demands are uniquely determined in rare in-
stances only. One such example is when the network is fully meshed and traffic
is routed on the single-hop path connecting the communicating node pair. In gen-
eral, however, networks are far from fully meshed. Since the number of links tends
to grow linearly while the number of node pairs grows quadratically, the traffic es-
timation problem becomes evenmore under-constrained as the size of the network
grows.
Figure 3.7: A simple network with three nodes and three traffic demands
Figure 3.7 illustrates the difficulties in the traffic matrix estimation problem
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with a simple example. The figure shows a small network with three nodes and
three source-destination traffic demands. From the picture it is clear that looking
at the link loads alone, it is impossible to observe an increase in sAC if sAB and sBC
decrease at the same time. For the example, the link load equation (3.1) becomes
(
1 1 0
0 1 1
) sABsAC
sBC

 = ( tAB
tBC
)
.
The rows in the routing matrix describe the flows routed across link (A,B) and link
(B,C), respectively. The columns represent the paths πAB , πAC and πBC . The rank
of the routing matrix is less than the number of unknown traffic demands and the
null space of the matrix is spanned by the vector (1,−1, 1)T .
To make the estimation problem well-posed, more information about the traf-
fic must be added. This can be a prior guess s(p) of the traffic situation, or a model
of the traffic (e.g. that the traffic matrix is a sample from a given probability distri-
bution). One could then try to find the traffic matrix closest to the prior guess that
explains the observed link loads as illustrated in Figure 3.8. This can be formulated
as the optimization problem
minimize D(sˆ, s(p))
subject to Rsˆ = t
sˆ  0
(3.11)
where sˆ denotes an estimate of s and D(sˆ, s(p)) the distance (in an appropriate
measure) between sˆ and s(p).
In many cases, however, it makes sense to sacrifice some accuracy in explaining
the link loads in order to have a better match with the prior guess. One then solves
the problem
minimize D(sˆ, s(p)) + ǫ‖Rsˆ− t‖
subject to sˆ  0 (3.12)
This formulation is sometimes referred to as regularization (cf. [7]). The non-negative
weight ǫ is called the regularization parameter, and allows to emphasize good re-
construction of the observed link loads or good accordance with the prior guess.
One advantage with this approach is that it allows for inconsistent values in the
vector of observed link loads. Inconsistent measurements do occur in practice, for
example when some of the measurement data is lost during transmission or when
different measurement points are poorly synchronized.
For this formulation, the traffic matrix estimation problem now breaks down
to picking the prior guess s(p), the appropriate distance measure D(·, ·), and the
regularization parameter ǫ. Many traffic matrix estimation algorithms can be seen
as variations of the basic regularization approaches. This includes the celebrated
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Solution space {s | Rs=t}
Estimation error
s
s^ 
s(p)
,s)^D(s(p)
Figure 3.8: The relation between prior guess and estimated traffic demands and
real traffic demands
tomogravity approach [77] where the gravity model is used to determine the prior
and the Kullback-Leibler divergence is used as distance measure. Also the estima-
tion procedure due to Vardi [67] is related. Paper A details these links.
Even if the traffic demands are fluctuating over time it is sometimes assumed
that that the fanout factors (3.4) remain constant. From this assumption it is possi-
ble to deduce a slightly different approach to the estimation of the traffic demands.
Given a time series of K link load measurements the link load equation (3.1) as-
sume the form
RS[k]α = t[k], k = 1, . . . ,K,
where S[k] is a diagonal scaling matrix such that s[k] = S[k]α[k]. Although R does
not have full rank, as K grows the system of equations quickly become overde-
termined. The fanout factors can be found by solving the quadratic (and hence
convex) optimization problem
minimize
∑K
k=1 ‖RS[k]α− t[k]‖22
subject to
∑N
d=1 αsd = 1, s = 1, . . . , |N |.
Figure 3.9 shows fluctuations of the four largest outgoing point-to-point traffic de-
mands from the four largest sender nodes in a large IP backbone during a seven
day period. Figure 3.10 shows their corresponding fanout factors. We observe that
even though fanout factors display a smaller amount of variability than their cor-
responding traffic demands. For many demands the variability is still substantial
making estimation based on stability of fanout factors difficult.
In Paper A in this thesis we evaluate a wide selection of regularized methods
as well as estimation based on fanout factors. For the evaluation we have access to
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Figure 3.9: The four largest outgoing traffic demands from the four largest sources
in a large IP backbone
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Figure 3.10: The associated fanout factors for the four largest sources in a large IP
backbone
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a unique data set of complete traffic matrices from an operational Tier-1 IP back-
bone. Furthermore, applications of estimated trafficmatrices are studied in Papers
B and C.
3.3 Proactive traffic engineering
Most methods for optimizing routing settings assume that the traffic matrix is
given. However, as we have seen in Section 3.1, it can be hard to determine which
conditions to optimize routing for, and it can also be hard to estimate the traffic
matrix at a given point in time based on available data. Thus, the traffic matrix
that we give as input to the optimization routine is almost certainly different than
the actual traffic situation. Since most optimization techniques are sensitive to
variations in input data, and suffer from severe performance degradations when
this data is inaccurate, it is important to look for techniques that are robust to typ-
ical modeling errors and traffic shifts.
In general terms, a system can be said to be robust if it is able to gracefully han-
dle variations from normal operating conditions. In a networking context this en-
tails the ability to sustain acceptable performance despite foreseeable traffic varia-
tions and component failures. To realize this, we have identified two approaches
in Section 1.1. However, our focus is on proactive traffic engineering. Since the
Internet is a network of networks it is often difficult to accurately predict the out-
come of a change in the routing system in one network. A change can lead to
unanticipated changes in traffic patterns in the network where the changes take
place as well as in adjacent networks. Hence, network operators are reluctant to
change the routing configuration too often. Thus, a proactive approach is better
in-line with current practice in network management.
Performance metrics for traffic engineering
To optimize the routing setting, we also need a performance measure with which
we canmeasure and compare different settings. Delay is used by e.g. Gallager [24]
as performance metric for a distributed algorithm to minimize the sum of delay
on the links in the network. Fortz and Thorup [21] use a piecewise linear cost
function which attempts to resemble the delay on a link. Here the cost is low until
utilization approaches full link utilizationwhere the cost increases rapidly as delay
increases when packets are queued before being sent on the link. In this thesis,
we primarily use maximum link utilization as performance metric. Formally, the
maximum link utilization is defined as follows
umax = max
l∈E
{c−1rTl s} (3.13)
and the performance objective is to minimize umax. This performance metric is
widely used in the research literature and it is easy to comprehend and analyze.
However, it also has some drawbacks. For instance, it focuses only on the most
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loaded links, and decreasing the traffic on the most loaded link, traffic is typi-
cally rerouted along alternative, often longer, paths that increase the total delay
for many flows. One way to alleviate such effects is to also include a small penalty
on delay. However, for sake of clarity, we will omit such considerations in this
thesis.
Proactive traffic engineering for MPLS networks
When routing is not confined to single paths, routing optimization is typically
performed using network flow optimization techniques. There are many formu-
lations of the basic network flow problem (see, e.g. [53]) but the following linear
programming formulation will be useful in our work
minimize umax
subject to rTl s ≤ clumax ∀l ∈ E
Apr = bp ∀p ∈ P
rlp ≥ 0 ∀l ∈ E, p ∈ P.
(3.14)
The first set of inequalities bound the maximum link utilization. The second set of
constraints describe flow-conservation at each node such that
∑
l∈O(n)
rlp −
∑
l∈I(n)
rlp =


1 if n = o(p)
−1 if n = d(p)
0 otherwise.
That is, traffic is required to follow a physical path from source to destination. The
vector of optimization variables
r =
(
rT1 , r
T
2 , . . . r
T
|E|
)T
define the routing matrix R. We will shortly see that this formulation is readily
extended to a robust setting. The formulation above is similar to the well known
node-link formulation where optimization variables describe the amount of source
destination traffic demands routed over each link (cf. [53]). A drawback with this
formulation (and node-link), is that the number of variables quickly becomes in-
tractable since there are P variables for each link in the network. A more compact
representation can be derived from a link-path formulation [53]. In this setting, the
optimization problem becomes
minimize umax
subject to
∑
p
∑
pi∈Πp
ρlpiαpipsp ≤ clumax ∀l ∈ E∑
pi∈Πp
αpip = 1, αpip ≥ 0.
(3.15)
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The optimization variables αpip determine the fraction of source destination traffic
demand sp routed on path π. The first set of constraints are link load constraints
and the second set of constraints state that all traffic needs to be routed on some
path. To find an optimal solution to (3.15) we need to consider every possible
path in the network. This would be computationally demanding and create an
intractable number of variables. However, in the vast majority of instances of
this problem the optimal solution only includes a small fraction of the possible
paths in the network. To this end, we start with a small set of paths generated by
e.g., SPF routing and sequentially add new paths. The optimization problem is
solved again with the new set of paths to improve the objective. New paths can
be generated by solving the dual to (3.15) and use the dual variables to the link
constraints in (3.15) as link weights, see e.g. [53] for details. The characteristics of
the dual problem allows us to interpret the dual variables as link weights. Using
these link weights will result in an algorithm with finite convergence [6]. The
procedurewhere one starts with a small subset of variables and add new variables
to improve performance is called column generation [43]. More details in the context
of path generation in communication networks can be found in [53].
To extend the optimization problems above to a robust setting we define a traf-
fic uncertainty or variability set S representing the set of traffic scenarios we want
to take into account in the optimization as described in Section 3.1. For the link-
path formulation the optimization problem becomes
minimize umax
subject to
∑
p
∑
pi∈Πp
ρlpiαpipsp ≤ clumax ∀l ∈ E, ∀s ∈ S∑
pi∈Πp
αpip = 1, αpip ≥ 0
(3.16)
and analogously for the node-link formulation (3.14). As explained earlier, we will
consider both polyhedral and ellipsoidal representations of the uncertainty set S.
At first glance, this formulation can appear intractable as the constraints have to
hold for all s ∈ S. However, for the case of polyhedral uncertainty, it is sufficient
to enforce the constraints for all vertexes of S,
minimize umax
subject to
∑
p
∑
pi∈Πp
ρlpiαpips
(v)
p ≤ clumax ∀l ∈ E, v = 1, . . . , V∑
pi∈Πp
αpip = 1, αpip ≥ 0.
(3.17)
Thus we have one set of link load constraints for each traffic scenario s(v). Nev-
ertheless, this formulation has some problems associated with it. First, the set of
traffic scenarios can be very large, e.g. it could be a time-series of estimated traffic
matrices over each 15 minute interval over the last week or even month. Second,
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even if the uncertainty set is polyhedral, it might not be given as the convex hull
of extreme points, but rather as the solution of a set of linear inequalities (e.g. all
non-negative s satisfying Rs=t). Converting this representation to vertex form is
computationally hard and should be avoided if possible. It turns out that both
these issues can be addressed in a way similar to column generation. We start
with a single traffic scenario and solve the routing problem (3.17). From the solu-
tion we identify the worst case traffic scenarios denoted s(wc) in S, add s(wc) to the
set of traffic scenarios included in the optimization. Then solve (3.17) again for the
extended set of traffic scenarios. The worst case traffic scenario is found by solving
for each link l ∈ E, the (convex) optimization problem
maximize c−1l r
(+)
l s
subject to s ∈ S (3.18)
and take the traffic scenario that yields the highest link utilization as s(wc). The
procedure is terminated when a worst case traffic scenario with higher umax no
longer can be found. The combination of column and constraint generation can be
shown to converge in a finite number of steps [6]. Our experiments show that only
a handful of iterations are needed before the algorithm terminates. As shown in
Paper C in this thesis, a robust routing setting with performance close to optimal,
i.e., a routing optimized for the real traffic demands can often be found using
column and constraint generation.
One important type of traffic uncertainty that can be modeled by (3.9) is the
one caused by interdomain reroutes as illustrated in Figure 2.4. This kind of traffic
uncertainty has been shown to cause large traffic disruptions in multi-homed IP
networks in series of papers by Teixeira et al. [63, 64, 65]. To describe this uncer-
tainty on the form (3.9) we introduce utility variables δpd indicating the fraction of
traffic to prefix p leaving the network at egress router d. The traffic uncertainty set
becomes
S = {ssd =
∑
p∈P (d)
tspδpd |
∑
d∈E(p)
δpd = 1, δpd ≥ 0 and δpd = 0 for d 6∈ E(p)} (3.19)
where tsp denote the amount of traffic to prefix p injected in the network at s and
P (d) is the set of prefixes announced by egress router d. Both tsp and P (d) are
assumed to be known quantities. A routing setting optimized for this traffic un-
certainty will be insensitive to changes in the interdomain routing system. Note
that although the variables δpd are continuous variables between zero and one,
for the worst case traffic scenario these variables will assume either zero or one.
The worst case occurs when all traffic leaves the network at one egress router and
other routers receive no traffic to that prefix. However, in its basic form the model
described in (3.19) will contain one variable for each prefix and egress router pair.
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Papers D and E discuss methods for reducing the number of variables in the model
to make it computationally tractable. To illustrate performance of robust routing
under interdomain reroutes we calculate the average sending rate to each prefix
and source router in a large IP backbone during one week. From the resulting
average sending rates to the prefixes, we determine a routing setting for a nomi-
nal traffic scenario and a routing setting robust to interdomain reroutes. Further,
the routing settings are used to calculate worst case traffic scenarios for each mea-
surement period the following week. Figure 3.11 illustrates performance for the
worst case traffic scenarios for nominal and robust routing for the second week.
The figure shows that large performance gains can be made with robust routing.
Nevertheless, for some instances the performance gain is small due to fluctuations
and unanticipated disruptions in traffic behavior.
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Figure 3.11: Comparison of worst case performance for traffic uncertainty
caused by interdomain reroutes between routing optimized for normal operation
(dashed) and routing optimized for interdomain reroutes (solid)
Although polytopic uncertainties are difficult to incorporate in the node-link
representation described in (3.14), ellipsoidal models are more suitable for this
representation. To this end we transform the representation of the uncertainty
ellipsoid in (3.10) to
S = {s = λ+ LTu | ‖u‖2 ≤ 1}
where M = LTL is the Cholesky decomposition of M . Using simple manipula-
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tions detailed in Paper D, the robust routing problem can now be written as
minimize umax
subject to rTl λ+ ‖Lrl‖2 ≤ clumax ∀l ∈ E
Apr = bp ∀p ∈ P
rlp ≥ 0 ∀l ∈ E, p ∈ P.
(3.20)
This is a second order cone programming (SOCP) problem, for which efficient
polynomial-time algorithms exists (e.g. [39]). In other words, when we consider
ellipsoidal uncertainty sets, we can solve the robust routing problem in a single
optimization of polynomial time complexity. Nevertheless, also in this formula-
tion, the number of variables grows quickly with problem size and solution times
increase substantially for large networks. Paper D in thesis details robust rout-
ing under ellipsoidal traffic uncertainty and presents an alternative suboptimal
column-and constraint-generation technique that tends to work well in practice.
Traffic engineering in SPF routing
The network flow formulation assumes that traffic can be split arbitrary at nodes
and does not impose any constraints on the number of paths that can be used
to route traffic between each source and destination. In SPF networks, on the
other hand, the routing must follow a single path, and the set of routing paths
in the network must be consistent with a set of link weights used for shortest
path calculations. The SPF weight setting problem consists of assigning positive
integer weights to links in order to achieve better network performance when the
demands are routed according to the rules of SPF routing.
The restrictions of single path routing protocols make the weight setting prob-
lem NP-hard [20]. Not only is the problem hard in theory, but it is also hard in
practice. Current integer programming formulations do not even scale tomoderate-
size networks, if we require finding provably optimal solutions. By giving up op-
timality and using search heuristics rather than extensive branch and bound pro-
cedures, the time for finding good weight settings can be improved substantially.
The heuristic attempts to improve an objective function by evaluating different
weight settings. The heuristic generates a sequence of new weights using a local
search. Each set of link weights is viewed as a point in a high-dimensional search
space. A neighbor to a point is another set of weights produced by changing the
value of one (or sometimes more) weights. The different neighbors are evaluated
with respect to the overall performance objective. The neighbor with the best ob-
jective is the one that is used in the next iteration of the algorithm. Typically the
algorithm is terminated either when no improvement is detected or after a speci-
fied number of iterations.
The following example illustrates how a heuristic works as well as the restric-
tions of SPF routing. The network shown in Figure 3.12 has four nodes and four
bidirectional links with a capacity of 10 units of traffic in each direction. There are
two traffic demands, sAC transmits 7.5 units of traffic between nodes A and C, and
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Figure 3.12: A simple example of search heuristics for finding a weight setting
sDC transmits 2.5 units of traffic between nodes D and C. In case a) sAC is routed
on path A→D→C and sDC is routed on the path D→C leading to 100% utilization
of link (D,C). Many search heuristics attempt to alleviate congestion by deviating
traffic from the link with highest utilization. In our example the weight of link
(D,C) is increased in b) deviating sAC to path A→B→C. Congestion is lowered to
75% on link (A,B) and (B,C). Finally, some search heuristics attempt to balance load
on equal cost paths (ECMP). In Figure 3.12 c) demand sAC is split between paths
A→B→C and A→D→C leading to maximum link utilization of 63% on link (D,C).
The example in Figure 3.12 highlights the limitations of SPF and ECMP forward-
ing. The best solution would be to split demand sAC with 2/3 of the traffic on path
A→B→C and 1/3 of traffic on path A→D→C reducing highest link utilization to
50%. However, this split ratio is not possible with SPF or ECMP forwarding.
A robust version of the weight setting problem could be to search for link
weights with guaranteed performance under all foreseeable traffic variations. The
corresponding search heuristic would be to determine a worst-case traffic scenario
s(wc) ∈ S by solving (3.18) for each weight setting under evaluation, and then exe-
cute the weight change that guarantees the lowest worst-case performance. Unfor-
tunately, in a robust setting a number of weight changes need to be executed before
progress can be detected. During iterations without progress the search has no in-
formation about which weights to change to decrease worst case performance. To
illustrate this we return to the simple example network in Figure 2.2 and extend
it to a hot-potato routing setting analogous to Figure 2.4. In this example nodes
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A and E inject five units of traffic that may leave the network either at node C or
D depending on the choice of preferred route by the interdomain routing system.
The uncertainty of the traffic can be summarized in the equations
sAC + sAD = 5
sEC + sED = 5.
Figure 3.13 shows the initial setting of link weights and routes taken by the traffic
demands. Assuming all links have the capacity of ten units of traffic, the worst
case link load is 100 % utilization on the link between E and D as well as the link
between D and C. However, as shown in Figure 3.14 with careful tuning of the link
weights we are able to decrease worst case utilization to 50%. Note that we need
to tune two weights to accomplish this. After the first weight change worst case
performance remains at 100% giving the heuristic little information about what
weight change to execute. From Figure 3.14 we observe another important prop-
erty of robust routing in SPF networks. By routing known total traffic together we
are able to control the load on the links in the network. In this example traffic de-
mand sAC and sAD are routed together and traffic demand sEC and sED are routed
together but on separate links to decrease worst case performance.
Based on these observations we are able to design a hint function that is added
to the original objective in order to guide the heuristic when the search is not able
to make progress in the original objective. Details about the hint function and
evaluation can be found in Paper E in this thesis. Furthermore, two well known
search heuristics are evaluated for estimated traffic demands from link load mea-
surements in Paper B.
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Figure 3.13: A simple example of link state routing and traffic uncertainty
Figure 3.14: Optimal weight setting under interdomain routing traffic uncertainty
Chapter 4
Literature Survey
This chapter surveys research in traffic engineering in IP networks during recent
years. We start with methods for deriving the traffic situation in the network fol-
lowed by a presentation of methods to balance load by optimization of the routing.
4.1 Methods for obtaining the traffic matrix
The methods for deriving the traffic matrix can be divided into three classes. The
first class is estimation based where the traffic demands are estimated from incom-
plete data. The second class of methods are measurement based and rely on flow
measurements performed in routers. The third class is a combination of measure-
ments and estimation.
Estimation based methods
The origin-destination estimation problem for telephone traffic is a well-studied
problem in the telecom world. For instance, already in 1937, Kruithof [35] sug-
gested an iterative method for estimation of point-to-point traffic demands in a
telephone network based on a prior traffic matrix and measurements of incoming
and outgoing traffic. Kruithof’s method was first analyzed by Krupp [36], who
showed that the approach can be interpreted from an information theoretic point-
of-view: it minimizes the Kullback-Leibler divergence between the prior guess of
the traffic matrix and the estimate under load constraints. Further, Krupp showed
that the extended iterative method converges to the unique optimal solution. It
is interesting to note that Kruithof’s method appears to be the first iterative scal-
ing method in statistics, and that these methods are closely related to the EM-
algorithm [14].
However, it appears that it was not until 1996 that the problem was addressed
specifically for IP networks. To handle the difficulties of an under-constrained
problem, Vardi [67] assumed a Poisson model for the traffic demands. Using the
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Poisson model the sample average and sample covariance of the link loads are
calculated for a sequence of measurements. The samples are used as additional
constraints. The traffic demands are estimated by Maximum Likelihood estima-
tion. Related to Vardi’s approach is Cao et al. [8] who propose to use a more gen-
eral scaling law between means and variances of demands. The Poisson model
is also used by Tebaldi and West [62], but rather than using ML estimation, they
use a Bayesian approach. Since posterior distributions are hard to calculate, the
authors use a Markov Chain Monte Carlo simulation to simulate the posterior dis-
tribution. The Bayesian approach is refined by Vaton et al. [68], who propose an
iterative method to improve the prior distribution of the traffic matrix elements.
The estimated traffic matrix from one measurement of link loads is used in the
next estimation using new measurements of link loads. The process is repeated
until no significant change is made in the estimated traffic matrix. An evaluation
of the methods in [62, 67] together with a linear programming model is performed
by Medina et al. [42]. A novel approach based on choice models is also suggested
in the article. The choice model tries to estimate the probability of an origin node
to send a packet to a destination node in the network and is similar to the fanout
model described in Section 3.1. The gravity model is introduced by Zhang et al.
[76]. As described in Section 3.1, in its simplest form the gravity model assumes
a proportionality relation between the traffic entering the network at node i and
destined to node j and the total amount of traffic entering at node i and the to-
tal amount of traffic leaving the network at node j. The authors of the paper use
additional information about the structure and configuration of the network such
as peering agreements and customer agreements to improve performance of the
method. An information-theoretic approach is used by Zhang et al. [77] to esti-
mate the traffic demands. Here, the the mutual information is minimized between
source and destination. In all papers mentioned above, the routing is considered
to be constant. In a paper by Nucci et al.[46] routing is changed and shifting of link
load is used to infer the traffic demands.
Measurement based methods
An alternative method to estimation for finding the traffic demands in a network
is to use the measurement facilities present in routers, e.g. Cisco’s Netflow. Feld-
mann et al. [19] collect flow measurements from routers using Netflow to derive
point-to-multipoint traffic demands using routing information from inter and in-
tradomain routing protocols. Choi and Bhattacharyya [12] investigate the accu-
racy of sampled Netflow. The authors of the paper find that accuracy is satisfac-
tory but care should be taken when Netflow is used in backbone routers since
measurement overhead grows linearly with the number of active flows passing
the router. An approach to control the measurement overhead is developed by
Duffield et al. [15]. A scaling factor is recalculated in order to control sampling
rate and number of flow records dynamically. In addition, the method is designed
to minimize variance in the estimator. Estan et al. [18] discuss improvements to
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Netflow but the changes are aimed to facilitate traffic flow analysis and are not
directed towards traffic matrix measurements.
Combined traffic matrix derivation
A more recent approach is to combine measurement based traffic matrix deriva-
tion with estimation-based methods. Papagiannaki et al. [50] use Netflow mea-
surements over a 24 hour period to calibrate parameters of a fanout model. The
fanout model assumes that the fraction of traffic destined to each other node in the
network stays stable even though the corresponding traffic demands fluctuates
over time. Each router in the network performs the necessary measurements to
calibrate the fanout factors that are sent to the Network Operations Center (NOC).
Link-count measurements performed by SNMP are used by the NOC to derive the
traffic matrix. The authors devise a heuristic to check the parameters of the fanout
model in order to monitor the accuracy of the measurements. If the measured
values differ significantly from the parameter values the model is re-calibrated.
In addition to summarizing several years of research on traffic matrix estimation,
Soule et al. [60] introduce two methods that combine flow measurements with
estimation. The PCA method is based on principal component analysis first intro-
duced by Lakhina et al. [37] and attempts to find a low dimension representation
of the traffic demands. Lakhina et al. [37] observe that a traffic matrix is dominated
by a limited number of flows. By concentrating the analysis of the traffic matrix to
these eigenflows the problem is reduced to a well-posed estimation problem. The
secondmethod tracks traffic demands using Kalman filters. The Kalman filter per-
forms a prediction on the traffic demands in the next time interval. Measurements
of link loads are used to recalibrate the parameters of the prediction at the end
of the measurement period. Since the result of the prediction is dependent of the
state of the Kalman filter there is an inertia in how the prediction adapts to changes
in traffic patterns. To ensure the model is consistent to changes in the underlying
model recurring flow measurements are used to calibrate filter parameters.
4.2 Traffic engineering
The aim of traffic engineering is to optimize the usage of network resources un-
der traffic constraints. However, the traffic situation in the network may change
over time, e.g. due to changing user behavior, new applications or changes in the
routing system. To handle the changes there are basically two approaches as ex-
plained in Section 1.1. In this section we elaborate on relatedwork for reactive and
proactive traffic engineering.
Proactive traffic engineering
In link state routing the link weights are the parameters the operator can adjust
to balance load in the network. One of the earliest and most referenced papers on
46 CHAPTER 4. LITERATURE SURVEY
link weight optimization is due to Fortz and Thorup [20]. The authors use a search
heuristic which is shown to be very efficient in finding a suitable weight setting to
a given traffic situation. The search heuristic is extended to find a weight setting
for a wider range of traffic situations in [21]. Balon and Leduc [5] use ECMP to
handle traffic disruptions caused by hot-potato routing. Ramakrishnan and Ro-
drigues [54] use a different heuristic that increases a link weight until one of the
paths traversing the link finds a shorter path to the destination and is deviated. If
the change leads to lower maximum link utilization the change is executed and an-
other link is selected. A genetic algorithm is used for optimization of link weights
by Ericsson et al. [17]. The algorithm uses two basic genetic operators, crossover to
combine two weight settings and mutations similar to local search. The selection
of parent weight settings is probabilistic to avoid local minimum. Holmberg and
Yuan [29] develop a decomposition scheme to reduce the computational effort of
finding link weights. The optimization problem is decomposed into a number of
smaller optimization problems that are solved in sequence. To further reduce the
computational burden the authors device a heuristic based on simulated anneal-
ing. Both schemes are approximations of the original link weight optimization
problem, but it is demonstrated in the paper that large performance gains can be
made with the proposed methods. A somewhat different approach to weight set-
ting is introduced by Pettersson et al. [52] where constraint programming is used
to address the problem. During the search a subset of the variables are set and
constraints are used to prune inconsistent solutions. The search is enhanced with
LP relaxations to improve performance. The solution produced is a set of paths
that are realizable by SPF routing. Given the set of paths it is possible to find the
link weights by solving a LP problem. Constraint programming is also used by
Viet et al. [69]. The search technique is implemented in COMET and take fast
reroute alternatives into consideration. COMET is an object oriented program-
ming language suited for combinatorial problem solving. The related problem of
reconfiguring link weights to new optimal values with a minimum of disruption
is studied by Francois et al. [22] and Raza et al. [55].
Traffic engineering using search heuristics with estimated traffic matrices is
explored by Roughan et al. [57]. Wang et al. [72] compute the link weights from the
solution of the dual problem of a multi commodity flow problem. Variables in the
dual problem can be interpreted as cost of utilizing the resource associated with
the dual variable; in our case a link in the network. A slightly different approach
is taken by Sridharan et al. [61]. Instead of calculating the link weights the authors
use a heuristic to allocate routing prefixes to equal-cost multi-paths.
Xu et al. [74] introduce DEFT where traffic can be sent over non shortest paths
using exponential penalty on longer paths. DEFT can be integrated in OSPF/IS-IS
routing with minor changes only.
Applegate and Cohen [4] show that it is possible to find an efficient routing
setting with fairly limited knowledge of the traffic demands. Furthermore, the
authors give a lower bound on performance for the routing for all possible traf-
fic situations. Column generation is used by Ben-Ameur and Kerivin [6] to find
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a routing that is optimal for a set of different traffic matrices. The authors de-
scribe an algorithm which starts from a small set of paths in the network and set
of traffic scenarios and continue to add paths and traffic scenarios until no further
improvement is observed for the objective. It is shown that the algorithm termi-
nates in a finite number of steps to an optimal solution. In a paper by Wang et al.
[71] propose Common-case Optimization with Penalty Envelope (COPE) which
computes a routing setting that optimizes for a set of traffic matrices which consti-
tute common case traffic scenarios. Furthermore, COPE gives an upper bound of
performance of a larger set of admissible traffic scenarios called a traffic envelope.
Abrahamsson et al. [1] use a two step cost function which strives to keep load
in the network below a given utilization set by the network operator. The method
combines properties of cost functions that minimize link utilization with cost func-
tions that minimize bandwidth usage in the network. This cost function is also
used as an performance objective for search heuristics for weight setting by Abra-
hamsson and Björkman [2].
The approaches to robust load balancing by Zhang-Shen and McKeown [78]
and Kodialam et al. [34] are both based on the mechanism first introduced by
Valiant [66] for load balancing in parallel processor systems. In Valiant load bal-
ancing the network is assumed to be fully meshed and the routing is calculated
in two steps. In the first step traffic is sent to an intermediate router according
to precalculated proportions while in the second step traffic is routed towards the
destination. Using Valiant load balancing it is possible to deduce performance
bounds under a variety of different traffic variations and component failures.
Reactive traffic engineering
One of the earliest papers on reactive traffic engineering is Gallager’s classical pa-
per on minimum delay routing [24] where the author gives sufficient conditions
for minimum delay routing and develops a distributed algorithm to calculate the
minimum delay routing. The distributed algorithm depends on a global traffic
parameter for convergence which makes the algorithm impractical for implemen-
tation. Vutukury and Garcia-Luna-Aceves [70] devise an algorithm that approx-
imates the results of Gallager’s distributed algorithm. Although Gallager’s mini-
mum delay routing algorithm is not used in operational IP networks it serves as
a benchmark for other algorithms and the paper is still read and referenced over
thirty years after it was first published. A rare achievement in this line of research.
In the papers mentioned above calculations of paths in the network is incorpo-
rated in the load balancing. This will enforce optimal performance but complicates
implementation of the routing protocol. Hence, in many cases it is desirable to sep-
arate path calculations from load balancing and distribute the traffic over precalcu-
lated paths set up by e.g. MPLS. Reactive traffic engineering with MPLS has been
the subject of a number of research papers during recent years. Elwalid et al. [16]
introduce a routing algorithm based on optimization. A distributed method called
TeXCP for MPLS traffic engineering is introduced by Kandula et al. [31]. Load bal-
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ancing is performed over a set of precomputed MPLS paths between source and
destination based on feedback about the traffic situation from the network. The
authors prove stability and convergence as well as optimality of the method.
Casas et al. [10] attempt to combine proactive and reactive traffic engineering.
The proposedmethod is called Reactive Robust routing (RRR)where a robust rout-
ing setting is calculated for a set of anticipated traffic scenarios. An anomaly detec-
tion mechanism is used to detect deviations from the anticipated traffic scenarios
and trigger a recalculation of the routing to meet the new traffic situation.
Recent research study how overlay routing interacts with load balancing in
the network layer. Liu et al. [38] demonstrate both analytically and experimen-
tally that overlay routing can lead to severe performance loss as well as routing
instability. Interaction between congestion control performed at network edges
and traffic engineering performed in the network is investigated by He et al. [27].
Based on experiences from their experiments the authors develop an algorithm
that unifies congestion control and traffic engineering. The algorithm, Distributed
Adaptive Traffic Engineering (DATE), is shown to have faster convergence and
is more robust to sudden changes in the traffic situation than current techniques.
A number of different cost functions are evaluated by He et al. [28]. The authors
argue that optimization of user utility will leave performance sensitive to sudden
traffic bursts. Instead a combination of user utility and network usability is sug-
gested to balance performance and robustness. Experiences from the evaluation
of different cost functions and solution methods are combined to define TRaffic
Management Using Multi-path Protocol (TRUMP). TRUMP is a heuristic algo-
rithm without guarantees on convergence or optimality. However, simulations
indicate that the algorithm converges to a stable and optimal point for a number
of different network topologies and traffic scenarios.
Chapter 5
Summary of Included Papers and
their Contributions
This thesis is composed of five papers. Paper A,B and C have been published in
international conferences and workshops with peer review. Also, Paper A was
awarded best student paper at the conference. Paper D is a journal publication,
based on two conference papers published in international peer-reviewed confer-
ences. Furthermore, a shorter version of Paper E has been published at a confer-
ence with peer review.
Paper A: Traffic Matrix Estimation on a Global IP Backbone - A
Comparison on Real Data
A. Gunnar, M. Johansson and T. Telkamp. TrafficMatrix Estimation on a Global IP
Backbone - A Comparison on Real Data. In Proceedings of the 4th ACM SIGCOMM
conference on Internet measurement, Taormina Italy, October 2004.
Summary: In this paper we consider the problem of estimating the point-to-
point traffic matrix in an operational IP backbone. The analysis is based on com-
plete traffic matrices from a global IP network measured over five-minute inter-
vals. The paper describes the data collection infrastructure, present spatial and
temporal demand distributions, investigate the stability of fanout factors, and ana-
lyze the mean-variance relationships between demands. We evaluate existing and
novel methods for traffic matrix estimation, including recursive fanout estima-
tion, regularized estimation techniques, and methods that rely on mean-variance
relationships. We discuss weaknesses and strengths of the various methods. We
highlight differences in traffic patterns on different continents and show how this
affect the estimation. This paper was awarded the best student paper award at the
conference.
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CONTRIBUTIONS
A preliminary version of this paper can be found in “Traffic Matrix Estimation
for a Global IP Network” at the Nordic teletraffic seminar, Oslo Norway August
2004.
Contribution of this paper: The contribution of this work is a balanced eval-
uation of traffic matrix estimation methods using a unique data set of complete
traffic matrices from an operational IP backbone.
My contribution: I implemented themethods in close cooperationwithMikael
Johansson and performed a large part of the analysis of the data set and the exper-
imental evaluation.
Paper B: Performance of Traffic Engineering in Operational
IP-Networks - An Experimental Study
A. Gunnar, H. Abrahamsson and M. Söderqvist. Performance of Traffic Engineer-
ing in Operational IP-Networks - An Experimental Study, In T. Magedanz, E.R.M.
Madeira and P. Dini Editors: IPOM 2005, LNCS 3751, pp 202-211 Springer Verlag.
Summary: The paper analyzes two different weight setting methods and com-
pare performance with the optimal solution given by a multi-commodity flow op-
timization problem. Further, the robustness in terms of how well they cope with
estimated traffic matrix data is investigated. The evaluation is performed using
network topology and traffic data from an operational IP network.
Parts of this work can be found in “Performance of Traffic Engineering using
Estimated TrafficMatrices”. In proceedings of Radio Sciences and Communication
RVK 05, June 2005, Linköping Sweden.
Contribution of this paper: The contribution of this work is an evaluation of
two search heuristics for weight setting in OSPF/IS-IS using complete traffic data
from a Tier-1 IP network operator.
My contribution: I performed the analysis in the paper and performedmost of
thewriting of the paper. The implementationwas performed byMattias Söderqvist
but I made some adjustments to the code in order to fit the experiments in the pa-
per.
Paper C: Data-driven traffic engineering: techniques, experiences and
challenges
M. Johansson and A. Gunnar. Data-driven traffic engineering: techniques, expe-
riences and challenges, In Proceedings of the Third International Conference on Broad-
band Communications, Networks and Systems Broadnets 2006, San Jose, California,
USA, October 2006.
Summary: In this paper we study how routing settings robust to traffic un-
certainties can be found. In particular, we study the interplay between traffic ma-
trix estimation and routing optimization. To solve the optimization problem un-
der traffic uncertainty we describe iterative algorithms based on column and con-
straint generation and demonstrate performance of our approach using a unique
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data set from an operational IP backbone. Furthermore, we present a technique to
compute a sparse MPLS mesh where paths with a small contribution to the opti-
mization are pruned. The sparse mesh approximates the optimal robust routing
setting with a specified level of sub-optimality. A scheme to tune OSPF/IS-IS link
weights is also introduced in the paper. In addition, the paper discusses a number
of challenges later addressed in other papers included in this thesis.
Contribution of this paper: This paper demonstrates that it is possible to find
robust routing settings under traffic matrix uncertainty. The performance loss
compared to complete knowledge of traffic demands is small.
My contribution: The algorithms and analysis in this paper were developed
in cooperation between Mikael Johansson and me. The paper was jointly written
with Mikael Johansson.
Paper D: Robust load balancing under traffic uncertainty-tractable
models and efficient algorithms
A. Gunnar and M. Johansson. Robust load balancing under traffic uncertainty-
tractable models and efficient algorithms, Telecommunication Systems Journal, In
Press.
Summary: Routing settings are often sensitive to variations in traffic load lead-
ing to severe performance degradationwhen the traffic situation deviates from the
nominal case. In this paper we identify a number of different sources of traffic un-
certainty and demonstrate how they can be modeled, incorporated and efficiently
solved as an optimization problem. We use linear equations for polyhedral traf-
fic uncertainty and positive definite matrices for elliptic uncertainty. For elliptic
uncertainty we solve the problem as a Second Order Conic Programming (SOCP)
problem while iterative methods based on column and constraint generation is
used for polyhedral traffic uncertainty. Performance of the algorithms is high-
lighted using network topology and detailed traffic data from an operational IP
network.
Parts of the results in this paper can be found in “Robust Routing Under BGP
Reroutes” presented at Globecom 2007 and “Robust load-balancing under statisti-
cal uncertainty: models and polynomial-time algorithms” presented at NGI 2009.
Contribution of this paper: The paper describes how many traffic uncertain-
ties arising in IP networks can be characterized in a mathematical optimization
problem. In particular, for elliptic traffic uncertainty we show that a robust rout-
ing setting can be calculated in polynomial time.
My contribution: I formulated the problems addressed and developed the so-
lutions presented in paper in close cooperation with Mikael Johansson. The ex-
perimental evaluation and analysis was performed by me and I wrote the paper
under the supervision of Mikael Johansson.
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Paper E: Cautious Weight Tuning for Link State Routing Protocols
A. Gunnar and M. Johansson. Cautious Weight Tuning for Link State Routing
Protocols, SICS Technical Report T2011:01, ISSN 1100-3154 , January 2011.
Summary: In this paper we address the problem of computing suitable link
weights in link state routing when complete knowledge of the traffic demands
is not available. Experiences from previous research is used to improve cautious
weight tuning first introduced in Paper C. We define a novel objective function
that favor weight changes with desirable properties for a robust routing setting.
The new objective function is used as a hint to the search heuristic to help the
search move in a direction where it is likely to find robust weight settings. Per-
formance is demonstrated using an operational IP backbone with real traffic data.
In addition, the paper also presents an explanation of why optimization of link
weights is robust to link load traffic uncertainty.
A shorter version of this paper was presented as a poster at the 6th interna-
tional conference on network and service management (CNSM) in Niagara Falls
Canada, October 2010.
Contribution of this paper: We show that robust weight settings with perfor-
mance close to optimal robust routing without the constraints of link-state routing
exists. In addition, using our enhanced objective function it is possible to find such
weight settings with well known search heuristics.
My contribution: The use of the hint function to guide cautions weight tuning
was suggested by me. Furthermore, the algorithms were implemented and tested
by me and I wrote the paper under the supervision of Mikael Johansson.
5.1 Other publications by the author
This section contains a list of peer reviewed publications authored or co-authored
by the author of this thesis. The author changed family name from Andersson to
Gunnar in August 2003.
• A. Gunnar andM. Johansson, Cautious Weight Tuning for OSPF/IS-IS Rout-
ing. In Proc. Conference of Network and Service Management 2010, 25-29 Octo-
ber 2010, Niagara Falls, Canada.
• A. Gunnar andM. Johansson, Robust load-balancing under statistical uncer-
tainty: models and polynomial-time algorithms. In Proc. NGI 2009, 1-3 July
2009, Aveiro, Portugal.
• A. Gunnar and M. Johansson, Robust Routing Under BGP Reroutes. In Proc.
Globecom 2007, 26-30 November 2007, Washington DC, USA.
• A. Gunnar, B. Ahlgren, O. Blume, L. Burness, P. Eardley, E. Hepworth, J.
Sachs and A. Surtees, Access and Path Selection in Ambient Networks. In
Proc. IST Mobile Summit 2007, 1-5 July 2007, Budapest, Hungary.
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• A. Gunnar, Identifying Critical Traffic Demands in an IP Backbone. In Proc.
Swedish National Computer Networking Workshop, SNCNW 2006, 26-27 Oct
2006, Luleå, Sweden.
• M. Brunner, A. Galis, L. Cheng, J. Colas, B. Ahlgren, A. Gunnar, H. Abra-
hamsson, R. Szabo, S. Csaba, J. Nielsen, S. Schuetz, A. Gonzalez, R. Stadler
and G. Molnar, Towards Ambient Networks Management. In Proc. IEEE
MATA 2005 Second International Workshop on Mobility Aware Technologies and
Applications, November 2005, Montreal, Canada.
• M. Söderqvist and A. Gunnar, Performance of Traffic Engineering using Es-
timated Traffic Matrices. In Proc. Radio Sciences and Communication RVK’05,
June 2005, Linköping, Sweden.
• H. Abrahamsson and A. Gunnar, Traffic Engineering in Ambient Networks :
Challenges and Approaches. In Proc. Swedish National Computer Networking
Workshop, SNCNW 2004, November 2004, Karlstad, Sweden.
• M. Brunner, A. Galis, J. Colas, Jorge, A. Gunnar, B. Ahlgren, H. Abrahams-
son, R. Szabo, S. Csaba, J. Nielsen, A. Gonzalez, R. Stadler, G. Molnar and
L. Cheng, Ambient Networks Management Challenges and Approaches. In
Proc. IEEE MATA 2004 1st International Workshop on Mobility Aware Technolo-
gies and Applications, November 2004, Florianopolis, Brazil.
• A. Gunnar, M. Johansson and T. Telkamp, Traffic Matrix Estimation for a
Global IP Network. In Proc. 17th Nordic Teletraffic Seminar, August 2004,
Oslo, Norway.
• H. Abrahamsson, B. Ahlgren, J. Alonso, A. Andersson and P. Kreuger, A
Multi Path Routing Algorithm for IP Networks Based on FlowOptimization.
In Proc. QofIS’02, October 2002, Zurich, Switzerland.
• B. Ahlgren, A. Andersson, O. Hagsand, and I. Marsh, Dimensioning links
for IP telephony, In Proc. 2nd IP-Telephony Workshop (IPtel 2001), April 2001,
New York City, New York, USA.
Chapter 6
Conclusions and Future Work
Internet traffic at the backbone level is highly predictable and planning the man-
agement and upgrading of the network is possible. On the other hand, network
traffic can behave in an unpredictablemanner in case of, for instance, router or link
failure [63]. This calls for methods for monitoring the traffic but also optimization
of the routing function where variations in the traffic is accounted for to deliver
a reliable communication service. Furthermore, even if average utilization in the
network is low [48], it is a well known fact that traffic in the Internet is far from
uniformly distributed (cf. [19, 49]) leading to a large fraction of the network being
underutilized while a small number of links obtain higher load. Balancing load
on these critical links can lead to significant performance gains in the network and
delay costly upgrades of the network.
In this thesis we have shown that it is possible to efficiently estimate the traf-
fic situation, and tune the routing such that estimation errors are compensated
for in the optimization. Furthermore, by taking traffic variability and uncertainty
into account we are able to find routing settings that are able to guarantee perfor-
mance under these circumstances. We have identified sources of traffic uncertainty
and formulated mathematical models for the uncertainties. Furthermore, we have
shown how the models can be incorporated into the optimization of the routing
to find a routing setting which is able to handle all traffic scenarios included in
the model without the need to reconfigure the routing setting. Our experiments
indicate that the presence of correlations is important to obtain performance gains
for proactive traffic engineering. Nevertheless, proactive traffic engineering can
be useful to give probabilistic service guarantees for uncorrelated traffic.
In the early days of the Internet routing could be adapted to the traffic situa-
tion [58]. However, this was soon abandoned due to oscillatory behavior of the
routing. Nowadays the routing configuration is set to a static value and is rarely
changed. Reactive traffic engineering on the other hand, requires new function-
ality to be installed in routers in the network. Our aim in this thesis has been to
optimize legacy functionality in the network as much as possible. However, new
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software or hardware may be needed in order to split flows arbitrarily between
several paths between source and destination. This can be achieved by adopting
the solutions described in [1, 9].
To take full advantage of our approach it is beneficial to adopt a full separation
of the control and forwarding plane in a network. There are a number of pro-
posals in this direction [23, 40, 75]. A separated control plane could calculate the
routing setting at a centralized server and disseminate the result in the network.
This fits well with our approach since solving a robust optimization of the rout-
ing is inherently centralized. However, this is in stark contrast to how networks
are organized today. Advantages and disadvantages of such an approach need
more investigation. In addition, Figure 3.11 indicates that a detection mechanism
to determine when to recalculate the routing would be beneficial in order to better
balance load in the network. This would make proactive traffic engineering adap-
tive to changes in traffic patterns and thus, combine proactive and reactive traffic
engineering.
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Abstract
This paper considers the problem of estimating the point-to-point traffic
matrix in an operational IP backbone. Contrary to previous studies, that have
used a partial traffic matrix or demands estimated from aggregated Netflow
traces, we use a unique data set of complete traffic matrices from a global
IP network measured over five-minute intervals. This allows us to do an ac-
curate data analysis on the time-scale of typical link-load measurements and
enables us to make a balanced evaluation of different traffic matrix estima-
tion techniques. We describe the data collection infrastructure, present spatial
and temporal demand distributions, investigate the stability of fan-out factors,
and analyze the mean-variance relationships between demands. We perform a
critical evaluation of existing and novel methods for traffic matrix estimation,
including recursive fanout estimation, worst-case bounds, regularized estima-
tion techniques, and methods that rely on mean-variance relationships. We
discuss the weaknesses and strengths of the various methods, and highlight
differences in the results for the European and American subnetworks.
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7.1 Introduction
Many of the decisions that IP network operators make depend on how the traffic
flows in their network. A traffic matrix describes the amount of data traffic trans-
mitted between every pair of ingress and egress points in a network. When used
together with routing information, the traffic matrix gives the network operator
valuable information about the current network state and is instrumental in traffic
engineering, network management and provisioning (see, e.g., [1, 18, 2, 17]).
Despite the importance of knowing the traffic matrix, the support in routers
for measuring traffic matrices is poor and operators are often forced to estimate
the traffic matrix from other available data, typically link load measurements and
routing configurations. In its simplest form, the estimation problem then reduces
to finding a non-negative vector s that satisfies Rs = t, where R is a matrix re-
flecting the routing, t is a vector of measured link loads and s is a vectorized
version of the (unknown) traffic matrix. The link loads are readily obtained us-
ing the Simple Network Management Protocol (SNMP). This approach leads to
an under-constrained problem since the number of links in a network is typically
much smaller than the number of node pairs. Some sort of side information or
assumptions must then be added to make the estimation problem well-posed.
To evaluate how well different approaches to traffic matrix estimation will
work in an operational IP network, and how reasonable various assumptions are,
one needs access to a measured traffic matrix on the time-scale of standard link-
load measurements. Previous studies have used NetFlow data to measure the
traffic matrix in 5-minute increments on a single router [3] or one-hour traffic ma-
trices on a partial network [23]. However, since NetFlow data is unable to capture
traffic variability within flows, this is not very accurate for validating estimation
methods that use a time-series of link-load measurements. Our study provides
new results in the sense that it uses a complete network traffic matrix, based on
direct measurements at 5-minute intervals. The data set is collected from Global
Crossing’s global backbone and consists of routing configuration and the num-
ber of bytes transfered in MPLS-tunnels during 5-minute intervals over a 24-hour
period.
To make the analysis more transparent, we extract traffic matrices and rout-
ing information for the American and European subnetworks. We present tem-
poral and spatial demand distributions and analyze some statistical properties of
the demands. In particular, we find that there is a surprisingly strong relation-
ship between the mean and variance of demands, and that fanout factors tend
to be relatively more stable over time compared to the demand themselves. We
then evaluate a selection of existing methods for traffic matrix estimation, includ-
ing gravity models, regularized methods (such as Bayesian and maximum en-
tropy approaches), andmethods that exploit mean-variance relationships. In addi-
tion, we investigate the use of worst-case bounds and estimation of fanout factors
based on a time-series of link load measurements. We find that the regularized
methods work very well provided that we choose the regularization parameter,
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i.e., the tradeoff between prior information and link measurement, appropriately.
Somewhat surprisingly, we fail to achieve good results using methods that exploit
mean-variance relationship. We argue that the failure stems from the problem of
accurately estimating the covariance matrix of link loads, and present a study on
synthetic data to support our claim.
One can note thatmany classes of trafficmatrices occur in the literature (see [11]
for a thorough classification). In this paper, we only study the performance of the
estimation methods on PoP-to-PoP traffic matrices. This choice is solely based on
properties of the data we have obtained, andwemake no statement onwhich class
of traffic matrices is more important than the other.
The remaining parts of this paper are organized as follows. In Section 7.2, we
present related work in this area. Section 7.3 introduces the problem and nota-
tion. The estimation methods that we evaluate are introduced in Section 7.4, while
data collection, data analysis and benchmarking of the methods is presented in
Section 7.5. Finally, some concluding remarks are collected in Section 7.6.
7.2 Related work
The origin-destination estimation problem for telephone traffic is a well-studied
problem in the telecom world. For instance, already in 1937, Kruithof [9] sug-
gested a method for estimation of point-to-point traffic demands in a telephone
network based on a prior traffic matrix and measurements of incoming and out-
going traffic. However, it appears that it was not until 1996 that the problem was
addressed specifically for IP networks. In order to handle the difficulties of an
under-constrained problem, Vardi [20] assumes a Poisson model for the traffic de-
mands and covariances of the link loads is used as additional constraints. The traf-
fic demands are estimated by Maximum Likelihood estimation. Related to Vardi’s
approach is Cao et al. [3] that propose to use a more general scaling law between
means and variances of demands. The Poisson model is also used by Tebaldi and
West [19], but rather than using ML estimation, they use a Bayesian approach.
Since posterior distributions are hard to calculate, the authors use a Markov Chain
Monte Carlo simulation to simulate the posterior distribution. The Bayesian ap-
proach is refined by Vaton et al. [21], who propose an iterative method to improve
the prior distribution of the traffic matrix elements. The estimated traffic matrix
from one measurement of link loads is used in the next estimation using newmea-
surements of link loads. The process is repeated until no significant change is
made in the estimated traffic matrix. An evaluation of the methods in [19, 20] to-
gether with a linear programming model is performed by Medina et al. [13]. A
novel approach based on choice models is also suggested in the article. The choice
model tries to estimate the probability of an origin node to send a packet to a des-
tination node in the network. Similar to the choice model is the gravity model
introduced by Zhang et al. [23]. In its simplest form the gravity model assumes
a proportionality relation between the traffic entering the network at node i and
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destined to node j and the total amount of traffic entering at node i and the to-
tal amount of traffic leaving the network at node j. The authors of the paper use
additional information about the structure and configuration of the network such
as peering agreements and customer agreements to improve performance of the
method. An information-theoretic approach is used by Zhang et al. in [24] to esti-
mate the traffic demands. Here, the Kullback-Leibler distance is used to minimize
the mutual information between source and destination. In all papers mentioned
above, the routing is considered to be constant. In a paper by Nucci et al. [15] the
routing is changed and shifting of link load is used to infer the traffic demands.
Feldmann et al. [7] uses a somewhat different approach to calculate the traffic de-
mands. Instead of estimating from link counts they collect flow measurements
from routers using Cisco’s NetFlow tool and derive point-to-multipoint traffic de-
mands using routing information from inter- and intra-domain routing protocols.
7.3 Preliminaries
Notation and Problem Statement
We consider a network with N nodes and L directed links. Such a network has
P = N(N − 1) pair of distinct nodes that may communicate with each other. The
aggregate communication rate (in bits/second) between any pair (n,m) of nodes is
called the point-to-point demand between the nodes, and we will use snm to denote
the rate of the aggregate data traffic that enters the network at node n and exits the
network at node m. The matrix S = [snm] is called the traffic matrix. It is usually
more convenient to represent the traffic matrix in vector form. We then enumerate
allP source-destination pairs, and let sp denote the point-to-point demand of node
pair p.
For simplicity, we will assume that each point-to-point demand is routed on a
single path. The paths are represented by a routing matrixR ∈ RL×P whose entries
rlp are defined as
rlp =
{
1 if the demand of node pair p is routed across link l
0 otherwise
(7.1)
Note that the routing matrix may easily be transformed to reflect a situation where
traffic demands are routed on more than one path from source to destination by
allowing fractional values in the routing matrix. Let tl denote the aggregate data
rate on link l, t = [tl] ∈ RL be the vector of link rates, and s ∈ RP be the vector of
demands for all source-destination pairs. Then, s and t are related via
Rs = t (7.2)
The traffic matrix estimation problem is simply the one of estimating the non-negative
vector s based on knowledge of R and t.
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The challenge in this problem comes from the fact that this system of equa-
tions tends to be highly underdetermined: there are typically many more source-
destination pairs than links in a network, and (7.2) has manymore unknowns than
equations.
It is important to note that in an IP network setting, not all links are interior
links connecting the core routers in the network: some of the links are access and
peering links that supply data to and receive data from the edge nodes. To make
this more explicit, we introduce the notation e(n) for the link over which demand
enters at node n, and x(m) for the link over which demand exits at node m. For
ease of notation, we assume that each edge node is either an access or a peering
point (if this is not the case we can always introduce artificial nodes in our network
representation so that this holds). Under these assumptions, te(n) is the total traffic
entering the network at node n and tx(m) is the total traffic exiting the network at
node m. Finally, we let A be the set of nodes acting as access points, and P the set
of nodes acting as peering points.
Alternative formulations of traffic
estimation problems
The traffic matrix as a demand distribution
Since demands are non-negative, it is natural to normalize swith the total network
traffic
stot =
∑
i
∑
j
sij =
∑
n
te(n)
and view s˜ = s/stot as a probability distribution. We may then interpret s˜p as
the probability that a random packet in the network is sent between node pair p.
Introducing t˜ = t/stot, we can re-write (7.2) as{
Rs˜ = t˜
1
T s˜ = 1, s˜  0 (7.3)
The traffic estimation problem then becomes the one of estimating a vector s˜ that
satisfies (7.3) based on knowledge of R and t˜ (cf. [9, 10]).
Fanout formulations
Another alternative is to normalize the demands by the total aggregate traffic en-
tering the source node, i.e., to write
snm = αnm
∑
m
snm = αnmte(n)
∑
m
αnm = 1 (7.4)
Rather than estimating snm, one can now focus on estimating the fanouts αnm =
snm/te(n). Also the fanouts can be interpreted as probability distributions: αnm is
7.4. METHODS FOR TRAFFIC MATRIX
ESTIMATION 73
the probability that a random packet entering the network at node n will exit the
network at nodem (cf. [13, 12]).
7.4 Methods for Traffic Matrix
Estimation
Gravity Models
A simple method for estimating the trafficmatrix is to use a so-called gravity model.
Although these models have a long history in the social sciences [25] and in tele-
phony networks [8], the first application to demand estimation in IP networks
appears to be [16]. In our notation, the basic version of the gravity model predicts
the demand between node n and nodem as
s(p)nm = Cte(n)tx(m) (7.5)
where C is a normalization constant that makes the sum of estimated demands
equal to the measured total network traffic. With the choice C = 1/
∑
m tx(m), the
gravity model reduces to
s(p)nm =
tx(m)∑
m tx(m)
te(n)
and a comparison with (7.4) reveals that this is equivalent to the fanout model
αnm =
tx(m)∑
m tx(m)
i.e., that the amount of data that node n sends to node m is proportional to the
fraction of the total network traffic that exits at nodem. Such a model makes sense
if the user populations served by different nodes are relatively uniform. How-
ever, as pointed out in [23], traffic transit between peering networks behaves very
differently. This has led to the generalized gravity model, where traffic between
peers is forced to be zero, i.e.,
s(p)nm =
{
0 if n ∈ P andm ∈ P
Cte(n)tx(m) otherwise
Once again, C is a normalization constant that makes, for example, the estimated
total traffic equal to the measured total network traffic. In this study, however,
we focus on the simple gravity model and leave the generalized gravity model
without further reference. It should be noted that the gravity model does not use
any information about the traffic on links interior to the network, and that the es-
timates are typically not consistent with the link load measurements (in fact, the
model may not even produce consistent estimates of the total traffic exiting each
node). Thus, gravity models are often not used in isolation, but in combination
with some statistical approach that accounts for measured link loads. Such meth-
ods will be described next.
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Statistical Approaches
Kruithof’s Projection Method
One of the oldest methods for estimating traffic matrices is the iterative method
due to Kruithof [9]. The original formulation considers the problem of estimating
point-to-point traffic in a telephony network based on a known prior traffic matrix
and measurements of total incoming and total outgoing traffic to each node in the
network. Thus, Kruithof’s method can, for example, be used to adjust the gravity
model estimate to be consistent with measurement of total incoming and outgoing
traffic at edge nodes.
Kruithof’s method was first analyzed by Krupp [10], who showed that that
the approach can be interpreted from an information theoretic point-of-view: it
minimizes the Kullback-Leibler distance from the prior traffic matrix
[
s
(p)
ij
]
(inter-
preted as a demand distribution). Krupp also extended Kruithof’s basic method
to general linear constraints,
minimize D(s‖s(p))
subject to Rs = t, s  0
and showed that the extended iterative method convergences to the unique opti-
mal solution. It is interesting to note that Kruithof’s method appears to be the first
iterative scaling method in statistics, and that these methods are closely related to
the celebrated EM-algorithm [6].
Recently [24], Zhang et al. have suggested to use the related criterion
minimize ‖Rs− t‖22 + σ−2D(s‖s(p))
subject to s  0 (7.6)
for estimating traffic matrices for backbone IP traffic. The practical advantage of
this formulation, which we will refer to as the Entropy approach, is that the op-
timization problem admits a solution even if the system of linear constraints is
inconsistent. We will comment on possible choices of prior matrices at the end of
this section.
Estimation under Poissonian and Generalized Linear Modeling Assumptions
Vardi [20] suggested to use a Poissonian model for the traffic, i.e., to assume that
sp ∼ Poisson(λp)
and showed that the mean and covariance matrix of the link loads are given by
E {t} = Rλ Cov {t} = Rdiag(λ)RT
A key observation is that the Poissonian model provides an explicit link between
the mean and covariance matrix of the traffic. Based on a time-series of link load
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measurements, we compute the sample mean and covariance,
tˆ =
1
K
K∑
k=1
t[k] Σˆ =
1
K
K∑
k=1
(t[k]− tˆ)(t[k]− tˆ)T
and then match the measured moments with the theoretical, i.e., solve
Rλ = tˆ Rdiag(λ)RT = Σˆ
for the vector λ of mean traffic rates. By accounting for the model of the covari-
ance matrix we get L(L+1)/2 additional relations, and Vardi proves that the com-
bined information makes the vector λ statistically identifiable. In practice, how-
ever, there will typically be no vector λ that attains equality in the moment match-
ing conditions (this may for example be due to lack of data, outliers, or violated
modeling assumptions). Vardi suggests to use the EM algorithm to minimize the
Kullback-Leibler distance between the observed sample moments and their theo-
retical values. However, as pointed out in [5], when the observed values are not
guaranteed to be non-negative, it is more reasonable to use a least squares fit. To
this end, we find the estimate λ by solving the non-negative least-squares problem
minimize ‖Rλ− tˆ‖22 + σ−2‖Rdiag(λ)R − Σˆ‖22
subject to λ  0
The parameter σ−2 ∈ [0, 1] reflects our faith in the Poissonian modeling assump-
tion (compare [20, Section 4]): if σ−2 tends to zero, then we base our estimate
solely on the first moments, while σ−2 = 1 is natural if we believe in the Poisson
assumption.
Cao et al. [3] have extended the Vardi’s approach by considering a generalized
linear modeling assumption
sp ∼ N
(
λp, φλ
c
p
)
and assumes that all source-destination flows are independent. The additional
scaling parameters φ and c give somewhat more freedom than the strict Poissonian
assumption. However, even for fixed scaling constants φ and c, the estimation
procedure is more complex (the associated optimization problem is non-convex),
and Cao et al. propose a pseudo-EM method for estimation under fixed value of
c. An interesting aspect of the paper by Cao et al. is that they also try to account
for time-variations in the OD flows in order to use more measurements than the
12 link count vectors logged during a busy hour.
Regularized and Bayesian Methods
A related class of methods can be motivated from Bayesian statistics [19]. For
example, by modeling our prior knowledge of the traffic matrix as
s ∼ N (s(p), σ2I)
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and assuming that the traffic measurements are subject to white noise with unit
variance, i.e.
t = Rs+ v
with E{v} = 0, Cov{v} = I , the maximum a posteriori (MAP) estimate is found
by solving
minimize ‖Rs− t‖22 + σ−2‖s− s(p)‖22 (7.7)
Once again, the optimal estimate can be computed by minimizing a weighted dis-
tance of the errors between theoretical and observed means and the distance be-
tween the estimated demands and a prior “guesstimate”. The variance σ2 in the
prior model is typically used as a tuning parameter to weigh the relative impor-
tance that we should put on the two criteria. The formulation (7.7) has been used
in, for example, [23], where the prior is computed using a gravity model.
Fanout Estimation
Although fanout estimation does not simplify the estimation problem if we only
use a single snapshot of the link loads, it can be useful when we have a time-series
of link load measurements. As discussed in Section 7.3, the fanout formulation of
(7.2) is the one of finding a non-negative vector α[k] such as
RS[k]α[k] = t[k],
∑
m
αnm[k] = 1, n = 1, . . . , N
where S[k] is a diagonal scaling matrix such that s[k] = S[k]α[k].
Given a time series of link loadmeasurements, wemay assume that the fanouts
are constant (i.e., that all link load fluctuations are due to changes in the total traffic
generated by each node) and try to find α  0 satisfying
RS[k]α = t[k], k = 1, . . . ,K,∑
m
αnm = 1, n = 1, . . . , N
Even if the routing matrix itself does not have full rank, the above system of equa-
tions will quickly become overdetermined, and there is a unique vector α that
minimizes the errors (in a given norm) between the observed link counts and the
ones predicted by the constant-fanout model. These can be found by solving the
optimization problem
minimize
∑K
k=1 ‖RS[k]α− t[k]‖22
subject to
∑N
n=1 αnm = 1, m = 1, . . . , N
which is simply an equality-constrained quadratic programming problem.
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Deterministic Approaches
Worst-case bounds on demands
In addition to statistical estimates, it is also interesting to find upper and lower
bounds on the demands. Making no underlying statistical assumptions on the de-
mands, we note that a single measurement t[k] of the link loads could be generated
by the set of possible communication rates,
S = {s  0 | Rs = t[k]}
Thus, an upper bound on demand p can be computed by solving the linear pro-
gramming problem
maximize sp
subject to Rs = t[k], s  0
The associated lower bound is found by minimizing sp subject to the constraints.
Obviously, this approach is only interesting when it finds an upper bound smaller
than the trivial maxl∈L(p) tl[k] and a lower bound greater than zero. Also note
that the method is computationally expensive, as it requires solving two linear
programs for each point-to-point demand.
7.5 Benchmarking the Methods on Real Data
Amajor contribution of this paper is to study the traffic in the backbone of a com-
mercial Internet operator, and to benchmark the existing traffic matrix estimation
methods on this data. A complete traffic matrix is measured using the operator’s
MPLS-enabled network.
Previous work also validated estimation methods on real data, but they instead
used NetFlow data to measure the traffic matrix on single router or on a partial
network. [23] validates the tomogravity method with NetFlow measurements of
2/3 of a tier-1 IP backbone, using hourly traffic matrices. In [3] NetFlow data
from a single router is used to create traffic matrices in 5 minute increments, for
validating time-varying network tomography.
NetFlow exports flow information from the routers to a collector system. The
exported information contains the start and end time of every flow, and the num-
ber of bytes transmitted during that interval. The collector calculates the average
rate during the lifetime of the flow, and adds that to the traffic matrix. For val-
idating time-varying tomography, this is not a very accurate methodology. The
variability within a flow is lost because of the NetFlow aggregation. This might
affect the variance-mean relationship this method is based on.
Our study provides new results in the sense that it uses a full network traffic
matrix, based on the direct measurements (rather than analysis of NetFlow traces)
of all demands at 5 minute intervals.
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In the remaining parts of this section, we describe how a complete trafficmatrix
is measured using Global Crossing’s MPLS-enabled network, investigate some ba-
sic properties of the demands, and evaluate the existing methods for traffic matrix
estimation on the data.
Data Collection and Evaluation Data Set
Network
Global Crossing is using MPLS for Traffic Engineering on its global IP backbone.
A mesh of Label Switched Paths (LSPs, a.k.a. “tunnels") has been established be-
tween all the core routers in the network. Every LSP has a bandwidth value as-
sociated with it, and the core router originating the LSP (head-end) will use a
constraint based routing algorithm (CSPF) to find the shortest path that has the
required bandwidth available. RSVP is then used to setup the actual path across
the network. This architecture is described in detail in [22].
By measuring the utilization of every LSP in 5 minute intervals using SNMP,
we can create a full and accurate traffic matrix of the network. This is an addi-
tional, but important, benefit of running an MPLS-enabled network.
Data Collection
To collect SNMP data from the network, a geographically distributed system of
“pollers" has been set up. Each poller retrieves SNMP information from a ded-
icated set of routers in its area, and also functions as a backup for neighboring
pollers. SNMP uses the unreliable UDP protocol for communications between the
routers and monitoring systems, and hence there is the risk of losing data during
transmission. A distributed system with the pollers located close to the routers be-
ing monitored increases the reliability in the case of network performance issues
or outages, and keeps the load per poller manageable.
The link and LSP utilizations are collected every 5 minutes, at fixed timestamps
(e.g. 9:00:00, 9:05:00, 9:10:00, etc.). There will be some variation in the exact polling
time, as it is impossible to query every router and interface at exactly the same
time. The exact response time of the routers is recorded, and the corresponding
utilization rate data is adjusted for the length of the real measurement interval
(e.g. 5 minutes and 3 seconds). The impact of this on the measurements is only
minimal, and it provides uniform time series of link and LSP utilization data.
The pollers transfer their data to a central database at fixed intervals, using a
reliable transport protocol (TCP).
Routing Matrix
The routing matrix in the form described by equations (7.1) and (7.2) is created us-
ing a simulation of the network. Although the routing of the LSPs in the network
could be retrieved from the routers, it proves to be more practical to simulate the
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constraint based routing protocol (CSPF) as used by the routers, using the same
constraints data (i.e. LSP bandwidth values).
We use the tool MATE fromCariden [4] to perform this routing simulation, and
export this information in a text file. The data is then converted to a routing matrix
according to equation (7.1). Although the routing in the network is often in a state
of flux because of link and/or equipment outages, this is not of much relevance to
our study. These routing changes only have a minor effect on the point-to-point
demands (i.e., the traffic matrix).
Evaluation Data Set
In order to perform a scientific evaluation of the estimation methods, we need the
measurements of routing, traffic matrix elements and link loads to be consistent.
By consistent we mean measurements which satisfies equation (7.2).
By using equation (7.2) we are able to compute the link loads needed as input
to the estimation methods, from the measured point-to-point demands and the
simulated routing matrix. The above mentioned procedure enable us to evaluate
the accuracy of the methods on real data without the errors incurred by errors in
the measurement of the link loads.
From Global Crossing’s network, we have extracted routing information and
trafficmatrices for the European andAmerican subnetworks. The reason for this is
that we wanted to study networks of manageable size that still accommodate large
traffic demands. It also allows us to study if there are any significant differences
in the demand patterns on the two continents. To create these separate traffic and
routing matrices, we simply exclude all links and demands that do not have both
source and destination inside the specific region.
Further, core routers located in the same city were aggregated to form a point
of presence (PoP), and we study the PoP-to-PoP traffic matrix. Many PoPs contain
routers who only transit traffic. We have in this study included links between
these transit routers since we focus on estimation in real networks where transit
routers are present. Because not necessarily all the original demands between two
PoPs were following the same path, we decided to route the aggregated demand
according to the routing of the largest original demand. In practice though, most
parallel demands already followed the same path.
Using this approach, the European network has 12 PoPs (thus 132 point-to-
point demands) and 72 links, while the American network has 25 PoPs (600 de-
mands) and 284 links.
Since the precise details of the traffic are considered proprietary, we scale all
plots by the maximum value of the total traffic during the measurement period. It
might, however, be interesting to know that the largest traffic demands are on the
order of 1200 Mbps.
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Preliminary Data Analysis
Busy hours and demand distributions
Figure 7.1 shows how the normalized total traffic in the two subnetworks vary
with time. The solid and dashed lines represent the European and American net-
works, respectively. There is a clear diurnal cycle, and both subnetworks have a
pronounced busy periods. The busy periods overlap partly around 18:00 GMT,
and the time period shaded in Figure 7.1. We will focus our data analysis to this
interval.
Figure 7.2 shows the cumulative demand distribution for the subnetworks.
The figure shows that the top 20 percent of demands account for approximately
80 percent of the traffic in both networks. A similar insight can be obtained from
the spatial traffic distributions illustrated in Figure 7.3, where we see that a limited
subset of nodes account for the majority of network traffic.
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Figure 7.1: Total network traffic over time. The solid line represents the European
network, while the dashed line represents the American subnetwork.
On the stability of fanout factors
Aswe have seen in Section 7.3, there are several possible formulations of the traffic
estimation problem: we may estimate the demands directly, focus on the relative
demands (viewing the traffic matrix as a demand distribution) or the fanout fac-
tors. While the total network traffic changes with the number of active users, one
may conjecture that fanouts would be stable as long as the average user behavior
does not change. In this section, we investigate whether fanouts are more stable
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Figure 7.2: Cumulative demand distributions for the European network (solid)
and the American subnetwork (dashed).
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Figure 7.3: Spatial distribution of traffic in the two subnetworks.
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over time than demands themselves. If this is the case, fanout estimation may be
easier than demand estimation since we do not have to rely on data logged only
during the stationary busy hour. Furthermore, if fanouts are stable, it is a worth-
while idea to develop models for fanout factors based on node characteristics (cf.
[12]).
Figure 7.4 shows how the demands from the four largest PoPs in the American
network fluctuate over the 24-hour measurement period, while Figure 7.5 shows
the associated fanouts. We can see that the fanouts are much more stable than
the demand themselves during this measurement period. The same qualitative
relationship holds for all large demands in the network; for the smaller demands,
however, the fanouts sometimes fluctuate more than the demands themselves.
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Figure 7.4: The four largest outgoing demands from the four largest PoPs in the
American network.
On the PoissonianModeling Assumption
The assumption that demands are Poissonian, or that they follow a generalized
scaling law, provides an explicit link between mean and covariances of link load
measurements. Such a link allows us, at least in theory, to statistically identify
the demands based on a time series of link load measurements. It is therefore
interesting to investigate how well our data satisfies the generalized scaling law
[3]
Var {sp} = φλcp
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Figure 7.5: The associated fanouts for the four largest outgoing demands from the
four largest PoPs in the American network.
In particular, if the traffic is Poissonian, then φ = c = 1. Figure 7.6 shows the rela-
tionship between the 5-minute averages of mean and variance for the demands in
our subnetworks during busy hour. The plots show a remarkably strong relation
between mean and variance and that the generalized scaling law is able to cap-
ture the mean-variance relationship for the demands in both subnetworks. The
parameters φ = 0.82, c = 1.6 gives the best fit for the European demands, and
φ = 2.44, c = 1.5 results in the best fit for the American network.
Similar mean-variance relationships have been established for web-traffic in
[14] and for IP traffic demands in [3, 13]. Our observations are consistent with the
measurements on a single LAN router in [3] (which suggest that c = 2 is more rea-
sonable than the Poissonian assumption c = 1), but differs from the measurements
on the Sprint backbone reported in [13] (which finds that c varies uniformly over
the interval [0.5, 4.0]). This difference could be explained from the fact that [13] cal-
culates the 1-second mean-variance relationship per demand over 400 intervals of
100 seconds each. The variation of the per demand mean over these 400 intervals
(a little more than 11 hours) is not going to be very large. In our analysis, we use
the 5-minute mean-variance numbers from all demands during a single interval,
like the busy hour for which we want to estimate the traffic matrix. This way we
fit the data over an average demand range of 6 magnitudes or more, based on the
same measurement intervals that will be used for the estimation procedures.
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Figure 7.6: Relation between mean and variance for the demands in the European
(left) and American (right) subnetworks.
On the Gravity model assumption
Finally, we investigate to what extent the gravity model provides a good estimate
of the demands. We focus our analysis on the simple gravity model although the
generalized gravity model potentially yield more accurate results since the latter
model requires information we do not have access to. Figure 7.7 shows the ac-
tual traffic matrix elements against the gravity model estimates. While the gravity
model is reasonably accurate for the European network, it significantly underesti-
mates the large demands in the American network. With our knowledge about the
spatial distribution of demands shown in Figure 7.3 we could have foreseen this
result. Contrary to the gravity model assumption that all PoPs send the same frac-
tion of their total traffic to each destination, PoPs tend to have a few dominating
destinations that differ from PoP to PoP.
Evaluation of Traffic Matrix Estimation Methods
In this section, we evaluate the methods for traffic matrix estimation described in
Section 7.4. Since fanout estimation and the Vardi approach both use a time-series
of measurements rather than a snapshot, they are analyzed separately from the
other methods.
Performance Metrics
To evaluate the methods, we must first determine an appropriate performance
measure. Although many aspects could potentially be included in the evaluation,
we focus on the potential impact of performance errors on traffic engineering tasks
such as load balancing or failure analysis. For these applications, it is most impor-
tant to have accurate estimation of the largest demands since the small demands
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Figure 7.7: Real demands vs. gravity model estimates for European (left) and
American (right) subnetworks.
have little influence on the link utilizations in the backbone. We will thus focus
our performance analysis on how well the methods are able to estimate the large
demands. In order to quantify performance of the estimation and compare results
from different estimation methods we introduce the mean relative error (MRE):
MRE =
1
NT
∑
i:si>sT
∣∣∣∣ sˆi − sisi
∣∣∣∣ (7.8)
Here, si denotes the true traffic matrix element and sˆi denotes the corresponding
estimate. The sum is taken over the elements in s larger than sT and NT is the
number of elements in s larger than the threshold. In our analysis, we have chosen
the threshold so that the demands under consideration carry approximately 90%
of the total traffic. This corresponds to including the 29 largest demands in the
European subnetwork, and the 155 largest demands in the American network.
Evaluation of Worst-Case Bounds
To get a feel for how difficult it is to estimate different demands, it is useful to
compute worst-case bounds for the demands using the approach described in Sec-
tion 7.4. The resulting bounds for are shown in Figure 7.8.
Althoughmost bounds are non-trivial, they tend to be relatively loose and only
very few bounds can be measured exactly. Still, as shown in Figure 7.9 the average
of the upper and lower bound for each flow gives a relatively accurate estimate of
the demands. We can observe that many of the largest demands in the European
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Figure 7.8: Worst-case bounds on demands in European (left) andAmerican (right)
subnetworks.
subnetwork have relatively large worst-case bounds, indicating potentially large
uncertainty in the estimates.
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Figure 7.9: Priors obtained from worst-case bounds.
7.5. BENCHMARKING THE METHODS ON REAL DATA 87
Evaluation of Fanout Estimation
Figure 7.10 shows the results of the fanout-based estimation scheme on the Ameri-
can subnetwork. Since the approach uses a time-series of link load measurements,
we have the average demands over the time window on the x-axis against the esti-
mated average demand on the y-axis. Although the system of equations becomes
overdetermined already for a window length of 3, the actual performance only
improves marginally as we include more data.
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Figure 7.10: Average demands over time window vs. estimates for the fanout
estimation procedure using actual data from American subnetwork.
To quantify the error we plot the MRE as a function of the window length as
shown in Figure 7.11. The figure shows that the error decreases for short time-
series of measurements, but levels out for larger window sizes.
Evaluation of the Vardi approach
In the analysis of the Vardi approach, we apply the method on the busy period of
respective network (i.e., the shaded interval in Figure 7.1). The busy period is 250
minutes, or 50 samples long, and we use the sample mean of the traffic demands
over the busy period as the reference value in the MRE calculations.
Table 7.1 shows MRE for σ−2 = 0.01 and σ−2 = 1. The value σ−2 = 1, which
corresponds to strong faith in the Poisson assumption, gives unacceptable per-
formance; some estimates are several orders of magnitude larger than the true
demands while other elements are set to zero despite that the corresponding de-
mand is non-zero. Smaller values of σ give better performance, but are still not
very convincing. We believe there are two reasons for the poor performance. First,
although there is a strong mean-variance relationship, the analysis in Section 7.5
has shown that the demands are not Poissonian. Second, the convergence of the
covariance matrix estimation is slow and one needs a large set of samples to have
an accurate estimate. To support this argument, we calculate the mean of the el-
ements of the traffic matrix over the busy period and generate a time-series of
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Figure 7.11: MRE as a function of window length.
Europe America
σ−2 = 0.01 0.47 0.98
σ−2 = 1 302 1183
Table 7.1: MRE for the Vardi approach,K = 50
synthetic traffic matrices with Poisson distributed elements with the calculated
mean. Figure 7.12 shows MRE as a function of window size for synthetically gen-
erated traffic matrices. The solid line shows the error for the European network
and the dashed line the error for the American network. To have errors in the es-
timation less than 20% we need a window size of 100 for the American network.
Hence, even when the Poisson assumption is valid, a large window size is needed
in order to achieve an acceptable level of the estimation error.
Comparison of Bayesian and Entropy models
In this section, we evaluate the methods that use a single snapshot measurement
from the network. We use the simple gravity model as prior. As before, the thresh-
old value of the MRE method is adjusted so that approximately 90% of the total
traffic in the network is included in the study.
Relying on regularization, the results of both the Bayesian (7.7) and the Entropy
(7.6) approach depend on the choice of regularization parameter. For a small val-
ues of σ we make little use of the measurement and focus on finding a solution
that is close to the prior. For very large values of σ, on the other hand, we put a
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Figure 7.12: MRE as a function of window size for a synthetic traffic matrix, σ−2 =
1
strong emphasis on the measurements, and only use prior to select the most plau-
sible solutions of the demand estimates that satisfy Rs = t. This is clearly shown
in Figure 7.13, where we have computed the MRE values for both methods as
function of the regularization parameter. The leftmost values should be compared
with the MRE of the gravity prior, which is 0.26 in European and 0.8 in the Amer-
ican subnetwork. As the plots show, we get the best results for large values of the
regularization parameter. We can also see that there is no single best method; the
Bayesian performs better in Europe while the Entropy approach works better in
the American subnetwork.
To gain intuition about the performance of the estimation we have plotted the
actual trafficmatrix elements against the estimated for the American network. Fig-
ure 7.14 shows the plot for Bayesian (left) and Entropy (right) estimation. The reg-
ularization parameter was set to 1000 producing the best possible estimation for
both Bayesian and Entropy estimation. The plots show that the estimation manage
to capture the traffic demands for the whole spectrum of traffic demands.
Finally, we have demonstrated that using the mean of the upper and lower
worst-case bound for each demand resulted in an estimate which is significantly
better than the gravity model, and is thus natural to use this as an alternative
prior in the regularized approaches. Figure 7.15 shows the MRE for the Bayesian
approach as function of regularization parameter for the gravity and worst-case
bound prior on the European (left) subnetwork and the American (right) subnet-
work. We can see that the worst-case bound prior gives significantly better results
90
CHAPTER 7. PAPER A: TRAFFIC MATRIX ESTIMATION ON A LARGE IP
BACKBONE - A COMPARISON ON REAL DATA
10−5 100 105
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
0.24
0.26
Regularization parameter
M
R
E
Bayesian
Entropy
10−5 100 105
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Regularization parameter
M
R
E
Bayesian
Entropy
Figure 7.13: Mean relative error (MRE) as a function of the regularization param-
eter for the European network (left) and the American network (right).
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Figure 7.14: Real vs. estimated traffic demands for the American subnetwork us-
ing the Bayesian approach (left) and Entropy estimation (right).
for small values of the regularization constant (i.e. when we put large emphasis
on the prior). For large values of the regularization parameter, however, the per-
formance of the two priors is practically equal.
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Figure 7.15: Mean relative error (MRE) as a function of the regularization parame-
ter for the European (left) network and the American (right) network using gravity
and worst-case bound priors.
Combining Tomography with Direct Measurements
As a final exercise, we investigate the usefulness of combining traffic matrix es-
timation based on link-loads with direct measurements of specific demands. To
get correspondence with the rest of this paper, we focus on the problem of adding
measurements that allow us to decrease the MRE of the Entropy method.
Figure 7.16 shows how the MRE for the Entropy approach decreases with the
number of measured demands for the European subnetwork. We can see that
it is sufficient to measure six demands in order for the MRE to drop from the
initial 11% to below 1%. For the American network, on the other hand, we need
to measure 17 demands for the MRE to decrease from the initial 23% to below
10%. These results are generated by finding, by exhaustive search in each step,
the demand that when measured gives the largest decrease in MRE. They indicate
that significant performance improvements can be achieved by measuring only a
handful demands.
In practice, however, one would also need an approach for choosing the best
demand. Comparing Figures 7.16 and 7.1, one is easily led to believe that they are
nothing but each others’ inverses, and it would be sufficient to measure the largest
demands. In passing, we note that most estimation methods are very accurate in
ranking the size of demands, so identifying the largest demands and measuring
them is indeed a viable practical approach. However, the MRE measures the rel-
ative error, and in our data set, it is not the largest demands that have the largest
relative estimation errors. In Europe, one would need to measure the 19 largest
demands to have a MRE less than 1%, and in the American network, one would
need to measure 74 demands to force the MRE below 10%.
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Figure 7.16: The MRE versus number of demands that we measure exactly in the
European network.
Evaluation in summary
To allow an easy performance comparison of the methods, Table 7.2 summarizes
the bestMRE values thatwe have been able to achieve for the different approaches.
The table demonstrates that the Bayesian and Entropy methods gave the best per-
formance, followed by the fanout and Vardi approaches. The worst-case bounds
provide a better prior than the simple gravity model on our dataset, and both
methods provide better MRE values than the Vardi approach. Note, however, that
the fanout and Vardi approaches use, and are evaluated on, a sequence of link load
measurements.
Since our experiences of other aspects of the methods, such as ease-of-use and
computational complexity, are not easily summarized in a single numbers, we
have omitted a direct comparison and refer to the discussions above.
7.6 Conclusion and Future Work
This paper has presented an evaluation of traffic matrix estimation techniques on
data from a large IP backbone. In contrast to previous studies that used partial
traffic matrices or demands estimated from aggregated NetFlow traces, we have
used a unique data set of complete traffic matrices measured over five-minute
intervals. The data set has allowed us to do accurate data analysis on the time-scale
of standard link-load measurements and enabled us to evaluate both methods that
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Europe America
Worst-case bound prior 0.10 0.39
Simple gravity prior 0.26 0.78
Entropy w. gravity prior 0.11 0.22
Bayes w. gravity prior 0.08 0.25
Bayes w. WCB prior 0.07 0.23
Fanout 0.22 0.40
Vardi 0.47 0.98
Table 7.2: Performance comparison of the various methods. The table shows the
best MRE values that we have been able to achieve for the various methods on the
two subnetworks.
use a time-series of link-loads and methods that rely on snapshot measurements.
We have shown that the demands in our data set have a remarkably strong
mean-variance relationship, yet we have been unable to achieve good estimation
performance using methods that try to exploit this fact. We have argued that this
failure is due the problem of accurate estimation of covariance matrices and pre-
sented a study on synthetic data to support this claim.
Based on our observation that fanout factors tend to be much more stable over
time than the demands themselves, we have proposed a novel method for esti-
mating fanouts based on a time-series of link load measurements. We have also
proposed to estimate worst-case bounds on the demands. Although these bounds
are not always very tight, they turned out to be useful for constructing a prior for
use in other estimation schemes. We have illustrated that the gravity model fails
to construct a good prior in one of our subnetworks due to violations of underly-
ing assumptions in the traffic patterns. The regularizedmethods, such as Bayesian
and Entropy approaches, were found to be simple and provide the best results, if
the regularization parameter was chosen appropriately. Finally, we noted that by
measuring only a handful of demands directly, it was possible to obtain significant
decreases in the MRE of the Entropy approach.
This study has focused on analyzing key properties of the demand data set and
evaluating the performance of trafficmatrix estimation techniques in terms of their
estimation error. Although we have coveredmost methods from the literature, we
have not implemented and evaluated the approach by Cao et al. [3]. Clearly, a
more complete evaluation should include also this method. It would also be use-
ful to complement the evaluation by amore rigorous theoretical analysis to bring a
better understanding of our observations. Our study also leaves many important
issues unexplored. For example, our data set does not contain measurement errors
or component failures and we have not evaluated the effect of such events on the
estimation. Furthermore, we have not considered how sensitive traffic engineer-
ing tasks are to estimation errors in different demands, and how such information
could be incorporated in the estimation procedures. Another interesting topic for
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future work would be to understand the nature of the worst-case bounds, and see
if they could be exploited in other ways.
Acknowledgments
This work is supported in part by the Swedish Foundation for Strategic Research
(SSF), the Swedish Research Council (VR), the Swedish Agency for Innovation
Systems (VINNOVA) and the European Commission.
Bibliography
[1] H. Abrahamsson, J. Alonso, B. Ahlgren, A. Andersson, and P. Kreuger. A
multi path routing algorithm for IP networks based on flow optimisation. In
B. Stiller, M. Smirnow, M. Karsten, and P. Reichl, editors, From QoS Provi-
sioning to QoS Charging – Third COST 263 International Workshop on Quality of
Future Internet Services, QoFIS 2002 and Second Interntational Workshop on Inter-
net Charging and QoS Technologies, ICQT 2002, pages 135–144, Zürich, Switzer-
land, October 2002. Springer. LNCS 2511.
[2] D. Applegate and E. Cohen. Making intra-domain routing robust to chang-
ing and uncertain traffic demands: Understanding fundamental tradeoffs. In
Proc. ACM SIGCOMM, Karlsruhe, Germany, August 2003.
[3] J. Cao, D. Davis, S. Vander Wiel, and B. Yu. Time-varying network tomogra-
phy: router link data. Journal of Americal Statistical Association, 95:1063–1075,
2000.
[4] Cariden, Inc., Mountain View, CA. MATE, 2004. http://www.cariden.com.
[5] I. Csiszár. Why least squares and maximum entropy? – an axiomatic ap-
proach to inverse problems. The Annals of Statistics, 19:2033–2066, December
1991.
[6] I. Csiszár and G. Tusnády. Information geometry and alternating minimiza-
tion procedures. Statistics and Decisions, Suppl. 1, Supplement Issue No. 1:205–
237, 1984.
[7] A. Feldmann, A. Greenberg, C. Lund, N. Reingold, J. Rexford, and F. True.
Deriving traffic demands for operational IP networks: Methodology and ex-
perience. In Proc. ACM SIGCOMM, Stockholm, Sweden, August 2000.
[8] J. Kowalski and B. Warfield. Modeling traffic demand between nodes in a
telecommunications network. In Australian Telecommunications and Networks
Conference, Sydney, Australia, December 1995.
[9] J. Kruithof. Telefoonverkeersrekening. De Ingenieur, 52(8):E15–E25, 1937.
95
96 BIBLIOGRAPHY
[10] R. S. Krupp. Properties of Kruithof’s projection method. The Bell System Tech-
nical Journal, 58(2):517–538, February 1979.
[11] A.Medina, C. Fraleigh, N. Taft, S. Bhattacharyya, and C. Diot. A Taxonomy of
IP TrafficMatrices. In SPIE ITCOM: Scalability and Traffic Control in IPNetworks
II, Boston, August 2002.
[12] A. Medina, K. Salamatian, N. Taft, I. Matta, Y. Tsang, and C. Diot. On the
convergence of statistical techniques for inferring network traffic demands.
Technical Report BUCS-2003-003,Boston University, Computer Science, USA,
February 2003.
[13] A. Medina, N. Taft, K. Salamatian, S. Bhattacharyya, and C. Diot. Traffic
matrix estimation: Existing techniques and new directions. In Proc. ACM
SIGCOMM, Pittsburg, USA, August 2002.
[14] R. Morris and D. Lin. Variance of aggregated web traffic. In Proc. IEEE INFO-
COM, pages 360–366, Tel Aviv, Israel, March 2000.
[15] A. Nucci, R. Cruz, N. Taft, and C. Diot. Design of IGP link weight changes for
estimation of traffic matrices. In Proc. IEEE INFOCOM, Hong Kong, March
2004.
[16] M. Roughan, A. Greenberg, C. Kalmanek, M. Rumsewicz, J. Yates, and
Y. Zhang. Experience in modeling backbone traffic variability: models, met-
rics, measurements and meaning. In Proc. ACM SIGCOMM Internet Measure-
ment Workshop, Marseille, France, November 2002.
[17] M. Roughan, Mikkel Thorup, and Yin Zhang. Traffic engineering with esti-
mated traffic matrices. In Proc. ACM Internet Measurement Conference, Miami
Beach, Florida, USA, October 2003.
[18] A. Sridarhan, R. Guerin, and C. Diot. Achieving near-optimal traffic engineer-
ing solutions for current OSPF/IS-IS networks. In Proc. of IEEE INFOCOM
2003, San Francisco, USA , November 2003.
[19] C. Tebaldi and M. West. Bayesian inference on network traffic using link
count data. Journal of the American Statistical Association, 93(442):557–576, June
1998.
[20] Y. Vardi. Network tomography: Estimating source-destination traffic intensi-
ties from link data. Journal of the Americal Statistical Association, 91(433):365–
377, March 1996.
[21] S. Vaton and A. Gravey. Network tomography : an iterative bayesian analy-
sis. In Proc. ITC 18, Berlin, Germany, August 2003.
[22] X. Xiao, A. Hannan, B. Bailey, and L. M. Ni. Traffic engineering with MPLS in
the internet. IEEE Network, 14(2):28–33,March–April 2000.
[23] Y. Zhang, M. Roughan, N. Duffield, and A. Greenberg. Fast accurate compu-
tation of large-scale IP traffic matrices from link loads. In Proc. ACM Sigmet-
rics, San Diego, CA, June 2003.
[24] Y. Zhang, M. Roughan, C. Lund, and D. Donoho. An information-theoretic
approach to traffic matrix estimation. In Proc. ACM SIGCOMM, Karlsruhe,
Germany, August 2003.
[25] G. K. Zipf. Somde determinants of the circulation of information. American
Journal of Psychology, 59:401–421, 1946.
Chapter 8
Paper B: Performance of Traffic
Engineering in Operational
IP-networks - an Experimental Study
Anders Gunnar, Henrik Abrahamsson, and Mattias Söderqvist. In Proceedings of
the 5th IEEE International Workshop on IP Operations and Management IPOM 2005,
Barcelona, Spain.
©2005 Springer. Reprinted with permission.
99
100
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Abstract
Today, the main alternative for intra-domain traffic engineering in IP net-
works is to use different methods for setting the weights (and so decide upon
the shortest-paths) in the routing protocols OSPF and IS-IS. In this paper we
study how traffic engineering performs in real networks. We analyse different
weight-setting methods and compare performance with the optimal solution
given by a multi-commodity flow optimization problem. Further, we investi-
gate their robustness in terms of howwell they manage to cope with estimated
traffic matrix data. For the evaluation we have access to network topology and
traffic data from an operational IP network.
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8.1 Introduction
For a network operator it is important to tune the network in order to accom-
modate more traffic and meet service level agreements (SLAs) made with their
customers. In addition, as new bandwidth demanding and also delay and loss
sensitive services are introduced it will be even more important for the operator
to manage the traffic situation in the network. This process of managing the traffic
is often referred to as traffic engineering. The aim is to use the network resources
as efficiently as possible and to avoid congestion; i.e. deviate traffic from highly
utilized links to less utilized links.
In this paper we investigate performance of traffic engineering in operational
networks. To make the investigation more balanced we use two traffic engineer-
ing methods. The results are compared to the optimal routing obtained from
multi commodity flow optimization and the inverse capacity weight setting rec-
ommended by Cisco. In order to optimize the routing an estimate of the traffic
situation in the network is needed. The traffic situation can be captured in a traf-
fic matrix. The entries in the traffic matrix represent the amount of traffic sent
between each source destination pair in the network. However, since routers of-
ten lack functionality to measure the traffic matrix directly operators are forced to
estimate it from other available data. We use two well known traffic matrix esti-
mation methods to investigate how traffic engineering performs when subjected
to estimated traffic matrices.
For the evaluation we have access to a full traffic matrix as well as network
topology obtained from direct measurements in a commercial IP network. Pre-
vious work have shown that traffic engineering enables the network operator to
accommodate substantially more traffic in the network. However, the evaluations
have been performed on synthetic data or only partial traffic matrices obtained
from an operational IP network.
Our focus is not on the actual methods we use in the study but in how they
perform in a real network with real traffic demands. In addition, we study the
interplay between traffic estimation and an application of the estimate, i.e. traffic
engineering. Hence, we only give a brief description of the methods we use and
the interested reader should consult the references for further details.
The rest of the paper is organized as follows. Section 8.2 gives a short descrip-
tion of traffic engineering in IP networks. We also discuss related work on the
subject. The experiments together with a short description of traffic matrix esti-
mation is given in Section 8.3. The evaluation is described in Section 8.4. Finally
we make some concluding remarks about our findings and discuss future work.
8.2 Traffic Engineering in IP Networks
Traffic engineering encompasses performance evaluation and performance opti-
mization of operational networks. An important goal is to avoid congestion in the
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network and to make better use of available network resources by adapting the
routing to the current traffic situation.
The two most common intradomain routing protocols today are OSPF (Open
Shortest Path First) and IS-IS (Intermediate System to Intermediate System). They
are both link-state protocols and the routing decisions are based on link costs and
a shortest (least-cost) path calculation. With the equal-cost multi-path (ECMP)
extension to the routing protocols the traffic can also be distributed over several
paths that have the same cost.
These routing protocols are designed to be simple and robust rather than to
optimize the resource usage. They do not by themselves consider network utiliza-
tion and do not always make good use of network resources. The traffic is routed
on the shortest path through the network even if the shortest path is overloaded
and there exist alternative paths. It is up to the operator to find a set of link costs
(weights) that is best suited for the current traffic situation and avoids congestion
in the network.
The traffic engineering process is illustrated in Figure 8.1. The first step is to
collect the necessary information about network topology and the current traf-
fic situation. Most traffic engineering methods need as input a traffic matrix de-
scribing the demand between each pair of nodes in the network. But today the
support in routers for measuring the traffic matrix is limited. Instead, an often
suggested approach is to estimate the traffic matrix from link loads and routing
information [5, 6, 13]. Link loads are readily obtained using the Simple Network
Management Protocol (SNMP) and routing information is available from OSPF or
IS-IS link-state updates.
The trafficmatrix is then used as input to the routing optimization step, and the
optimized parameters are finally used to update the current routing. In this study
this means that the traffic matrix is used together with heuristic search methods to
find the best set of links weights.
Data collection    Estimation Optimization
Traffic statistics, 
Topology info.
Traffic matrix Routing settings
Re-routing
Figure 8.1: The traffic engineering process
Optimal Routing
The general problem of finding the best way to route traffic through a network
can be mathematically formulated as a multi-commodity flow (MCF) optimiza-
tion problem (see, e.g., [1, 3, 7]). The network is then modeled as a graph. The
problem consists of routing the traffic, given by a demand matrix, in the graph
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with given link capacities while minimizing a cost function. This can be formu-
lated and solved as a linear program.
How the traffic is distributed in the network very much depends on the objec-
tives expressed in the cost function. Since one of the main purposes with traffic
engineering is to avoid congestion a reasonable objective would be to minimize
the maximum link utilization in the network. Another often proposed objective
function is described by Fortz and Thorup [3]. Here the sum of the cost over all
links is considered and a piece-wise linear increasing cost function is applied to
the flow on each link. The basic idea is that the cost should depend on the utiliza-
tion of a link and that it should be cheap to use a link with small utilization while
using a link that approaches 100% utilization should be heavily penalized. The
characteristics of the cost function is shown in Figure 8.2.
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Figure 8.2: Cost function for load on a link
Though the solution given by the linear program is the optimal routing, the
method is in general not used directly for routing in operational IP networks. First,
the method is inherently centralized. And also, since the solution requires flows
to be arbitrary split among several paths towards the destination it would require
modifications to the forwarding mechanisms that is used today [1]. In this paper
we focus on the legacy routing protocols OSPF and IS-IS. The optimal routing will
be used for comparison only since it constitutes a lower bound for the performance
of legacy routing mechanisms.
Unfortunately, when taking the restrictions of shortest-paths or equal-cost mul-
tipaths in the OSPF and IS-IS protocols into consideration, the problem of finding
the optimal routing becomes much harder. The problem of finding weights that
optimizes the routing is NP-hard [3, 7]. This means that one usually has to rely on
heuristic methods to find the set of weights.
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Heuristic Search Methods
An often proposed method to determine the best set of link weights is to use local
search heuristics [3, 4, 8]. Given network topology, link capacities and the demand
matrix the heuristics evaluate points in a search space, where a point is represented
by a set of weights. A neighbor to a point is another set of weights produced by
changing the value of one or more weights from the first point. In the heuristics,
different neighbors are produced and the cost of each one is calculated using a cost
function. From each heuristic the neighbor with the best cost is the one that will
be the output. In this study we have selected two heuristics:
• Local search (Fortz and Thorup [3])
• Strictly descending search (Ramakrishnan and Rodrigues [8])
Both heuristics have been studied for random topologies and synthetic traffic de-
mands by Söderqvist [10]. As objective function we use the cost function by Fortz
and Thorup [3] mentioned in section 8.2.
Related Work
With the prospect of better utilizing available network resources and optimizing
traffic performance, a lot of research has been done in the area of traffic engineer-
ing. The general principles and requirements for traffic engineering are described
in RFC 3272 [2] produced by the IETF Internet Traffic Engineering working group.
Many researchers use multi-commodity flow models for traffic engineering.
The book by Pióro and Medhi [7] gives a comprehensive description of design
models and optimizations methods for communication networks, including net-
works with shortest-path routing.
The performance of weight-setting methods using search heuristics has been
investigated with real network topologies and synthetic data or partial traffic ma-
trices in [3, 4, 9, 11]. Fortz and Thorup [3] evaluate their search heuristic using a
proposed AT&T backbone network and demands projected from measurements.
Sridharan et al. [11] use a heuristic to allocate routing prefixes to equal-cost multi-
paths and evaluate this using data from the Sprint backbone network. An alter-
native approach is to use the dual of a linear program to find a weight setting
[12].
Roughan et al. [9] investigate the performance of traffic engineering methods
with estimated traffic matrices. However, the authors use partial traffic matrices
and one weight setting method only.
8.3 Methodology
This section describes the methodology in this study. First we describe the per-
formance metrics for the experiments followed by a discussion on how the exper-
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iments are conducted. Finally we give a short introduction to the traffic matrix
estimation methods used in this paper.
Evaluation Metrics
Since the main objective of traffic engineering is to avoid congestion one natural
metric of performance is maximum link utilization in the network. The utilization
ua of link a is defined as :
ua =
la
ca
(8.1)
where the load on link a is denoted la and ca is the capacity of the link. How-
ever, maximum link utilization only reflect one link in the network. To quantify
performance for the routing where the whole network is taken into account we
define the normalized cost:
Φ∗ =
Φ
Φnorm
. (8.2)
HereΦ is the cost function from Section 8.2 andΦnorm is a normalization factor
such that the normalized cost is comparable between different network topologies.
Further details about the normalized cost can be found in [10].
Experimental Setup
In this paper we use an experimental approach to address the problem. We use
a unique data set of complete traffic matrices and topology from a commercial IP
network operator to simulate the effects of different weight settings for OSPF/IS-
IS routing.
A measured traffic matrix, i.e. a traffic matrix without errors, together with the
network topology is provided as input to the weight optimization. The output
from the optimization is a new set of weights which we use to calculate the new
routing. Finally, the measured traffic matrix is applied to the new routing in order
to determine link utilization and calculate the normalized cost.
To obtain an estimated traffic matrix we simulate the routing with inverse ca-
pacity routing. The link loads obtained by applying the measured traffic matrix is
then used to find an estimate of the traffic matrix. The estimated traffic matrix is
used as input to the weight optimization algorithm. Finally, the optimized links
weights are used to calculate the links loads by applying the original measured
traffic matrix.
The optimal solution to the routing problem discussed in section 8.2 will serve
as a benchmark for our experiments with the search heuristics. In addition, the
routing from the inverse capacity weight setting is also included for comparison
as it is often used by network operators and is the recommended weight setting
by Cisco [3].
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Traffic Matrix Estimation
The traffic matrix estimation problem has been addressed by many researchers
before (e.g. [5, 6, 13]). In this study we focus on two estimation methods.
• Simple Gravity method
• Entropy method
The simple gravity method is based on the assumption that traffic between
source node s and destination node d is proportional to the total amount of traffic
sent by s and total amount of traffic destined to d. The strength of this method
lies in its simplicity. However, the method is also known to be unaccurate in some
situations [5].
A different approach to obtain the trafficmatrix is to estimate it from link loads
and routing information [6, 13]. Link loads are readily obtained using SNMP and
routing is available from OSPF or IS-IS link-state updates. This approach often
leads to an ill-posed estimation problem since operational IP networks typically
have many more node pairs (entries in the traffic matrix) than links. In order to
add more constraints to the problem additional information must be added. This
information is usually in the form of some assumption made about the traffic ma-
trix. The entropy method [13] minimizes the Kullback-Leibler distance between
the estimate and a prior guess of the traffic demands. With the entropy method it
is possible to obtain an accurate estimate of the traffic matrix (cf. [5, 13]). In our
experiments we use the gravity method to produce a prior.
By choosing one accurate and one less accurate method we are able to make a
more balanced evaluation of how estimation errors influence the performance of
traffic engineering subjected to estimated traffic demands.
8.4 Results
In this section we present the results obtained from our experiments. For the eval-
uation we used network topologies and traffic matrices obtained from a global
MPLS-enabled IP network. From the datawe isolated the European and the Amer-
ican subnetworks in order to obtain networks of manageable size but still carry
large traffic demands. In addition, we obtain two networks with slightly different
characteristics. More details about the networks and traffic demands can be found
in Gunnar et al. [5]. However, it might be interesting to mention that the European
network has 12 nodes and 40 links and the American network has 25 nodes and
112 links.
As previously mentioned we use two measures of performance, the normal-
ized cost function introduced by Fortz and Thorup [3] and maximum link utiliza-
tion in the network. The results are plotted for the following methods:
• Opt, the optimal solution to the general routing problem. Included for com-
parison since it is a lower bound for the other methods.
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• InvCap, sets the weight inversely proportional to the capacity of the link.
Like Opt this method is included as a benchmark as it is the default setting
recommended by Cisco.
• FT, the search heuristic proposed by Fortz and Thorup [3] starting from a
random weight setting.
• RR, the search heuristic proposed by Ramakrishnan and Rodrigues [8].
For each topology the algorithms were run with different scaling on the traffic
demands. The scalings were obtained by multiplying the traffic demand matrix
with a scalar. All algorithms except InvCap use different weight settings for dif-
ferent scalings. In the results both cost and max utilization are presented for each
topology and for each scaling. For all algorithms except OPT the cost and the max
utilization is computed using the sameweight setting. But for OPT the cost and the
max utilization are computed independently, using different objective functions.
Experiments with Measured Traffic Matrices
Figure 8.3 shows the normalized cost and maximum link utilization for the Amer-
ican network and for both search heuristics. The plot shows that both search
heuristics are close to the optimal routing given by the linear programmingmodel.
However, in the European network the results are somewhat different as Figure
8.4 reveals. Both heuristics improve performance compared to inverse capacity
weight setting but neither of them are close to the optimal routing.
In comparison with previous studies we see that our findings confirm the re-
sults of Fortz and Thorup [3] who use a real network topology and a partial traffic
matrix derived from Netflow measurements as well as synthetic data. Söderqvist
[10] use synthetic topologies and traffic demands with power-law properties to
show that optimizing weights improve network performance considerably com-
pared to inverse capacity weight setting.
Optimizing Weights Using Estimated Traffic Demands
A somewhat controversial assumption made in the previous section is that an ex-
act measure of the traffic matrix is available. In this section we investigate how the
search heuristics perform when they are subjected to estimated traffic demands.
We focus on two well known estimation methods. The gravity method and the
entropy method. Both methods have been evaluated on the data set we use in this
study [5]. The simple gravity method was shown to give a surprisingly accurate
estimate in the European network despite its simplicity. In the American network,
on the other hand, the gravity methods failed to give an accurate estimate of the
traffic demands due to violation of the gravity assumption. The more sophisti-
cated entropy method produced an accurate estimate for both the European and
the American networks.
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Figure 8.3: Normalized cost (left) and maximum link utilization (right) for the
American network
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Figure 8.4: Normalized cost (left) and maximum link utilization (right) for the
European network
In the plot to the left in Figure 8.5we have plotted normalized cost as a function
of traffic demands for the local search heuristic in the American network. The plot
indicates that estimation using the more advanced entropy method has a negligi-
ble effect on performance. However, when the optimization is based on the less
accurate gravity model performance is degraded considerably. In the European
network (Figure 8.5 right), where the gravity model is more accurate, the heuris-
tics have similar performance. The same experiment has been conducted using
descending search producing similar results as local search. But we have omitted
the plots for descending search due to space limitations.
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Figure 8.5: Normalized cost for the American network (left) and the European
network (right) using estimated traffic matrices
8.5 Conclusions and Future Work
This paper has investigated how traffic engineering performs in a real network
with real traffic demands from a commercial IP network operator. The traffic en-
gineering methods are based on search heuristics for weight settings in link state
routing. From the study we concluded that both search heuristics are able to find
weight settings which are able to accommodate substantially more traffic in the
network than the default inverse capacity weight setting and come close in perfor-
mance to the optimal solution of the routing problem. In addition, we study the
performance of the traffic engineering using estimated traffic demands. We inves-
tigate two traffic matrix estimation methods. One simple and one which is more
sophisticated and accurate. Our observations indicate that when the optimized
weight setting using the estimated trafficmatrix from the accurate entropymethod
is applied to the real traffic demands performance is only degraded marginally.
But for the less accurate gravity model performance was degraded significantly
in some cases. However, still an improvement compared to the inverse capacity
weight setting recommended by Cisco.
Our findings confirm the results form previous studies using partial traffic de-
mands derived from flow measurements or synthetic data [3, 9, 10].
This study has focused on a static traffic matrix. In the future we intend to
investigate how the weight setting can be designed to be robust in order to cope
with a changing traffic situation in the network.
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CHAPTER 9. PAPER C: DATA-DRIVEN TRAFFIC ENGINEERING:
TECHNIQUES, EXPERIENCES AND CHALLENGES
Abstract
This paper presents a global view of measurement-driven traffic engineer-
ing, explores the interplay between traffic matrix estimation and routing op-
timization and demonstrates how demand uncertainties can be accounted for
in the optimization step to guarantee a robust and reliable result. Based on a
unique data set of complete measured trafficmatrices, we quantify the demand
uncertainties in an operational IP network and demonstrate how a number of
robust optimization schemes allow to find fixed MPLS configurations that are
close to the performance limits given by time-varying routing under full de-
mand knowledge. We present a novel scheme for computing a sparse MPLS
mesh to complement a baseline routing, and explore how the performance de-
pends on the size of the partial mesh. Correspondingmethods for robust OSPF
optimization are discussed and a number of challenges are detailed.
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9.1 Introduction
Many of the decisions that IP network operators make depend on how the traffic
flows in their network. A traffic matrix describes the amount of data transmitted
between every pair of ingress and egress nodes. However, in many networks it
is hard to directly measure the traffic matrix, and operators are often forced to es-
timate the point-to-point demands from other available data, typically link load
measurements and routing configurations. Estimating traffic matrices in this way
is non-trivial, as the problem is heavily under-constrained: there are many more
elements in the traffic matrix than there are links in the network. The traffic matrix
estimation problem has received considerable attention in the research community
during the last couple of years, and a wide variety of methods have been devel-
oped [10, 20, 8]. However, the more refined methods make various (model-based)
assumptions, and may produce large estimation errors even when the underlying
models are reasonably accurate. It is thus important to understand what effects
such estimation errors can have on the traffic engineering process. Our inves-
tigation will focus on optimizing the maximum link-utilization under no-failure
scenario. Earlier studies in this direction [11, 6] have indicated that OSPF weight
tuning procedures tend to work-well, although a complete understanding of why
is still lacking. In the same study, MPLS-optimization via multi-commodity net-
work flows was demonstrated to be very sensitive towards the estimation errors
present in typical traffic matrix estimation methods.
The aims of this contribution is to shred new light on the interplay between
estimation and optimization, and to evaluate the potential benefits of robust rout-
ing solutions on operational IP networks. Making no assumptions on the na-
ture of the underlying traffic demands, we try to find the optimal routing with
respect to all demands that are consistent with the link-load observations. We
argue for the use of cautionary OSPF-weight tuning procedures that attempt to
guarantee performance improvements, or at least provide bounds (under the poly-
hedral traffic model) on the performance after each weight-change. However,
when applied to data from an operational IP backbone, we note that a prototypi-
cal OSPF-tuning scheme often fails to find weight-changes that guarantee perfor-
mance improvements, and that the performance-bounds can be very loose. For
MPLS-optimization, on the other hand, the situation is very different. We illus-
trate how recent advances in robust optimization [1, 2] allow us to find routings
that are astonishingly robust towards uncertainties in the traffic matrix estima-
tion. In practice, however, an MPLS-enabled network allows detailed information
of the traffic matrix, so although the observation is of intellectual interest its prac-
tical relevance can be questioned. The key demand uncertainty is then its time-
variations. We demonstrate how the robust techniques find fixed MPLS settings
that are close to the performance limits (given by time-varying routing under full
demand knowledge) for our data set, and compare the robust performance with
the rule-of-thumb of performing routing optimization with the busy-hour traffic
matrix. Finally, we present a novel scheme for computing a sparse MPLS mesh
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to complement a baseline routing, and explore how the performance depends on
the size of the partial mesh. The paper is concluded by a set of challenges for
data-driven traffic engineering.
9.2 Preliminaries
Point-to-point demands and the traffic matrix
We consider a network with N nodes and L directed links. Such a network has
P = N(N − 1) pair of distinct nodes that may communicate with each other.
The aggregate communication rate (in bits/second) between any pair (n,m) of
nodes is called the point-to-point demand between the nodes, and we will use snm
to denote the rate of the aggregate data traffic that enters the network at node n
and exits the network at node m. The matrix S = [snm] is called the traffic matrix.
For computational tasks, it is often convenient to represent the traffic matrix in
vector form. We then enumerate all P source-destination pairs, and let sp denote
the point-to-point demand of node pair p.
Traffic matrix estimation
For simplicity, assume that each point-to-point demand is routed on a single path.
The paths can be represented by a routing matrix R ∈ RL×P whose entries rlp are
defined as
rlp =
{
1 if the demand of node pair p is routed across link l
0 otherwise
Note that the routing matrix may easily be transformed to reflect a situation where
traffic demands are routed on more than one path from source to destination by
allowing real values in the routing matrix. Let tl denote the aggregate data rate
on link l, t = [tl] ∈ RL be the vector of link rates, and s ∈ RP be the vector of
demands for all source-destination pairs. Then, s and t are related via
Rs = t (9.1)
The traffic matrix estimation problem is simply the one of estimating the non-negative
vector s based on knowledge ofR and t. The challenge in this problem comes from
the fact that this system of equations tends to be highly underdetermined: there
are typically manymore source-destination pairs than links in a network, and (9.1)
has many more unknowns than equations.
It is important to note that in an IP network setting, not all links are interior
links connecting the core routers in the network: some of the links are access and
peering links that supply data to and receive data from the edge nodes. To make
this more explicit, we introduce the notation e(n) for the link over which demand
enters at node n, and x(m) for the link over which demand exits at node m. For
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ease of notation, we assume that each edge node is either an access or a peering
point (if this is not the case we can always introduce artificial nodes in our network
representation so that this holds). Under these assumptions, te(n) is the total traffic
entering the network at node n and tx(m) is the total traffic exiting the network at
nodem.
Routing optimization
By routing optimization, we refer to the process of finding the routing configura-
tion that results in the optimal network performance. Wewill focus onminimizing
the maximum link utilization within an autonomous system. This is by no means
a universal performance measure, but it is common in the literature and reason-
able in our network. The optimization problem depends on the routing protocol
employedwithin the autonomous system. Wewill consider both OSPF andMPLS-
networks.
In OSPF, packets are forwarded along shortest paths based on their destination
only. Associated to each link is a weight, and routers exchange link state informa-
tion that allow nodes to compute the shortest paths to every other node in the net-
work. In this case, routing optimization amounts to finding the link weights that
results in the optimal network performance. The metric optimization problem is
NP-hard. For small to moderate-sized networks, the optimal link weights can be
computed via mixed-integer-linear programming [3], while larger networks have
to be addressed using heuristic search procedures (see, e.g., [5, 13]). We note that
there are many additional issues in metric optimization, including exploiting the
equal-cost multipath (ECMP) option, and a desire to keep the number of re-routed
demands low. Such issues are out of the scope of this paper.
MPLS allows to specify explicit routes (so-called label-switch paths, LSPs),
through the network. At the ingress nodes, incoming packets are classified and
labels are attached to their headers. Within the autonomous systems, forwarding
decisions are based solely on the labels. In the ideal case, where there are no limits
on the number of LSPs and ingress nodes can balance the load arbitrarily across
the LSPs, the optimal routing can be computed via a classical multicommodity
network flow optimization. When including practical constraints, such as lim-
its on the number of LSPs or restricted load balancing across paths, the problem
becomes a mixed integer-linear programming problems and only small networks
can be configured with guaranteed optimality.
9.3 Data from a global IP backbone
The main source of data for this study is a time-series of complete network traffic
matrices based on directmeasurements on 5-minute intervals on Global Crossing’s
IP backbone. The same data set has been used in a previous study to evaluate traf-
ficmatrix estimation techniques in isolation [8]. While that paper contains detailed
information about the performance of a wide range of estimation approaches, the
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data set description in this paper focuses only on aspects that will be critical for
the data-driven routing optimization.
The data set
Global Crossing uses MPLS for traffic engineering on its backbone. A mesh of
label-switched paths has been established between all core routers in the network.
Eery LSP has a bandwidth value associated with it, and the core router originating
the LSP (head-end) will use a constraint-based routing algorithm (CSPF) to find
the shortest path that has the required bandwidth available. The actual path across
the network is then set up using RSVP. A detailed description of this architecture
can be found in [18]. Bymeasuring the utilization of each LSP in 5 minute intervals
using SNMP, we can create a full and accurate traffic matrix of the network [8].
The routing matrix and the associated link loads are created using a shortest-
path simulation of the network using the MATE tool [4]. From the global back-
bone, we extract the European subnetwork on the level of point-of-presence (PoP)
to point-of-presence, where each PoP can contain many access and core routers.
The demands are given by the internal traffic matrix (i.e. no peering or other tran-
sit traffic is included). Details about the American subnetwork can be found in [8].
Properties of the demand data set
Figure 9.1 shows how the (normalized) total traffic in the European subnetwork
varies with time. There is a clear diurnal cycle and a pronounced busy period
(shaded in the Figure). Figure 9.2 shows the spatial demand distribution in the
network. The plot demonstrates that a limited subset of nodes account for the ma-
jority of the network traffic, and that the traffic distribution between these nodes
is relatively uniform. Although it cannot be seen in this picture, about 20% of the
demands account for over 80% of the total traffic.
Figure 9.3 indicates how the individual demands vary with time. The plot
shows the demands originating in the four PoPs that source the most traffic. Al-
though there are some variations, we see that the main source of time variation is
the diurnal cycle related to the usage pattern of the network customers. This ob-
servation is taken further in [8] where it is shown how the relative sourced traffic
(the “fanouts”) is more stable than the demands themselves.
9.4 Traffic matrix estimation
The gravity model
A simple method for estimating the traffic matrix is to use a so-called gravity
model [15]. In our notation, the basic version of the gravity model predicts the
9.4. TRAFFIC MATRIX ESTIMATION 119
00:00 06:00 12:00 18:00 24:00
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Total traffic, Europe
Time
Figure 9.1: The total traffic follows a diurnal cycle and displays a pronounced busy
period (shaded time interval).
demand between node n and nodem as
s(p)nm = C
∑
i
sim
∑
j
sjm = Cte(n)tx(m) (9.2)
where te(n) and tx(m) denote the total traffic entering the network at PoP n and
existing the network at PoP m, respectively, while C is a normalization constant
that makes the sum of estimated demands equal to the measured total network
traffic. With the choice C = 1/
∑
m tx(m), the gravity model reduces to
s(p)nm =
tx(m)∑
m tx(m)
te(n)
i.e., the amount of data that node n sends to nodem is assumed to be proportional
to the fraction of the total network traffic that exits at nodem. Such a model makes
sense if the user populations served by different nodes are relatively uniform. As
we have seen from the spatial demand distribution, this assumption appears to
be reasonable for the European subnetwork. The evaluation of the gravity model
shown in Figure 9.4 demonstrates that it is quite inaccurate, but captures the gen-
eral trend.
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Figure 9.2: The spatial demand distribution: the color of element (i, j) indicates
the average busy hour traffic from PoP i to PoP j.
The tomogravity approach
The gravitymodel is typically not used in isolation, but combinedwith approaches
that utilize also the individual link loads in the network. Although several meth-
ods exist, we will focus on the so-called tomogravity approach which strikes a
nice balance between simplicity and accuracy (see e.g., [8]). The basic idea of the
method is to find the estimate “closest” to the gravity model which satisfies the
link load relations Rs = t, see Figure 9.5. This estimation problem can be written
as
minimize D(s, s(p))
subject to Rs = t, s  0 (9.3)
where D(s, s(p)) denotes some distance measure. Typically, D is either taken to
be the Euclidean distance (squared) or the Kullback-Leibler divergence [20]. In
practice, routing matrices and link load data can contain errors and it may be im-
possible to satisfy the link-load relations exactly. It is then more convenient to use
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Figure 9.3: The demands from the four PoPs that source the most traffic.
the alternative formulation
minimize D(s, s(p)) + σ2‖Rs− t‖22
subject to s  0
The parameter σ specifies how important it is that the estimate satisfies the link
load relations relative to how important it is that it stays close to the gravity model
estimate.
An evaluation of the formulation (9.3) with the distance function taken as the
Euclidean distance is shown in Figure 9.6. We can see how including the link load
information results in a drastically improved estimate, while certain elements of
the traffic matrix estimate remain inaccurate.
Worst-case bounds
Asdiscussed above, the trafficmatrix problem is typically heavily under-constrained:
a single snapshot t of the link-loads could be generated by any traffic matrix in the
set
S = {s  0 | Rs = t}
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Figure 9.4: The gravity model applied to the Europan subnetwork. The demands
predicted by the gravity model vs the true demands.
Conversely, if we do not introduce any other (e.g. model-based) assumptions on
the underlying demands, the only thing we know with certainty is that the true
demand lies in the set S. Thus, an upper bound on demand p can be computed by
solving the linear programming problem
maximize sp
subject to Rs = t, s  0
and the associated lower bound is found by minimizing sp subject to the con-
straints. Note that this method is computationally expensive, as it may require
solving two linear programs to bound each demand.
Figure 9.7 shows the worst-case bounds for the demands in the European sub-
network. Although most bounds are non-trivial, they tend to be relatively loose
and only very few demands can be guaranteed to be estimated exactly. We can ob-
serve that the largest demands in the European subnetwork have relatively large
worst-case bounds, indicating potentially large uncertainty in estimates.
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Figure 9.5: The basic idea of the tomogravity method: find the estimate closest to
the gravity model prediction that satisfies the link load relations.
9.5 Robust routing
Robustness, referring to the ability to cope with variations from the nominal op-
erating conditions, is a key property of any engineering system. In this spirit, a
robust network should be able to sustain acceptable performance despite foresee-
able traffic variations and component failures. A common optimization objective
in robust networking is to minimize the worst-case link loads, where worst-case
should be understood as over all potential load variations or component failures.
Our focus is on demand variations.
It is sometimes claimed that while the demands themselves are hard to esti-
mate, the worst-case link loads are easy. Such claims are often motivated from
studies such as the one shown in Figure 9.8 where true worst-case link loads are
compared to estimated link loads under all single-link failures. The accuracy is
astonishing, but its relevance to routing optimization is limited. In this scenario,
the routing is fixed and the link loads are computed for all link failures. Since
the worst-case link load typically occurs when all demands on a failing link are
rerouted over the same secondary path, the additional load on the secondary path
is perfectly known, and so are the resulting link loads. The situation is drastically
different when a routing optimization is performed and only a subset of demands
are re-routed. In this case, the amount of re-routed data is typically hard to esti-
mate with and the link loads after the routing change can be very different from
the predictions.
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Figure 9.6: True vs. estimated demands for the tomogravity model. The approach
improves substantially over the gravity model, but certain elements of the traffic
matrix estimate remain inaccurate.
Robust MPLS routing
We will start by evaluating the potential of robust MPLS routing. Several meth-
ods for robust routing have been proposed recently [1, 16, 2]. We will base our
developments on the approach by Ben-Ameur and Kerivin [2] as we find it the
most transparent. The method starts out from a standard arc-path formulation of
multicommodity network flows
minimize umax
subject to
∑
k
∑
p∈Pk
rlpαpksk ≤ clumax ∀l∑
p∈Pk
αpk = 1, αpk ≥ 0
(9.4)
Here, sk is the aggregate traffic between source-destination pair k, Pk is the set of
all paths between source-destination pair k and rlp is an indicator variable taking
the value one if path p traverses link l and zero otherwise. The optimization vari-
ables αpk determine what fraction of the traffic between source destination pair k
that is routed across path p. The first set of constraints state that the total traffic
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Figure 9.7: True demands vs. their worst-case bounds. Most bounds are relatively
loose, indicating large demand uncertainties.
across each link l is bounded by the link capacity times the maximal link utiliza-
tion, while the second constraint states that all traffic must be routed across some
path. The classical way of solving (9.4) is by column generation. Rather than ex-
plicitly enumerating all paths in the network, one starts out with a small subset of
paths (e.g., the shortest-hop routing) and then sequentially adds new paths to the
problem to improve the optimization objective, see e.g., [12].
The robust multicommodity network flow problem is to find the routing that
guarantees the smallest link utilization for all feasible traffic scenarios (that is, for
all s ∈ S). We can formulate the problem as
minimize umax
subject to
∑
k
∑
p∈Pk
rlpαpksk ≤ clumax ∀l, ∀s ∈ S∑
p∈Pk
αpk = 1, αpk ≥ 0
(9.5)
Depending on the nature of the traffic uncertainty set S, this problem may or
may not admit an efficient solution. If the traffic uncertainty is polyhedral S =
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Figure 9.8: True and estimated link worst-case link loads over all link failures.
co{s(1), · · · , s(V )}, then (9.5) can be equivalently expressed as
minimize umax
subject to
∑
k
∑
p∈Pk
rlpαpks
(v)
k ≤ clumax ∀l, v∑
p∈Pk
αpk = 1, αpk ≥ 0
There are at least two problems with this formulation. First, the traffic uncertainty
sets are typically not given in vertex form, but as the set of solutions to a system
of linear inequalities (cf. the demand uncertainty set S in Section 9.4). Secondly,
the uncertainty set may have many vertices, so that explicit enumeration is com-
putationally unattractive. These two issues can be addressed similarly to the way
column generation is used to avoid explicit enumeration of all paths in the nomi-
nal formulation: one starts out with a single traffic scenario in the uncertainty set,
solves the routing problem, and then verifies whether the computed routing satis-
fies the link constraints for all feasible traffic loads. If this is not the case, one adds
the traffic matrix that violates the constraints the most to the vertex description of
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the uncertainty set and repeats. The resulting method is a combined column- and
constraint generation scheme, and is readily shown to have finite convergence
(e.g. [2]).
Evaluation
Coping with traffic estimation uncertainty The first investigation considers the
ability of robust routing to cope with traffic estimation uncertainties. We consider
a single snapshot scenario and assume that we only know the current routing con-
figuration and link loads. Based on this data we compare two approaches: the
first is to estimate a single traffic matrix using the tomogravity approach and then
performMPLS-routing based on this trafficmatrix; the second one is robustMPLS-
routing with the uncertainty set
S = {s  0 | Rs = t}
These two schemes are compared with the ideal situation of MPLS optimization
using the true traffic matrix. To arrive at a judged evaluation, we evaluate the per-
formance of the different schemes for each five-minute interval in our data set. The
results are shown in Figure 9.9. While routing optimization using the estimated
traffic matrix is very fragile and results in a large performance loss (the maximum
link load is on average 29% higher than the ideal case) the robust approach shows
remarkably good performance as it consistently comes within a few percent of the
ideal performance (the average increase in actual link-utilization is less than 2%).
Although this investigation could be potentially useful for MPLS migration, it
is fair to argue that its relevance is intellectual rather than practical. It does show
that robust routing can be performed at a very low opportunity cost, despite the
large demand uncertainties. However, in an operational MPLS network, the traffic
matrix is known and the key uncertainties are the time variations in the demands.
We will investigate these uncertainties next.
Coping with time-varying demands Since our dataset contains internal traffic
only, the dominating variation is the diurnal usage pattern; we have not been able
to discern any effects that could be associated with BGP reroutes, flashcrowds, or
other common sources for demand variations.
Classical rule-of-thumbs for routing time-varying demands include using the
busy-hour trafficmatrix or a trafficmatrix with the maximal demands over the rel-
evant time period. The robust optimization framework allows for an alternative:
it can be used to compute the single routing that minimizes the worst-case link
utilization over the full time-series of (predicted) traffic matrices. To investigate
the potential of this approach, we compare three schemes: MPLS routing with the
busy-hour traffic matrix, robust routing assuming that the complete time-series of
traffic matrices is known in advance, and an ideal case where the routing is re-
computed at each sample using the current traffic matrix. The results are shown
in Figure 9.10.
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Figure 9.9: Routing with an estimated traffic matrix (dash-dotted line) results in
large increases in the maximum link load, while the robust approach (full line)
comes very close to the performance of the ideal scenario (dotted). Although the
actual link utilizations are not shown, routing with estimated demands results in
an average performance loss of about 29%, while robust routing can be performed
with less than 2% performance loss.
In this case, the benefits are much harder to discern: although the robust rout-
ing improves over the busy-hour trafficmatrix approach, the benefits are minimal.
One reason for the disappointing performance can be found by inspecting the cor-
relations between the traffic matrix elements. In our dataset, 95% of the demands
are positively correlated (compare Figure 9.3). Thus, when one demand increases
the others tend to increase at the same time, and there is little room for “statistical
multiplexing” on the granularity of aggregated end-to-end demands.
An extension: sparse robust routing
The robust routing algorithm has finite convergence, butmay generate a very large
number of explicit paths. Operating an MPLS network with many explicit paths
(in the extreme, a fully meshed network) increases the burden on the network op-
erator and the increased management effort can quickly outweigh the benefits of
having a network with reliable link utilizations. Thus, from a practical perspective
it is very interesting to investigate means of reducing the number of paths while
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Figure 9.10: Time-variations
maintaining a robust network performance. We have approached this problem by
first solving the robust MPLS routing problem (9.5), and then entering a “sparsifi-
cation phase”, by solving the mixed-integer linear programming problem
minimize
∑
p xp
subject to αp ≤ xp, xp ∈ {0, 1}∑
k
∑
p∈Pk
rlpαpks
(v)
k ≤ clutgt ∀l, v∑
p∈Pk
αpk = 1, αpk ≥ 0
Here s(v) are the extremal traffic matrices generated while solving (9.5) and the bi-
nary variables xp indicate whether or not path p is needed for maintaining the op-
timal performance. The objective is to minimize the total number of active paths.
In this formulation, the target link utilization utgt is fixed and ideally equal to the
value umax computed via (9.5). However, to reduce the number of paths in the
solution even further, it can be useful to introduce some additional slack by letting
utgt = (1 + ε)umax for some small ε ≥ 0. Note that the computed routing needs
to be validated against the uncertain traffic demands: it may happen that a new
traffic scenario is the worst-case for the reduced routing. In this case, this scenario
needs to be added to the formulation followed by a re-optimization.
To evaluate the sparse robust MPLS routing, we return to the estimation uncer-
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tainty scenario used in Section 9.5. In the sparsification step, we do not attempt to
remove the initial paths obtained by the shortest-hop routing. The purpose with
this is to look for routing composed of a baseline metric routing complemented by
a partial MPLS mesh. The results of this study is shown in Figure 9.11. By vary-
ing the parameter ε, we can compute the minimal number of tunnels needed for
a range of worst-case link utilizations. Note, in particular, that by introducing an
additional 10 tunnels, the performance is around 5%worse than optimal.
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Figure 9.11: Performance loss vs. number of additional tunnels (over the baseline
shortest path routing): with only 10 additional tunnels, the performance is about
5% from the optimal MPLS routing.
Cautionary OSPF-tuning
Following the successful development of robust MPLS-routing optimization, it is
natural to look for similar developments also for OSPF networks.
Many heuristics have been proposed for tuning of OSPF weights under the as-
sumption of known traffic matrix (see, e.g., [5, 13, 12]). We will use the method
of Ramakrishnan and Rodrigues, since it is transparent and intuitive while com-
parative studies (e.g. [7]) have indicated performance close to the more refined
methods. The method is a greedy local search from a given set of initial OSPF
link weights, trying in each step to find the weight change that gives the largest
performance improvement. A key insight behind the algorithm is the following:
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as a single link weight is increased, OD flows will be diverted from that link in
the order of their secondary path lengths. The secondary paths can be computed
by temporarily removing the associated link from the network topology and rout-
ing the OD pairs according to the shortest path weights in the reduced topology.
The OD pair with shortest secondary path length will be diverted first, and the
re-routing occurs as soon as the link weight is increased more than the difference
between the secondary and primary path lengths. The influence of the weight-
change on the performance can be evaluated using a simple routing simulation,
i.e. if R+ be the routing matrix for the new weight settings, then the associated
link loads are given by t+ = R+s. To find which link weight to change, the pro-
cedure is applied to all links in the network. The algorithm terminates when no
single link weight change can be found that improves the performance.
Although algorithms of this kind have been found to tend to work well also
on estimated traffic matrices, the method could potentially be misled by estima-
tion errors and suggest link changes that result in worse performance than the
initial routing. A cautionary approach to OSPF tuning can be found by combing
the worst-case estimation with the heuristic tuning procedure, trying to find the
weight change with largest guaranteed performance improvement, or at least pro-
vide bounds on the performance after each suggested weight change. Let (r+l )
T
be the lth row of the routing matrix corresponding to the new link weight set-
tings. Then, the worst-case load on link l, consistent with the observations, can be
computed via the linear program
maximize (r+l )
T s
subject to Rs = t, s  0
The performance of the cautionary OSPF tuning procedure are shown in Fig-
ure 9.12. For our network and dataset, there is no single weight change that can
guarantee strictly improved routing performance. However, the cautionary ap-
proach can guarantee that the new routing will not be worse than the current, and
it would be safe to attempt executing the changes. However, the situation is not
always this good. To illustrate a worse situation, we consider the NSFnet topology
and traffic matrix from [14]. The results of a run of the tuning procedure is shown
in Figure 9.12(bottom), wherewe see that the algorithm terminates after six weight
changes, decreasing the expected maximum link utilization from an initial 97.99%
down to 69.38%. However, a worst-case analysis of the routing indicates that the
maximum link load with the new routing could be up to 76.75% worse than the
initial. In this case, there is a substantial uncertainty in the final result and execut-
ing the link-weight changes requires a considerable leap of faith.
9.6 Conclusions and challenges
This paper has advocated a global view of the data-driven traffic engineering pro-
cess and argued that demand uncertainties should be accounted for in the routing
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-----------------------------------------------------------
Iteration    Estimated max-utilization Worst-case bound
-----------------------------------------------------------
0                     97.99%  97.99%
1                     86.27%  111.38%
2                     74.04%  141.97%
3                     70.37%  141.97%
4                     69.76%  141.97%
5                     69.55%  176.75%
6                     69.55%  <no changes detected>
-----------------------------------------------------------
-----------------------------------------------------------
Iteration    Estimated max-utilization Worst-case bound
-----------------------------------------------------------
0                  u_nom u_nom
1                  0.93u_nom      u_nom
2                  0.91u_nom      u_nom
6                  0.91u_nom  <no changes detected>
-----------------------------------------------------------
Figure 9.12: OSPF weight tuning for the Global Crossing network (top) and for the
NSFnet topology, starting from unity link weights (bottom). For the NSFnet, the
maximum link utilization is estimated to 69.3% but not guaranteed to be below
176.75%.
optimization so as to guarantee a robust and reliable overall result. Based on a
unique data set of complete measured traffic matrices, we have quantified the de-
mand uncertainties in an operational IP network and demonstrated how robust
optimization schemes allow to find fixedMPLS configurations that are close to the
performance limits given by time-varying routing under full demand knowledge.
We have presented a novel scheme for computing a sparse MPLS mesh to comple-
ment a baseline routing, and explored how the performance depends on the size
of the partial mesh. A corresponding development for OSPF networks resulted in
a proposal for cautionary weight tuning that attempts to guarantee performance
improvements, or at least provide bounds (under the polyhedral traffic model) on
the performance after each weight-change. However, when applied to data from
an operational IP backbone, we noted that a prototypical OSPF-tuning scheme of-
ten fails to find weight-changes that guarantee performance improvements, and
that the bounds can be very loose.
There are many natural extensions of this work as many challenges remain.
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First of all, a better understanding of the fundamental limitations of robust routing
needs to be developed, along with a better insight into what features of the robust
MPLS solution that enable its strong performance. The investigations in this paper
are largely based on a single dataset. Although the data comes from a commercial
and operational IP backbone and is clearly relevant, it does not include peering
traffic and some important sources for demand variations are thus not present.
Other data sets have recently become public, including those from the Geant and
Abiline networks [19, 17]. While the traffic patterns in the experimental Abiline
network are very different from our dataset, the traffic situation in the Geant net-
work is an interesting intermediate between the two. However, the maximum link
load is a poor performance objective in the Geant network, since the most loaded
links are low-capacity links that carry data for which there is no alternative path.
By the appropriate modification of the objective functions in this paper, the inves-
tigations could be extended to include data from the Geant network. Finally, it
is not clear whether time-varying demands should be addressed using proactive
(e.g. robust) or reactive (dynamic, adaptive) methods such as [9]. The answer to
this problem involves many additional issues, but a better understanding could
have far-reaching design implications for future generation networks.
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Abstract
Routing configurations that have been optimized for a nominal traffic sce-
nario often display significant performance degradation when they are sub-
jected to real network traffic. These degradations are due to the inherent sen-
sitivity of classical optimization techniques to changes in model parameters
combined with the significant traffic variations caused by demand fluctua-
tions, component failures and network reconfigurations. In this paper, we
review important sources for traffic variations in data networks and describe
tractable models for capturing the associated traffic uncertainty. We demon-
strate how robust routing settings with guaranteed performance for all fore-
seen traffic variations can be effectively computed via memory efficient iter-
ative techniques and polynomial-time algorithms. The techniques are illus-
trated on real data from operational IP networks.
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10.1 Introduction
Appropriate load balancing in a data network allows the service provider to ac-
commodate larger traffic volumes or to provide more stable and predictable per-
formance without the need for additional capacity. For a given traffic situation,
the problem of finding a routing setting that maintains a desired service level us-
ing a minimum amount of network resources can be formulated and solved as
a mathematical programming problem [26]. The traffic situation is usually esti-
mated based on a traffic model in combination with measurements [16, 28, 38].
Due to the stochastic nature of the traffic, estimates of the traffic matrix from a
finite number of data will always contain inaccuracies and the network traffic will
be different from, and sometimes significantly different from, the nominal case
it was optimized for. In addition to statistical fluctuations, large traffic shifts are
caused by component failures and routing parameter or policy reconfigurations.
Hence, it is important that the routing setting is insensitive, or robust, to devia-
tions from the nominal case. As shown by multiple authors, the classical routing
optimization based on linear programming is very sensitive to errors in the esti-
mated traffic matrix [27] (this follows also from the broader observation that linear
programming problems are sensitive to uncertainty in the problem data [5]). With
robust routing it is possible to optimize the routing setting not only for a nomi-
nal traffic situation but for a set of traffic situations. As long as the actual traffic
stays within the bounds assumed in the optimization, the actual performance is
guaranteed to be better or equal to the optimization objective.
In this paper we revisit, summarize and expand our experiences reported in
conference publications [14, 15, 18]. We assume that the network can be mon-
itored and controlled by a single entity and that the internal network topology
remains stable, i.e. we disregard node and link failures and focus on variations in
the traffic. We discuss sources of traffic variations, ranging from time-variations
in demands to large traffic shifts due to interdomain routing changes, and outline
how the variations can be modelled in a way that allows us to efficiently optimize
the routing settings. We describe an iterative linear programming method which
combines column and constraint generation techniques to find a robust routing
setting in a finite number of optimization steps. We then discuss how statistical
uncertainties arising from the stochastic behavior of data traffic can be dealt with
and how routing settings with guaranteed performance can be found in polyno-
mial time. The effectiveness of the methods are demonstrated on real data from
operational networks and insight gained in our studies is discussed.
The paper is organized as follows: we begin with a short review of routing and
load balancing in the Internet, followed by an introduction of the mathematical
notation used in the paper. Section 10.4 identifies a number of important sources
for traffic variations in data networks and introduces set-based models for cap-
turing the uncertainty. Efficient optimization algorithms for solving the associ-
ated robust routing problems are developed in Section 10.5. Our methodology
is evaluated in numerical examples with real data from operational networks in
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Section 10.6. Finally, related work is discussed in Section 10.7 and conclusions are
drawn in Section 10.8.
10.2 Routing and load balancing in the Internet
Since the Internet is managed by different organizations known as Internet Service
Providers (ISPs), the network is partitioned into subnetworks called Autonomous
Systems (AS:es) and the routing is divided between intradomain routing inside an
AS and interdomain routing between AS:es.
The routing inside an AS is managed by an Interior Gateway Protocol (IGP).
Typically, the IGP is a link state routing protocol like Intermediate System Inter-
mediate System (IS-IS) or Open Shortest Path First (OSPF). In link state routing,
the network is modeled as a graph where nodes represent routers and arcs rep-
resent links connecting the routers. Associated to each link is a weight reflecting
the cost of sending traffic over the link. Nodes in the network advertise which
nodes they connect to and the associated link costs in Links State Advertisements
(LSA) that are flooded in the network. Each node collects information in the LSA:s
and builds a map of the network topology. The shortest path to each destination
node in the network can then be calculated using Dijkstra’s algorithm. The traffic
is controlled by adjusting the link costs to deviate traffic from congested links to
under-utilized ones. A variant of shortest path routing is Equal Cost Multi-Path
(ECMP) where traffic is split evenly over paths with the same cost to the destina-
tion. ECMP relaxes some of the constraints imposed by shortest path routing only
to a limited extent. A difficulty with link-state routing as it is implemented today
is that it is difficult to measure the end-to-end traffic demands. Operators often
have to resort to estimating the traffic demands from incomplete data or deriving
the traffic demands from sampled flow measurements.
Although forwarding traffic along shortest paths is simple and easy to imple-
ment, it is rather coarse. The forwarding is based on the destination address and
all traffic follows the same path to the destination. A more fine-grained forward-
ing can be implemented with Multi Protocol Label Switching (MPLS).With MPLS,
label switched paths are set up between ingress and egress node pairs. The ingress
router selects a label for an incoming packet based on criteria such as destination,
source/destination combination, or traffic class. Packets following the same paths
are grouped into a Forwarding Equivalence Class (FEC), and are forwarded along
the path based on the label until they reach the egress router where the label is re-
moved. Since MPLS allows traffic to be forwarded arbitrarily in the network, it is
easier to optimize than shortest-path routing. One common approach for comput-
ing label switched paths is to use Constrained Shortest Path First (CSPF). In CSPF
links in the network that do not meet a given criteria are removed from the routing
calculations. The shortest paths are then calculated on the reduced topology in the
same manner as in shortest path routing. More sophisticated routing optimiza-
tions can also be done, for example using the framework of Multi Commodity
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Network Flows (MCNF) [2, 26]. The advantage of MCNF is that the resulting
routing setting can be optimized for a given objective. However, the optimal rout-
ing is sometimes inconvenient to implement since the optimal traffic split often
introduces many paths between each pair of ingress and egress routers. Another
advantage with deploying MPLS is that it easy to measure the end-to-end traffic
demands by simply monitoring the traffic on each label switched path.
In order to connect the AS:es, an External Gateway Protocol is used. ISPs usu-
ally want to apply policies reflecting the business relation between neighboring
AS:es when exchanging routing information. Typical business relations are cus-
tomer, provider and peer relations. A customer AS pays a provider AS for connec-
tivity to the rest of the Internet. However, AS:es that exchange large amounts of
traffic set up peering links between themselves to avoid going through a provider
AS. Today, only a small group of ISPs are not a customer of another ISP. This group
of ISPs, known as Tier-1 operators, peer with each other in order to obtain connec-
tivity to the entire Internet. The interdomain routing protocol currently in use is
called Border Gateway Protocol (BGP). In BGP, an AS sends announcements to
its neighboring AS:es to share the network prefixes for which it has a route. The
prefixes consist of the network address together with a mask hiding the least sig-
nificant bits. In addition, the routing announcements have a variety of attributes to
express policies associated with announced networks. Many multi-homed AS:es
receive route announcements for the same prefix from more than one neighbor-
ing AS. The selection of next hop for a prefix follows a specified procedure where
the BGP-specific attributes are examined followed by a comparison of distance to
next-hop according to the intradomain routing protocol. In many cases, the in-
tradomain routing decides exit point for the prefix, as the operator typically tries
to select the closest exit point according to the intradomain routing cost (a policy
often referred to as hot potato routing [32]). A more detailed description of BGP4
can be found in [17].
From the perspective of the technology overview given above, the aim of this
paper is to identify sources for uncertainty in the aggregate traffic demands be-
tween routerswithin an autonomous system, introducemodels for capturing these
variations, and develop efficient algorithms for computing MPLS routing settings
that are robust to the foreseen traffic variations.
10.3 Notation
We will now describe the notation used in this paper. The network topology is
represented as a graph G = (N,E), where N denotes the set of nodes (routers)
and E is the set of edges (links) connecting the nodes. We let O(n) and I(n) be
the set of links outgoing and incoming to node n, respectively. For each l ∈ E we
associate a number cl representing the capacity of the link l.
The traffic demand between origin node o and destination node d is denoted
sod, and the set of all demands is called the traffic matrix. It is sometimes convenient
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to organize the elements of the traffic matrix into a vector s = [sp]. We then use
o(p) and d(p) to denote the origin and destination node of origin-destination (OD)
pair p and let P be the set of all OD pairs. Note that for a network with |N | nodes,
|P | = |N |(|N | − 1).
A routing setting is characterized by an |E|×|P | routingmatrixR = [rlp]whose
elements rlp represent the fraction of traffic demand sp routed over link l. In this
notation, the total traffic tl across link l is given by
tl =
∑
p∈P
rlpsp = r
T
l s (10.1)
where rTl is the lth row of the routing matrix R. The vector t = [tl] ∈ R|E| of total
traffic is given by
t = Rs (10.2)
and the utilization ul of link l is defined as
ul = tl/cl = c
−1
l r
T
l s.
10.4 Traffic variations: sources and models
The first step towards computing robust routing settings is to identify important
sources of traffic variations and develop models for the associated uncertainties.
An important requirement is that the models should enable for a tractable routing
optimization. To this end, we will consider set-based uncertainty models which
will allow the optimal routing settings to be found using algorithms which have
finite convergence and, in some cases, even polynomial-time complexity.
Sources of traffic variations
It is well-known that data traffic varies according to a diurnal pattern with dis-
tinct busy periods and times with relatively low load. This diurnal pattern tends
to shift over the days in the week, creating a weekly traffic pattern which changes
slowly with time (see Fig. 10). Traditionally, routing decisions in well-provisioned
networks have been taken with the respect to the maximal perceived demands or
the busy hour traffic situation. However, in today’s global backbones, busy peri-
ods do not concur across continents and traffic from business and residential users
follow different patterns. It is becoming increasingly important to understand and
explore such traffic variations in routing decisions.
Most networks have some type of support for measuring the traffic demands.
One approach is to conduct high-precision flow measurements with e.g. Netflow
and process the flow data with the routing configuration to derive the traffic ma-
trix [10]. This approach has several drawbacks: performing flow measurements
are resource consuming for a router both in terms of CPU usage and memory
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consumption. Sampling can be used to reduce the computational burden but at
the expense of measurement accuracy; furthermore, flow measurements produce
large amounts of data that needs to be sent to a central unit for processing.
An alternative is to estimate the traffic matrix from link load measurements
[16, 24, 30, 35, 38]. Link loads are readily obtained by SNMP and represented
by a small amount of data: one counter for each link in the network. The traffic
matrix problem is then to estimate the traffic matrix from the measured link load
and the current routing matrix, cf. Equation 10.2. The challenge of this problem is
that the system of equations (10.2) tends to be highly under-determined: there are
typically many more point-to-point demands than there are links in the network.
Additional information must be added to the problem in order to find an accurate
estimate of the traffic, but numerous studies on real data have shown that the
estimation errors still tend to be significant [10, 16].
There is always a component of randomness in the traffic due to unpredictable
user and application behavior. Thus, a time-series of observations of traffic de-
mands can be seen as samples from a probability distribution. Depending on
where in the network (e.g. within a local area network or in a Tier-1 backbone)
and onwhat time scale the traffic is observed the characteristics differ significantly.
When it comes to traffic matrix estimation most work has assumed Poisson [35]
and the Gaussian distributions [7]. The theoretically most elegant results have
been achieved for Poisson traffic, partly since the mean and variance of the dis-
tribution coincide which simplifies the estimation process. However, it has been
demonstrated that the Poisson distribution does not give a satisfactory description
of the behavior of the traffic at the granularity and time scale we are interested
in [16]. Much better results are achieved by a Gaussian distribution with a param-
eterized power-law relationship between mean and variance [16, 19]. Under this
assumption, one can additionally characterize the estimation errors incurred by
maximum likelihood estimation of the traffic matrix based on link-counts [6].
Many large traffic shifts that occur in a network are due to changes in the inter-
domain routing or interactions between inter and intradomain routing [31, 32, 33].
On the one hand changes in interdomain routing parameters influence the selec-
tion of next hop by BGP, as explained in Section 10.2. On the other hand, changes
in OSPF/IS-IS link weights influence the way BGP selects next hop for prefixes
announced by more than one peering point. Changes in neighboring AS:es due
to reconfigurations or component failures also affect the set of possible exit points
and, hence, how the traffic flows in the network.
The discussion above indicates that it can be dangerous to optimize the rout-
ing for a single traffic scenario. In what follows, we will introduce models that
describe set of traffic scenarios and how to optimize the routing setting to achieve
guaranteed performance for all traffic realizations in this set.
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Polytopic models
An efficient way to represent a full set of traffic situations is to identify a limited
number “extreme" scenarios and consider all realizations in their convex hull:
Sv = {s =
V∑
v=1
θ(v)s(v) | θ(v) ≥ 0,
V∑
v=1
θ(v) = 1} (10.3)
Geometrically, the set S is a polytope with the extreme scenarios s(v) as vertices
(extreme points).
In some cases, polytopic traffic uncertainty is not given on the form (10.3), but
as the solution set to a system of linear inequalities
Sh =
{
s | aTi s ≤ bi, i = 1, . . . ,m
}
(10.4)
Geometrically, we can think of this representation as the intersection of m halfs-
paces. Although one could potentially write the set Sh on the vertex form (10.3)
by first finding its extreme points (this procedure is called vertex enumeration),
this operation is computationally demanding, partially since a given polytope can
have a large number of vertices. Our algorithms will be able to deal with both
representations.
Modelling time-varying demands. As a first example of polytopic models, con-
sider the problem of finding a fixed routing that gives good performance at all
times despite weekly traffic variations. From a prediction {sˆ(1), . . . , sˆ(T )} of traf-
fic over the coming week, we can construct an associated polytopic uncertainty
Sv by using the predicted traffic matrices sˆ(t) as vertices. By finding a routing
setting with guaranteed performance for all s ∈ Sv we will not only guarantee
this performance for the predicted demands, but also for all realizations that can
be written as a convex combination of the predictions. Although methodologies
for traffic prediction is outside the scope of this paper, we note that methods can
range from simply considering all traffic matrices that have been measured in the
past to advanced time-series prediction techniques [25].
Modelling estimationuncertainty. The half-space representation of demand un-
certainty Sh appears naturally when we want to optimize the routing setting but
have to estimate the traffic matrix from link load measurements. Then, even if the
routing matrix R is known, s could potentially be any realization in the polytope
Sest = {s | Rs = t, s  0}
In this case, it is is natural to try to find a routing setting which is insensitive
to the estimation uncertainty and guarantees good performance for all possible
demands. The following example illustrates this situation. Consider a simple
line network with three nodes a, b and c, and two unidirectional links a → b and
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Figure 10.1: Dashed line represent possible values of the traffic demands sa→b and
sa→c estimated from link load.
b → c. There are three flows, sa→b, sb→c and sa→c and s =
(
sa→b sb→c sa→c
)
.
The sending rate of each traffic demand is set to five units of traffic. Figure 10.1
shows possible values of estimated traffic demands sa→b and sb→c constrained by
ta→b = 10.
Although Sest is not on the form (10.4), it is readily put into the standard form
by rewriting the linear equalities rTl s = tl as the double inequalities r
T
l s ≤ tl and
rTl s ≥ tl.
Modelling traffic-shifts due to BGP reroutes. Polytopic uncertainties also ap-
pear in route selection for interdomain routing. Several studies indicate that the
selection of egress point for prefixes announced to BGP by neighboring AS:es in-
fluence a large fraction of the traffic in the network [14, 31, 33]. It thus makes sense
to find intradomain routing settings that are insensitive to these traffic shifts [14].
To model the associated traffic uncertainty, let top denote the traffic to prefix p orig-
inating at node o. Introduce E(p) as the set of egress nodes for prefix p (i.e., the set
of peering routers that could potentially announce prefix p) and, conversely, P (d)
as the set of prefixes that can be announced by peers connected to egress node d.
146
CHAPTER 10. PAPER D: ROBUST LOAD BALANCINGUNDER TRAFFIC
UNCERTAINTY-TRACTABLEMODELS AND EFFICIENT ALGORITHMS
Now consider the set
SBGP = {sod =
∑
p∈P (d)
topδpd |
∑
d∈E(p)
δpd = 1, δpd ≥ 0 and δpd = 0 for d 6∈ E(p)}
In this formulation δpd can be interpreted as the fraction of traffic demand destined
to prefix p that exits the AS via egress node d. The set SBGP contains all traffic
matrices that can result from BGP-reroutes, as long as each prefix is announced by
at least one peer. A routing setting with guaranteed performance for all s ∈ SBGP
will hence be insensitive to BGP changes.
Note that SBGP is the convex hull of all possible traffic matrices under BGP
reroutes and should not be seen as a model of BGP as such. For example, a peering
AS can only decidewhether or not to announce a certain prefix and not the fraction
of demand for a specific prefix that it is willing to route.
Ellipsoidal models
Although polytopic models capturemany important traffic uncertainties, it is some-
times natural to consider ellipsoidal uncertainty descriptions,
Se = {s | (s− s¯)TΣ−1(s− s¯) ≤ 1} (10.5)
One reason for this is computational: while a polytope might have many vertices,
hence be computationally complex to manipulate and use in routing optimiza-
tion, ellipsoids have a compact description and a fixed number of parameters (in
a given dimension). In fact, it might even be advantageous to approximate an un-
certainty set which is polytopic in nature by an ellipsoid to improve computational
efficiency.
Modelling stochastic demand variations. Ellipsoidal uncertainty appears natu-
rally when we consider stochastic traffic models, e.g. when the traffic is assumed
to follow a normal distribution
s ∼ N (s¯,Σ) (10.6)
In the literature on traffic matrix estimation, the mean and variance are often re-
lated via a power-law
Σ = diag(φs¯c) (10.7)
where φ and c are scalar parameters. This model, introduced by Cao et al. [7], has
been verified on many different real-world datasets [16, 19].
When the traffic is stochastic, it is not possible to find a routing with guaran-
teed performance for all possible realizations. However, we can focus on the most
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likely traffic scenarios using the concept of likelihood regions. Specifically, when the
traffic is Gaussian, the most likely outcomes of s are ellipsoids
Eα = {s | (s− s¯)TΣ−1(s− s¯) ≤ α2} (10.8)
To make Eα an (100γ)% confidence region for s, we have to set α2 = χ2(1− γ, |P |),
i.e., the upper (100γ)%-point of the Chi-square distribution with |P | degrees of
freedom. As shown in [8], many variations of the setup, including when s¯ and Σ
are unknown and estimated from a sequence of realizations of s also yield ellip-
soidal likelihood regions.
Clearly, if we can ensure that the linear inequality
rTl s ≤ clumax
holds for all s ∈ Eα, then the probability that the inequality holds exceeds (100γ)%.
To have more precise control of the probability of constraint violation, we can also
consider probabilistic requirements on the form
Prob{rTl s ≤ clumax} ≥ 1− ǫ (10.9)
as explained in Sect. 10.5.
Stochasticmodels of estimationuncertainty An interesting variation arises when
the traffic cannot be measured and has to be estimated from measurements of
the link loads tl and the routing matrix R, e.g. from relations on the form (10.2).
In [20], it was shown that the maximum-likelihood estimator of the model param-
eters (s¯, φ, c) under the traffic model (10.6,10.7) ensures that the estimated traffic sˆ
is asymptotically normal
sˆ ∼ N (s¯, I−1) (10.10)
where I−1 is the inverse (of the relevant part) of the Fischer information matrix.
Analytical expressions for I are derived in [6] and are omitted here.
To illustrate the stochastic trafficmodels, consider the set-up fromExample 10.4
and let s =
(
sa→b sb→c sa→c
)
follows the traffic model (10.7) with parameters
s¯ =
(
5 5 5
)
, c = 1.5 and φ = 0.01. Figure 10.2 shows 1000 realizations of the
first and third component of the traffic itself (left) and the estimated traffic (right).
We note again that the uncertainty is significantly larger when the traffic has to be
estimated, and that the uncertainty is limited in the direction sa→b+sa→c since this
quantity is the load over the first link which we assume can be measured without
errors. Since the traffic itself is stochastic, there is a small variation also in this di-
rection. Finally, Figure 10.3 shows examples of the confidence ellipsoids for both
the traffic and the estimated traffic.
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Figure 10.2: Traffic realizations (left)and estimated traffic (right) of sa→b and sa→c.
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Figure 10.3: Confidence ellipsoids for real traffic (left) and estimated (right).
10.5 Robust optimization
Robustness, referring to the ability to cope with variations from the nominal oper-
ating conditions, is a key property of any engineering system. In this spirit, a ro-
bust network should be able to sustain acceptable performance despite foreseeable
traffic variations and component failures. Our focus in this paper is robustness
against traffic variations, and we will understand the term robust load balancing as
the problem of finding a fixed MPLS routing setting that gives good performance
for all traffic matrices in a given scenario set. While many performance measures
are possible, we will focus on minimizing the worst-case link load.
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Robust load balancing under polytopic uncertainty
Several methods for robust routing under polytopic uncertainty have been pro-
posed recently [3, 4, 18, 29]. Our developments are based on the approach by
Ben-Ameur and Kerivin [4]. The method starts our from a standard arc-path for-
mulation of a multi commodity network flow problem
minimize umax
subject to
∑
p
∑
pi∈Πp
ρlpiαpipsp ≤ clumax ∀l∑
pi∈Πp
αpip = 1, αpip ≥ 0
(10.11)
Here, sp is the aggregate traffic between the pth source-destination, Πp is the set of
all paths between source-destination pair p and ρlpi is an indicator variable taking
the value one if path π traverses link l and zero otherwise. The optimization vari-
ables αpip determine what fraction of the traffic between source destination pair p
that is routed across path π. The first set of constraints state that the total traffic
across each link l is bounded by the link capacity multiplied by the maximal link
utilization, while the second constraint states that all traffic must be routed across
some path.
The classical way of solving (10.11) is by column generation: rather than ex-
plicitly enumerating all paths in the network, one starts out with a small subset of
paths (e.g., the shortest-hop routes) and then sequentially adds new paths to the
problem to improve the optimization objective. The new paths are found by solv-
ing the dual linear programming problem associated with (10.11) and interpreting
the optimal dual variables of the link capacity constraints as link weights. Solving
the shortest path problemwith these link weights and adding the paths to the path
set results in an algorithm with guaranteed convergence, see e.g., [26].
The robust load balancing problem is now to find a routing which minimizes
the maximum link utilization that can be guaranteed for all feasible traffic scenar-
ios:
minimize umax
subject to
∑
p
∑
pi∈Πp
ρlpiαpipsp ≤ clumax ∀l, ∀s ∈ S∑
pi∈Πp
αpip = 1, αpip ≥ 0
(10.12)
Note that we now optimize for all traffic matrices in the scenario set S rather than
for a single traffic scenario. Depending on the nature of the traffic uncertainty set
S, this problem may or may not admit an efficient solution.
If the traffic uncertainty is a polytope given on the form (10.3), then (10.12) can
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be equivalently expressed as
minimize umax
subject to
∑
p
∑
pi∈Πp
ρlpiαpips
(v)
p ≤ clumax ∀l, v∑
pi∈Πp
αpip = 1, αpip ≥ 0
(10.13)
There are at least two problems with this formulation. First, in many cases traffic
uncertainty sets are not given in vertex form, but as the solution set to a system of
linear inequalities (compare our models for traffic matrix estimation uncertainty
and BGP reroutes detailed in Section 10.4). Secondly, the uncertainty set may have
many vertices and explicit enumeration is computationally unattractive. These
two issues can be addressed similarly to the way column generation is used to
avoid explicit enumeration of all paths in the nominal formulation: we start out
with a single traffic scenario in the uncertainty set, solve the routing problem, and
then check if the computed routing satisfies the link constraints for all feasible
traffic loads. If this is not the case, we add the traffic matrix that violates the
constraints the most to the vertex description of the uncertainty set and repeat the
procedure. The resultingmethod is a combined column- and constraint generation
scheme, which can be summarized as follows:
1. Initialize the set Π of paths, e.g. with the paths found by applying Dijkstras
algorithm to the administrative link weights from OSPF/IS-IS routing, and
initialize Sv with a single scenario from the traffic uncertainty set S.
2. Solve the linear programming problem (10.13) using column generation, re-
sulting in an expanded path set Π and a lower bound on umax.
3. Fix the current routing and determine the traffic scenario s(wc) ∈ S that re-
sults in the largest link load. This value is an upper bound on umax.
4. If the upper and lower bounds on umax differ significantly, add s(wc) to Sv,
return to step two and repeat the procedure.
Note that step two returns a lower bound on umax since not all traffic scenarios are
considered in (10.13) until possibly when the algorithm terminates. Similarly, step
three returns an upper bound since the routing was optimized without taking this
new scenario into account. When the scenario set has a finite number of vertices,
the algorithm will terminate in a finite number of optimization steps [4]. Our
computational experience, reported in Section 10.6, indicates that only a handful
of iterations are needed to find the optimal solution.
While the core of the algorithm remains the same, Step 3 needs to be tailored
to the specific traffic uncertainty. We will now detail how this step can be per-
formed when the uncertainty set represents time varying demands, estimation
uncertainty, and BGP reroutes.
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Scenario generation for time-varying demands From the time series of traffic
matrices {s(1), ..., s(T )}, we form an associated polytopic uncertainty set by taking
their convex hull
ST = {s =
T∑
t=1
θ(t)s(t) | θ(t) ≥ 0,
T∑
t=1
θ(t) = 1}
Given the optimal variables αpip of the optimization problem solved in Step 2, we
compute the elements of the corresponding routing matrix
rlp =
∑
pi∈Πp
ρlpiαpip (10.14)
and identify the worst case traffic scenario as
s(wc) =s∈ST {max
l
c−1l
(
rl1 · · · rlP rl1 · · · rlP
)
s} =
=s∈{s(1),··· ,s(T )} {max
l
c−1l
(
rl1 · · · rlP rl1 · · · rlP
)
s}
Note that the worst-case trafficmatrix is found by a simple search over the T traffic
scenarios.
Scenario generation for estimationuncertainty Next, we consider scenario gen-
eration for the situation where the traffic matrix has been estimated from a vector
of link loads test measured under a fixed routing matrix Rest.
Sest = {s | Rests = test, s  0}
Given the optimal load balancing computed in Step 2, we compute the associated
routing matrix as in (10.14). The traffic scenario that causes the maximum link
utilization can then be found by solving L linear programming problems, each on
the form
maximize c−1l r
T
l s
subject to Rests = test
s  0
The problem with the highest objective value identifies the most loaded link, and
the corresponding optimizer is the worst-case traffic scenario that should be added
to the scenario set.
Scenario generation for BGP-reroutes For fixed internal routing, the utilization
of link l can be written as
ul = c
−1
l
∑
o
∑
d
rlodsod
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where rlod (calculated from Equation 10.14) is the fraction of traffic from origin
node o to destination node d routed over link l. To find the s ∈ SBGP which
maximizes the maximal link utilization, we need to solve L linear programming
problems on the form
maximize c−1l
∑
o
∑
d rlod
∑
p∈P (d) dopδpd
subject to
∑
d∈E(p) δpd = 1
δpd ≥ 0, δpd = 0 for d 6∈ E(p)
(10.15)
Although the number of prefixes can be very large, these problems admit an ex-
plicit solution: the worst-case situation is when prefix p is only announced at the
destination node d with largest value of rloddop (i.e. when δpd = 1 for this egress
node and zero for the others). Thus, the worst-case traffic scenarios generated by
adjusting the prefix distributions to maximize the worst-case link utilization will
be such that each prefix is announced by a single peer only. Hence, the generated
traffic scenarios are compatible with plausible BGP behavior.
Robust load-balancing under stochastic and ellipsoidal uncertainty
In this section we demonstrate how one can solve the robust routing problem un-
der statistical and ellipsoidal uncertainty. Our key contribution is to demonstrate
how techniques from robust linear programming [5, 23] can be used to develop
optimization models that can be solved in polynomial time.
Consider the following network flow formulation for minimizing the maxi-
mum link utilization under a given traffic scenario
minimize umax
subject to rTl s ≤ clumax ∀l ∈ E
Apr = bp ∀p ∈ P
rlp ≥ 0 ∀l ∈ E, p ∈ P
(10.16)
The first set of inequalities bound the maximum link utilization. The second set of
constraints describe flow-conservation at each node, i.e.
∑
l∈O(n)
rlp −
∑
l∈I(n)
rlp =


1 if n = o(p)
−1 if n = d(p)
0 otherwise
for appropriately defined matrices Ap and bp and
r =
(
rT1 , r
T
2 , . . . r
T
L
)T
.
The robust counterpart to (10.16) is simply given by
minimize umax
subject to rTl s ≤ clumax ∀l ∈ E, ∀s ∈ S
Apr = bp ∀p ∈ P
rlp ≥ 0 ∀l ∈ E, p ∈ P
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The key observation now is that when the uncertainty set is ellipsoidal, this infinite-
dimensional linear programming formulation can be transformed into a finite-
dimensional convex programming problem which can be solved in polynomial
time. To arrive at this result, first note that we can re-parametrize the ellipsoidal
uncertainty set (10.5) as
Se = {s = s+ LTu | ‖u‖2 ≤ 1}
where Σ = LTL is the Cholesky decomposition of Σ. In this notation, it is readily
verified that
rTl s ≤ clumax ∀s ∈ Se (10.17)
if and only if
rTl s¯+ ‖Lrl‖2 ≤ clumax
This inequality is convex in the decision vector rl, and the re-formulated optimiza-
tion problem
minimize umax
subject to rTl s¯+ ‖Lrl‖2 ≤ clumax ∀l ∈ E
Apr = bp ∀p ∈ P
rlp ≥ 0 ∀l ∈ E, p ∈ P
(10.18)
is a second-order cone programming problem, which can be solved in polynomial-
time using, e.g., modern interior-point methods (see, e.g., [23]).
As discussed earlier, when the underlying traffic is stochastic, constraints can-
not be enforced for all possible realizations but we can consider probabilistic re-
quirements of the form
Prob{rTl s ≤ clumax} ≥ 1− ǫ (10.19)
This specification essentially states that the target link utilization umax should be
respected with high probability. Following [23], we introduce z = rTl s and let z be
its expected value and σz its variance. Then, the requirement can be re-written as
Prob
{
z − z¯√
σz
≤ clumax − z¯√
σz
}
Since (z − z¯)/√σz is a unit-variance normal variable, the probability above is
Φ((clumax − z¯)/√σz)where
Φ(z) =
1
2π
∫ z
−∞
e−t
2/2 dt
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The constraint can be re-written as
clumax − z¯√
σz
≥ Φ−1(1− ǫ)
or, equivalently,
rTl s¯+Φ
−1(1− ǫ)‖Lrl‖2 ≤ clumax (10.20)
The complete load-balancing problem now reads
minimize umax
subject to rTl s¯+Φ
−1(1− ǫ)‖Lrl‖2 ≤ clumax ∀l ∈ E
Apr = bp ∀p ∈ P
rlp ≥ 0 ∀l ∈ E, p ∈ P
Note that in comparison with a constraint on the nominal traffic, i.e., rTl s¯ ≤
clumax, the formulations in this section include an additional “protection term” to
hedge against traffic variations. In the stochastic case, the size of this protection
term can be tuned precisely to match the acceptable constraint violation probabil-
ity.
It is important to emphasize that although the optimization problems above
do not return a set of paths, MPLS settings can easily be derived from the optimal
decision variables rlp by tracing how the traffic is split from source to destination
node of each demand p.
Constraint generation for ellipsoidal uncertainty. While the algorithms in the
previous section have polynomial-time complexity, their memory complexity grows
quickly as there are |N | flow constraints for each OD pair. Thus, the number of
constraints grow as |N |3 which makes it hard to manage very large networks us-
ing this formulation. For classical network flows, it is well-known that path (col-
umn) generation methods have superior practical performance on large networks.
It thus makes sense to try to apply the combined column-constraint generation
scheme also to this scenario.
Themain problemwith this approach is that confidence ellipsoids do not admit
a representation as the convex hull of a finite number of vertices, so the standard
convergence results do not hold. However, the method can be applied to com-
pute a routing setting with a prescribed degree of sub-optimality. In this case, we
simply proceed as for the polytopic uncertainty, and start out with the polytopic
uncertainty set given by a single scenario, e.g. Sv = {s¯}. We then compute the
robust routing (which in the initial iteration coincides with the nominal routing)
and compute the associated routing matrix R = [rlp]. The worst-case link load
under this routing can be computed by comparing the worst-case load
clu
wc
l = max
s∈Eα
rTl s = r
T
l s¯+ α‖Lrl‖2
10.6. NUMERICAL EXAMPLES 155
A
B
C
D
4
1
1
Figure 10.4: Example network with three demands.
on the |E| links in the network. Let lwc =l uwcl . We add the traffic scenario which
generates the maximum link load, i.e.,
swc = s¯+ αLTLrlwc/‖Lrlwc‖2 = s¯+ αΣrlwc/‖Lrlwc‖2
to the scenario set and continue the iterations. Since the algorithm maintains up-
per and lower bounds on the maximum link utilization, we can terminate the iter-
ations when we have reached a desired solution accuracy.
10.6 Numerical examples
In this section we highlight some properties of the algorithms proposed in this pa-
per and compare the performance of robust routing solutions with that of standard
routing optimization for a single nominal scenario.
Basic features of robust routing
To demonstrate some basic features of our proposal we start out with the small
network topology depicted in Figure 10.4. The network consists of four nodes
(labeled A, B, C and D) and five links. There are three flows: sAC has an average
traffic volume of 4 units, while sAB and sAD each have an average traffic volume
of one unit. We assume that all links have capacity of ten units and consider robust
routing under normally distributed traffic developed in Section 10.5.
The solution which minimizes the maximum link utilization under the nomi-
nal traffic scenario maintains single path routing for the two shorter flows, while it
splits the flow sAC so that two units are sent on the direct path (A,C)while the re-
maining traffic is spread evenly over paths (A,B,C) and (A,D,C). The expected
maximum link utilization is 20%. However, if we now assume that the flows are
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Figure 10.5: Proportion of traffic sAC diverted from direct path as function of cor-
relation coefficient between the traffic and the smaller demands. The results are
shown for ǫ = 5 (full) 2 (dashed) and 1% (dotted).
normally distributed with unit variance, then we can see that the variance of the
load on links (A,B) and (A,D) is 17/16, while the variance of the load on (A,C)
is only 1/4. Thus, in the sense of the probabilistic link load measure (10.19), too
much of the flow sAC has been diverted and the links (A,B) and (A,D) have been
overloaded. The robust routing algorithm, on the other hand, accounts for vari-
ances and correlations in the flows to balance the flows in an optimal way. For
reference, aiming at ε = 5% in (10.19), the robust routing forwards 2.45 units of
data on the direct path and balances the remaining load equally over the two long
paths.
The result changes if we introduce a correlation between the large flow and the
two smaller ones. If sAC is negatively correlatedwith the other flows, then a larger
part of the trafficwill be diverted from the direct path to explore the statistical mul-
tiplexing gains with the smaller flows; a positive correlation causes a larger part
of the flow to be routed on a direct path to avoid large covariations. Figure 10.5
shows the proportion of sAC which is diverted from the direct path as function of
the correlation coefficient between the large flow and the two smaller ones. The
larger the covariance matrix, or the smaller the parameter ε in the specifications,
the more dramatic is the reaction of the robust routing to demand correlations.
Next, consider the slightly larger topology shown in Figure 10.7. We assume
10.6. NUMERICAL EXAMPLES 157
−1 −0.5 0 0.5 1
0.04
0.06
0.08
0.1
0.12
0.14
0.16
ρ
Pr
ob
(u l
>
=
u
m
a
x)
 
 
NOM
RR
Figure 10.6: Overload probabilities for the robust routing (dashed) and nominal
routing (full). Here, umax refers to the maximum link utilization predicted by the
nominal and robust optimization, respectively. Note how the robust routing con-
sistently maintains the overload probability at the target value.
that all nodes have traffic to send to all other nodes, and that all traffic demands
are of unit volume. We will also assume that the covariance matrix is of the form
Σ = I +
ρ
P − 1(11
T − I)
where P is the number of demands in the network. We then vary ρ in the interval
[−1, 1], and compare the probability of exceeding the target link loads for robust
routing (RR) and the nominal routing (NOM). As can be seen in Figure 10.6, the
robust routing maintains the overload probability at the target of 5%, while the
nominal routing consistently exceeds the desired overload probability.
Robust routing in an operational IP network
We will now evaluate how our models and algorithms work on real data from
the operational network Abilene and GEANT. The Abilene network is a research
network in North America with eleven nodes and 28 links [1]. The network topol-
ogy for the Abilene network is shown in Figure 10.9. The GEANT network [13],
depicted in Figure 10.8, connects national research networks in Europe and has
23 nodes and 74 links. We have access to network topology, traffic data and BGP
routing information from the data sets made public by Uhlig et al. [34]. The mea-
surements were conducted during a four month period and consist of 15 minute
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Figure 10.7: Topology for small example network with bidirectional links.
Figure 10.8: Network topology for the GEANT network.
flow exports of sampled Netflow measurements where one out of every thousand
packets is sampled. Furthermore, a dump of the BGP routing information base
from each day of the measurement period was conducted. Since we use maximum
link utilization as objective in our optimization, we upgrade links of 155 Mbps to
2400Mbps as these links would otherwise remain bottlenecks irrespectively of the
routing.
Experiments with time-varying traffic
Figure 10.10 shows the total traffic during each 15minute interval during oneweek
in the GEANT network. In addition to the random traffic fluctuations, there is a
clear daily pattern with distinct busy periods and slightly lower traffic during the
weekend. We will focus our analysis on the daily traffic patterns as this variability
is much larger than the short-term fluctuations. We want to explore if our method-
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Figure 10.9: Network topology for the Abilene network.
ology is able to find a single routing setting that works well during the whole daily
cycle.
For the experiments with statistical and ellipsoidal traffic uncertainty we cre-
ated the traffic parameter s¯ by estimating the average value of end-to-end de-
mands in the data set. Assuming that the traffic is normally distributed and its
mean and covariance matrix obey the power-law in Equation (10.7), we estimate
the values of φ and c from the same data set. From the estimated mean and co-
variance matrix, we derive a confidence ellipsoid on the form (10.8) and set the
parameter α so to include 95% of the traffic scenarios in Eα.
To evaluate the merits of robust routing, we consider several alternatives. A
lower bound on the achievable performance is established by recalculating the
routing for each traffic scenario. We refer to this routing as OPT. We then consider
classical (non-robust) multicommodity network flow optimization for the average
traffic demand s¯ (referred to as NOM) and the peak demand (called PEAK), re-
spectively. The robust routing (RR) and nominal routing for average and peak
demands are then fixed and evaluated on fresh data for a full day. Figure 10.11
shows the maximum link utilization for the different approaches during a 24 hour
period in the GEANT network. The robust routing is almost identical to the ideal
case where the routing is re-optimized for every new measurement period and
significantly outperforms the two classical routing optimizations. Thus, we con-
clude that the robust routing is able to stay close to optimal for all traffic situations
occurring during the day without the need to reconfigure.
Experiments with BGP reroutes
We have analyzed our algorithm for robust routing under BGP reroutes for the
traffic data obtained from the GEANT network. A preliminary data analysis out-
lined in [14] reveal that of the 160 000 prefix present in the routing table at the time
only three percent were announced by a single router. The rest of the prefixeswere
announced by more than one router and can potentially contribute to traffic shifts
due to BGP reroutes.
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Figure 10.10: Daily traffic variations in the GEANT network during one week.
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Figure 10.11: Maximum link utilization for robust(RR), optimal (OPT), nominal
(NOM) and routing optimized for peak rate (PEAK) for the GEANT network dur-
ing a 24 hour period.
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If we were to take every prefix in the routing table into account when solv-
ing the optimization problem in Equation (10.15) this would create a very large
optimization problem. However, from the preliminary data analysis in [14] we
learned that only a small fraction of the prefixes account for the traffic in the net-
work. Hence, by removing the prefixeswith negligible trafficwe are able to reduce
the number of variables. In our experiments we selected the prefixes that account
for 90% of the traffic. The number of prefixes in our equations were reduced to
3600 and the problem can be easily handled on a regular desktop computer.
In our evaluations, we use the traffic scenario where all possible routes are
available and link weights are set to the original values used in the operational
network as base. We have then evaluated the link loads for the following routing
principles:
• ROBUST: The combined constraint/column generationmethodwhereworst-
case traffic scenarios in the constraint generation phase are computed as
in (10.15).
• NOM: Multi commodity network flow routing to minimize the maximum
link utilization under the nominal traffic scenario.
• SPF: Shortest path first routing using the original link weights from the GEANT
network.
Figure 10.12 shows the utilization for the links in the GEANT network under
ROBUST, NOM and SPF routing for the nominal traffic scenario. We can see that
although the NOM and ROBUST routing settings achieve the same maximum link
utilization, the robust routing achieves a better balance in the overall link utiliza-
tion. This is partly due to the fact that ROBUST uses more paths for load balancing
and that the new paths computed using the dual variables of the link constraints
in (10.13) discourages routing across highly loaded links.
In Figure 10.13 we have plotted maximum link utilization under feasible traf-
fic shifts for SPF, NOM and ROBUST under three traffic scenarios (nominal traf-
fic and two worst-case scenarios generated during the robust optimization). The
robust routing is able to route efficiently in all three scenarios whereas the multi-
commodity network flow routing optimized for the nominal traffic scenario suf-
fers a substantial performance losses under BGP-reroutes, and performs on par
with the original shortest-path routing.
Performance and scaling issues
Finally, to illustrate computational performance we conduct experiments also for
the Abilene network. Table 10.1 presents memory requirements and computation
times for the polynomial time algorithm described in Section 10.5. The table indi-
cates that both memory and computational complexity grows rapidly with prob-
lem size. However, if high accuracy is required, the constraint/column generation
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Figure 10.12: Link load for the links in the GEANT network for robust, optimal
and shortest path routing using the real link weights.
Nominal case Scenario 1 Scenario 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Lin
k u
tili
za
tio
n
 
 
SPF
NOM
ROBUST
Figure 10.13: Maximum link load for SPF, Optimal routing for the nominal case
and robust routing for the nominal traffic situation and two worst case scenarios.
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Table 10.1: Computational and memory complexity of the polynomial time algo-
rithm.
Constraints Variables CPU time (sec.)
Abilene 4318 6189 5.9
GEANT 49156 74963 47.32
approach takes a comparable time to execute. Specifically, the iterative method
took 4.9 seconds to converge for the Abilene network and 38.9 seconds to con-
verge for the GEANT network. The iterative method was more memory efficient,
since only a handful of scenarios and a limited number of paths were needed to
find the optimal solution.
10.7 Related work
To handle traffic uncertainties one need to identify a set of traffic scenarios and
optimize the routing for all instances of the set. This has been the topic of a number
of research papers. Fortz and Thorup use a search heuristic which is shown to be
efficient in finding a suitable OSPF/IS-IS weight setting to a wide range of traffic
situations in [11]. The uncertainty set is constructed by forming the convex hull of
a number of typical identified traffic scenarios. Applegate and Cohen [3] show that
it is possible to find an efficient routing setting with fairly limited knowledge of the
traffic demands. Furthermore, the authors give a lower bound on performance for
the routing for all possible traffic situations. Column/constraint generation was
first introduced in this context by Ben-Ameur and Kerivin [4] to balance load in
Virtual Private Networks (VPN’s). A recent article by Wang et al. [37] propose
“common-case optimization with penalty envelope” (COPE) which computes a
routing setting that optimizes for a set of trafficmatrices which constitute common
case traffic scenarios. Furthermore COPE give an upper bound of performance of
a larger set of admissible traffic scenarios called a traffic envelope.
Instead of identifying a set of traffic scenarios it is possible to continuously
monitor the network and adjust the routing accordingly. An early attempt is pre-
sented in a classical article on minimum delay routing by Gallagher [12]. The net-
work detects the state of the network and adjusts the routing to minimize delay
in the network. In Gallagers paper the calculations of paths in the network is in-
corporated in the load balancing. This will guarantee that optimal performance is
attained but complicates implementation of the routing protocol. Hence, in many
cases it is desirable to separate the path calculations from the load balancing and
distribute the traffic over precalculated paths. An approximation of Gallagher’s
algorithm is introduced by Vutukury and Garcia-Luna-Aceves [36] where the traf-
fic is balanced on a set of pre-computed paths. Elwalid et al. [9] introduces MPLS
Adaptive Traffic Engineering (MATE). The distribution of traffic is formulated and
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solved as a convex optimization problem. A distributed algorithm is devised in
the paper and the authors prove that it converges to an optimal solution for a given
objective. The algorithm assumes that feedback is given from the network. A sim-
ilar approach is made by Kandula et al. [21] where TeXCP is introduced. TeXCP
borrows many features from eXplicit Congestion control Protocol (XCP) [22]. In
TeXCP the sending agents performing the load balance rely on explicit feedback
from routers about load on links on the path from source to destination. The au-
thors use a control theoretic framework to prove stability and optimality of their
distributed algorithms.
10.8 Conclusion
We have considered the problem of robust load balancing in face of traffic uncer-
tainties. After a short review of important sources for traffic variations in data
networks, we have shown how the associated uncertainties can be effectively cap-
tured by polytopic and ellipsoidal uncertainty models, and detailed efficient algo-
rithms for solving the associated robust load-balancing problems. Quite remark-
ably, the use of ellipsoidal uncertainty models allows us to develop polynomial-
time algorithms for computing the associated robust routing.
We have shown how the presence of correlations plays an important role in
robust optimization. Even when the traffic demands themselves are uncorrelated,
correlations may appear in the estimated traffic matrices. These correlations can
be explored to find routing settings that are insensitive to estimation errors. Traffic
uncertainties caused by interdomain reroutes display similar properties, since if a
large fraction of the traffic leaves the network at one peering point, the fraction
of traffic destined to the other peering points will be small. The strength of our
solution is that it returns a single routing setting with guaranteed performance
under all foreseeable traffic variations. However, scalability remains an issue, and
questions regarding how to handle failure scenarios have not been addressed. We
intend to investigate these issues in our future work.
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CHAPTER 11. PAPER E: CAUTIOUSWEIGHT TUNING FOR LINK STATE
ROUTING PROTOCOLS
Abstract
Link state routing protocols are widely used for intradomain routing in the
Internet. These protocols are simple to administer and automatically update
paths between sources and destinations when the topology changes. However,
finding link weights that optimize network performance for a given traffic sce-
nario is computationally hard. The situation is even more complex when the
traffic is uncertain or time-varying. We present an efficient heuristic for finding
link settings that give uniformly good performance also under large changes
in the traffic. The heuristic combines efficient search techniques with a novel
objective function. The objective function combines network performancewith
a cost of deviating from desirable features of robust link weight settings. Fur-
thermore, we discuss why link weight optimization is insensitive to errors in
estimated traffic data from link load measurements. We assess performance of
our method using traffic data from an operational IP backbone.
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11.1 Introduction
Link state routing protocols are transparent, simple to administer and possess a
remarkable ability to recover from component failures. After a failure, routers au-
tonomously find a new consistent routing in a fully distributed manner. However,
link state routing protocols also have disadvantages. The shortest path principle
that enables each router to find a consistent routing limits the routes that can be
realized using link state routing. Furthermore, it is computationally hard to find
link weights that give optimal network performance even when traffic patterns
are known.
In this paper we study search heuristics for parameter setting in two of the
most widely used routing protocols in the Internet today, Open Shortest Path First
(OSPF) and Intermediate System Intermediate System (IS-IS). Both these protocols
are link state routing protocols where the network is modeled as a graph whose
nodes represent routers and edges represent links connecting the routers. Each
link is assigned a weight reflecting the cost of sending traffic over the link and
routes are computed such that traffic flows along the shortest path from source
to destination. These shortest paths are typically computed using Dijkstra’s algo-
rithm. To tune the link weights for improved network performance one needs to
understand how traffic flows in the network. However, constant monitoring of
traffic in a large IP backbone can be challenging and resource consuming. Hence,
many operators only perform occasional measurements on selected parts of the
network. These partial and occasional measurements, combined with the time
varying nature of Internet traffic lead to an uncertainty of the traffic situation. In
addition, the interplay between internal routing within a network and the rout-
ing between administrative domains is known to cause large shifts in traffic pat-
terns [15]. Thus, it is desirable to find parameter settings that reduce performance
degradations for a wide range of load variations. Contrary to e.g. [6] we do not
optimize for the normal traffic situation but try to minimize the worst network
performance that can occur under any foreseeable traffic scenario. This is novel
also with respect to other relevant work: Balon and Leduc [4] address traffic un-
certainty caused by the interplay between intra and interdomain routing but do
not consider the worst case traffic scenario; previous work on robust routing such
as COPE [17], oblivious routing [3] and the authors’ previous work [7, 8], do not
apply to link state routing protocols.
With our previous experience from robust routing without the constraints of
link state routing ([7, 8]) it is natural to try to develop similar algorithms for op-
timizing weights in link state routing protocols. To evaluate our approach we fo-
cus on uncertainties arising from interdomain reroutes. We know from our earlier
work [7] that this type of uncertainty can be dealt with efficiently when the routing
does not need to follow shortest paths. In this paper, we leverage on our previ-
ous work to develop efficient search heuristics for finding weight settings with
guaranteed performance for all foreseeable traffic scenarios. We call our approach
cautious weight tuning since in each step of the algorithm the weight change that
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gives the largest guaranteed performance improvement for every possible traffic
scenario is executed. Furthermore, we explain why optimization of link weights
is robust to estimation errors in estimated traffic matrices from link load measure-
ments.
The rest of the paper is organized as follows. In the next section we define
cautious weight tuning and the notation used in the paper. Section 11.3 describes
our approach. A use case with interdomain reroutes and a numerical example
from an operational IP backbone is presented in Section 11.4. Cautious weight
tuning under traffic matrix uncertainty is studied in Section 11.5 and related work
is discussed in Section 11.6. Finally, we conclude our findings in Section 11.7.
11.2 Notation and problem formulation
The network is represented by a graph (N,E)whereN is the set of nodes andE is
the set of edges representing routers and links, respectively. The capacity of a link
l ∈ E is denoted cl. Furthermore, the traffic demand between source-destination
pair p is denoted sp and the set of source destination pairs P has |N |(|N | − 1)
elements. In addition, the traffic demands are assumed not to be known with
complete certainty. Instead, the traffic demands belong to an uncertainty set S.
We assume that routing is performed by a link state routing protocol, such as
OSPF or IS-IS. Associated to each link l is a weight wl that describes the cost of
sending data across that link. Data is routed over the shortest paths in this link
metric. The routes for a given weight setting can be represented by an |E| × |P |
routing matrix R = [rlp] where each element rlp represents the fraction of traffic
demand sp routed over link l. With this notation, the total traffic tl across link l is
tl =
∑
p∈P
rlpsp = r
T
l s
where rTl is the lth row of the routing matrix R. Thus the vector t = [tl] ∈ R|E| of
total traffic is given by the equation
t = Rs. (11.1)
When link state routing with a single path between source and destination is used,
the elements inR assume values 0 or 1 depending on whether a source-destination
pair is routed on the link or not. Adjusting the link weights changes the routing
matrix R and alters the total traffic t across links.
Since the traffic s is uncertain, it is hard to predict the traffic load that results
from a specific change in the link weights (and hence in the routing matrix). In this
work, we consider cautious weight tuning, where we attempt to find link weights
that are guaranteed to improve system performance for all traffic scenarios in the
uncertainty set. In each step of the tuning, one link weight at a time is adjusted to
form a new weight setting w+ and the corresponding routing matrix R+ is calcu-
lated. For this routing we determine the worst case traffic scenario swc ∈ S. The
11.3. CAUTIOUSWEIGHT TUNING 173
weight setting that gives the largest performance improvement is executed and
the procedure is repeated. Cautious weight tuning was first introduced in [9] for
weight tuning under traffic matrix uncertainty, but the algorithm proposed in that
paper often fails to find weight changes that guarantee improved performance. In
this paper we generalize the applicability of cautious weight tuning and enhance
the search with a novel objective function.
11.3 Cautious weight tuning
Even under the assumption that the traffic matrix is known, link weight opti-
mization is computationally hard. One can either approach the problem formally
via mixed-integer-linear programming models [11] or using search heuristics [5].
Since the computational burden of the integer programming approach quickly be-
comes prohibitive as network size grows, search heuristics are often preferred in
practice. Search heuristics do not certify optimality for the obtained solution but
experiments indicate that it is possible to find near-optimal solutions with a rea-
sonable computational effort [1, 5].
We base our evaluation on a search technique first introduced by Fortz and
Thorup [5], referred to as FT in the rest of the paper. FT is a local search algo-
rithm where neighboring weight settings are created by changing a single weight
and the new weight settings are evaluated using their predicted network perfor-
mance. Ourmethod has two distinct differences: first, we use the worst-case traffic
over the full uncertainty set as the performance measure; second, we do not eval-
uate routing settings based on their predicted network performance only, but also
account for properties of the routing that we know are more likely to give robust
solutions.
A key step in our approach is to determine the worst-case traffic scenario for
a given weight setting. Using link utilization (ul = tl/cl) as performance metric
the worst case traffic scenario can be found by solving, for each link l ∈ E, the
optimization problem
maximize c−1l (r
+
l )
T swc
subject to swc ∈ S
swc  0
(11.2)
where (r+l )
T is the lth row in the routing matrix for weight setting w+. If S is a
convex set then swc can be found in polynomial time using modern interior-point
methods. In particular, if S can be described as the solution set of a set of linear
equations (11.2) becomes a linear programming problem.
The straightforward robust version of FT would work as follows. In each itera-
tion, neighboring weight settings are computed and their worst-case performance
are computed by solving (11.2). The weight setting that guarantees the lowest link
utilization over all traffic scenarios is executed, and the procedure is repeated until
the stopping criterion is fulfilled.
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A drawback with this method is that it is hard to find single weight changes
that actually improve worst-case performance. In other words, multiple weight
settings might be needed before the worst-case performance is improved. In-
cluding multiple weight changes in the search algorithm drastically increases the
search space, and hence the computational requirements on the algorithm. The
key idea of our method is to stay with single weight changes in each search step
but include an additional term in the search objective that discourages weight
changes that are likely to be sensitive to traffic uncertainty. For example, in many
cases we know that we should discourage weight changes that split up traffic of
known volume into subflows of unknown volume. The following example illus-
trates the idea.
We consider the simple five node example network depicted in Figure 11.1. Ten
units of traffic is injected in node one and two, however, the traffic can be destined
to either node three or node four. This type of uncertainty appears for interdomain
routing where routes to a destination outside the network domain are available
in several locations in the network. Depending on how the interdomain routing
protocol selects preferred route, traffic to a destination may leave the network in
several locations. The uncertainty of the traffic demands can be expressed by the
equations
s13 + s14 = 10
s23 + s24 = 10.
If we set the weight on each link to one both traffic demands s13 and s23 are routed
on the link between node two and three. This will result in a worst case link load
of 20 units of traffic. However, with careful tuning of link weights it is possible to
let traffic demand s14 follow the path 1→5→4 and demand s13 path 1→5→4→3.
Assuming demands s23 and s24 take the paths 2→3 and 2→3→4 respectively we
are able to reduce the worst case link load to ten units of traffic. Thus, from the
example we conclude that it is desirable to route flows s13 and s14 together while
demands s23 and s24 are routed together on separate links from the other two
traffic demands. The challenge is to obtain a weight setting that is able to realize
such a routing.
Based on our observations in the example above we add a penalty function to
the search objective which encourages known traffic flows to be routed together.
To this end, let R be a routing matrix calculated from a given weight setting using
the shortest path principle. The |P | × |P |matrix
Q = RTR− diag(RTR) (11.3)
will then, for each matrix element [Q]ij where i 6= j, describe the number of links
shared by the shortest path routes for traffic demands si and sj . The diagonal
elements of the matrix RTR are the lengths of the individual paths. Since we do
not penalize the lengths of individual paths (nor encourage long paths) in this
paper, we make sure that the diagonal elements of Q are zero. We also define
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Figure 11.1: Simple example network with five nodes, one group of possible egress
nodes for traffic inserted in the network at node one and two
a matrix C ∈ R|P |×|P | that encodes which traffic flows we encourage to share
routes and which traffic flows we discourage from sharing routes. Specifically, the
elements of C are given by
[C]ij


= 1 if demand iand j should be routed together
= −1 if demand iand j should not be routed together
= 0 otherwise.
In general, determining what traffic demands to route together have to be tailored
to the traffic uncertainty at hand. This requires insight or intuition about the spe-
cific problem. We will show shortly how the elements of C can be set to generate
routing settings that are robust to traffic shifts due to intradomain reroutes. Fi-
nally, we define a hint function
h(Q,C) = Tr(CQ) (11.4)
where Tr(·) is the trace operator. The function h(Q,C) serves as a hint to help the
heuristic favor routing settings that route certain flows together to decrease uncer-
tainty of the load on the link. The hint function gives a high value if the routing
determined by R routes a high number of desired flows together and penalizes
routing settings where a lower number of flows are routed together.
The objective function used by our search algorithm is thus
obj(w) = umax(w;S) − κh(Q(w);C). (11.5)
Here, umax(w;S) is the maximumworst-case link utilization for shortest path rout-
ing with link weights w (determined by solving the optimization problem (11.2)
for every link in the network) while h is the hint function defined above. The
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parameter κ determines how much emphasis should be given to the hint in com-
parison to the link utilization. If κ is set to zero, we disregard influence of the hint
function.
For each iteration of the search heuristic |E| differentweight settings are tested,
and the weight setting that gives the largest decrease in the search objective is
executed. The actions taken for a weight setting can be summarized as follows:
1. Produce a neighboring weight setting w+ and calculate the corresponding
routing matrix R+.
2. Determine the worst case traffic scenario swc for R+.
3. Evaluate the objective function for R+ and swc.
The iterations are repeated until a stopping criterion is satisfied. Note that a prop-
erty of our objective function is that it accepts weight settings that give an increase
in link utilization if the hint function is improved sufficiently much. This also
means that the weight setting produced during the last iteration might not neces-
sarily be the best (since the hint function might have caused a change). To be able
to recall the best weight setting we keep track of the best umax and the associated
weight setting during our search.
11.4 Application of cautious weight tuning: weight setting
under BGP traffic uncertainty
For resilience, network operators often connect with other operators in several
different locations to exchange traffic and routing information. The routing in-
formation is encoded as prefixes representing reachable destination networks. As
a result of introducing multiple connection points, many prefixes are announced
(and hence available for forwarding traffic) in several locations in the network.
Depending on the setting of interdomain routing protocol attributes and configu-
ration of intradomain routing protocol parameters traffic take a selected route for
each prefix. Since conditions may change due to e.g. reconfigurations, failures or
withdrawn routes, there is uncertainty about how the traffic will flow in the net-
work. It has been shown in many studies, that interdomain reroutes may cause
large traffic shifts in the network (e.g. [14, 15]). These uncertainties can efficiently
be handled for routing without the constraints from shortest path routing [7]. In
this section we investigate if this also holds for link state routing protocols.
We assume that at every ingress router it is possible to measure the amount of
traffic destined to each destination prefix in the routing table using flow measure-
ment functionality such as Cisco’s Netflow. Since flows of known volume should
be routed together, traffic from a common source destined to a network prefix an-
nounced bymultiple egress routers is routed together. A difficulty is that a routing
table in the default free zone in the Internet today contains in the order of 200 000
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Figure 11.2: Example network with three groups of egress points for prefixes
x.x.x.0/24, y.y.y.0/24 and z.z.z.0/24 respectively
prefixes. Creating a model where all prefixes are included would create an in-
tractable model. To reduce problem size we could use the methodology described
in [7] where it is observed that most of the prefixes in the routing table route negli-
gible amounts of traffic. However, we address the scalability problem in a different
fashion by observing that prefixes are typically announced by a limited number of
groups of peering points. In Figure 11.2 there are three groups of peering routers
announcing three prefixes. In this example we replace three prefixes with three
groups of egress routers for traffic to the prefixes. However, if a group contains
a large number of prefixes it is possible to obtain a large reduction of parameters
to describe the traffic uncertainty by aggregating traffic from a source destined to
prefixes in each group.
To formulate the model in equations we let tog denote the amount of traffic sent
from ingress router o to egress router group g ∈ G where G is the set of groups of
peering routers announcing prefixes. Furthermore, e(g) is the set of egress routers
of group g. The variable δodg represents the fraction of traffic from source o to
group g that leave the network at egress router d assuming d ∈ e(g). If d /∈ e(g)
then δodg = 0. To identify the worst case traffic matrix for a given routing matrix
R we solve the following optimization problem for each link l in the network
maximize c−1l r
T
l s
subject to
∑
g∈G
togδodg = sod, ∀o, d, o 6= d ∈ N∑
d∈e(g)
δodg = 1, ∀g ∈ G, ∀o ∈ N
δodg, sod ≥ 0
(11.6)
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where δodg and sod are the optimization variables and the constraints in the op-
timization problem constitute the traffic uncertainty set S. The worst case is the
traffic scenario that gives the highest link utilization for all l ∈ E. In our analy-
sis we found that for the 163 000 prefixes in our routing data set we were able to
identify 35 groups of routers announcing prefixes. Thus, we are able to reduce the
number of variables considerably in the optimization problem.
Based on the observations made in Section 11.3 we conclude that source desti-
nation traffic demands sod from a common source o and destined to a destination
router d that belong to a common group g ∈ G, should be routed together. To
accomplish this we proceed as follows:
1. For each source router group together routers announcing the same prefixes,
and set their corresponding elements in the C-matrix to 1.
2. Traffic demands destined to a router in an egress group but from different
sources have their corresponding elements in C set to -1.
3. Other elements in C are set to zero.
Although this is a rather simplistic approach we will see later that it will serve
our purposes well. Also note that if groups are partially overlapping, the values
of involved elements in C will not be uniquely determined. However, we neglect
such considerations here.
Numerical examples
For the evaluation we use data from the GEANT network provided by Uhlig et
al. [16]. The GEANT network connects national research networks in Europe and
has 23 nodes and 74 links. In our experiments we have access to network topol-
ogy, traffic data and BGP routing information. The traffic measurements were per-
formed during a four month period, and consist of 15 minute flow exports of sam-
pled Netflow measurements where one out of every thousand packets is sampled.
Furthermore, the BGP routing information base is recorded every day during the
measurement period. Since we use maximum link utilization as objective in our
optimization, we upgrade links of 155 Mbps to 2400 Mbps as these links would
otherwise remain bottlenecks irrespectively of the routing. More details about the
data set can be found in [16].
Comparison with other approaches
We compare cautious weight tuning with weight tuning for a nominal traffic sce-
nario obtained from the original link weights used by BGP to select egress point
for each prefix in the routing table (i.e. the FT heuristic for the nominal traffic sce-
nario). For comparison we also provide results of optimal robust routing under
interdomain reroutes without the constraints imposed by link state routing [7]. To
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demonstrate the benefit of robust routing, we also provide results where a routing
optimized for the nominal case is subjected to the worst-case traffic scenario in S.
Figure 11.3 displays umax for optimization for the nominal case (nomOPT), ro-
bust optimization (robOPT) [7], weight tuning using the heuristic by Fortz and
Thorup (FT) and cautious weight tuning using FT (cautiousFT). The results for
nomOPT indicate that although large performance gains can be made from opti-
mization for the nominal case, this routing setting is highly sensitive to deviations
from normal operation. The worst case link utilization is almost twice as high as
expected for the nominal case it was optimized for. Similar results can be observed
for the weight tuning using FT. For robust optimal (robOPT) the worst case link
utilization is reduced but utilization under normal operation has increased from
0.24 to 0.35 in this experiment. Furthermore, performance of cautiousFT is almost
identical to optimal robust routing.
Progress
Figure 11.4 displays progress of cautiousFT for each iteration of the algorithms
and best possible setting of κ. The vertical axis indicate deviation of umax from
optimal obtained by robOPT. The weight tuning is set to terminate after 100 it-
erations. However, the best weight setting is found after 53 iterations of the al-
gorithm. We note that performance gains are made in steps after a number of
iterations have been executed. In order to reduce umax under traffic uncertainty
a number of weight changes need to be executed before a performance gain in
link utilization can be observed. During the periods when no progress in umax
is made, the hint function guides the heuristic in a direction where progress can
be obtained. In Figure 11.4 it can be noted that at some instances slightly worse
weight settings are accepted by the algorithm. In these situations the hint function
outperforms the value of maximum link utilization.
Tuning the parameter κ
A critical component of cautious weight tuning is setting the parameter κ. Fig-
ure 11.5 shows deviation of umax from optimal value obtained using the algorithm
from [7] as a function of κ, and κ is plotted in logarithmic scale. The plot re-
veals that satisfactory performance is obtained for a wide variety of values of κ.
Our findings indicate that weight settings that are robust to traffic shifts due to
interdomain reroutes exist and with the right settings of the matrix C and the pa-
rameter κ it is possible to find these weight settings using well-established search
techniques.
Computational considerations
Unfortunately we have not access to detailed traffic data from other networks than
the GEANT network. Hence, we are not able to perform a detailed evaluation of
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Figure 11.3: Maximum link utilization for different routing settings and traffic
situations, nominal traffic scenario (White) and worst case traffic scenario (Black)
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Figure 11.5: Deviation from optimal performance in umax as a function of the hint
multiplied by the parameter κ for cautiousFT
Table 11.1: Execution time, fraction of changed weights (from start weights) and
number of identified worst case traffic scenarios for cautiousRR and cautiousFT.
Parameter κ set to obtain best possible performance
Exec. time (Sec.) Changed weights swc identified
cautiousFT 1972 35% 113886
the computational burden of our proposal for traffic uncertainty caused by inter-
domain reroutes. However, Table 11.1 summarizes some computational aspects of
cautiousFT. The fraction of changed weights is the fraction between the number of
changed weights and total number of link weights in the network. Furthermore,
the total number of variables and equality constraints in problem (11.6) are 1826
and 1289 respectively. Note that the exact number of variables and constraints
depend on the composition of the groups g ∈ G of egress routers.
11.5 Cautious weight tuning under traffic matrix uncertainty
In the light of the encouraging results on robust routing [9] and the results of op-
timization of OSPF/IS-IS link weights from estimated traffic demands [13], the
rather disappointing results of cautious weight tuning in [9] might appear sur-
prisings. To explain these findings we return to the determination of the worst
case link traffic scenario as formulated in (11.2).
To illustrate how changes in link-weights influence the variability in worst case
traffic scenarios we randomly select link weights in the GEANT network and set
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Figure 11.6: uwcmax/umax when 10,25,50,75,90% of link weights are changed to a
random integer. Average value (solid line) and samples plotted for each level
the weight to a random number between 1 and 1000. Assuming Rest and test are
known, umax for the nominal traffic scenario as well as an identified worst case
traffic scenario in the solution space of Restswc = test is identified by solving the
optimization problem
maximize c−1l (r
+
l )
T swc
subject to Restswc = test
swc  0
(11.7)
for each row r+l in the adjusted routing matrix R
+. Link utilization for swc is de-
noted uwcmax. Figure 11.6 plots the average value of uwcmax/umax for 100 different
routing matrices for different levels of random changes of link weights. The aver-
age value is close to one up to when 50 percent of the link weights are changed.
However, there is also a high degree of variability in the results. Nevertheless, the
experiment indicate that maximum link utilization is rather insensitive to changes
in the link weights.
To explain these observations it is instructive to consider the null space of the
original routing matrixRest. The solution set toRests = test can be described as the
sum of a particular solution s0 satisfying the constraints and a linear combination
of the vectors in the null-space of Rest. The solution set can be described by the
equation
s = s0 + (I −R†estRest)z (11.8)
where R†est is the pseudo-inverse of the matrix Rest and z are coordinates such
that s  0. We replace s with (11.8) and use the property of the pseudo-inverse:
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Rest = RestR
†
estRest. After simplifications we arrive at the following optimization
problem
maximize c−1l (r
+
l )
T (I −R†estRest)z
subject to s0 + (I −R†estRest)z  0
(11.9)
The optimization problem (11.9) only takes the variability due to the uncertainty
into consideration. We note that if a row in the new routing matrix is unchanged,
the objective will be identical to zero due to properties of the pseudo-inverse men-
tioned above. This helps to explain why cautious weight tuning is difficult under
traffic matrix uncertainty as observed in [9]. A small change in the a link weight
only makes a small change in the routing matrix. Thus, the objective function in
problem (11.9) will be identical to zero for most of the links. Furthermore, maxi-
mum link utilization as objective function takes the most congested link into con-
sideration only. Changes in other parts of the network have no influence on the
objective except when another link becomes the bottleneck. Thus, the robustness
of link state routing protocols to link load measurement traffic uncertainty ob-
served [1, 13] seems to be connected to the choice of maximum link utilization as
objective function. However, it is likely that other properties specific to link state
routing also play an important role. For instance, since paths sharing links before
a weight change will to a large extent continue to share links after a weight change
due to the rules of SPF routing.
11.6 Related work
One of the earliest and also one of the most cited papers on weight setting for
link state protocols is Fortz and Thorups paper on local search heuristics [5]. The
local search heuristics are extended to find weight settings for a wider selection
of traffic situations in [6]. Ramakrishnan and Rodrigues [12] use a descending
search algorithm where in each step one flow is deviated from a link in order to
decrease a cost function. Another often cited paper is Wang et al. [18] where the
Lagrangian variables obtained from a dual optimization problem is interpreted as
link weights. Abrahamsson and Björkman [2] use a two step cost function which
strives to keep load in the network under a prescribed level. In addition, the search
heuristic is a combination of the heuristics by Fortz and Thorup [5] and Ramakr-
ishnan and Rodrigues [12]. To handle reroutes caused by hot potato routing, Balon
and Leduc [4] design a novel cost function that attempts to compensate for these
effects. Nucci et al. [10] design a cost function that optimizes not only for the nor-
mal network topology but also for a number of different fault scenarios that might
occur where links or nodes fail.
A somewhat different approach is taken by Xu et al. [19] where DEFT is intro-
duced. With DEFT traffic can be sent over non shortest paths using an exponential
penalty function. However, DEFT require minor modifications of the OSPF/IS-IS
protocols.
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11.7 Conclusion
In this paper we develop cautious weight tuning for link state routing protocols
such as the widely used OSPF and IS-IS routing protocols for intradomain routing
in the Internet. With cautious weight tuning it is possible to optimize link weights
for a set of traffic scenarios to take into account variability and uncertainty in traf-
fic data. Our work differ from previous studies (e.g. [4, 6]) in the sense that we
explicitly identify the worst case traffic scenario and optimize the routing for this
case. In other words, our approach does not only optimize the network for nor-
mal operation, but attempts to find routing settings that guarantee a certain per-
formance for all foreseeable traffic patterns. Such routing settings allow a network
operator to provision a more predictable and reliable service even when the traffic
changes dramatically. To guide the heuristics we augment the desired network
performance objective with a hint function that captures desirable properties of
a robust routing setting. We highlight performance of the augmented objective
function using a well-known search heuristic. In addition, we present some evi-
dence of why optimization of link weights is robust to errors in traffic data caused
by estimation of the traffic matrix from link load measurements. However, other
properties may also influence the robustness of link state routing but this requires
more investigation. The robustness to estimated traffic matrices of link state rout-
ing has been observed by many researchers before (e.g. [1, 13]) but to the best of
our knowledge no explanation has been presented.
Although initial results presented in this paper are promising they should be
considered preliminary. Further evaluation is needed on other network topologies
and traffic situations to fully assess our approach. Other types of traffic uncer-
tainties should be considered as well as a more general method to determine the
elements in the C matrix.
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