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ABSTRACT
Social disorganization theory (Shaw 1942; 1969) suggests that communities with greater racial
heterogeneity, residential mobility, and low socioeconomic status will be less organized, thereby
less able to collectively repel criminal behavior. These characteristics describe many institutions
of higher education (IHEs), so we should expect that IHEs would have higher crime rates than
neighboring areas with greater social organization. However, recent explorations of social
disorganization have considered the mitigating concept of collective efficacy. This research
suggests that the characteristics of social control, social cohesion, and trust present in
communities will mitigate crime (Sampson 1997). These community characteristics also describe
many IHEs. The present research is well suited to explore the effectiveness of collective efficacy
in mitigating crime in communities that might otherwise be characterized as socially
disorganized. The data used to examine these issues come from law enforcement agencies, IHEs’
Clery Act data, the U.S. Census Bureau’s American Community Survey (Bureau 2020a), the
National Center for Education Statistics, and publicly accessible data. The analysis was
conducted using negative binomial regression and the hot spot analysis test of Getis-Ord Gi*.
The effects of social disorganization on community crime are mediated by collective efficacy.
This research highlights potential for Clery data to be analyzed using the same methodology as
UCR and NIBRS data, IHEs to be included in research in the same manner as census tracts, and
that spatial analysis of collective efficacy can provide a novel approach to studying the impact of
social disorganization and collective efficacy on crime.
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CHAPTER ONE: INTRODUCTION
Structurally and perhaps ironically, colleges and universities are socially disorganized
communities. On their face, these communities are comprised of constantly overturning student
populations, they boast high levels of diversity of both student enrollment and employment of
staff, and have a student population that mostly relies on financial aid to support their time at the
institution (suggesting a period of “low income” while the individual is a student). These
characteristics of community-level social disorganization are regularly associated with higher
rates of crime, but ironically, we often think of college campuses as insular to the broader locale
with greater risks.
This is not to say that all educational institutions have high rates of crime or lack a sense
of community, but rather that the fundamental components and milieu of higher education
campuses are similar to the atmosphere and characteristics of those communities with high rates
of social problems and crime (Shaw 1942; 1969), at least superficially. Criminologists have long
since attributed socially disorganized communities as those characterized by high rates of racial
heterogeneity, high residential turnover, and low socioeconomic status. Shaw and McKay argued
that these structural characteristics created barriers to community social organization and
cohesion, and would lead to a higher rate of crime perpetrated by juveniles. Arguably, these
social disorganization variables are present on college campuses in the form of diverse student
populations, student rollover every four years, and students that are either under or unemployed –
all of which should work to increase crime rates on campus. At the same time, however, higher
education campuses also have some elements of stability and solidarity in the form of staff,
faculty, and pride in one’s alma mater, and these should reduce the impact of social
1

disorganization on campus crime. These seemingly opposing factors are deeply ingrained in the
fabric of what makes higher education environments unique.
Early development of social disorganization theory focused on the identification of
structural characteristics that increased the amount of social disorganization – and thereby crime
– within communities. More recent expositions of the theory examine community characteristics
present that theoretically should attenuate the impact of the disorganizing structural
characteristics on crime rates. While many of the structural characteristics on college campuses
are symptomatic of socially disorganized spaces, other characteristics associated with higher
education may work as mitigating variables that directly impact crime rates (Sampson 1997).
These modifying variables measure collective efficacy, and include the concepts of social
cohesion, trust, and formal and informal social control. The concepts of collective efficacy look
at how residents control unacceptable behavior in their communities, how they are connected to
others within their neighborhoods, and their willingness to intervene when crime is happening.
Institutions of higher education (IHEs), much like other communities, are made up of
human members, take up an identifiable geographical space, and have a shared culture.
Depending on their size, location, and amenities offered, these spaces for learning may have
more or less influence over their students, faculty, staff, and adjacent community members.
Some colleges and universities are a part of “college towns” like Happy Valley, Pennsylvania
and Gainesville, Florida, which grew up around their respective universities – The Pennsylvania
State University and University of Florida – in order to provide a community for the people who
live, work, and educate there. Others are large enough to be their own cities like University of
Central Florida, which is located in Orlando, Florida, but is not intrinsically connected tied to it.
2

Still other institutions of higher education are located in smaller towns or rural communities like
the regional campuses of The Ohio State University in Lima and Marion, Ohio and Texas A&M
University in Texarkana and Kingsville, Texas. And of course, there are numerous collegiate
sizes, levels of community integration, and locational variances that fall somewhere in between.
Where IHEs differ from the types of neighborhoods examined by Shaw and McKay is in
the reason for membership, the impact of high residential turnover, and the fostered “in-group”
mentality. Specifically, members of IHEs elect to be a part of the community for a specified
educational (not residential) goal, the residential turnover is fundamental to the success of an
institution (e.g., if no one graduates from a particular college, retention will decrease and
enrollment will plummet), and universities typically encourage former residents of their
community – alumni – to return, give back, and have pride in their alma mater. In support of
these educational goals, faculty, staff, and other administrators’ focus on providing support to
students to enable them to succeed in their coursework and graduate.
These services and guidelines touch all student members of the community in the form of
formal social control from syllabi in the classroom to student conduct policies and housing
agreements to law enforcement and public safety agencies imbedded within the institution. Prior
to the 1960’s, the IHE had to legally act in loco parentis – or in lieu of the parents – with respect
to their students. A shift came after the 1960’s where students had more legal rights, but IHEs
still had some control over the students as a facilitator (Lee 2011). With student retention at the
forefront of higher education research and the work of student affairs practitioners – although
complex in nature, it is clear that student engagement in co-curricular programming increases
retention. The literature suggests that it does not matter the type of engagement, students
3

engaged in any area had a higher retention rate than their peers (Burke 2019). This engagement
is similar to the concepts of collective efficacy of social control, social cohesion, and trust, in
which community members believe that their neighbors shares the same values and are closeknit (Sampson 1997). The cyclical support of students providing assistance to their peers in the
form of academic, health, and living assistance is one that higher education relies on to provide
peer education. Students that act as peer advisors may guide younger or less experienced
students in a mentorship or leadership role, covering topics such as academic advising, alcohol
and drug education, and engage in crisis response and conflict management. The goal of peer
education within the realm of higher education is to offer less rigid support that comes from a
source that students are likely to follow. This goal aligns with informal social control in that
peers, rather than professional staff of the institution, are responsible for guiding the behavior of
students.
All of these factors and more set IHEs aside as communities that have the potential to
have community characteristics of collective efficacy present that could mediate the possible
structural risks that dominate the IHE landscape. The research on collective efficacy argues that
communities with higher structural factors such as racial heterogeneity, high residential turnover,
and low socioeconomic status have weaker social control and cohesion. These weak ties
influence members’ willingness to intervene or police their own neighborhood, and lead to
higher rates of crime. The presence of these collective efficacy variables has traditionally been
studied through self-reported survey questions, asking community members about their
neighbors and neighborhood. This method ignores the mechanisms already in place in
communities that take on the role of informal social control, formal social control, and social
4

cohesion and trust. I postulate that the mediating variables of collective efficacy are strategically
and intentionally being employed at institutions of higher education to promote shared values
and to control behavior. IHEs have a unique opportunity to mitigate factors that typically would
restrict a sense of community through the use of internal controls, peer education, and
community engagement. Extending this theory, I found congruent mechanisms within the
community surrounding the IHEs to analyze mediating variables physically present within the
community included in the analysis. Taking on a fairly new method for studying the structural
variables of social disorganization theory and the mediating variables of collective efficacy, this
project will analyze the relationship between these variables and incidences of crime for both
traditional communities and IHEs within the Central Florida area.

Hypotheses
The purpose of this research is to assess the generalizability of social disorganization
theory and, in particular, collective efficacy to unique communities like higher education
campuses. Because this theory was developed and has only been tested mainly on urban
communities, it is important to assess whether or not it can be applied to areas with more unique
characteristics. This research will test for the mediation of the collective efficacy variables of
informal social control, formal social control, social cohesion and trust on the relationship
between crime and the structural variables of low socioeconomic status, high racial
heterogeneity, and high residential turnover. By using institutions of higher education, framed as
structurally socially disorganized communities, it is believed that the situation in the
neighborhoods examined will support the theory that collective efficacy variables can mediate
5

the impact of structural organization variables on crime rates in communities. It is also further
believed that this relationship will impact crime for the institutions similarly as it impacts the
crime in the immediate surrounding communities. Specifically:
Hypothesis 1: Violent crime and property crime will be positively related to
communities outside of higher education institutions. Institutions of higher education will
report lower incidences of crime overall, based on population, in comparison to the
communities immediately surrounding the institution of higher education.
Hypothesis 2: Crime will be negatively related to communities with higher levels of
mediating variables. Studied neighborhoods with higher levels of mediating variables
will report lower incidences of crime in comparison to studied neighborhoods with lower
levels of mediating variables.
Hypothesis 3a: Crime will be negatively related to communities with higher levels of
mediating variables and higher levels of structural variables. Studied neighborhoods with
higher levels of structural variables of social disorganization and higher levels of
mediating variables will report lower incidences of crime.
Hypothesis 3b: Crime will be negatively related to communities with higher levels of
mediating variables and lower levels of structural variables. Studied neighborhoods with
higher levels of structural variables of social disorganization and lower levels of
mediating variables will report higher incidences of crime.
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Research Methodology
The research described herein, will analyze the generalizability of studying the variables
of collective efficacy and social disorganization on incidences of crime at the community-level
using GIS and statistical analysis. More specifically, can community-level data be used to study
the impact of collective efficacy on both the structural variables of social disorganization and the
resulting crime and, if so, can the variables of collective efficacy and social disorganization be
studied using communities of higher education? By studying (9) IHE campuses within Orange
County, Florida and (88) census tracts that comprise of the immediate surrounding communities
of these IHEs, this research will uncover whether the presence of the mediating variables of
collective efficacy (informal social control, formal social control, social cohesion and trust) can
diminish the influence of the structural variables (low socioeconomic status, high racial
heterogeneity, and high residential turnover) and their impact on crime in the community. The
analysis will include structural variables indicative of a socially disorganized community
collected from the U.S. Census Bureau’s American Community Survey, the National Center for
Education Statistics, and publicly accessible data. Specifically, the proportion of the population
that is unemployed and proportion of students on Pell Grant funding will be included as the
proxy variables for low socioeconomic status. For high residential turnover the proxy variables
will include the proportion of renter-occupied housing for census tracts and IHEs, proportion of
those who lived in a different home the year prior for census tracts and the inverse of the
graduation rate for IHEs. For high racial heterogeneity, the Index of Diversity was calculated to
determine the heterogeneity of the population based on the ratio of white and nonwhite residents.
The analysis will include variables indicative of collective efficacy collected from municipal GIS
7

datasets and publicly accessible information from IHEs. The data included as the proxy variable
for informal social control included community and neighborhood organizations, akin to
homeowners’ associations, and peer educators on the college campus. For formal social control,
the proxy variables included the presence of law enforcement agencies and the student code of
conduct for IHEs. For social cohesion & trust, those included in the data were mechanisms that
provided community and neighborhood support such as Neighborhood Stabilization Areas and
Cultural Centers. For IHEs, this was the number of registered student organizations and number
of residential hall councils. Lastly, crime data came from local law enforcement agencies and the
data reported to the U.S. Department of Education by each IHE under the Clery Act (34 CFR §
668.46). In order to be congruent, the crime data include offenses as they are categorized using
the Federal Bureau of Investigation’s Uniform Crime Report (UCR) Part I crime definitions.

Project Relevance
This project has three important contributions to the field of criminology. First, this
project considers institutions of higher education in the dataset and analysis as geographical
areas of study, similar to census tracts and community-level neighborhoods. Prior research on
crime on the college campus has studied IHEs and their immediate surrounding community
(Brower and Carroll 2007; Ericson 2015; McGrath, Perumean-Chaney and Sloan III 2014;
Nobles et al. 2013; Wu, Male and Dragut 2017), but the IHEs have generally been treated as
isolated entities. Today, depending on the institution, the hard “line” of where the institution
ends and the community begins may not be so black and white. By understanding the spatial
clustering of crime in “hot spots” (Anselin et al. 2000; Brantingham and Brantingham 1993), this
8

same logic can be applied to studying crime at the unique community of the higher education
institution and their surrounding communities. Institutions of higher education are established
and defined communities, and can therefore be treated and included in research with similar
geographic areas of study such as census tracts.
Secondly, this project included Clery crime data and analyzed it using the same
methodology as the crime data researchers typically use that are provided by the law
enforcement agencies. Research on crime has used UCR data, police reports and arrests,
National Crime Victimization Survey data, or self-disclosure data. Prior research on crime on
college campuses has used Clery crime data (Nobles et al. 2013; Ravalin and Tevis 2017),
discussed the reliability of Clery data (Guffey 2013), considered whether the knowledge of Clery
influences student behavior (Janosik and Gehring 2003), or has used the emergency notification
messages as required under Clery to study the spatial-temporal relationship of crime (Wu, Male
and Dragut 2017). Despite the breadth of crime data that is congruent and as widely accessible as
UCR data, there appears to be a gap in the research using Clery data to compare between
institutions and law enforcement agencies. This data is required to be reported on an annual basis
to the U.S. Department of Education, is publicly accessible, and uses the same federal definitions
as UCR for Part I crimes. Although this data is subject to some of the same limitations as UCR
data as it is based only on reported crime, all institutions of higher education must report this
data – including institutions without a sworn law enforcement agency. This project utilized Clery
data with the same analysis strategies as the data that were provided by law enforcement. This
allowed IHEs to be considered in the same manner as are census tracts which ensures this type of
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unique community can be included in the research question despite the low sample of institutions
available.
Third, this project used a method of data analysis that has not been used before when
assessing collective efficacy. Although using a geospatial analysis has been used to study social
disorganization (Lee and Martinez 2002; Osgood and Chambers 2000), the field has primarily
replicated Sampson’s seminal piece (1997) of self-reported surveys when studying collective
efficacy (Carbone and McMillin 2019; Duncan et al. 2003; Hipp and Wickes 2017; Hipp 2016;
Lowenkamp 2003; Silver and Miller 2004). Both social disorganization and collective efficacy
are ecological theories within criminology and rely on neighborhood characteristics to
understand crime. This project took a macro-approach by analyzing the physical characteristics
that are present within the communities included in the analysis. Unlike self-reported surveys,
the presence of these factors and mechanisms are physical and not subject to response bias. This
method allowed for the mediating effects of the collective efficacy variables to be analyzed at the
neighborhood level. This method also allows other researchers and municipalities to replicate
this project using little to no funding with publicly accessible information, and the results can be
interpreted to inform institutions and local governments where resources should be allocated.
Although this project focused on the Central Florida area and included institutions of higher
education, it is easily replicable and scalable for different types of communities – rural, urban, or
suburban and with any type of geographical area of analysis.
This dissertation will proceed in the following manner: I begin in Chapter 2 with an
examination of the historical influences over and current literature on social disorganization
theory, collective efficacy, and crime in communities and on college campuses. In Chapter 3 I
10

identify the methods used in this project for both the geographical analysis and the statistical
analysis; this chapter will discuss the geographical areas and institutions of higher education
included in the analysis along with the handling of the data. In Chapter 4 I analyze the results of
the statistical analysis using negative binomial regression and the hot spot analysis test Getis-Ord
Gi*. For this project, the census tract only model will be analyzed in Model 1 and Model 2 and
2a will include institutions of higher education in the dataset. Chapter 5 discusses the results of
the statistical and geographical analyses, along with their relevance to the theoretical framework
and application of social disorganization theory, particularly the mitigating influence of
collective efficacy variables to predict crime on college campuses and in their surrounding
communities, along with their impacts on crime. Finally, this chapter ends with a conclusion to
the present research.
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CHAPTER TWO: LITERATURE REVIEW
The Geography of Crime

Crime on College Campuses
Higher education campuses – much like traditional communities – are vulnerable to
crime. However, when these campuses experience major incidents, they often becoming highly
publicized and dominate the everyday crime news. Following tragic events, state and federal
legislature respond by enacting laws. One such law, the Clery Act, functions as a consumer
protection law which mandates institutions to be transparent regarding crime on their campuses.
Additional federal laws, like the Title IX of the Education Amendments of 1972, provide
guidance to institutions on how they must respond and adjudicate criminal behavior. More and
more IHEs are expected to handle criminal behavior and victimization similarly to more
traditional communities. Under the Clery Act, institutions are expected to engage in everyday
crime collection and prevention efforts. Institutions that fail to engage in either stand to lose
millions of dollars in fines and lawsuits. For example, the landmark fines of $2.4 million for
Pennsylvania State University and $4.5 million for Michigan State University were imposed
after Clery audits found multiple failures by these institutions’ to keep their campuses safe and to
notify the community and public of any criminal happenings (Education 2016b; Education
2019). For Penn State, the Final Program Review determined that the University failed to
exercise control over its intercollegiate athletic programs which ultimately led to decreased crime
reporting and compromised campus safety (Aid 2016). For Michigan, the institution failed to
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compile and disclose the sex crimes of Nassar that were reported to trusted adults in mandated
reporting positions, dating back to 1997 (Aid 2018).

Patterns of Crime on Institutions of Higher Education
The patterns of crime on or near IHE campuses are largely dependent on the geographic
region (i.e. urban, suburban, and rural), layout of the campus, the campus population, and the
proximity (and type) of the local community. As discussed below, crime patterns differ but
general findings can provide insight as to areas of vulnerability for each campus.
Using GIS to look at crime patterns, Nobles et al. (2013) found that there were
differences spatially and temporally for the IHE site of their research. Seasonal effects showed
that students were more likely to be arrested during the fall and spring seasons, tied to fact that
students usually leave the campus during the summer. They also found that student arrests
increased on Thursdays, Fridays, and Saturdays in which a home football game was played,
which they argued was indicative of the culture of the college. Spatially, they found that a large
concentration of arrests occurred near their on-campus football stadium and residence halls.
Other researchers found that time of day was a substantial factor for campus and student
crime (Brower and Carroll 2007). After analyzing calls for service in a community near an IHE
where a large portion of students lived, they found an increase in noise complaints, assault and
battery, and liquor law violation calls during the night. Calls for service regarding vandalism
were found to increase during the early morning hours, after discovery of the vandalism had
taken place. Additionally, Robinson and Roh (2007) used spatial examination and found that
many crimes were committed near residential halls and high-traffic areas such as parking
13

garages. From their IHE site, they found that drug and alcohol violations, burglary, assault,
sexual assault, vandalism, and larceny-theft tended to occur on-campus near or inside residential
halls. Sloan (1994) found that the majority of crimes reported to campus police at the IHEs
included in analysis did not include violent crimes. Larceny-thefts and burglaries were the crimes
reported with the highest rates. This was supported by Barton, Jensen and Kaufman (2010), who
found that social structural measures of campus populations were better predictors of property
crimes than of violent crimes.
Overall, research has found that crime patterns on college campuses tend to occur more
often near residential halls or areas of high-traffic for students. They also show a higher rate of
non-violent crimes reported, including alcohol/drug referrals and arrests, larceny-thefts, and
burglaries. Some researchers found that alcohol arrests and specific temporal patterns were found
at their IHE (Nobles et al. 2013), which supports the need for a cultural analysis by campus.
In the most recent publication from the National Center for Education Statistics on school crime,
ranging from K-12 to postsecondary, the report reviewed Clery data provided by postsecondary
institutions between 2001 and 2017 for longitudinal trends and institutional differences (Wang et
al. 2020). They found that between 2001 and 2017, the overall number of crimes reported to
have occurred in Clery geography decreased by 31%. The largest decrease occurred between
2006 and 2014 (40%), followed by an increase between 2014 and 2017 (8%) due to the increase
in the number of reported forcible sex offenses (rape and fondling). In the 17-year span of the
review, the sex offenses of rape and fondling increased from 2,200 in 2001 to 8,900 in 2016 to
10,400 in 2017 – a 372% increase overall. The large jump between 2016 to 2017 could be due to
various factors such as changes to the UCR definition of legacy rape to include men as victims in
14

2013 (Justice 2013), the subsequent update in 2016 to the Clery definition of rape following the
change from UCR (Education 2016a), or the increased attention from the Obama Administration
and Ed. on sexual violence via Title IX (Rights 2017a; Rights 2015; Rights 2020).
Institutions with on-campus housing reported higher rates of crime within Clery
geography than IHEs without on-campus housing – 25.1 to 6.2 per 10,000 full-time equivalent
students. Additionally, more burglaries were reported (9.6 to 2.3 per 10,000 FTE) as were the
forcible sex offenses of rape and fondling (9.5 to 1.0 per 10,000 FTE) (Wang et al. 2020). This
data shows that institutions where students spend more time on campus – both in the evening and
to live – have higher crime rates. It is congruent with conventional thinking that with on-campus
housing, there is an increased number of structures that can be burglarized and an increased
amount of private living spaces where students can unfortunately experience sexual violence.
Unlike the Hotel Rule for burglaries in UCR (Justice 2013), on-campus housing structures are
treated like individual residences or apartments (Education 2016a), which may contribute to this
disparity between IHEs without on-campus housing.
A large portion of the research on college campus crime focuses on sexual assault with
many researchers and federal grants devoted to understanding the prevalence of sexual assault on
college campuses. For example, funded by the National Institute of Justice, Krebs et al. (2007)
surveyed undergraduate women and men at two different large public universities in 2006 to
document the prevalence of distinct types of sexual assault, context, consequences, and
reporting. They found that one out of five undergraduate women experience attempted or
completed sexual assault during their time enrolled as a college student. The majority of these
assaults occurred when women were incapacitated primarily due to alcohol, freshmen and
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sophomores were at a greater risk than upperclassmen women, and the large majority were
victimized by men they knew. They found that college women are at considerable risk for
experiencing sexual assault, which was consistent with prior research in that a sizeable
percentage of women experience sexual assault while in college and on average at least half of
the assaults involve substance use by the victim, perpetrator, or both (Abbey 2002; Fisher 2000;
Testa and Parks 1996).
Using the National Crime Victimization Survey as a model for their research, Fisher et al.
(1998) argued that campuses are not “ivory towers” that insulate students from victimization.
They found that students were at risk for being victims of theft, and argued that this may be due
to the general perception of students that they are not at risk for victimization, they ask other
students to watch their property, and they leave the door to their room unlocked. The researchers
also found that their results suggested that college women experience rape and sexual assault at
almost 3 times the rate of those in the general population and for a comparable age group.
Overall, the researchers found that while robberies, assaults, and threats were more likely to
occur off of campus, rapes and sexual assaults, thefts, and harassment was more likely to occur
on campus.

Sidewalk, Street, Sidewalk
Studies of IHEs through the lens of environmental criminology lend themselves to using
GIS as an analytic strategy. Theories such as routine activities, social disorganization, and
broken windows each have a component of space, time, and characteristics of a community.
Herbert and Hyde (1985) stated that, “…the characteristics of place are regarded as central to
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understanding why a specific event occurs at a particular time.” Arguing that crime is not evenly
distributed across space, even college campuses, McGrath, Perumean-Chaney and Sloan III
(2014) used GIS to study property crimes on a college campus using routine activities theory.
Using hot spot analysis, they found that more property crime occurred on the medical side of the
campus. Wu, Male and Dragut (2017) used the Clery required crime log of Temple University to
geocode crimes based on address and create spatial-temporal heat maps that showed both crime
occurrence over time and areas where specific crimes occur.
As Bursik (1993) discussed, there have been a wide-range of identifications and analyses
of neighborhoods and communities in sociological and criminological research, especially when
using social disorganization theory as a framework. Prior and current research use a variety of
identifications from self-reporting of neighborhoods from respondents, to census tracts, city
blocks, zip codes, and Standard Metropolitan Statistical Areas (SMSAs). Sampson (1989)
defined a local community for survey respondents as an area that was reachable within a 15minute walk. The operationalization of a neighborhood is contingent on the community itself and
can create replication issues. These operationalizations become even more complicated when
leaning on the concept of the use of space within a community. Henri Lefebvre (1991) argued
that, “Social spaces interpenetrate one another and/or superimpose themselves upon one another.
They are not things, which have mutually limiting boundaries and which collide because of their
contours or as a result of inertia…Visible boundaries, such as walls or enclosures in general, give
rise for their part to an appearance of separation between spaces where in fact what exists is an
ambiguous continuity.”
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In comparison to the challenges of defining neighborhoods, for institutions of higher
education both the geography and population is well-defined and is controlled by the IHE itself.
As Beck (2001) stated, a “[c]ommunity is a group of people who share a common territory or
ecology. Communities share a common culture and set of institutions involved in the provision
of daily needs.” And the most important component of a community as argued by Beck is the
interaction among residents about the culture, ecology, and institutions.
All of these components can be found within the college campus. The geography of the
campus includes buildings and land that are owned, operated, or controlled by the IHE and
therefore the boundaries of the community are known. Under Clery, the geography used to
categorize for the institutional community is defined under the four categories of: On-campus,
On-campus Student Housing Facilities, Noncampus, and Public Property. Clery practitioners use
the rule of thumb that public property includes the “sidewalk, street, sidewalk”, and all of the
crime that occurs within those bounds is what is reported by the institution (Education 2016a).
As we know, crime does not stop at the sidewalk. And as Sampson (1999) believed, “…The
streets, parks, and sidewalks still belong to no one and therefore to everyone.”
When applying the theory of social disorganization to institutions of higher education,
one could hypothesize that IHEs would be highly criminogenic communities. Looking at IHEs,
the structural variables of low socioeconomic status, high racial heterogeneity, and high
residential turnover can be identified within the community’s characteristics. But within the
context of higher education, these factors are not barriers but in fact controlled by the institution.
Institutions provide financial support for those students in need, they focus on diversity and
providing access to education, and they work towards successfully graduating students from their
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institution. Additionally, IHEs focus on social control, social cohesion, and trust amongst
community members to promote a sense of shared culture and belongingness. Institutions rely on
peer education to guide students, they hold students accountable to the standards of conduct for
the community, and they provide students access to organizations where they can meet and work
with others that share the same goals and interests. The theory of social disorganization notes
that communities can mitigate crime by encouraging and creating collective efficacy amongst
members; it stands to reason that even if IHEs are communities that have structural
characteristics indicative of high rates of crime, that the unique factors present within higher
education will encourage members to participate in policing their community to stave off crime.

Patterns of Crime as Explained by Social Disorganization Theory
Traditional social disorganization theory would argue that patterns of crime are related to
the function of neighborhood structural characteristics and intervening variables. Neighborhoods
with low SES, high ethnic and racial heterogeneity, and high residential mobility would appear
externally as communities with a crime issue (Shaw 1942; 1969). Without understanding the role
of intervening variables (Sampson 1989) and the concept of collective efficacy (Lowenkamp
2003; Sampson 1997), the presence of these exogeneous variables would define neighborhoods
as criminogenic based on their structural characteristics alone.
Through social-process typology of classifying neighborhoods on indices of social ties
and collective efficacy, Morenoff (2001) found that neighborhoods with high social ties and
efficacy had the lowest homicide rates compared to other neighborhoods in the city of Chicago.
They also found that homicide rates were low in neighborhoods with low social ties and high
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collective efficacy. Additionally, homicide rates were equally as high in neighborhoods with low
social ties and collective efficacy, and high in ties and low in efficacy. They argued that these
findings do not contradict the integration of the collective efficacy and systemic model.
Referencing Bursik Jr (1999), social ties create the ability for informal social control but the
exercise of control is related to crime rates rather than social and friendship networks.
Including Morenoff’s research as discussed above, Sampson (2002) analyzed 40 studies
looking at delinquency and the social and institutional processes of the studied neighborhood. He
summarized that crime rates were related to neighborhood social ties and patterns of interaction
(Bellair 1997; Rountree and Warner 1999; Veysey and Messner 1999; Warner and Rountree
1997), social cohesion and informal social control (Bellair 2000; Elliott et al. 1996; Hirschfield
and Bowers 1997; Morenoff 2001; Sampson 1997), and institutional resources and low SES
(Peterson, Krivo and Harris 2000; Veysey and Messner 1999).
In comparing urban counties to rural counties, Wells and Weisheit (2004) found that
many of the predictor variables of socially disorganized communities were the same for urban
and rural counties, but there were differences in the magnitude and direction of the relationships.
For example, their variable of economic resources was negatively related to property and violent
crimes for metropolitan and urban counties, and in contrast for small-town and rural counties
there was a positive relationship to property crimes. Similarly, Osgood and Chambers (2000)
studied social disorganization in rural communities and found that juvenile arrests for violent
offenses were significant with residential instability, family disruption, and ethnic heterogeneity.
They also found that poverty was mediated by residential stability and ethnic heterogeneity,
arguing that poor populations in rural communities may be more stable than urban communities.
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They believed this supported Shaw and McKay’s (1942; 1969) theory that the associations of
poverty with other structural factors weaken social relationships.
Looking at the totality of the theory and prior research, patterns of crime as described by
social disorganization theory are related to those resident and structural characteristics within the
community. If the mediating effects for collective efficacy are strong for that neighborhood,
variables like low SES, high ethnic and racial heterogeneity, high residential mobility, family
disruption, and urbanization will have less of an impact on crime rates. But as Sampson has
argued, collective efficacy is complicated and often tied to community resident mutual trust and
a willingness to intervene for the common good.

Social Disorganization Theory & Collective Efficacy
Social disorganization theory began with researchers Clifford Shaw and Henry McKay,
who’s contributions to the field continue to impact and inform researchers who use this as a
model for understanding crime and deviance. In their widely-cited book Juvenile Delinquency
and Urban Areas (1942; 1969), researchers Shaw and McKay wanted to understand the
structural forces that impacted crime rates. Through their research on the city of Chicago looking
at juvenile delinquency, Shaw and McKay found that there were specific neighborhoods that
appeared to be the location of high rates of crime. After analyzing the turnover of residents from
these areas using Burgess’ concentric zone model of urban development (Burgess 1925; Burgess
1928; Burgess 1930), they discovered that it was not the particular demographics of the residents
of that area that impacted the crime rates, but other structural forces. Burgess’ model of urban
areas was structured into concentric zones in which as the zones radiated away from the wealthy
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and elite city center, each zone displayed different characteristics (Burgess 1925). In the urban
zones along the center, these were discovered as sites with indicators of social disorganization
and high crime. Despite who was living in a particular area (i.e. race, ethnicity, gender, age), the
crime appeared to remain with that community. Shaw and McKay argued, “[a]reas acquire high
delinquency rates neither by chance nor by design but rather, it is assumed, as an end-product of
processes in American city life over which, as yet, man has been able to exercise little control”
(Shaw 1942; 1969). They went on to discuss these structural factors, which would inspire
countless researchers and criminologists on how to study socially disorganized communities.
Shaw and McKay identified socially disorganized communities as those with low socioeconomic
status (SES), high ethnic and racial heterogeneity, and high residential turnover. When these
factors were present in a community, they became barriers to community social organization,
and would lead to a higher crime rate. Many researchers have revised and extended Shaw and
McKay’s work on social disorganization theory, but none have contributed to the extension of
the theory as much as Robert Sampson. His work on social disorganization and collective
efficacy has helped identify and define mediating factors that either contribute to social
organization, or mitigate the impacts of the community characteristics that aggravate crime rates.
In an extension of Shaw and McKay’s (1942; 1969) seminal piece, Sampson and Groves
(1989) wanted to test the theory of social disorganization with data that would more directly
measure the theory’s concepts. Arguing that most of the prior research using the theory as the
framework did not test the intervening variables of each of the concepts and their impact on
crime. Extending the theory, Sampson and Groves used a systemic model and social-network
theory (Kasarda and Janowitz 1974; Krohn 1986), added theoretical explanations of the social
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disorganization concepts from Kornhauser (1978), and used Sampson’s conceptualization of
family disruption (Sampson 1987). The causal model of the extended theory tested the
intervening variables between Shaw and McKay’s exogeneous factors, and crime. These
intervening variables were the reason the exogeneous factors became barriers to community
social organization and were tied to social control. Sampson and Groves argued that most of the
prior research failed to incorporate the intervening variables, and therefore did not find support
for social disorganization theory. In their results, they found that typical factors like low SES had
an insignificant but direct effect on victimization; but when they looked at respondents who
stated there were unsupervised peer groups in their neighborhood, they found significant results.
Using their causal model, they saw this as an illustration of the potential to misidentify direct
effects and make misleading inferences in social disorganization research. They argued that
unsupervised peer groups were present in a community due to the original structural factors,
which then became an intervening factor on crime. Additionally, none of the three exogenous
factors of Shaw and McKay’s theory – low SES, high ethnic and racial heterogeneity, and high
residential turnover – showed significant direct effects on offending, but were all largely
mediated by unsupervised teenage peer groups as suggested in their original work (Shaw 1942;
1969). Sampson and Groves also found that 97% of the total effect of family disruption on
violent offending was mediated by unsupervised teenage peer groups, but family disruption had a
significant direct impact on property crimes. Overall, their research supported Shaw and
McKay’s social disorganization theory through the use of intervening variables showing that
communities with sparse friendship networks, unsupervised teenage peer groups, and low
organizational participation had disproportionately high crime rates.
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Over one decade later, Lowenkamp (2003) replicated Sampson and Groves’ (1989)
research in an effort to uncover whether the theory of social disorganization and its extensions
would still be relevant in the current criminological research. Their findings were consistent with
the original findings, specifically in relation to the direct, indirect, and mediating effects of
community-level structural characteristics and social disorganization variables – despite using a
different wave of the British Crime Survey. They found that their measures of unsupervised peer
groups, local friendship networks, and organizational participation effectively mediated the
relationships between certain structural characteristics and criminal victimization. Overall, they
argued that Sampson and Groves’ research was supported by their findings and their work
contributed to the revitalization of social disorganization theory.
Critiques of the theory and the status of the field have brought to light some of the areas
in which social disorganization theory needs to grow given methodological advancements and
urbanization. One such article analyzed the conceptual and methodological problems of the
theory, imploring future researchers to develop appropriate indicators for concepts such as social
ties, social capital, and collective efficacy (Kubrin 2003). Additionally, they found that prior
research excluded the examination of the role of community culture, formal social control and its
impact on informal social control, and the political-economic forces that influence crime. Lastly,
while the methodology has improved exponentially since Shaw and McKay’s (1942; 1969)
original piece, researchers should focus on how to properly define and measure the core concepts
of the theory. Most of the prior research has relied on cross-sectional studies, but without
longitudinal studies causal relationships and complex community relationships are lost.
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Exogeneous Variables of Social Disorganization Theory
Shaw and McKay (1942; 1969) first described socially disorganized communities (with
correspondingly high crime rates) as being those with low socioeconomic status, higher levels of
ethnic and racial heterogeneity, and high residential turnover. These characteristics have a direct
impact on crime rates as they are considered disadvantages which contribute to the inability of
community members to form relationships. As sociologists are acutely aware, low
socioeconomic status and race are tied to multiple layers of inequality and therefore also present
indirect relationships with crime. These inequalities place a strain on community members’
ability to access resources such as education, healthy food sources, safe and clean housing, and
employment. Although these theorized predictors have slight direct effects on community crime
and delinquency, later research identified additional exogeneous community characteristics,
some of with direct effects and some having indirect relationships. For example, Sampson (1986;
1989) added the community characteristics of family disruption and level of urbanization to the
growing list of exogeneous predictors of social disorganization and high crime.
To be a generalizable theory, social disorganization must be able to predict social
relationships in various settings and geographical locations, such as higher education institutions.

Low Socioeconomic Status
This variable is one that is tied to multiple layers of inequality, and continues to place a
barrier for communities to provide for themselves. The direct impact on crime is exemplified
when members of the community cannot support their own families, they are less likely to be
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able to place money back into the community itself. This variable is tied to low organizational
participation as not only the members of the community cannot afford to participate, the
community itself cannot sustain organizations. Without organizations and participation of
members, the shared identity of the community relies on the organic relationships between
members, which faces the challenges of other structural barriers.
In higher education, this socioeconomic inequality can be found from the individual
member (student, faculty, and staff) up to the macro-level of the institution. Students are a mix of
those who are and are not financially dependent on their family. Regardless of this dependence,
even those with jobs are typically those who do not earn over minimum wage. Most of their
earnings go towards housing, food, and tuition. For full time faculty and staff, these members
generally fall in to the middle and upper middle class. But IHEs are dependent on three factors:
student tuition and fees, federal and state financial assistance, and endowment. The cycle of
poverty that can be found within communities of low SES can also be found on IHE campuses
where students fall in to the same category. For an institution to survive, they must obtain money
from either their current or former members. If their members are unable to put money back in to
the institution through donations, purchases, and tuition then the institution will struggle to keep
tuition at an affordable range, and budget cuts may impact academic and administrative
departments. In the latest publication of the Digest of Education Statistics (Snyder 2018),
researchers found that for 2014-2015 public degree-granting postsecondary institutions $347.1
billion of their revenue mainly came from state governments (24.0%), tuition and fees from their
students (21.2%), the federal government (15.0%), and endowment such as investment returns
and gifts (13.3%). This was different for private nonprofit degree-granting postsecondary
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institutions who made most of their $200.5 billion revenue from tuition and fees (35.1%) and
private gifts, grants, and contracts (13.4%). And the most vulnerable of all are the for-profit
degree-granting postsecondary institutions who rely on the students’ tuition and fees (90.0%) to
survive. At the individual level, students who have exceptional financial need may qualify for a
Pell Grant in order to support themselves financially while attending a postsecondary institution.
This financial need is calculated through the difference between the cost of attendance and the
student’s Expected Family Contribution (Aid 2020). In Academic Year 2018-2019, 34% of
undergraduate students nationwide received a Pell Grant. (Statistics 2019b)

Ethnic and Racial Heterogeneity
As Shaw (1942; 1969), and Sampson (1997) argued racial and ethnic heterogeneity
creates dissension and distrust among residents of a community. The concept of ingroup and
outgroup has an impact on crime rates when it comes to racial and ethnic heterogeneity, as
members are less likely to share language, religion, and culture with those who differ racially or
ethnically. When the members were unable to connect or understand one another, the crucial
friendship networks were weakened. This ties in to Sampson’s concept of informal social
control, arguing that members that share mutual trust and solidarity were more likely to intervene
if they witnessed a threat to their community due to social cohesion with other members.
While each institution of higher education has their own distribution of race and
ethnicity, the overall trends of enrollment numbers have shifted. In the fall of 1976, the majority
of enrolled college students were white (84.3%), followed by black (9.6%) and Hispanic (3.6%).
In comparison, in fall of 2014 the majority of enrolled students were still white (58.3%) but there
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was an increase in black students (14.5%) and Hispanic students (16.5%) (Snyder 2018). The
National Center for Education Statistics has tracked the distribution of race of college students
from 1976 to 2017, and has seen an increase in Hispanic, Asian/Pacific Islander, and Black
students. Hispanic students rose from 4% to 19% out of all enrolled college students,
Asian/Pacific Islander rose from 2% to 7%, and Black students rose from 10% to 14%. Over this
same time period, White students decreased from 84% to 56% (Statistics 2019a). This change
towards a more heterogeneous student population can be seen at institutions like the University
of Central Florida, with a racial breakdown of White (46%), Hispanic/Latino (28%), Black or
African American (11%), and Asian (6%) (Statistics 2018). This change in racial and ethnic
landscape has transformed higher education as an attainable goal and as a space in which holistic
learning has supplemented the classroom education. But this heterogeneity may alienate students
who attend institutions where they are still considered a racial and ethnic minority. Alternatively,
students who attend female-only colleges and Historically Black College and Universities
(HBCUs) are a part of a more homogeneous student population.

Residential Turnover
In Shaw and McKay’s research (1942; 1969) the high residential turnover was
unpredictable in nature, relying on when resources were scarce or the opportunity arose. Related
to socioeconomic status and the inability to access affordable housing, gentrification of
communities and the increasing cost of housing contributes to the movement of residents. When
neighborhood populations are constantly in flux, the opportunity to establish relationships and
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bonds between members is removed. Members that remain are unable to maintain relationships
as others move out, and those that leave sever the ties that may have been created.
However, in higher education the population is much more predictable. The student
population shows consistent turnover year after year, with the entire undergraduate population
changing every four years. The consistent turnover of student population feeds into the difficulty
of creating and strengthening friendship networks across the population. At institutions where
on-campus residential living is optional or does not exist, friendship networks are weakened even
more as the physical distance between members increases. As retention rates are not required to
be reported to Ed. for institutions that do not offer full-time Bachelor’s degrees, understanding
the turnover at IHEs across the spectrum regardless of institution type may be done using the
graduation rate. Overall, first-time, full-time undergraduate students in the US beginning in Fall
of 2012 had a graduation rate of 62% – meaning that by 2018, 62% of those students had
completed their bachelor’s at the institution where they started in 2012. This graduation rate
differed across institution type with 61% at public institutions, 67% at private not-for-profit
institutions, and 25% at private for-profit institutions (Statistics 2020).
In an analysis of prior research on student attrition and retention rates, O'Keeffe (2013)
found that the attrition rate for first year college students has been found to be between 30-50
percent (Schneider 2010). Further research included in the analysis identified that students who
are ethnic minorities, academically disadvantaged, students with disabilities, probationary
students, and students with low socioeconomic status are at risk for not completing their degree
(Heissrer and Parette 2002). Overall, O'Keeffe (2013) argued that student retention can be
improved by creating a welcoming environment where students feel a sense of belonging.
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Beyond retention rate, the population of the higher education community is constantly in flux
due to the graduation rate, with institutions striving for their students to succeed in completing
their degree.
While the turnover of the student population is tied to the goal of the institution in
maintaining student attendance and achieving successful completion of their degree, for faculty
the same could be said for the population of adjunct faculty. Institutions with larger percentages
of adjunct faculty arguably will have more faculty with lower connection to their institution.
Akin to a part time job, adjunct faculty do not go through the rigorous process of obtaining
tenure status and rarely have the expectation to publish. Without this connection to the institution
and their colleagues, adjunct faculty are likely to turnover at a higher rate than tenured faculty.

Collective Efficacy
The moderating influence of collective efficacy over the theoretical relationship between
social disorganization and crime in communities is of particular relevance when applying the
theory to a unique community: the institution of higher education. Shaw and McKay (1942;
1969) argued that even though there was a direct relationship between the structural exogeneous
characteristics of communities and their crime, neighborhood elements that increased social
cohesion and trust could intervene and mitigate that relationship. For example, variables such as
low rates of local friendship networks, frequent congregation of unsupervised teenage groups,
and low participation rates in community organization – were indicative of socially disorganized
communities. Conversely it stands, that in the positive direction, these types of characteristics
would not be indicative of social disorganization, and thereby would not contribute to a
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community’s crime problem. However, it also is theoretically viable, given that these measures
provide a sense of a community’s atmosphere, they might actually work to reduce crime. These
considerations would go on to formulate and strengthen Sampson’s (1997) later research on
collective efficacy.
Sampson’s (1997) collective efficacy focused on the social cohesion and trust amongst
members who were willing to intervene on behalf of the common good of the neighborhood.
Through informal and formal social controls, members of the neighborhood were able to control
the other members based on the values and norms of the community. As will be discussed, much
of the crime prevention and intervention methods employed by IHEs focuses on formal social
control as outlined in federal policies. As Kubrin (2003) argued, much of the prior research using
social disorganization theory has focused solely on informal social control and has not
researched the impact formal social control has on informal control. The lack of inclusion of
informal social control in campus safety policies and lack of prior research on formal social
control leaves future growth for both of these variables.
Prior to exploring the extension of Shaw and McKay’s (1942; 1969) research, Sampson
conducted a study looking at informal and formal social control, using a macro-level framework
to examine structural determinants in regards to homicide and robbery rates for 150 US cities
(Sampson 1986). In an attempt to understand the impact of informal and formal social control on
white and black offenders, he used official sanctions and family disruption. Sampson was careful
to not look the race of the offender and make assumptions, but rather focus on the structural
forces of police aggressiveness towards arrests, risk of prison time, divorce rates, and singleparent households and the effect it had on the rates of offenders. Overall, Sampson did not want
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to determine how many robberies could be stopped through policies based on his outcomes, but
rather wanted to assess a theory on informal and formal macro-level social control. He also
implored researchers to be careful about making assumptions with crime rates and demographic
information: “If disaggregated crime rates are of interest, it is thus misleading to use aggregate
poverty and family measures that confound differential racial conditions” (Sampson 1986). His
conception of formal and informal social control would later become a part of his concept of
collective efficacy. In extending Shaw and McKay’s work further, Sampson (1997) wanted to
unpack the question that was raised as to why violence and crime has been associated with low
SES and residential instability. They believed that the major source of variation in neighborhood
and community crime was due to the differences in the neighborhoods in realizing common
values and maintaining effective social controls. Understanding that social control can be both
formal (i.e. public safety, law enforcement, neighborhood watch) and informal, they wanted to
focus on the informal social controls. They defined social controls as the capacity of a group to
regulate the members according to their principles, and to have them realize the collective goals.
For informal social control, this included the efforts of the members of the community
participating in actions that lead to regulation and goal achievement. Examples of informal social
control combat the intervening variables Sampson tested in his earlier work (1989) through
community efforts to monitor the play groups of children, intervene with truant and delinquent
teenage peer groups, and confront those who are disturbing or exploiting the community. They
believed that collective efficacy and informal social controls were related. Communities with
collective efficacy have established social cohesion amongst themselves and a willingness to
intervene on behalf of the common good. They postulated that communities that were socially
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cohesive were communities that realized their capacity for informal social control; if they had
mutual trust in each other, they would be willing to intervene for the common good. But they
argued that collective efficacy does not exist in a vacuum, and is impacted by structural and
socio-economical forces. Weakened social controls are tied to high residential turnover rate,
which is connected to institutional disruption. When members of a community are not stable,
friendship networks are weak, the knowledge of who belongs in that neighborhood decreases,
and the willingness to intervene decreases as members have a smaller stake in the community
interest. Sampson (1997) also argued that collective efficacy may be blocked by community
members who are alienated or feel excluded due to race and SES. They found that neighborhood
stratification in the form of concentrated SES disadvantage, immigration concentration, and
residential stability explained 70% of the neighborhood variation in collective efficacy. This in
turn mediated residential stability and disadvantage with measure of crime and violence. In a
preview of this research, Sampson (1998) explained the main findings of the importance of
collective efficacy on crime and indicated the policy implications that the findings could inform.
Stating that if communities were encouraged to engage in more “self-help” strategies of informal
social control, they could be reinforced through formal social controls such as law enforcement
agencies engaging in community-oriented policing.
Sampson’s (1989) contribution to social disorganization theory has grown to include the
mediating concepts of collective efficacy (1997; 1998), which brings to the forefront of the
theory the idea that the community has a stake in combating crime and can be effective at it if the
atmosphere is present. To break down the theory as it stands currently in the field of
criminology, we begin with the three exogenous variables that are indicative of a socially
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disorganized community: low SES, racial and ethnic heterogeneity, and high residential turnover.
Sampson then contributed two additional exogenous variables: family disruption and
urbanization. These five variables have shown some direct impact on crime rates, but Shaw and
McKay argued that it was the intervening variables between that had the direct impact on crime
rates. These intervening variables were: low local friendship networks, presence of unsupervised
teenage groups, and low organization participation. The presence of these intervening variables
was related to the outcomes due to the exogenous variables. Communities in which members had
low SES were ones in which members were unable to provide for themselves and the community
in general. The lack of money meant that the community was in disrepair, and often was tied to
the lack of funding for other things such as formal social control (i.e. no money for law
enforcement) and local organization participation. Communities with higher racial and ethnic
heterogeneity had more barriers to creating friendship networks as members were less likely to
have parts of their identity in common with their neighbors. This creates dissension and distrust,
and leads to a lack of friendship networks. High residential turnover also creates distrust and
hinders friendship networks as the members are continually changing with no stability to
establish and create ties. Family disruption, such as divorce and single-parent households, leads
to less informal social control within houses and in the neighborhood. It also leaves homes and
families with a lack of surveillance, as argued by routine activities theory (Cohen 1979). And
lastly, the increasing urbanization of communities has impeded social control and weakened
friendship networks. As we can see, the intervening variables impact crime rates and are present
due to the exogeneous variables (Sampson 1986; Sampson 1989; Shaw 1942; 1969).
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When Sampson (1997) introduced the mediating concepts of collective efficacy, it
changed the way research on socially disorganized communities took place. Collective efficacy
is the social cohesion amongst neighbors connected to their willingness to intervene on behalf of
the common good, and looks at how the community controls the behavior of its members
through formal and informal social control. Formal social control can be seen in the efforts of
public safety, law enforcement, and governmental policies that are put in to place to control
behavior. Informal social control is less structured and relies on community members to police
others on acceptable and appropriate behavior within the community to achieve public order.
Sampson (1997) used the examples of individuals who monitor play groups of children, are
willing to intervene with teenage peer groups if they believe they are truant or engaging in
delinquency, and will confront those who are disturbing the public space or committing a crime.

Informal Social Control
Sampson (1997) gave examples of informal social control such as members who are
willing to intervene in delinquent teenage groups and confront offenders disturbing the
community. These actions take place when individuals confront potentially harmful behavior to
deter or stop a negative outcome. Institutions of higher education place students in peer
leadership positions to do just that. Depending on the institution, students can be found in peer
leadership roles through advising such as peer tutors, through health and wellness as peer
counselors, through orientation as student leaders, and through housing as live-in resident
assistants. These positions can be volunteer or paid positions, and require students to engage with
their peers in an educational level to provide training, mentorship, peacekeeping, and oversight.
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In a review of the current literature on peer mentoring in higher education, Budge (2006) stated
that prior research uncovered that peer mentoring programs that support students experiencing
academic challenges and problems encountered in their freshmen year have seen an increase in
retention and graduation rates (Mee-Lee and Bush 2003) and that a peer mentor might increase a
student’s self-esteem and academic self-efficacy (Ferrari 2004).

Formal Social Control
Those engaging in formal social control at IHEs are well-identified and include academic
and administrative offices. Employees of the institution are there to serve the purpose of the
institution, regardless of their job description, which is to provide students a safe environment to
obtain an education. Campus safety/public safety and law enforcement are the primary offices
engaging in formal social control of crime prevention at the institutional level. As these offices
employ safety and/or law enforcement officers, enforcement of local, state, and federal laws is a
large portion of the daily social control. Patrolling the campus or jurisdiction, conducting walkthroughs of academic, administrative, and residential buildings, writing parking citations and
enforcing traffic laws, and responding to emergency incidents provide visibility of these officers
to the campus population. Through the policies informed by Clery, Title IX, Violence Against
Women Act (VAWA), and Drug Free Schools and Communities Act (DFSCA), these offices and
the IHE provide daily crime prevention and intervention efforts. Institutions must identify and
train the mandated reporting functions of Campus Security Authorities (CSAs) under the Clery
Act (Education 2016a) and officials with authority under Title IX (Rights 2020); both reporting
functions require staff to report crime if it is disclosed to them or witnessed by them. Through
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reporting crime, these CSAs and officials with authority are actively engaging in formal social
control of the community’s values that criminal behavior is not acceptable.
Another form of formal social control is the student code of conduct and related
documents. This document details the institutional code of conduct for students covering
academic behavior, non-academic behavior, and residential living standards that all students
agree to comply with while attending the institution. When a student violates one of the codes,
they are put through a formal hearing process either through student conduct, an academic
hearing board, or Title IX – depending on the behavior. The outcome of the process includes
formal sanctions that are typically educational but can include suspension and dismissal from the
institution.

Social Cohesion & Trust
This concept gets to the root of whether members of a community can trust their
neighbors, share the same values as those within the neighborhood, and that neighbors are
willing to help each other (Sampson 1997). Truly at the core of the mediating variables, the
presence of social cohesion and trust within a neighborhood exemplifies how members are
communicating and relying on each other to protect the greater good of the community. Sharing
the same values can be akin to shared culture, which in higher education is unique to each
campus. As mundane as college traditions may seem, they establish a shared cultural identity
with all members. These traditions are presented at “orientation”, introducing new members to
the traditions and welcoming them to the larger community. Those shared values and social
cohesion transition to trust of community members and willingness to intervene due to close ties
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with the community. Members who feel included will participate and intervene. Taking on
various forms depending on the institution, student organizations typically cater to a niche group
of individuals from interest groups to the nationally-recognized Greek Fraternities and Sororities.
At some institutions with residential living facilities, residents volunteer to be a part of hall
councils. These councils provide programming and activities for other residents, and the council
members make decisions on behalf of the community to better develop the facility.

Social Disorganization and Collective Efficacy on Campus
There has been a small amount of research looking at college crime and the social
disorganization theory tenant, and collective efficacy. Using the established survey questions for
collective efficacy as first introduced to the field by Sampson (1997), Hart and Colavito (2011)
wanted to understand whether the factors of collective efficacy would influence college students’
willingness to report crimes to law enforcement. They found that increased social control
increased reporting to law enforcement; social cohesion was not significant. They also found that
out of the other variables included in their analysis to understand willingness to report, crime
type was the only other significant factor. Studying social disorganization on the college campus,
Barton, Jensen and Kaufman (2010) found that campus community organization had a largely
positive impact on campus crime. Their campus community organization concept was based
upon Sampson’s (1997) concept of collective efficacy, and the data was from Peterson’s Guide
to Four Year Colleges. This positive impact was an unexpected result, but the researchers stated
prior research found that factors associated with campus community life have had both positive
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and negative effects on campus crime (Fisher et al. 1998; Fox and Hellman 1985; Spitzberg and
Thorndike 1992) and that their results support a more nuanced view of campus life.
Past research on crime on college campuses has relied mostly on routine activities theory,
to explore campus crime, and ignored the more macro importance of place, or structural
determinants of crime (Cohen 1979; McGrath, Perumean-Chaney and Sloan III 2014). The
structural variables of Shaw and McKay’s social disorganization theory can readily describe
today’s college campus. Students are generally financially dependent on family members or seek
part-time employment during their time in school, making them exceptional members of the
lower socioeconomic group. In the academic year 2018-2019, approximately 6.8 million college
students received need-based Pell Grant funding (Board 2019). College enrollment numbers have
shown an increase in racial and ethnic diversity, leading to a higher rate of heterogeneity. And
lastly, residential overturn is a frequent and consistent part of higher education through student
retention rates, student graduation rates, and percentage of adjunct faculty. Within a 4-year span,
the entire population of an institution is completely different. From this, we can argue that taking
in to account the student population and faculty population, IHEs are structurally socially
disorganized communities. While crime is present on college campuses, the very nature of higher
education focuses on what this researcher argues are the mediating variables of collective
efficacy (Sampson 1997). With a defined community and geography, presence of the structural
variables of social disorganization, and an institutional focus on collective efficacy, the
institution of higher education is a unique site to test social disorganization theory and
Sampson’s (1997) collective efficacy.
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The current research uses the theory of social disorganization, particularly with regard to
the mitigating impact of collective efficacy as the theoretical framework, and will highlight an
application of it on institutions of higher education and their surrounding neighborhoods. The
imbedded characteristics of the higher education landscape are those that are also indicative of a
socially disorganized community, but prior research has shown that the factors of collective
efficacy are also present at institutions of higher education and are integral to the development of
community. As this project hypothesizes, the factors of a socially disorganized community are
less impactful than the factors of collective efficacy – especially in relation to crime.
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CHAPTER THREE: METHODOLOGY
Data
For this study, the data include survey results from the American Community Survey of
the U.S. Census Bureau, community factors available as shapefiles through Orange County GIS,
Seminole County GIS, and UF GeoPlan, institutional data that are publicly available through the
National Center for Education Statistics (NCES) (Statistics 2018) and the individual Institutions
of Higher Education’s (IHE) websites, crime data reported to law enforcement agencies within
Orange County and Seminole County, FL, and crime data as reported to the U.S. Department of
Education. A public records request was submitted to each agency for specified Part I UCR
crimes that occurred within their jurisdiction and within a specified buffer of the IHE in the
studied neighborhood for reporting years 2016, 2017, and 2018. The Clery crime data was
accessed via the publicly accessible website through the U.S. Department of Education for each
included IHE for reporting years 2016, 2017, and 2018.

Data Collection
For this study, all data was obtained either through public records requests or accessed
via publicly accessible data sources. The Clery crime data was accessed via the U.S. Department
of Education’s Campus Safety and Security Data Analysis Cutting Tool (CSSDACT) (Education
2020b) for reporting years 2016, 2017, and 2018. The data for the structural variables and
mediating variables were accessed via publicly accessible sites through the U.S. Census Bureau,
ESRI’s online catalog, Orange County GIS, Seminole County GIS, UF GeoPlan, the NCES’s
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College Navigator, and each IHEs’ website. Crime data for the immediate surrounding
communities that are included in this analysis were obtained through public records requests of
the law enforcement agency with jurisdiction for reporting years 2016, 2017, and 2018. The data
requested falls under the Florida State Statute regarding public records § 119.01, Fla. Stat.
(2019), and are deemed as public records.

Confidentiality
No Personally Identifiable Information was collected or requested. Although street
addresses were collected for the location of incident for crime data, the names of victims of
crimes were not requested and therefore their identities remained anonymous.

Data Limitations
One limitation was on the breakdown of the analysis: when the initial request for crime
statistics was made, the request included three years’ worth of crime data (2016-2018) with the
intention of a longitudinal analysis. All agencies that the request was made to complied with this
request, and all IHEs had these reported years publicly available. Unfortunately, due to F.S.S.
794.024(1) the physical address of either the victim’s home or address of the incident in the case
of a sexual battery cannot be disclosed to any other person but the defendant, the defendant’s
attorney, a person specified in an order entered by the court having jurisdiction of the alleged
offense, or organizations authorized to receive such information made exempt by F.S.S.
119.071(2)(h), or to a rape crisis center or sexual assault counselor. As I requested the data for
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this project in my capacity as a student, the request was not exempt from this statute. One agency
removed the address information from the response to the request, which made the geocoding of
the locations of the incidences of rape/sexual battery difficult. A hand-calculation was completed
based on the proportion of the patrol zone and census tract within the buffer area. Due to the
incidences of rape included over the range of three years, some census tracts could be estimated
to have anywhere from 1 to 26 rapes over the span of three years. Estimating the number of rapes
per census tract per year given blind address information would be a best guess, but not the best
use of the information provided. Due to rape being included as a violent crime and included in
the total crimes, I opted to analyze the data for the entire three-year duration for all crime types.
Another data limitation is related to stalking; while FDLE and UCR has a distinct difference
between stalking and aggravated stalking, Clery does not make a distinction between them for
reporting purposes. The definitions of the included crimes will be discussed further, and the
reasoning behind how stalking cases will be handled.

Measures

Dependent Variables
This research will analyze reported crimes in the state of Florida, by law enforcement
jurisdiction, to study the applicability of social disorganization theory and collective efficacy on
communities of higher education. As all of the law enforcement agencies (LEAs) included in the
geographical area of study use the same Florida Statutes and submit their crime data annually to
the Uniform Crime Report of the FBI through the Florida Department of Law Enforcement
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(FDLE), this research will be able to draw comparisons for all of the studied neighborhoods
included in the analysis. Additionally, all IHEs that receive federal funding through Title IV
must report their crime data to the U.S. Department of Education, under the Jeanne Clery
Disclosure of Campus Security Policy and Campus Crime Statistics Act (“the Clery Act” or
“Clery”). Depending on the individual agency, IHEs that have sworn law enforcement officers
may submit both their UCR and Clery data annually. As only one IHE included in this analysis
has a sworn agency, Clery data will be used for all institutions included in the analysis.
As UCR and Clery have congruent crime categories, this research will be able to compare
violent crimes (homicide, rape, aggravated assault, and robbery) and property crimes (burglary
and motor vehicle theft), for neighborhoods. For both UCR and Clery data, 3 years-worth of
crime data will be collected covering reporting years of 2016, 2017, and 2018. While the 2019
data for law enforcement agencies was available at the time of data collection, the 2019 Clery
data for IHEs was not available to the public as institutions had until January 14, 2021 to submit
their annual data as the U.S. Department of Education provided institutions an extension due to
COVID-19 (Education 2020a). As such, the data for 2019 could not be included in the analysis.
Before beginning, it is important to address why differing sources of data will be used
since the varying methods of collection and importance of absolute accuracy is different between
the UCR and Clery. This produces different crime counts even when police departments are
collecting data on the same crimes. To elaborate, while UCR and Clery require agencies to report
the same crimes, the incongruencies occur when discussing geography and crime definitions;
both UCR and Clery have guidelines on geography as dictated by their respective Handbook
(Education 2016a) (Justice 2013; Justice 2018). Under UCR, agencies must report incidents that
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have occurred within their jurisdiction or that the agency responded to and investigated. UCR
gives guidance on instances such as incidents where multiple agencies respond or a
memorandum of understanding (MOU) is in place, with the intention that one agency will report
the incident (Justice 2018). Under Clery, agencies must report incidents that occur within the
identified campus geography (Education 2016a). This campus geography includes property that
the IHE owns or controls; as discussed above, LEAs can respond to incidents outside of their
jurisdiction that would not be reported to Clery. Further detail will be explored within
geographical makeup of IHEs, but the biggest takeaway is that the geography of the campus is
not always the same as the police jurisdiction. Additionally, the definitional differences between
UCR and Clery cause agencies to report different numbers for the same crime. Further
discussion on definitional differences will be explored in this research.
It is also likely that one of the biggest differences in the data could come down to the
institution’s responsibility and motivation to report absolutely accurate data. Failure or an
inaccuracy with Clery crime reporting comes with a penalty of $59,017 per violation to the
institution, as of 2021, and a fine amount that will increase year to year due to inflation
(Professionals 2021). With that much at stake, IHEs and Clery practitioners aim to get their
reporting data correct. As such, failure to accurately report or classify crimes can be detrimental
to the institution; for example, Penn State was fined $2.2 million of the total $2.4 million fine for
the finding of “failure to properly classify reports and disclose crime statistics from 2008-2011”
(Education 2016b). On the other hand, as there is no penalty for inaccurate UCR data, impending
punishment does not drive law enforcement agencies to “sweat the details” when reporting to
UCR.
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The dependent variables that will be used in this research include homicide, rape,
robbery, aggravated assault, burglary, and motor vehicle theft. The crime definitions that will be
used in this research are defined below as found in the Uniform Crime Reporting Program
Summary Reporting System (SRS) User Manual (2013), The Handbook for Campus Safety and
Security Reporting 2016 Edition (2016a), and the Florida Department of Law Enforcement
Uniform Crime Reports Guide Manual (2018). The determination to include these specific
crimes was two-fold. First, these crimes are an established part of criminological research and
crime reporting. In 1930, murder, rape, robbery, aggravated assault, burglary, motor vehicle
theft, and larceny-theft were considered the indicator of the nature of crime in the U.S. and were
referred to as the Crime Index offenses. Arson was added to this list in 1979, and then in 2003
the term Crime Index was discontinued. These crimes are now referred to as Part I crimes under
the Uniform Crime Report, and have expanded to include human trafficking-commercial sex acts
and human trafficking-involuntary servitude (Investigation 2015). Second, as the focus of the
project is to study crime on college campuses in comparison to surrounding communities,
offenses that both law enforcement agencies and IHEs report are included. Larceny-theft was the
only Crime Index/Part I crime that was not included in this analysis as Clery does not require
institutions to report this offense.
The definitions for both UCR and FDLE are included as FDLE gathers all reporting
Florida agencies’ UCR statistics and submits them to the Summary Reporting System on behalf
of the agencies. Due to this, FDLE does modify some of the data prior to submission. These
changes are discussed below.
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Homicide
UCR and Clery use the same definition for Criminal Homicide, which is broken down in
to two separate types: Murder and Nonnegligent Manslaughter, and Manslaughter by
Negligence.
UCR & Clery
Murder and Nonnegligent Manslaughter: The willful (nonnegligent) killing of
one human being by another.
Negligent Manslaughter or Manslaughter by Negligence: The killing of another
person through gross negligence.
FDLE
Murder and Non-negligent Manslaughter: The killing of one human being by
another.
Negligent Manslaughter or Manslaughter by Negligence: The killing of another
person through gross negligence.

Rape
UCR & Clery
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Rape – Completed: Penetration, no matter how slight, of the vagina or anus with
any body part or object, or oral penetration by a sex organ of another person,
without the consent of the victim.
UCR
Rape – Attempts to Commit Rape: Assaults or attempts to rape are classified as
Attempts to Commit Rape.
Clery does not have a separate definition for attempts to commit rape; attempts are
reported within the rape category.
FDLE
Rape – Completed: Penetration, no matter how slight, of the vagina or anus with
any body part or object, or oral penetration by a sex organ of another person or
object, without the consent of the victim. This includes incidents where the victim
is forced to penetrate the offender.
Rape – Attempted: The attempted penetration, no matter how slight, of the vagina
or anus with any body part or object, or oral penetration by a sex organ of
another person or object, without the consent of the victim.
While the definition is the same for the UCR and Clery data, this researcher has chosen to
include the Clery data in the analysis for agencies at IHEs. In comparison to municipal agencies,
the Clery data has more nexuses for the data to be brought forward as it is solicited through
Campus Security Authority reports, Title IX investigations, local law enforcement, and the
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institution’s own public safety entity. It is possible for additional rapes to be reported under
Clery that have not been reported to law enforcement.

Robbery
UCR & Clery
Robbery: The taking or attempting to take anything of value from the care,
custody, or control of a person or persons by force or threat of force or violence
and/or by putting the victim in fear.
FDLE
Robbery: The taking or attempting to take anything of value under
confrontational circumstances from the control, custody, or care of another
person by force, threat of force, violence, and/or by putting the property
custodian in fear.

Aggravated Assault
UCR & Clery
Aggravated Assault: An unlawful attack by one person upon another for the
purpose of inflicting severe or aggravated bodily injury. This type of assault
usually is accompanied by the use of a weapon or by means likely to produce
death or great bodily harm.
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FDLE
Aggravated Assault: An unlawful attack by one person upon another where either
the offender displays a weapon or the victim suffers obvious severe or aggravated
body injury involving apparent broken bones, loss of teeth, possible internal
injury, severe laceration, or loss of consciousness.
Under FDLE, the category of aggravated assault also includes aggravated stalking. As
stalking is reported through Clery as a separate crime as defined by the Violence Against
Women Act (VAWA), in order to ensure as congruent of a comparison as possible, the data was
handled similarly to FDLE. For the Clery data, any cases of stalking reported were combined
with aggravated assault for that institution. The definitional differences between stalking and
aggravated stalking is the added threat of harm outside of established fear.
Clery
Stalking: Engaging in a course of conduct directed at a specific person that
would cause a reasonable person to – fear for the person’s safety or the safety of
others; or suffer substantial emotional distress.
FDLE
Aggravated Stalking: Defined as an unlawful attack, by one person upon another,
after willfully and maliciously or repeatedly stalking stat person; an assault
where either the offender displays a weapon or the victim suffers obvious severe
or aggravated body injury involving apparent broken bones, loss of teeth,
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possible internal injury, severe laceration, or loss of consciousness. This offense
is an Aggravated Assault with the added element of stalking.

Burglary
UCR, Clery, and FDLE
Burglary: The unlawful entry of a structure to commit a felony or a theft.
Under UCR and FDLE, the Hotel Rule dictates that, “If a number of units under a single
manager are burglarized and the offenses are most likely to be reported to the police by the
manager rather than the individual tenants, the burglary is reported as a single offense” (Justice
2013). While similar considerations are discussed regarding Clery geography, the guidance
dictates that in regards to student residential housing that, “[b]ecause residents of rooms in
student housing facilities are not considered transient, the Burglary of each room is a separate
offense” (Education 2016a).

Motor Vehicle Theft
UCR & Clery
Motor Vehicle Theft: The theft or attempted theft of a motor vehicle.
FDLE
Motor Vehicle Theft: Theft of a motor vehicle that runs on land and carries
people or cargo.
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Hierarchy Rule
Both the crime data from the law enforcement agencies and higher education institutions
adhere to the Hierarchy Rule established by the FBI (Justice 2013). In cases where more than
one offense occurs in an incident, the highest-ranking Part I crime will be counted. As the data
gives no indication if multiple offenses occurred within one incident, this is a limitation of crime
data under UCR and Clery.

Crimes not included in the analysis
There were specific crimes that were not included in the analysis due to reporting
incongruencies. Domestic Violence is reported through both UCR and Clery, but Dating
Violence is only reported through Clery. Although there is a Florida State Statute (784.045(d))
for Dating Violence, Florida law enforcement agencies are not required to report them through
FDLE or UCR. Both Dating and Domestic Violence are prevalent on college campuses, with
almost an equal number reported in 2018 for all Title IV institutions nation-wide (Education
2020b). Larceny-theft is reported through UCR, but Clery does not report larceny-theft outside
of those associated with hate crimes. As such, larceny-theft will not be included in this analysis.
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Handling of Crime Data

Winter Park Police Department
The records management system that this agency uses appears to be more rudimentary
than the other agencies in this analysis, so more data was provided than requested. As the agency
has a good relationship with Rollins College, their Records Section is familiar with the Clery Act
and the request for records specific to that campus. To fulfill the request for the area surrounding
Rollins College, it was determined that the best approach was for the agency to send the crimes
by patrol zones in PDF format and any crimes outside of the requested buffer would be removed
in ArcGIS. The data in the PDF files was then transposed into a CSV file with any erroneous
crimes removed. Aggravated Assault and Aggravated Battery were kept separate, but both
treated as “violent crimes” and coded as aggravated assaults for the individual crime analysis.
This agency provided one unfounded case of an aggravated battery; this incident was excluded
from the dataset as no other agency provided unfounded crimes and the UCR definition of an
unfounded case is that it was investigated to not have occurred. A case of aggravated elder abuse
was described as aggravated battery based on the Florida Statute (FSS 825.102) and coded as a
violent crime. Cases of felony battery or domestic battery were included as described and coded
as a violent crime. The cases of aggravated elder abuse, felony battery, and domestic battery
would likely be counted as aggravated assault for both Clery and UCR purposes, so it will be
treated as such in this analysis. This agency coded their “sexual battery” (FSS 794.011) as sexual
assault; for the purposes of this analysis all of these were recoded to rape which is their UCR
categorization and coded as a violent crime. Some of the addresses for rape cases had the address
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as the WPPD headquarters, while others provided the address of where they occurred. Any
crimes included that occurred at the address for Rollins College were excluded to avoid
duplication as they would be included in the Rollins Clery data.
It should also be noted that this agency had difficulty pulling this data as their report
management system does did not allow for pulling records by distance from an address. As such,
the records provided were for each patrol zone for their agency and appeared to only provide
crimes up to June-August of each year requested. Follow up was made, but no there was no
response.1

Orlando Police Department
In comparison to the WPPD, this agency’s record management system and output was
able to fulfill the request. The data included incidents with case numbers and calls for service,
with a few adjustments that needed to be made to the data. This was easily accomplished as the
agency provided the data in Excel format, which after review and adjustment was used for
geocoding. Two incidents were excluded from the analysis: Battery/Shooting and
Threats/Assault/Armed & Caution. Without any further information beyond the offense, this

1

This lack of data for 4-6 months in each of the years provided is a limitation of this research,
but ultimately this lack of data only impacted six census tracks out of 88 for Model 1 and six out
of 97 for Models 2 and 2a. Additionally, there were so few crimes reported from this agency
overall (46 in 2016, 45 in 2017, 70 in 2018) in comparison to other census tracks that the missing
data would not have made a huge impact to the weight of crime incidences. While there is data
missing, this was still an accurate representation of the amount of crime in this particular
neighborhood. With the inclusion of (9) IHEs in Models 2 and 2a, the low response for these
tracks had an even smaller impact on the overall model. The data for the IHE close to these
census tracts – Rollins College – did have data for all three years included in the analysis.
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researcher is unable to surmise whether these met the criteria for this analysis or the agency’s
UCR data. Stalking cases were included and coded as violent crimes.

Seminole County Sheriff’s Office
This data was provided in Excel format and included only UCR crimes, so a few
adjustments were needed and larceny-thefts were removed (similar to above) and excluded from
the analysis. Stalking cases were included and coded as violent crimes. SCSO categorizes rapes
as forcible rape, which is an historical offense categorization under UCR and is congruent with
rape.

University of Central Florida Police Department
Data was requested from this agency for the UCF Lake Nona campus and the UCF Rosen
campus, which corresponded with the Clery data that was provided on the CSSDACT. In order
to avoid duplication or missing information, UCFPD’s data for Main campus was not requested
from the agency as the data was provided on the CSSDACT.

Orange County Sheriff’s Office
In comparison to the smaller municipal agencies included in this analysis, this agency has
a robust records management system that supports the agency’s thousands of reports that are
generated annually and their large jurisdiction. As such, the records provided were in Excel
format by patrol zone, with addresses in block format. To accommodate for block addresses, the
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centroid of the block address was formulated from what was provided for the purposes of
geocoding. Both aggravated assaults and aggravated batteries were included and coded as violent
crimes. This agency had a large number of sexual batteries (rape) and all of the addresses for
these incidents were redacted per Florida State Statute 794.024. As the crime data was provided
by patrol zone, the percentage of the overlap of the patrol zone and census tracts included in the
buffer was used to calculate the percentage of the number of sexual batteries included per census
tract.
For example, Patrol Zone 20 had a total of 73 sexual batteries/rapes reported. The buffer
overlapped approximately 10% of the Zone, so 7 of the sexual batteries/rapes were included
from that Zone. Further, there were seven census tracts that overlapped with that Zone and buffer
so one sexual battery was “assigned” to that tract as a violent crime. As some of the census tracts
were “assigned” as few as (1) rape per the three-year span of this project, an analysis by year of
rape, violent crime, and total crime would be difficult.

Oviedo Police Department
A request for data was made to this agency; the agency responded that they were unable
to provide records by distance from an address. The agency only provided summary UCR data
for the years requested. As such, their data was excluded from the analysis. As Seminole County
Sheriff’s Office has overlapping jurisdiction and the provided crime date within the area that was
requested from both agencies, their crime data was sufficient for this project.
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Institutions of Higher Education
The data for the (9) institutions of higher education were taken directly from the Campus
Safety and Security Data Analysis Cutting Tool (CSSDACT) as offered by the Office of
Postsecondary Education of the U.S. Department of Education. To ensure accuracy, I crossreferenced the data in the cutting tool for each campus with the data provided in each IHEs 2019
Annual Security Report, which included aggregate crime data for 2016, 2017, and 2018. As
Clery requires institutions to report their data by crime offense and geography, only the crimes
reported in the On-campus category were included in the analysis. This includes crimes that
occurred within On-campus Residential Housing Facilities and On-campus. I excluded data from
the Clery geography categories of Noncampus buildings & property and Public Property. These
two geographical categories, while important for compliance purposes, are not useful
information for the purposes of this project. Public Property is property that is immediately
adjacent and publicly accessible to the campus, and for most of the IHEs without a law
enforcement agency that area would fall to the jurisdiction of the local law enforcement agency.
Including public property in this project would have potentially added duplicative cases to my
dataset. Noncampus buildings and property is an even more complicated category of geography
that includes property that is owned or controlled by the institution, or is property that is beyond
one mile of the contiguous campus. This includes fraternity and sorority houses, educational
spaces beyond one mile, and spaces the institution controls while students travel (Education
2016a). Data regarding victimization that students experience while traveling for conferences,
athletics, and other extracurricular activities is compiled in to the same category as fraternities
and sororities. This is widely regarded as data that does not provide useful information to the
57

public about the risk of victimization on the physical campus as the public cannot parse out
whether the crimes reported occurred at locations close to the campus or during travel. Given this
limitation, Noncampus crimes were excluded from analysis.

Crime Data
This project recoded incidences of crime into total crime, violent crime, property crime,
and individual crime types for the purposes of analysis. Violent crime included aggravated
assault, robbery, rape, and homicide. Property crime included burglary and motor vehicle theft.
Total crime index included all crime offenses.
As discussed, when breaking down individual offense types, due to the differences in
how the data was coded and provided by all of the agencies the following decisions were made
regarding each offense type:

Aggravated Assault
This included aggravated assault, aggravated battery, domestic battery, felony battery, and
stalking. UCR instructs that agencies may use local/state statutes to code incidents that may be
considered as aggravated assaults based on injuries or threat to harm, and may be referred to as
aggravated battery or domestic battery depending on state statutes. Additionally, as aggravated
stalking is reported under aggravated assault for UCR, excluding stalking from the analysis
would remove a substantial offense from the analysis (Justice 2013).
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Robbery
This included robbery, robbery – bank, robbery – commercial, robbery – strong-arm, robbery
– weapons-person, and carjacking. UCR instructs that agencies code carjacking as a robbery
rather than a motor vehicle theft (Justice 2013).

Rape
This included rape and forcible rape. While “forcible rape” is no longer lexicon used with
UCR and Clery reporting, some agencies still use the coding within their report management
systems. “Forcible rape” is a nonconsensual act, and therefore is the same definition as rape.

Homicide
This included homicide and murder. For both UCR and Clery reporting purposes, homicide
is broken down into murder and nonnegligent manslaughter, and manslaughter by negligence. As
the request to all of the law enforcement agencies specified murder as defined by UCR,
homicides such as vehicular manslaughter would not be included in the analysis.

Burglary
This included burglary, burglary – residential, burglary –commercial, and home invasion.
UCR instructs that agencies code home invasions as burglary rather than robbery (Justice 2013).
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Motor Vehicle Theft
This includes motor vehicle theft and stolen vehicle. The difference between these is a
coding difference between agencies’ report management systems.
Crime variables included in the analysis were from all reporting agencies and institutions of
higher education, and geocoded based on address of the incident. Once geocoded, the crime
incidents were spatially joined to the census tracts for the law enforcement data and to the IHE
for the institutional data.

Structural Variables of Social Disorganization Theory

Structural Variables – High Residential Turnover
These variables come from publicly accessible data from the American Community
Survey (ACS) and the National Center for Education Statistics (NCES). These variables will
represent the structural variables of low socioeconomic status, high racial heterogeneity, and
high residential turnover. The ACS data is provided by the U.S. Census Bureau in a geographical
range from state, county, to census tract. For the purpose of this project, the census tract
geographical area is being applied and the data are kept in their original polygon format. The
NCES data is not geocoded data, rather it will be hand-calculated and added to the dataset.
For the non-IHE geographical area layers from the American Community Survey were
used at the census tract level. These variables include Employment Status as a proxy variable for
low socioeconomic status, Index of Diversity calculated from proportion white and proportion
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nonwhite for high racial heterogeneity, and housing units occupancy and geographical mobility
for high residential turnover.
For the IHE geographical area layers were created from data accessible from the National
Center for Education Statistics (NCES). This data is reported by the individual institution to Ed.
every year. These variables include percentage of students on Pell Grants as a proxy variable for
low socioeconomic status, racial breakdown of student population for Fall 2019 as a proxy
variable for high racial heterogeneity, and the inverse of the student graduation rate and
proportion of renter-occupied housing is the proxy variables for high residential turnover. Using
the inverse of the graduation rate will provide the proportion of students who did not
successfully complete their degrees – including those who took longer and those who transferred
out of the institution. This group of students have likely separated from the institution without
completing their degrees and have fewer ties to the institution than those who successfully
completed their degrees within the timeframe. The source of the structural variables came from
Ed.’s National Center for Education Statistics College Navigator; the information that is
accessed through this webpage is self-reported by each IHE for various aggregate level
information (Statistics 2018). Any institution that receives Title IV funding must participate in
these data submissions as required by the Higher Education Act of 1965. This is the same
participation requirement that IHEs must comply with under the Clery Act. Structural variables
included the variable of residential stability, using the proxy variable of the transfer-out rate for
IHEs. As this variable was the rate of students who began their studies in 2013-2014 as a fulltime, first-time degree seeking student and transferred to another institution within 150% of
“normal time” to complete their program (i.e. approximately 6 years). This proportion is
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analyzed in the same geographic mobility variable. Additionally, the proportion of renteroccupied housing units for IHEs with on-campus residential student housing is analyzed in the
same housing occupancy variable. For the variable of low socioeconomic status, I use the proxy
variables of proportion of undergraduate students on Pell Grants entering postsecondary
education for the first time Academic Year 2018-2019. This proportion was also used for the
unemployment variable, as those who qualify for Pell Grants are either under or unemployed.
Lastly, the Index of Diversity is used to calculate racial heterogeneity. The Index of Diversity is
an equation used to calculate the heterogeneity of a population based off of the racial breakdown.
For IHEs the data was based on the Fall 2019 enrollment of undergraduate students; this data
does not include faculty or staff.
The structural variables are all taken from the American Community Survey (ACS),
managed by the U.S. Census Bureau. The data included in this analysis comes from the 5-year
Estimates, covering data gathered from 2015-2019. The 5-year estimates is based on data
gathered from January 1, 2015 to December 31, 2019 (Bureau 2020b). This data is used for this
analysis as it is the most current dataset, spanning the timeframe in which the crime data was
gathered (2016-2019), and is available at the census tract level. The total population is identified
using the ACS 5-year estimate data, which provides the most accurate population total in
comparison to the 2010 Census Data. The structural variables measured residential stability –
using the proxy variables of the proportion of people ages 1+ that lived in a different house 1
year ago (geographic mobility) and the proportion of renter-occupied housing units out of total
housing units (housing occupancy). For the measure of low socioeconomic status, the proxy
variables of the proportion of the unemployed population out of the total population that is 16+
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years old for each census tract (unemployment). Lastly, the index of diversity is used as a proxy
variable measuring racial heterogeneity.
As discussed, the mediating variables are gathered using multiple sources that provide
publicly-accessible GIS shapefile data. Mediating variables include the variable of informal
social control, an additive variable of the presence of neighborhood and community associations
within the census tract. As these associations are polygon (shapes) based on the
neighborhood/community, these are converted to a point at the centroid of the polygon and then
spatially joined to the census tract. For the variable of formal social control, the proxy variable
used is the additive variable of the presence of a law enforcement agency – either the
headquarters for the agency or a substation. For the variable of social cohesion & trust, the proxy
variables used is the additive variables of the presence of HUBZones, Community
Redevelopment Area, Brownfield Area, Neighborhood Stabilization Area, Safe Neighborhoods,
Neighborhood Watch, Cultural Center and Library Facilities, Parks and Recreational Facilities,
and Community and Fraternal Centers. Similar to the neighborhood and community associations,
if the variable is a polygon, this was converted to a point based on the centroid of the polygon
shape. If the polygon covered multiple tracts, and the centroid is only present in only one or no
tract, this is corrected by hand to include a count of the variable within each tract where it was
present; only a small number of social cohesion & trust variables had to be hand-corrected.
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Structural Variable – Racial Heterogeneity
In order to account for the racial heterogeneity within the census tracts, I will use the
Index of Diversity used in research on intergroup relations (Blau 1977) and also within research
on social disorganization (Osgood and Chambers 2000; Sampson 1989). The Index is calculated
by using the following equation: (1-pi2), where pi is the proportion of the population in any
given group. As both the ACS and NCES data provides the proportion of the racial breakdown of
the student population, the Index of Diversity is able to be calculated for both population within
the census tracts and the student population within the IHEs. Following conventional research,
the Index uses the proportion of whites and nonwhites. For nonwhites, this includes African
American/Black, Asian, Hispanic/Latino, American Indian, Native Hawaiian/Pacific Islander,
Other/Unknown, and Two or More Racial Categories. Using this equation, the more
heterogeneous the population the closer to 0.5; the more homogeneous the population for any
given racial group the closer to 0.0. The equation used to calculate the Index of Diversity for this
project, where pw is the proportion of people who have identified as white and pnw is the
proportion of people who have identified as nonwhite:
Index of Diversity = 1-(pw2+pnw2)

Structural Variable – Low Socioeconomic Status
This project originally included income as one of the proxy variables for low
socioeconomic status, along with employment status. Income was removed from the analysis for
three reasons. First, the variable of income would only be able to be run in Model 1 as there is no
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similar proxy variable for IHEs. While some IHEs document their students’ socioeconomic
status or the income level of their parents/guardians, this is not universal nor is it a reflection of
their status while they are active as students. By only having income in Model 1, and not in
Model 2 or 2a, I would have been unable to compare the models to each other. Secondly, when
income was added to the negative binomial regression models there were no significant
relationships with any crime types. More importantly, the AIC/BIC was higher for the models
with income included in comparison to when the variable was removed. When running a
negative binomial regression, the model with the smallest AIC/BIC is the model with the best fit
of the variables, and with higher AIC/BIC output for the model with income the removal of that
variable was a better fit for the model; this will be discussed further in Chapter 4. Third, other
researchers have removed income as a proxy variable for the social disorganization variable of
low socioeconomic status as they believe it is not a significant predictor of low SES in
comparison to employment rates (Osgood and Chambers 2000). I followed their lead in
removing income and relied on unemployment as my proxy for low SES.
It should be noted that due to the inability to gather similar data via survey method at
institutions of higher education, the proxy variables for the structural variables at IHEs are not
entirely congruent with the data provided by the American Community Survey for the census
tracts.

Mediating Variables of Collective Efficacy
Differentiated from the structural variables of Social Disorganization, the mediating
variables of collective efficacy are important measures in understanding the relationship between
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neighborhoods and crime. Theorized as the mediating factors between the structural components
of a neighborhood and criminalization, these community-level characteristics are indicative of
strong community connections. Prior research on collective efficacy uses the Project on Human
Development in Chicago Neighborhoods (PHDCN) survey from Sampson (1997) as the basis for
analyzing the mediating variables of collective efficacy through the use of survey research
(Carbone and McMillin 2019; Duncan et al. 2003; Hipp and Wickes 2017; Hipp 2016;
Lowenkamp 2003; Silver and Miller 2004). Using data from an established survey like the
PHDCN or the creation of a similar survey allows the research to be replicated across different
communities. A critique of using surveys as a way of studying collective efficacy begs the
question whether subsequent research studied collective efficacy or only the reliability of
Sampson’s survey. Additionally, surveys such as the PHDCN only study proxy variables for
collective efficacy as self-reported by respondents. The self-reported questions on whether
respondents believe their neighbors can be trusted, that they share the same values with their
neighbors, and that there is a strong likelihood their neighbors would intervene if they witnessed
criminal behavior only capture perceptions of collective efficacy. Arguably, by studying the
individual perceptions of community members one cannot study the community at the macrolevel that was originally postulated by Shaw and McKay. Given the expense associated with
survey administration, most researchers and practitioners have been unable to directly analyze
the concept of collective efficacy except in those locations where a survey has already been
completed.
As social disorganization theory and in particular collective efficacy fall within the
community-level criminological paradigm, this study will be using community-level data that is
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publicly available through local municipal agencies and institutional data that is publicly
available through the U.S. Department of Education and the individual IHE’s institutional
research office. Using GIS and data available through the U.S. Census Bureau, U.S. Department
of Education, Orange County GIS, Seminole County GIS, UF GeoPlan, and each IHE’s
institutional research office the proxy variables included in this analysis will be those that are
physically present within the communities analyzed.
The data for these variables are publicly accessible through the Orange County GIS,
Seminole County GIS, UF GeoPlan, and on the individual IHE’s website. All datasets were
either available for download or available through ArcGIS Online, or from a layer created from
the IHE data. These variables will represent the mediating variables of collective efficacy of
informal social control, formal social control, and social cohesion & trust. Depending on the data
type, the locations included in the mediating variables are coded as points for the physical
location of the facility. Some of the data is available in polygon format, and had to be
transformed to a point by using the feature to point tool in ArcGIS.
The mediating variables for IHEs were gathered from publicly accessible information on
the IHE’s website. The only information that had to be requested in person was the number of
registered student organizations at Full Sail University; this information was obtained by calling
and speaking to a staff member in their student activities office. Mediating variables included the
variable of informal social control, an additive variable of the presence of peer educators. On a
scale from 0 to 3, if the institution had peer educators alone such as tutors or health promotional
educators, the institution was coded as having 1 instance of informal social control. If the
institution had peer educators and orientation student leaders, they had 2 instances. If the
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institution had peer educators, orientation student leaders, and live-in resident assistants, they
had 3 instances. For the variable of formal social control, the proxy variable used were the
additive variable of the presence of a law enforcement agency, a student code of conduct, and a
residential code of conduct. For the variable of social cohesion & trust, the proxy variables used
were the additive variables of the presence of registered student organizations and residential hall
councils.

Informal Social Control
As Informal Social Control is reflective of community members informally imposing
community standards by intervening when other community members behave unacceptably,
these variables represent ways that members participate in policing and monitoring their
community both for themselves and for the good of everyone.
For the non-IHE geographical area this will include layers of locations of Homeowners
Associations, Neighborhood Organizations, and Community Organizations. Also included are
Community Development Districts, which are areas that are completely controlled by
landowners. Similar to a Homeowners Association, this type of organization is structured so that
overtime the members will have complete autonomy of the community and the decisions made
within.
For the IHE geographical area this will include the presence of students as peer
educators/student leaders on the campus. As there is a range of these types of positions, it will
include students who are peer tutors/advisors, orientation leaders, and resident assistants. These
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students volunteer or are paid for this role, and engage with other students to aid in their
education, orientation to the institution, or their health and safety.
A composite index of informal social control variables is obtained by aggregating the
count of each of these mechanisms for each tract. For the non-IHE census tracts, this composite
is the number of each of the types of community and neighborhood organizations that are present
for each tract. For the IHE geographical areas, this is the aggregation of the types of peer
educators/student leader groups present on each campus.

Formal Social Control
Formal Social Control is an important aspect of social disorganization theory and
collective efficacy as it strengthens norms and values, while enforcing the laws of the
community. In order to measure formal social control, locations of Law Enforcement Agencies
will be included for both the non-IHE and IHE geographical areas. Given their physical
proximity to communities, this allows formal social control to occur with a closer watch over
citizens by the public safety agencies. Additionally, the lowered response time and visual
deterrence of police vehicles may assist in the formal social control without the need for physical
intervention.
As not all IHEs have sworn law enforcement agencies, other variables of formal social
control were included. Similar to state statutes or federal laws, the IHE’s student code of conduct
govern student behavior. For this research, the range of this code will start with an
academic/honor code which covers students’ academic behavior, non-academic code which
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covers students’ behavior outside of the classroom like sexual harassment, and lastly residential
code which covers students’ behavior within residential living facilities on-campus.
A composite index of formal social control variables is obtained by aggregating the count
of each of these mechanisms for each tract. For the non-IHE census tracts, this composite is the
number of law enforcement agencies offices or substations. For the IHE geographical areas, this
composite includes the count of law enforcement agencies and the type of student code of
conduct. For the student code of conduct, this is obtained by the type of conduct code present on
each campus.

Social Cohesion & Trust
The last mediating variable concept of Social Cohesion and Trust focuses on the
willingness of community members to intervene, trust their neighbors, and share the same values
with their neighbors. When factors of social cohesion and trust are present within neighborhoods,
community members are more likely to engage in informal social control as there is a connection
and desire between members to keep the community safe. Community members act on behalf of
the greater good rather than for their sole benefit as they trust their neighbors will do the same.
For the non-IHE geographical area, I will be using areas that have been identified by
Orange County and Seminole County, FL as special interest areas. Each of these areas serves the
community differently and promotes participation of members. With members’ actions
benefiting more than themselves, these mechanisms should mediate the structural factors present
within the community to reduce crime. Historically Underutilized Business Zones (HUBZones)
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are areas consisting of businesses that have applied for assistance under a federal incentive
program to be provided assistance. In exchange for this financial assistance, the business must
give back to the community by employing at least 35% of their employees from among those
who live within the HUBZone. This program, then, helps businesses and communities directly
by investing in local business owners who employ local residents. Community Redevelopment
Areas and Brownfield Areas are both considered to be places in need of assistance in
revitalization (as designated by the local governmental entity). More specifically, Community
Redevelopment Areas are typically historic areas that need preservation and revitalization.
Brownfield Areas are those neighborhoods where redevelopment is complicated by intervening
environmental factors. In both of these types of areas, community members must agree to be a
part of the clean-up and revitalization of the community. In this way, the individuals who will be
impacted are also a part of the discussion and solution, thereby increasing their (feelings of)
collective efficacy.
Another type of designation that works to revitalize communities is the Neighborhood
Stabilization Area (NSA). NSAs are those neighborhoods that have been identified as being
hardest hit by housing foreclosures. Orange County identifies specific geographical areas and
assists community members in purchasing foreclosed homes that have been renovated.
Locations of Cultural Centers and Library Facilities, Parks and Recreational Facilities, and
Community and Fraternal Centers are sites where community members can access and use
resources available to them within their own community. Specifically, Community and Fraternal
Centers are locations where those with membership can gather and participate in fellowship and
community planning. Lastly, Safe Neighborhoods and Neighborhood Watch are community
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organizations focused on the safety of the community. Members volunteer and make a
commitment to report and intervene if they see crimes occurring within their community. These
organizations are the epitome of collective efficacy in action as stated in the mission of the
National Neighborhood Watch, “Crime prevention through neighborhood cohesiveness and
collaboration.”
For the IHE geographical area, I will be using data that measure the number of
opportunities students have to be engaged with the community and their willingness to intervene
for the safety of others: registered student organizations and residential hall councils. These
organizations run the gambit of topics and specialized groups, similar to the mechanisms
included in the non-IHE social cohesion & trust variable.
A composite index of social cohesion & trust variables is created by aggregating the
count of each of these mechanisms for each tract. As each of the mechanisms are presented as
points of their location in ArcGIS, a sum of the number of mechanisms for each tract was
calculated.
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Table 1: Variables included in analysis
Variable Type

Community

Murder

Clery

CSSDACT

Rape

Clery

CSSDACT

Robbery

Clery

CSSDACT

Aggravated Assault + Stalking

Clery

CSSDACT

Burglary

Clery

CSSDACT

Motor Vehicle Theft
Murder

Clery

CSSDACT

FDLE/UCR

public records request

Rape

FDLE/UCR

public records request

Robbery

FDLE/UCR

public records request

Aggravated Assault + Aggravated Stalking

FDLE/UCR

public records request

Burglary

FDLE/UCR

public records request

Motor Vehicle Theft

FDLE/UCR

public records request

Low Socioeconomic Status

Percentage of students on Pell Grants

Percentage of student population on a Pell Grant
for the 2018-2019 AY

NCES

High Racial Heterogeneity

Racial Breakdown of student population for F2019

Racial breakdown of undergraduate student
population for Fall 2019

NCES

High Residential Turnover

Inverse of the Student Graduation Rate

Inverse of the percentage of students who entered
NCES
as freshmen in 2013 and have since graduated

Employment Status

Hours worked, and those unemployed and not in
labor force, 5 year estimate

ACS

Household Income (In 2018 Inflation Adjusted Dollars)

Median household income by race and by age of
householder, 5 year estimate

ACS

Race and Hispanic Origin

Population broken down by race and Hispanic
origin, 5 year estimate

ACS

Housing Units Occupancy

Housing occupancy, tenure, and median
rent/housing value, 5 year estimate

ACS

Geographical Mobility

Residence one year ago for those 1 year and older,
ACS
5 year estimate

Dependent Variables

IHE

Violent Crime

Non-IHE

Property Crime

Violent Crime

Low Socioeconomic Status

Non-IHE

Structural Variables

IHE

Property Crime

Independent Variables

Source

Description

Name of Variable

Variable

High Racial Heterogeneity

High Residential Turnover
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Name of Variable

Description

Source

Studemts in leadership roles as peer tutors, peer
IHE
advisors, orientation leaders, and resident assistants

Community Development District

Chapter 190, Florida State Statute. Living
community that is self-governed and maintained

Orange County GIS

Homeowners Associations (Seminole County)

HOAs in Seminole County

Seminole County GIS

Neighborhood Organizations

Registered neighborhood organizations

Orange County GIS

Community Organizations

Registered community organizations

Orange County GIS

Law Enforcement Agency

Law enforcement agency

IHE

Formal Social Control

Student Code of Conduct

Whether an IHE has an Academic (1), Behavioral
(2), and Residential (3) code of conduct

IHE

Formal Social Control

Law Enforcement Agencies

Location of law enforcement agencies

Orange County GIS

Social Cohesion & Trust

Student organizations

Number of registered student organizations
(including FSL)

IHE

Residential Hall Councils

Akin to an HOA, student-led residential councils
that engage in development and programming

IHE

Historically Underutilized Business Zones (HUBZones)

Small business federal incentive program, must
employ at least 35% employees that live within
HUBZone

Orange County GIS

Community Redevelopment Area

Chapter 163 Part III, Florida State Statute.
Revitalize and redevelop areas with lack of
affordable housing, inadequate infrastructure, etc

Orange County GIS

Brownfield Area

Land that has been contaminated, residents
participate in cleaning up and redeveloping area

Orange County GIS

Neighborhood Stabilization Area

County renovates and sells foreclosured homes to
Orange County GIS
buyers at afforable prices and stablize neighborhood

Safe Neighborhoods

County administered, resident participation in
determining projects to address crime

Orange County GIS

Neighborhood Watch

Collaboration on crime prevention with local law
enforcement and citizens

Orange County GIS

Cultural Center and Library Facilities

Locations of cultural centers and libraries

UF GeoPlan

Parks and Recreational Facilities

Locations of parks and recreational facilities

UF GeoPlan

Community and Fraternal Centers

Locations of community and fraternal centers

UF GeoPlan

Informal Social Control

Informal Social Control

IHE

Non-IHE

IHE

Presence of students as Peer Educators/Counselors/Advisors

Non-IHE

Mediating Variables

Independent Variables

Variable

IHE

Community

Non-IHE

Variable Type

Social Cohesion & Trust
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Descriptive Statistics
The descriptive statistics for all of the variables that are included in this project begin to
paint a picture of how similar census tracts are in comparison to their neighboring institutions of
higher education regarding the structural variables, but how different they are for the mediating
variables and crime counts (See Table 2). To begin, census tracts have a lower mean population
(µ=6563, SD=5001) in comparison to IHEs (µ=47195, SD=22570). This population disparity is
primarily due to the University of Central Florida and Valencia College. Structural variables of
residential stability, housing occupancy, and racial heterogeneity were comparable between
census tracts and IHEs, whereas the unemployment variable was higher for IHEs (µ=0.35,
SD=0.08) than census tracts (µ=0.03, SD=0.01). Overall, based on this sample the proportion of
unemployment for Central Florida is low whereas on average 35% of college students enrolled in
Central Florida IHEs are on Pell Grants.
Mediating variables showed a marked difference between census tracts and IHEs,
particularly the variable of social cohesion & trust. Despite the range from IHEs (µ=196.56,
SD=247.89) to census tracts (µ=1.62, SD=2.37), this variable did not perform as strongly as
informal and formal social control for predicting crime. For total crime, census tracts reported
more crime per 100,000 (µ=1394.68, SD=1613.44) than IHEs (µ=347.00, SD=860.2); this was
the same for all other crime types except rape. For rape, IHEs reported more (µ=122.42,
SD=338.70) than census tracts (µ=75.69, SD=167.34). In comparison to national crime trends,
the census tracts had lower victimization rates per 100,000 for property crime, aggravated
assault, and only marginally higher victimization rates for violent crime, robbery, homicide, and
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motor vehicle theft. The rate of burglaries per 100,000 people was almost double for the census
tracts (728.09 per 100,000), in comparison to national trends based on UCR data for 2018 (376
per 100,000) (Smith et al. 2020). It should be noted that the crime data was transformed for the
descriptive statistics analysis, but was not transformed for the negative binomial regression.

Table 2: Descriptive Statistics for All Included Variables
Census
Mean
S.D.
Population
6563
5001
Log Population
8.59
0.59
Number of Areas of Study
88.00

IHEs
Mean
S.D.
47195
22570
10.51
0.99
9.00

Total
Mean
S.D.
10333
14336
8.77
0.84
97.00

Structural Variables
Residential Stability
Housing Occupancy
Racial Heterogeneity
Unemployment

0.18
0.43
0.42
0.03

0.08
0.25
0.09
0.01

0.13
0.33
0.44
0.35

0.06
0.50
0.06
0.08

0.17
0.42
0.42
0.06

0.08
0.28
0.08
0.10

Mediating Variables
Informal Social Control
Formal Social Control
Social Cohesion & Trust

5.50
0.07
1.62

6.60
0.25
2.37

2.22
1.67
196.56

0.67
0.87
247.89

5.20
0.22
19.71

6.36
0.58
91.42

1394.68
393.85
1000.82
197.21
113.54
75.69
7.42
728.09
272.74

1613.44
481.95
1181.82
243.93
165.11
167.34
27.15
863.59
341.63

347.00
192.80
154.19
64.80
5.58
122.42
0.00
96.67
57.53

860.20
449.27
411.55
106.05
10.61
338.70
0.00
253.11
158.60

1229.91
331.28
898.63
160.61
102.09
61.85
6.74
653.53
244.00

1536.63
415.95
1150.05
203.79
159.95
125.75
25.94
841.02
327.74

Crime per 100,000
Total Crime Index
Violent Crime
Property Crime
Aggravated Assault
Robbery
Rape
Homicide
Burglary
Motor Vehicle Theft

Analytic Strategy
The question of whether collective efficacy mediates the deleterious impact of social
disorganization on community crime rates, including communities of higher education, will be
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addressed using the geographical information system (GIS) ArcMap and the statistical analyzing
package SPSS. Similar to the analysis of collective efficacy survey data and homicide incidences
that used spatial regression and a Moran scatterplot (Morenoff 2001), this analysis will use
Getis-Ord Gi* to analyze the hot spots of number of crime incidents and negative binomial
regression to analyze the impact of the structural and mediating variables on the incidences of
crime. Getis-Ord Gi* will be used to identify where features with high or low values cluster
spatially that are indicative of higher values than expected by chance. As this research is at the
census tract level with (88) tracts in Model 1 and (97) tracts in Models 2 and 2a, the sample size
is ill suited to a least-squares analysis.
As argued in Osgood (2000), an analytic strategy using Ordinary Least Squares would be
inappropriate as the analysis would be based on a small number of events like the number of
homicides, which has a lower incidence than other crimes like burglary. As such, Poisson-based
regression is the appropriate regression analysis for modeling count data. The data included in
this project violates two assumptions of OLS: each observation is independent and identically
distributed, and that large outliers are unlikely. With tracts having varying population sizes, these
tracts could be considered outliers and may impact the precision of estimated crime rates that are
dependent on population size. And as the basis of this analysis is on geographically close tracts,
the crime observed in these tracts could be considered geographically dependent based on the
spatial clustering of crime (Anselin et al. 2000; Brantingham and Brantingham 1993). A Poissonbased regression is more appropriate for this data as the crime data is aggregated count data.
Additionally, as Osgood (2000) stated, a Poisson-based regression addresses the issue of errors
of prediction for per capita crime rates when population sizes vary or are small. Using the
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argument for Poisson-based regression to analyze juvenile arrest rates in rural counties using
social disorganization theory, Osgood and Chambers (2000) provides the analytical basis for this
research in which I will be using a Poisson-based regression model of a negative binomial
regression test.
For Model 1, (27) negative binomial regression models were performed in SPSS. These
models were completed for structural variables only, mediating variables only, and all
independent variables for the (9) crime types. For Model 2, (27) negative binomial regression
models were performed in SPSS. These models were completed for structural variables only,
mediating variables only, and all independent variables for the (9) crime types. For Model 2a,
(36) negative binomial regression models were performed in SPSS.
Continuing, these models were run for structural variables only, mediating variables only,
institution of higher education variable only, and all independent variables for the (9) crime
types. The dependent variables are total crime, violent crime, property crime, aggravated assault,
robbery, rape, homicide, burglary, and motor vehicle theft. Total crime encompasses all crime
types, violent crime includes aggravated assault, robbery, rape, and homicide, and property crime
includes burglary and motor vehicle theft. The reason behind using incidences of crime as the
dependent variable to study social disorganization and collective efficacy is the availability of
the data. Other crime data may be available at the census tract level such as arrest rates, but not
for the college campuses. These crime types where specifically chosen for the project based on
their generalizability and congruence from the law enforcement data to the IHE data. The
independent variables include low socioeconomic status, high residential turnover, and high
racial heterogeneity for the structural variables and informal social control, formal social control,
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and social cohesion & trust for the mediating variables. In ArcMap, the data will be spatially
joined to the census tracts and IHEs. Once the spatial analysis is completed, the data will be
exported and analyzed in SPSS.

Studied Neighborhoods
The neighborhoods included in this analysis are located within Orange County and
Seminole County, FL (See Figure 1). Central Florida was chosen as the focal point of this
research as it is home to over 1.3 million people (Bureau 2018), and includes urban, suburban,
and rural communities all within the same county. The studied neighborhoods include the anchor
institution of higher education and a buffer of the community immediately surrounding it (See
Figure 2). As quantifying neighborhoods has been a challenge for sociologists and
criminologists, the studied neighborhoods included in this analysis were determined using both
quantitative and qualitative methods.
Starting with the largest IHE as the principal neighborhood, the researcher determined
that a 5-mile buffer from the campus boundary included communities that served the function of
the institution and would therefore be impacted by the institution. With that buffer distance, a
quantitative equation to calculate the buffer for each community was calculated using the square
mileage of the anchor institution.
(square mileage of institution) (.347) = (buffer distance)
As this equation often provided arbitrary distances, the researcher used their knowledge of
Central Florida and the areas near the included institutions to conduct a qualitative analysis of
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the surrounding communities. This analysis weighed the impact of man-made barriers such as
major roadways and neighborhoods, and natural barriers such as lakes on the community that
was included. This resulted in buffers that excluded areas like the Orlando International Airport
or included the majority of the City of Winter Park in the analysis.
The anchor institutions within Central Florida were chosen for a myriad of reasons.
Central Florida is home to the largest university in the nation (Kowarski 2019), along with small
private colleges/universities, regional campuses for larger institutions, and a primarily associate’s
college system. The particular institutions that were included in this analysis were chosen for a
handful of reasons: recognition within the community, offering “traditional” higher education
activities such as residential facilities and student organizations, and institutions that are a part of
the community where they resided. In an effort to study the theoretical concepts of collective
efficacy, it was important for the included institutions to offer more than just classroom space.
As such, chain for-profit colleges/universities were not included in this analysis.
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Figure 1: Census Tracts Included in Analysis
Source: Rebecca R.M. DeCesare,
Description: This map includes all (88) census tracts included in the analysis. Additionally, the
IHEs are denoted by a star and are as follows: 1.) UCF-Main Campus, 2.) UCF-Rosen, 3.) UCFLake Nona, 4.) Valencia College-East, 5.) Valencia College-West, 6.) Valencia College-Lake
Nona, 7.) Valencia College-School of Public Safety, 8.) Rollins College, and 9.) Full Sail
University.
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Figure 2: Buffers Around the Institutions of Higher Education
Source: Rebecca R.M. DeCesare
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University of Central Florida
This anchor institution is the largest university in the United States based on
undergraduate enrollment, with 69,525 enrolled undergraduate and graduate students as of Fall
2019 (Florida 2020d). It is considered to be a large public university located in a suburban
setting. UCF offers bachelor’s, master’s, and doctoral degrees and is a part of the State
University System of Florida (Statistics 2018). With one main campus, three separate campuses,
and regional connected campuses throughout Central Florida, for the purposes of this research
only three campuses were included. This includes the Main Campus, Rosen College of
Hospitality Management in west Orlando, and the College of Medicine at Lake Nona. The UCF
Downtown campus was not included as it was only recently opened in Fall 2019; at the time of
the data collection no IHE has submitted their 2019 crime statistics, so there would be no
relevant data for this campus and surrounding community.
This IHE has their own sworn law enforcement agency, and they submit their crime
statistics annually to FDLE for UCR and the U.S. Department of Education for Clery. The total
student enrollment boasts a diverse population of 46.8% white, 26.7% Hispanic/Latino, 10.7%
black, 6.4% Asian, and 9.4% who self-reported as international, multiracial, not specified, Native
Hawaiian/Other Pacific Islander, or American Indian/Alaska Native. In addition to the students,
UCF employs 9,662 full-time equivalent employees (Florida 2020d).

83

Main Campus
This campus has over 800 student organizations (Florida 2020b), on-campus residential
facilities and Sorority/Fraternity housing with 6,907 beds on campus, and 4,991 beds in affiliated
and managed housing near the campus (Florida 2020d). Presiding over approximately 8.64
square miles, this campus is located in the eastern part of Orange County and 13 miles east of
downtown Orlando. The northern border of the campus, delineated by McCulloch Road, is also
the border of Orange and Seminole County. The buffer of 5 miles was chosen for the following
reasons: this area includes the residential neighborhoods where students, faculty, and staff live,
including unaffiliated and affiliated/managed off campus residential facilities. It also includes
Central Florida Research Park, an area south of the campus home to office spaces and research
facilities that house companies that engage and share resources with UCF (Park 2016). It also
includes the major shopping district of Waterford Lakes Plaza, which serves the UCF-Orlando
community in commercial industry and employment opportunities. Additionally, the major
roadways of University Boulevard, N Alafaya Trail, and the Florida State Road 417 exit for the
UCF area were included. Overall, this buffer area was determined as it included services,
facilities, and areas that were tied to the University and the University community (See Figure
3).
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Figure 3: Map of UCF-Main Campus, Valencia East and Public Safety, and Full Sail
Source: Rebecca R.M. DeCesare
Description: Close view of the geographic area of study, specifically 1.) University of Central
Florida-Main Campus, 4.) Valencia College East, 7.) Valencia College School of Public Safety,
and 9.) Full Sail University.
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Rosen Campus
This anchor institution is a separate campus of the University of Central Florida, home to
the Rosen College of Hospitality Management. Focused on hospitality, this campus boasts
connections with industry leaders from theme park & attractions, timeshares, senior living,
entertainment, event management, and hotels who sit on their College Advisory Boards.
Although a much smaller campus, students have access to academic advising, internships and
career services on the campus (Florida 2020c). There are also 384 beds in on-campus residential
housing facilities (Florida 2020d).
This campus sits on a footprint of approximately 0.73 square miles. The immediate
community that was included in the buffer surrounding the campus includes hotels within the
immediate vicinity, including the Rosen Shingle Creek. Additionally, a shopping plaza with a
Publix Supermarket and restaurants that are likely frequented by the students, faculty, and staff
of the Rosen Campus (See Figure 4).
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Figure 4: Map of UCF-Rosen
Source: Rebecca R.M. DeCesare
Description: Close view of the geographic area of study, specifically 2.) University of Central
Florida-Rosen College of Hospitality.
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College of Medicine
This anchor institution is a separate campus of the University of Central Florida, home to
the College of Medicine Medical Education Program and the Burnett School of Biomedical
Sciences. Seated on 50-acres, it is within walking distance of the future UCF medical center, the
Veterans Affairs Medical Center, Nemours Children’s Hospital, and the University of Florida
College of Pharmacy (Florida 2020a). While there are no on-campus residential facilities
(Florida 2020d), this area has had explosive growth for the medical field and is colloquially
referred to as the Lake Nona Medical City. As such, the opportunities for UCF medical students
on this campus and within the surrounding area are highly desired and will continue to grow with
the new UCF Lake Nona Medical Center.
This campus sits on a footprint of approximately 0.78 square miles. The community
included in the buffer includes most of Medical City, the surrounding residential neighborhoods,
and stops at the State Road 417 exit for Medical City (See Figure 5). The Orlando International
Airport (MCO) was not included as there would be no relevant sociological and criminological
data in relation to this study for that area.
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Figure 5: Map of UCF-Lake Nona and Valencia Lake Nona
Source: Rebecca R.M. DeCesare
Description: Close view of the geographic area of study, specifically 3.) University of Central
Florida-College of Medicine at Lake Nona and 6.) Valencia College Lake Nona.
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Valencia College
This institution is a former “community college” that has transitioned to also offering 4year degrees. With campuses located in Orange and Osceola County, they offer students
accessible campuses within the Central Florida community and a direct connection to state
universities like UCF. As of Fall 2018, there were 65,049 credit-seeking students enrolled at
Valencia. It is considered to be a large institution located in a city setting, and is public
institution that provides primarily associate’s degrees (Statistics 2018). The student
demographics show a heterogenous population with 38.9% Hispanic/Latino, 26.1% White,
16.7% Black, and 4.5% Asian. In addition to students, they employ 4,171 staff and faculty.
(College 2020e) The campus system offers over 60 student groups, clubs, and organizations.
Only one of the campuses offers on-campus student residential facilities – the Downtown
Campus (College 2020d). There are eleven campuses, including two training facilities and their
district office. For the purpose of this research, only campuses within Orange County were
included in the project. The Winter Park campus was omitted as the campus was not comparable
in size and the services offered to students in relation to the other Valencia campuses are
extremely limited; additionally, no crimes were reported by Valencia in the reporting years of
2016, 2017, and 2018 for this campus. The Valencia College Downtown Campus was not
included as it was only recently opened in Fall 2019; at the time of this project no IHE has
submitted their 2019 crime statistics, and there would be no relevant data for this campus and
surrounding community. The East Campus and School of Public Safety – although independent –
were combined for the purposes of analysis. These campuses were within 1 mile of each other,
and would theoretically have a similar impact on the surrounding community.
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East Campus & School of Public Safety
The East Campus is focused on creative arts and features the Performing Arts Center,
Music, Dance, and Film programs (College 2020d). The School of Public Safety offers three
programs focused on criminal justice, fire rescue, and safety and security (College 2020f). The
East Campus resides on approximately 1.73 square miles and the School of Public Safety resides
on approximately 0.79 square miles. The campuses are located approximately 3 miles southwest
from the UCF Main Campus, near the Little Econlockhatchee River. The area included in the
buffer immediately surrounding the campuses is primarily residential. The borders of the buffer
include State Road 50/Colonial Drive on the north border, SR 408 on the south, and it is
intersected by SR 417 (See Figure 6).
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Figure 6: Map of Valencia East and Public Safety
Source: Rebecca R.M. DeCesare
Description: Close view of the geographic area of study, specifically 4.) Valencia College East
Campus and 7.) Valencia College School of Public Safety.
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Lake Nona Campus
The Lake Nona Campus is focused on medicine and biotechnologies due to the close
proximity to Medical City. Additionally, they offer a partnership with Lake Nona High School,
allowing high school students to earn a degree from Valencia (College 2020d). This campus sits
on approximately 0.78 square miles, and is located just over 2 miles northeast from UCF Lake
Nona Campus (See Figure 5). The community included in the buffer includes the residential
neighborhood immediately surrounding the campus, Lake Nona Middle School, and Lake Nona
High School.

West Campus
The West Campus offers engineering, architecture, math, and health sciences. It also
offers UCF degree programs and courses as a connected campus within the Valencia campus
(College 2020d). Located 5 miles west of Downtown Orlando and 2 miles south of Pine Hills,
this campus is nestled in the MetroWest community. This campus is the oldest Valencia campus,
and was established in 1971 (College 2020e). The campus resides on approximately 2.17 square
miles. The included neighborhood immediately surrounding the campus includes the MetroWest
residential areas and Turkey Lake (See Figure 7).
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Figure 7: Map of Valencia West
Source: Rebecca R.M. DeCesare
Description: Close view of the geographic area of study, specifically 5.) Valencia College West
Campus.
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Rollins College
Rollins College is one of the oldest institutions of higher education in Orange County,
founded in 1885. Focused on liberal arts education and small classrooms, this is a private notfor-profit institution that offers bachelor’s, master’s, and doctoral degrees (Statistics 2018). As of
Fall 2019, there were 3,127 enrolled graduate and undergraduate students. The demographics of
the student population in Fall 2019 were 54.7% White, 19.4% Hispanic/Latino, 4.9% Black,
3.5% Asian, and 17.5% that self-reported as 2+ races, not specified, Native Hawaiian/Other
Pacific Islander, or American Indian/Alaska Native. In addition to students, there were 725 total
full-time faculty and staff employed at Rollins (College 2020b). This campus offers over 100
student organizations (College 2020a) and 1,088 beds in on-campus residential facilities and
Sorority/Fraternity housing (College 2020c).
Nestled in the City of Winter Park, this institution has been an integral part of the City
since its beginnings. As Winter Park was established four years prior in 1881 (Commerce 2020),
Rollins and Winter Park have a symbiotic relationship with the residents of the community and
the students of the College. The campus is bordered to the north by W Fairbanks Avenue,
Orange Avenue and railway tracks to the west, and Lake Virginia to the south. Although the
footprint of the campus has fluctuated some since 1885, it remains fairly similar to the original
campus borders. There has been a significant change in the landscape of the campus on the west
side as the College has made a concentrated effort to purchase all available land between New
York Avenue and Orange Avenue.
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The campus resides on approximately 2.35 square miles. The area included in the buffer
extends throughout the City of Winter Park, including Park Avenue, Hannibal Square, and the
shopping area of Winter Park Village (See Figure 8). This area is a widely gentrified community,
with a noticeable disparity in socioeconomic status of those who live on the east side of the
railway tracks in comparison to those who live on the west side; both areas are within walking
and driving distance of Rollins and are included in the analysis.

Full Sail University
Full Sail University offers associate’s, bachelor’s, and master’s degrees in the
entertainment, media, technology, and the arts field and has a unique approach to coursework
and class schedules (University 2017). It is a for-profit institution and is considered to be a large
institution located within a suburban setting. As of 2018, there were 20,170 enrolled graduate
and undergraduate students. The demographics of the student population in 2018 were
heterogeneous with 38% White, 26% Black, 17% Hispanic/Latino, 2% Asian, and 17% that selfreported as 2+ races, not specified, non-resident alien, Native Hawaiian/Other Pacific Islander, or
American Indian/Alaska Native (Statistics 2018). There are “dozens of different active groups”
on the campus, which cater to students’ interests and industry topics (University 2017). The
campus offers no on-campus residential facilities, but it provides students with information on
local apartment complexes within the area that cater to Full Sail students (University 2020).
The campus is located in east Winter Park, close to Baldwin Park and the City of Winter
Park. The campus resides on approximately 1.79 square miles and is bordered by University
Boulevard to the north and S Semoran Boulevard to the west. The campus buildings are
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sprinkled in between shopping areas and restaurants. The area included in the buffer extends
south to the Baldwin Park residential area and north to the border of Orange County. It also
includes the residential area of Winter Park located on Aloma Avenue and the residential and
commercial area located on University Boulevard (See Figure 8).
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Figure 8: Map of Rollins College and Full Sail University
Source: Rebecca R.M. DeCesare
Description: Close view of the geographic area of study, specifically 8.) Rollins College and 9.)
Full Sail University.
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GIS Analysis
The structural variables were input to ArcMap using the ESRI Library of data from the
American Community Survey; the data in these layers were coded as centroids to census blocks.
After all of the structural variables were inputted, they were merged in to one shapefile. The
mediating variables were input from downloaded shapefiles from Orange County GIS, Seminole
County GIS, and UF GeoPlan. Any variable layer that was a polygon was transformed to a point
layer using the feature to point geoprocess. After all of the mediating variables were inputted,
they were merged in to one shapefile. Law enforcement and higher education crime data were
inputted by agency/institution as a CSV file and geocoded by address of incident. After all
incidents of crime were inputted, they were merged in to one shapefile. It was at this point that
the crime data was able to be summarized by total, violent, property, and specific crime type.
Once all of the variables were geocoded and combined in to structural, informal social control,
formal social control, social cohesion & trust, and crime shapefiles, a layer of US Census Tracts
was added to the map and was used as the basis to spatially join all of the layers to the census
tracts.
Using the buffers surrounding the institutions of higher education, only the census tracts
that were contained or intersected by the buffer were included in the analysis. This included a
total of 88 census tracts. Of these census tracts, 8 tracts include an institution of higher education
included in the analysis. Additionally, any datapoint for the structural, mediating, or crime
variable that fell outside of the buffers was excluded from the analysis using the clipping
99

geoprocess. Once the area of analysis was isolated, the spatial join began with the structural
variables, mediating variables, and crime variables. This new shapefile was exported as a CSV
file.
Once exported, there was additional data that needed to be added. As the variables from
the American Community Survey were coded using the US Census Bureau’s coding, the table
shells were needed to identify the variable coding. As for the sexual batteries/rapes that were
provided by OCSO, after the calculation of incidents by census tract was completed the data was
added to the dataset; this allowed for the calculation of the total crime index of both property and
violent crime. And lastly, the data for the IHEs was added to the dataset and treated as a “census
tract” in Model 2 and 2a.
The dataset that was created from this process was used for both the negative binomial
regression analysis in SPSS that will be discussed, and a hot spot analysis in ArcMap. Due to the
limitation of the sexual battery/rape data from OCSO, rape was not included in the hot spot
analysis. A Getis Ord-Gi* test was run using census tracts as the unit of analysis, and an analysis
of total crime, violent crime, property crime, aggravated assault, robbery, homicide, burglary,
and motor vehicle theft.

SPSS Analysis
As the dependent variable is a count of the incidences of crime, a Poisson-based
regression was the statistical test used for the models run in the statistical package software
SPSS. The determination to use a Poisson-based regression rather than the traditional Ordinary
Least Squares was based on the assumptions of OLS being violated by the data, and that the error
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that is introduced by lower population or inconsistent crime rates is a built in assumption of
Poisson-based regression due to the nature of event counts (Osgood 2000). Poisson-based
regression does not assume that the relationship between the dependent and independent
variables is linear, and as the relationship between variables is not predicted to be linear this is
the logical statistical test for the models. For this project, two models will be run with data for
Model 1 coming from census tracts only and data for Model 2 coming from census tracts and
institutions of higher education. For each model, the structural variables of social disorganization
theory will be analyzed, then the mediating variables of collective efficacy will be analyzed, then
the full social disorganization and collective efficacy model will be analyzed. Additionally, each
model will analyze the total crime index, violent crime, property crime, and the individual crime
types. In using a Poisson-based regression, the natural log of the total population for each census
tract or IHE was used as the offset variable. Although offset variables are typically used in a
Poisson-based regression when cases included in the analysis occur over varying periods of time,
offset variables can be used to account for the differing population sizes when analyzing crime
incidents. The incidents within this analysis have occurred over a fixed interval of time, calendar
year 2016 to 2018. In a similar project studying social disorganization theory, Osgood and
Chambers (2000) used the natural log of the total population as the offset variable in their
analysis of youth violence in rural counties in the southeast U.S. as a mechanism to handle the
varying sizes in population of their units of analysis. In comparing between counties with
different size in population, crime should be handled proportionately to avoid making inaccurate
assumptions on predictions of crime based on the population size. By using the natural log of the
population as the offset, this evens the playing field across all areas of analysis regardless of the
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population. In this particular analysis, the population size of one institution of higher education is
much bigger in comparison to the other IHEs and census tracts. Using the offset variable allows
for population disparities such as UCF-Main Campus to not impact the data or comparison
between communities.
In an initial test of the crime count data for both models using a Poisson Regression
analysis, overdispersion was found. Overdispersion is a situation where the variance of the
outcome is greater than the mean; continuing to analyze using an overdispersed model may lead
to underestimating standard errors and an increased likelihood of a Type 1 error (Allison 2009;
Ismail and Jemain 2007). For both Model 1 and Model 2, the descriptive statistics show that the
variance does not equal the mean, as is seen in Table 2 of this chapter. A further test of
overdispersion was conducted by running a Poisson log regression of the crime count data along
with the structural and mediating variables, in which the ratio of value to degrees of freedom was
over 1 for the Pearson Chi-Square, indicating overdispersion of the data (See Table 4). With
crime incident data, overdispersion is expected as crime incidences typically occur within
clusters. Keeping the overdispersion of the data in mind, a negative binomial regression model
was used as it is a Poisson-based regression model that allows for overdispersion as the test does
not assume equidispersion. The natural log of the population for each tract was included as the
offset variable. It was determined by the researcher that the total enrolled student population of
undergraduates and graduates would be the population total for the IHEs. The researcher chose
to exclude faculty and staff as they would likely be counted in the population for other census
tracts included in the analysis due to the proximity to their workplace.
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CHAPTER FOUR: RESULTS
As noted above, the statistical strategy includes 2 types of data analysis: a hot spot
analysis run on the crime data using census tracts as the level of analysis, and a regression of the
community and institutional measures regressed on the crime counts using negative binomial
regression. A hot spot analysis will provide a purely geographic analysis of the crime data that
can be used in comparison to the regression analysis assessing whether and how neighborhood
characteristics impact crime counts in communities with Institutions of Higher Education (IHEs).
Using the hot spot analysis, I will examine Hypothesis 1: Violent crime and property crime will
be positively related to communities outside of higher education institutions. Institutions of
higher education will report lower incidences of crime overall, based on population, in
comparison to the communities immediately surrounding the institution of higher education.
In order to analyze the relationship between the three variable groupings: 1) structural
and theoretical variables of low socioeconomic status, high residential turnover, and high racial
heterogeneity that measure aspects of community social disorganization, 2) the mediating
variables of informal social control, formal social control, social cohesion & trust that serve to
operationalize collective efficacy, and, 3) crime variables – including total crime, violent crime,
and property crime – the present analysis utilizes two separate theoretical models. Model 1
includes only census tract data and Model 2 includes census tract and institutional data. Within
each Model, I will examine the mediating variables alone which provides an examination of
Hypothesis 2: Crime will be negatively related to communities with higher levels of mediating
variables. Studied neighborhoods with higher levels of mediating variables will report lower
incidences of crime in comparison to studied neighborhoods with lower levels of mediating
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variables. Additionally, I will examine the structural variables alone and the full variable model;
the comparison between the structural and full variable model provides an examination of
Hypothesis 3a and 3b: Crime will be negatively related to communities with higher levels of
mediating variables and higher levels of structural variables. Studied neighborhoods with higher
levels of structural variables of social disorganization and higher levels of mediating variables
will report lower incidences of crime; Crime will be negatively related to communities with
higher levels of mediating variables and lower levels of structural variables. Studied
neighborhoods with higher levels of structural variables of social disorganization and lower
levels of mediating variables will report higher incidences of crime. By examining these 2
models in tandem, I am able to fully investigate the importance of each group of theoretical
variables as they influence crime counts at both the macro- (community) and meso- (university)
levels. The hot spot analysis will be discussed first.

Spatial Analysis
A hot spot analysis using Getis-Ord Gi* will be conducted using ArcMap with the data
provided by law enforcement agencies for total crime, violent crime, property crime, aggravated
assault, robbery, homicide, burglary, and motor vehicle theft.
Due to the inconsistency between law enforcement agencies with the information
provided for rape, this offense is excluded from the hot spot analysis. As the total number of
rapes is not included in the geocoded information that was input in to ArcMap there is some
limitation to the information in this analysis. In total there were 6951 incidences of crime over
the span of three-years; of those 386 were rape. With incidences of rape totaling around 5.5% of
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the total crime, with the exclusion of those that were unable to be geocoded and were handcoded to the dataset (n=245) this accounts for 3.5% of the total crime that was not included in the
hot spot analysis for total crime and violent crime.
Figure 1 and Figure 2 found in Chapter 3 detail the area included in the analysis, showing
the locations of where the IHEs are in relation to the census tracts included in the analysis and
the buffers used. These buffers are calculated using the footprint of the IHE and the relative
impact to the surrounding area of the institution (See Table 3). I used both an approximation of
about 60% of the total square miles to calculate the distance of the buffer away from the IHE in
miles, and qualitative information about the areas surrounding the institutions. The qualitative
analysis supplemented the approximation to account for the inclusion or exclusion of certain
distances based on natural and man-made barriers like major roadways, neighborhoods, and
lakes.
To begin the hot spot analysis, the incidences of crime are spatially joined to the census
tracts where they occurred. After the crimes are spatially joined, a Getis-Ord Gi* test is
conducted, which identifies clusters of incidences of crimes that have higher values than
expected by chance. Similar to the negative binomial regression analysis, the unit of analysis for
the hot spot analysis is the census tract. When running a hot spot analysis using a Getis-Ord Gi*
test, if a census tract has a high crime count, and their “neighboring” census tracts also have high
crime count, the analysis will conclude that the clusters of crime have higher values than
expected by chance and those census tracts are a part of a hot spot. In contrast, if the analysis
reveals a similar “neighbor” relationship with a low crime count, those census tracts are
considered a cold spot. The first analysis is conducted on total crime which can be viewed in
105

Figure 9; the analysis shows spatially a hot spot of crime around UCF-Main Campus, Valencia
East, Valencia Public Safety, and Full Sail. It also shows a cold spot for UCF-Rosen and
Valencia West. This is consistent across all crime types. For violent crime which can be seen in
Figure 10, the density and distance of the hot spot weakened around UCF-Main Campus,
Valencia East, Valencia Public Safety, and Full Sail, especially on the western side of the hot
spot. For property crime which can be seen in Figure 11, a cold spot emerged with the census
tracts north of UCF-Main Campus. For aggravated assaults in Figure 12, the area surrounding
UCF-Main Campus, Valencia East and Valencia Public Safety still remains as a hot spot
(CI=99%). In Figure 13 detailing robberies, a cold spot emerges for the census tracts
north/northeast of UCF-Main Campus. These tracts are located in a less densely populated area
of Seminole County, which may attribute to the cold spot. Homicide provides a look at where
these incidents take place in relation to the more populated areas in Central Florida (Figure 14).
While there are fewer hot spots, the hot spots that emerge are in the same consistent areas for
total crime and violent crime. These areas are also close to the more densely populated areas of
Orange County and the city of Orlando. While the city of Orlando was not included in this
project, it could be inferred that the hot spot of homicide to the south of the UCF-Main Campus
may include spillover in incidences of homicide from the neighboring city of Orlando. For
burglary (Figure 15) and motor vehicle theft (Figure 16), a similar pattern emerged in
comparison to property crime. Based on this analysis, it appears that there is a cold spot for
property crime in the northern census tracts located in Seminole County.
Overall, this hot spot analysis shows an intriguing relationship between crime types and
their spatial location in relationship to IHEs. Although the buffer distance and portion of the
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crimes included in the analysis differed based on the footprint of the institution, some census
tracts are not as criminogenic as expected. For example, the only hot spot that emerged
surrounding Rollins College was for homicide. The tract that presented as a hot spot at a
confidence interval of 90% is in a high crime area for the City of Winter Park. While all other
types of crimes occur within this tract and the surrounding tracts such as burglaries and
robberies, the hot spot analysis showed a more consistent relationship with homicide. The total
crime hot spot analysis also showed a density of crime that is consistent with Burgess’ concentric
zone model of urban areas, where crime increases the closer one gets to the center of the city
(Park and Burgess 1925) – for this research project that would be the urban part of Orlando.
These general findings help us understand the efficacy of Hypothesis 1. In contrast to the
descriptive statistics, the hot spot analysis only partially supports Hypothesis 1 as the analysis
shows that there is a much more complex relationship with neighborhoods and crime. For IHEs
like UCF-Main Campus, Valencia East and School of Public Safety, and Full Sail University, for
each type of crime there was a hot spot surrounding these campuses. The same was not observed
near Valencia West, Valencia Lake Nona, UCF-Rosen, and UCF-Lake Nona. Rollins College did
show a hot spot near the campus for homicide. These hot spots show less of a relationship
between the community and the institution, and more of a relationship between crime and the
physical location of the census tracts within the Central Florida area. Additionally, the
descriptive statistics show the average of crime incidences for each census tract individually
whereas the hot spot analysis shows a spatial relationship between census tracts.
Next, we turn to a visualization of hot spot analyses. In the maps that follow the hot
spots, cold spots, and areas of no significance are denoted by red/orange, blue/green, and yellow
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respectively. The eighty-eight (88) census tracts included in the analysis are delineated by their
borders, and stars identify where in the total geographic sample the institutions of higher
education are located.

Table 3: Institutions of Higher Education Buffer Distances
Name
University of Central Florida
University of Central Florida
University of Central Florida
Valencia College
Valencia College
Valencia College
Valencia College
Rollins College
Full Sail University

Campus
Main
Rosen
Lake Nona
East
West
Lake Nona
School of Public Safety

Approximate Square Mileage
8.64
0.73
0.92
1.73
2.17
0.78
0.79
2.35
1.79
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Buffer Distance in Miles
5
0.4
0.5
2.5
1
0.5
2.5
1.1
1

Figure 9: Hot Spot Analysis of Total Crime
Source: Rebecca R.M. DeCesare
Description: This map incorporates the total crime counts provided by law enforcement agencies
and IHEs and geocoded by incident address. Locationally, we can see that there is a hot spot for
total crime surrounding UCF-Main Campus, Valencia East and Public Safety, and Full Sail.
There is a cold spot for total crime by Valencia West and UCF-Rosen, whereas there is no
significant indicator of total crime by Rollins or UCF Lake Nona and Valencia Lake Nona. This
shows that the mere presence of an IHE in a census tract or neighborhood does not increase or
decrease crime, suggesting that there are additional criminogenic factors to consider such as
geographic location and neighborhood characteristics.
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Figure 10: Hot Spot Analysis of Violent Crime
Source: Rebecca R.M. DeCesare
Description: This map includes violent crime counts – aggravated assault, robbery, rape, and
homicide – provided by both law enforcement agencies and IHEs and geocoded by incident
address. From this hot spot analysis, we can that the confidence level of the hot spot for violent
crime near UCF-Main Campus, Valencia East and Public Safety, and Full Sail has decreased
somewhat and adjacent to the south of Seminole County there is a tract that is no longer a
significant region. Additionally, the area surrounding the four IHEs towards the center of the
map shows a clear hot spot region incorporating (50) census tracts. Then, as the distance from
the IHEs continues to increase, there is associated radiating decrease in the significance of
violent crime.
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Figure 11: Hot Spot Analysis of Property Crime
Source: Rebecca R.M. DeCesare
Description: This map includes property crime – burglary and motor vehicle theft – provided by
law enforcement agencies and IHEs and geocoded by incident address. The geographic patterns
that are noted suggest that in comparison to violent crime, there is a more significant hot spot for
property crime near Valencia East and Public Safety, and to the southeast of those campuses. As
a notation, the cold spots that appears in the northern part of the illustrated geographical area are
sparsely populated census tracts in Seminole County that are far from the concentric center of
metropolitan Orlando located in Orange County.
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Figure 12: Hot Spot Analysis of Aggravated Assault
Source: Rebecca R.M. DeCesare
Description: This map includes aggravated assaults provided by law enforcement agencies and
IHEs and geocoded by incident address. The geographic patterns that were noted suggest that the
majority of aggravated assaults occurred near UCF-Main Campus and Valencia East and Public
Safety. In comparison to violent crime, the hot spot near Full Sail weakened from 99%-95% to a
confidence level of 90% that the number of aggravated assaults were higher than expected by
chance. The cold spot near Valencia West weakened from 99%-95% to a confidence level of
90% that the number of aggravated assaults were lower than expected by chance.
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Figure 13: Hot Spot Analysis of Robbery
Source: Rebecca R.M. DeCesare
Description: This map includes robbery provided by law enforcement agencies and IHEs and
geocoded by incident address. The geographic patterns that are noted suggest that there are fewer
robberies that occur in the northern and western geographical areas. In contrast, the hot spot that
has been noted near Valencia East and Public Safety, UCF-Main Campus, and Full Sail appears
to have expanded outward in the census tracts and more of the census tracts show a 99%
confidence level that the occurrence of robberies is higher than expected by chance.
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Figure 14: Hot Spot Analysis of Homicide
Source: Rebecca R.M. DeCesare
Description: This map includes homicide provided by law enforcement agencies and IHEs and
geocoded by incident address. The geographic patterns that are noted suggest that more
homicides can be found near Valencia East and Public Safety, Full Sail, UCF-Main Campus, and
Rollins College. Notable is the hot spot near Full Sail, which may have been impacted by the
Orlando Factory Shooting of 2017, which left 5 dead. (Press 2017) It should be noted that the
Pulse Nightclub Shooting of 2016 was not included in this analysis as it did not occur within the
geographical area of study. (Tampa 2016)
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Figure 15: Hot Spot Analysis of Burglary
Source: Rebecca R.M. DeCesare
Description: This map includes burglary provided by law enforcement agencies and IHEs and
geocoded by incident address. The geographic patterns that are noted suggest that there are fewer
burglaries than expected by chance by Valencia West, UCF-Rosen, and the northern portion of
the geographical area located in Seminole County.

115

Figure 16: Hot Spot Analysis of Motor Vehicle Theft
Source: Rebecca R.M. DeCesare
Description: This map includes motor vehicle theft provided by law enforcement agencies and
IHEs and geocoded by incident address. The geographic patterns that are noted suggest that
similar to burglary, there are fewer motor vehicle thefts than expected by chance in the western
and northern portion of the geographic area located in Seminole County. A hot spot remains for
UCF-Main Campus, Valencia East and Public Safety, and Full Sail.
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Hot Spot Analysis
In summary, using the spatial analysis alone to understand where crime occurs provides
geographical insight in to the specific area of study. The Central Florida region that was included
in this analysis showed consistent hot spots for all crime types with high confidence level in the
census tracts immediately surrounding UCF-Main Campus, Valencia East and Public Safety, and
Full Sail. This means that for those census tracts, all of the included crime types occurred with a
higher incidence than expected by chance. In the census tracts surrounding the other included
IHEs, cold spots or areas of non-significance were found. These results partially support
Hypothesis 1, that the areas outside of institutions of higher education will have higher crime,
which can be seen in this analysis for those census tracts surrounding the campuses that have
larger student populations and a larger physical footprint. There is another reason why the area
surrounding these campuses appear to be a part of a hot spot; beyond the proximity to the
campuses, an additional factor could be the census tracts’ location within the Central Florida
area. Where the large hot spot is located is the more densely populated, metropolitan part of
Orlando. Although downtown Orlando was not included in the analysis, many of the census
tracts bordered on the city proper. The geographical proximity to the IHEs is one factor that has
been explored so far in this analysis, and these results prompt an analysis of other factors that
impact crime. We now turn to the statistical analysis of the structural variables of social
disorganization and the mediating variables of collective efficacy and their relationship with
crime.
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Negative Binomial Regression
The next section will discuss the statistical analysis of the data using negative binomial
regression. In this analysis, there will be three models run: Model 1, 2 and 2a. In Model 1, only
data from the census tracts will be included in the analysis. In Model 2, the institutions of higher
education will be added to the sample population. In Model 2a, the additional variable of
identifying the “tract” as an institution of higher education will be added to the analysis to test
for Hypothesis 1. All Models will be run analyzing the regression with crime and the structural
variables, crime and the mediating variables, and crime with all independent variables. Models
1,2, and 2a will test for Hypotheses 2, 3a, and 3b.

Model 1
Model 1 is a test of the structural variables identified in social disorganization theory
along with the theoretically mediating variables of collective efficacy. Negative binomial
regressions of the structural variables only, of the mediating variables only, on all of the
independent variables for each crime type – total crime, violent crime, property crime,
aggravated assault, robbery, rape, homicide, burglary, and motor vehicle theft were run.
To determine the best test and parameter to use for the model, a Poisson regression,
Negative Binomial set at 1, a Negative Binomial set to estimate value, and a Negative Binomial
set at 2 is run. The Poisson regression indicates overdispersion of the data (Value/df=86) as the
value is over 1 (See Table 4). As the Negative Binomial has a smaller log-likelihood value than
the Poisson regression, the Negative Binomial regression is the best regression model for this
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data (See Table 5). The best test run for the full model of the structural and mediating variables
is the Negative Binomial set at 2 for the parameter value (Akaike’s Information Criterion
(AIC)=866.710, Bayesian Information Criterion (BIC)=886.529). This parameter is chosen for
Model 1 as it indicates a better fit for the model when comparing the AIC and BIC to the
parameter of 1 (AIC=909.512, BIC=929.330) and estimated value parameter (AIC=865.892,
BIC=888.188). Additionally, the Omnibus Test of Likelihood Ratio Chi-Square is statistically
significant at a p=.002 for the parameter set at 2, in comparison to the estimate value (p=.023).
Using this parameter, the full model is a significant improvement over the intercept only model
(Likelihood Ratio 2=22.886, p=.002).

Table 4: Model 1 Poisson Goodness-of-fit

Deviance
Scaled Deviance
Pearson Chi-Square
Scaled Pearson Chi-Square
Log Likelihood
Akaike's Information Criterion (AIC)
Bayesian Information Criterion (BIC)

Value
df
Value/df
6907
80
86
6907
80
7053.32
80.00
88.17
7053.32
80.00
-3648.32
7312.63
7332.45

119

Table 5: Model 1 Negative Binomial Parameter Estimates
Parameter: 1
Value
Deviance
Scaled Deviance
Pearson Chi-Square
Scaled Pearson Chi-Square
Log Likelihood
Akaike's Information Criterion (AIC)
Bayesian Information Criterion (BIC)
Omnibus Test

df

223.502
223.502
124.321
124.321
-446.756
909.512
929.330
Likelihood Ratio Chi-Square df
44.746

Value/df
80
2.794
80
80
1.554
80

Sig.
7

0.000

Parameter: Estimate Value (2.575)
Value
Deviance
Scaled Deviance
Pearson Chi-Square
Scaled Pearson Chi-Square
Log Likelihood
Akaike's Information Criterion (AIC)
Bayesian Information Criterion (BIC)
Omnibus Test

df

102.981
102.981
50.174
50.174
-423.946
865.892
888.188
Likelihood Ratio Chi-Square df
16.293

Value/df
79
1.304
79
79
0.635
79

Sig.
7

0.023

Parameter: 2
Value
Deviance
Scaled Deviance
Pearson Chi-Square
Scaled Pearson Chi-Square
Log Likelihood
Akaike's Information Criterion (AIC)
Bayesian Information Criterion (BIC)
Omnibus Test

df

127.007
127.007
64.091
64.091
-425.355
866.710
886.529
Likelihood Ratio Chi-Square df
22.886
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Value/df
80
1.588
80
80
0.807
80

Sig.
7

0.002

Residential Turnover
To begin the analysis, I ran the structural variables only regression first. For residential
turnover, the variables of geographic mobility and housing occupancy were measured. For the
structural variables, the beta coefficients are used for interpreting the data. For negative binomial
regression, the beta coefficients reflect the differences in log rate of incidences of crime. Here,
beta can be interpreted that for a one unit increase in the independent variable, the log of
incidences is expected to change by the value of the beta coefficient. This is similar for all
structural variables as a group, because these two metrics are proportional in nature. As the log
of the beta coefficients is not an easily interpretable statistic on its own, one can use the log
difference of .69 which is equal to 2 (e.69=1.99) to determine the expected doubling of incidences
of crime over the three-year span (2016-2018). Using this metric, there is a significant
relationship between geographic mobility for rape (p=.03) when run with only the structural
variables; in Model 1 geographic mobility is the only structural variable related to this crime type
and this is the only significant relationship for geographic mobility in Model 1(See Table 6).
Given only structural variables, with an 11% increase in proportion of the population that lived
in a different house one year ago (geographic mobility), reported rapes will double over the
three-year span (i.e., 6.27 × .11 = .69). For housing occupancy run with only structural variables,
this variable is significant for total crime (p=.054), property crime (p=.029), robbery (p=.001),
burglary (p=.033), and motor vehicle theft (p=.025). For the strongest relationship – robbery –
with an 18.4% increase in renter-occupied housing units the number of reported robberies will
double over the three-year span.
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Next, a regression analysis is run with the full model of variables. While controlling for
all other variables, housing occupancy is significant (p=.038) for total crime (See Table 7). For
housing occupancy, total crime will double with a 30.1% increase in renter-occupied housing
units over the three-year span. There is a significant relationship for property crime (p=.018),
where property crime will double with a 26.3% increase in renter-occupied housing units over
the three-year span. For robbery, there is a significant relationship (p=.003), where robberies will
double with a 18.3% increase in renter-occupied housing over the three-year span. There is a
significant relationship with burglary (p=.019), where burglaries will double with a 27% increase
in renter-occupied housing over the three-year span. There is a significant relationship with
motor vehicle theft (p=.025), where motor vehicle thefts will double with a 27% increase in
renter-occupied housing over the three-year span. There is no significant relationship for housing
occupancy for violent crime, aggravated assault, rape, and homicide. Additionally, there is no
significant relationship between geographic mobility and all crime types when run with all
variables.

Racial Heterogeneity
To reiterate, when running only the structural variables, racial heterogeneity had
marginally significant relationships with property crime (p=.068), robbery (p=.059), and
burglary (p=.053) (See Table 6).
In the model with all variables included and controlling for all other variables, racial
heterogeneity is significant for total crime (p=.044) (See Table 7). With a beta coefficient of
4.586, this indicates that total crime will double with a 15% increase (i.e. 30% of its range) in the
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index of diversity over the three-year span. As the index increases, the rate of heterogeneity
within the studied area increases. There is a significant relationship with property crime
(p=.028), where property crime will double with a 13.9% increase in the index of diversity over
the three-year span. There is a significant relationship with burglaries (p=.023), where burglaries
will double with a 13.4% increase over the three-year span. There is a marginally significant
relationship for robbery (p=.077), where robberies will double with a 15.7% increase over the
three-year span. There is a marginally significant relationship with motor vehicle thefts (p=.096),
where motor vehicle thefts will double with a 17.8% increase in racial heterogeneity over the
three-year span. It is interesting to note that housing occupancy and racial heterogeneity have
similar significant relationships with total crime, property crime, robbery, burglary, and motor
vehicle theft. There is no significant relationship for racial heterogeneity for violent crime,
aggravated assault, rape, or homicide.

Low Socioeconomic Status
For low socioeconomic status, the variable unemployment was included. There was no
significant relationship for unemployment for any crime type with all variables included and
when only structural variables were included in the analysis (See Table 6 & 7).
Both the transformed and raw income variable was initially added to the model, prior to
running Model 1. Because the results for both the transformed and raw income variable were not
significant and the model had a higher AIC and BIC for both, the variable of income
(transformed and raw) was excluded from Model 1. Based on the higher AIC and BIC, it was
concluded that the income variable (transformed and raw) did not improve the model in
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comparison to the model run without the income variable (transformed and raw). With the
exclusion of income (transformed and raw) from the variables, the model had a better overall fit.
The removal of income (transformed and raw) is consistent with other research models on social
disorganization that do not include income as a variable for low socioeconomic status, and use
unemployment as a proxy variable for low socioeconomic status (Osgood and Chambers 2000).

Informal Social Control
Similar to the structural variables, the mediating variables only regression was regressed
on the full variable model. When only the mediating variables are run in the model, there is no
significant relationship with any crime type (See Table 6).
When all variables (structural and mediating) are included, there is a significant
relationship between measures of informal social control and total crime (p=.036) (see Table 7).
For the mediating variables, the exponentiated beta coefficients are used for interpreting the data.
As the exponentiated beta coefficients reflect the odds ratio of incidences of crime, the
coefficients can be used to interpret as units increases for the mediating variables. With every
one unit increase of informal social control, there is a 7.4% increase in total crime incidents over
the three-year span. There is a significant relationship with property crime (p=.028), as with
every one unit increase of the amount of informal social control mechanisms there is an
associated 7.9% increase in the number of property crimes over the three-year span. There is a
significant relationship with burglaries (p=.031), indicating a 7.7% increase over the three-year
span. There is a significant relationship with motor vehicle thefts (p=.032), indicating a 7.5%
increase over the three-year span. There is also a marginally significant relationship with violent
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crime (p=.078), with every one unit increase of the amount of informal social control
mechanisms, there is a 5.8% increase in violent crime incidents over the three-year span. There is
a marginally significant relationship with aggravated assaults (p=.068), for every one unit
increase in the amount of informal social control mechanisms, there is a 6% increase in
aggravated assaults in that community over the three-year span. There is a marginally significant
relationship with robberies (p=.054), indicating a 6.9% increase over the three-year span. There
is no significant relationship with rape or homicide.

Formal Social Control
When only the mediating variables are run in the model, formal social control has a
significant relationship with all crime types (See Table 6). The strongest relationships are with
robbery (p=.014) and homicide (p=.000). With robbery, census tracts with law enforcement
agencies have 4.58 times the number of robberies over the three-year span. For homicides, those
census tracts with law enforcement agencies have 4.17 times the number of homicides over the
three-year span.
When all variables are included in the model, there is a significant relationship with
rapes (p=.026), with 4.32 times the number of rapes reported over the three-year span for census
tracts with law enforcement agencies (See Table 7). There is also a significant relationship with
homicide (p=.007), with 10.49 times the number of homicides over the three-year span for
census tracts with law enforcement agencies. There is a marginally significant relationship with
violent crime (p=.063), with 3.25 times the number of violent crimes over the three-year span for
census tracts with law enforcement agencies in comparison to those with none. There is also a
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marginally significant relationship with aggravated assaults (p=.087), with 2.96 times the number
of aggravated assaults over the three-year span for census tracts with law enforcement agencies.
There were no significant relationships for total crime, property crime, robbery, burglary, or
motor vehicle theft.

Social Cohesion & Trust
When only the mediating variables are included in the analysis, social cohesion & trust
has a significant relationship with rape (p=.014) (See Table 6). With every unit increase of social
cohesion & trust, there is a 14.2% increase in reported rapes over the three-year span. This
significant relationship with rape is also shared with formal social control.
For social cohesion & trust there is a marginally significant relationship (p=.096) for total
crime with all variables included in the analysis (See Table 7). With every unit increase of social
cohesion & trust, there is a 12.4% increase in total crime incidents over the three-year span.
Informal social control also has a significant relationship with total crime. A similar relationship
is present for violent crime (p=.09), with a 12.4% increase in violent crime incidents over the
three-year span. It should be noted that all three mediating variables are significant for violent
crime; as the mechanisms increase within the census tract, incidences of violent crime increase.
There is a marginally significant relationship for rapes (p=.062), with a 13.6% increase in rapes
over the three-year span. There is no significant relationship for property crime, aggravated
assault, robberies, burglaries, homicides, or motor vehicle thefts.
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Institution of Higher Education
The dummy coded variable of whether an institution of higher education is present within
the census tract or not was initially added to the model. But the results were not significant and it
this model did not provide a better fit to the data per the AIC and BIC; as such this variable was
excluded from Model 1. However, the relationship is revisited in Model 2a, and will be discussed
further in that section.

Total Variables
Looking at the relationships in the structural variable only model in Model 1 (See Table
7), the variables of residential turnover have positive significant relationships. Geographic
mobility is related to rape, and housing occupancy is related to total crime, property crime,
robbery, burglary, and motor vehicle theft. Racial heterogeneity is positively related to property
crime, robbery, and burglary. The proxy variable for low socioeconomic status of unemployment
has no significant relationships with any crime type. When all variables are added to the model
(See Table 8), the relationship between geographic mobility and rape is weakened and is no
longer significant. Alternatively, the relationships with housing occupancy appear to strengthen
for those already significant; these relationships remain positive. The relationships between
crime and racial heterogeneity appear to strengthen, and with the inclusion of the mediating
variables in the model racial heterogeneity is significant for total crime (p=.044) and motor
vehicle theft (p=.096). For informal social control, a positive relationship appears with total
crime, violent crime, property crime, aggravated assault, robbery, burglary, and motor vehicle
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theft when all variables are added to the model. Conversely, the strong relationship with all
crime types in the mediating variables only model for formal social control appears to weaken
and is no longer significant for property crime and robbery. The positive relationship with the
crime types of total crime and violent crime becomes significant for social cohesion & trust
when all variables were included, but the relationship is weakened for rape. The mediating
variables perform better when all variables are included in the model, as all three variables have
a positively significant relationship with total crime. Overall, Model 1 shows that the structural
variables and mediating variables are better at predicting crime when all variables are included in
the model. It also shows that there are some interaction effects with a weakening of geographic
mobility with the inclusion of the mediating variables, a strengthening of housing occupancy
with the inclusion of the mediating variables, and mediating variables showing stronger positive
predicting relationships with more crime types with the inclusion of the structural variables.
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Table 6: Model 1 Negative Binomial Regression run by Structural Variables and Mediating
Variables
Total Crime
Structural Variables
Geographic Mobility
b
s.e.
p
Housing Occupancy
b
s.e.
p
Racial Heterogeneity
b
s.e.
p
Unemployed
b
s.e.
p
Intercept
b
s.e.
p
Mediating Variables
Informal Social Control
b
s.e.
p
Formal Social Control
b
s.e.
p
Social Cohesion & Trust
b
s.e.
p
Intercept
b
s.e.
p

Violent
Crime

Property
Crime

Aggravated
Assault

Robbery

Rape

Homicide

Burglary

Motor Vehicle
Theft

0.017
2.461
0.977

1.819
2.459
0.459

-1.076
2.532
0.671

0.941
2.417
0.697

-2.709
2.731
0.321

6.270
2.895
.030*

-6.547
5.240
0.212

-1.257
2.535
0.620

-0.850
2.659
0.749

1.852
0.960
0.054+

1.579
1.054
0.134

2.050
0.942
.029*

1.705
1.040
0.101

3.748
1.126
.001**

-1.184
1.206
0.326

2.665
1.803
0.139

1.987
0.935
.033*

2.243
1.001
.025*

3.398
2.157
0.115

2.587
2.249
0.250

3.881
2.127
.068+

3.323
2.289
0.147

4.379
2.323
.059+

-0.298
2.362
0.899

6.026
3.990
0.131

4.131
2.134
.053+

3.081
2.151
0.152

-1.237
12.990
0.924

-3.674
14.567
0.801

-0.332
12.539
0.979

-0.365
13.715
0.979

-8.460
15.039
0.574

6.208
17.860
0.728

30.944
22.430
0.168

-1.029
12.377
0.934

1.265
13.352
0.925

-6.570
1.011
.000***

-7.607
1.052
.000***

-7.026
0.990
.000***

-8.622
1.062
.000***

-9.735
1.105
.000***

-7.978
1.099
.000***

-13.567
1.914
.000***

-7.363
0.984
.000***

-8.182
1.017
.000***

0.046
0.030
0.130

0.041
0.030
0.167

0.047
0.030
0.121

0.040
0.030
0.173

0.041
0.031
0.188

0.039
0.029
0.187

0.037
0.046
0.430

0.046
0.030
0.128

0.050
0.031
0.111

1.291
0.603
.032*

1.362
0.605
.024*

1.266
0.604
.036*

1.275
0.610
0.037*

1.523
0.620
.014*

1.169
0.627
.062+

2.890
0.746
.000***

1.212
0.606
.045*

1.399
0.607
.021*

0.069
0.071
0.325

0.090
0.066
0.173

0.059
0.074
0.421

0.072
0.073
0.324

0.054
0.084
0.520

0.133
0.054
0.014*

0.097
0.115
0.399

0.058
0.074
0.429

0.064
0.074
0.388

-4.847
0.245
.000***

-6.152
0.242
.000***

-5.160
0.249
.000***

-6.774
0.249
.000***

-7.338
0.270
.000***

-7.937
0.244
.000***

-10.786
0.479
.000***

-5.460
0.249
.000***

-6.513
0.255
.000***

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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Table 7: Model 1 Negative Binomial Regression
Total Crime
Structural Variables
Geographic Mobility
b
s.e.
p
Housing Occupancy
b
s.e.
p
Racial Heterogeneity
b
s.e.
p
Unemployed
b
s.e.
p
Mediating Variables
Informal Social Control
b
s.e.
p
Formal Social Control
b
s.e.
p
Social Cohesion & Trust
b
s.e.
p
Intercept
b
s.e.
p

Violent
Crime

Property
Crime

Aggravated
Assault

Robbery

Rape

Homicide

Burglary

Motor Vehicle
Theft

-1.132
2.816
0.688

1.203
2.752
0.662

-2.488
2.928
0.396

1.072
2.599
0.680

-2.740
3.083
0.374

4.949
3.300
0.134

-4.262
6.079
0.483

-2.674
2.912
0.358

-1.709
3.077
0.579

2.290
1.106
0.038*

1.644
1.159
0.156

2.620
1.103
0.018*

1.573
1.125
0.162

3.773
1.259
.003**

-0.904
1.268
0.476

0.499
2.055
0.808

2.565
1.095
.019*

2.560
1.139
.025*

4.586
2.280
0.044*

3.697
2.368
0.118

4.962
2.261
0.028*

3.454
2.379
0.147

4.403
2.488
.077+

1.806
2.637
0.493

3.135
4.479
0.484

5.150
2.260
.023*

3.876
2.328
.096+

8.748
14.055
0.534

7.138
15.471
0.645

8.852
13.610
0.515

9.108
14.649
0.534

-0.375
15.949
0.981

7.527
17.455
0.666

30.668
23.777
0.197

7.862
13.500
0.560

10.652
14.151
0.452

0.071
0.034
0.036*

0.056
0.032
0.078+

0.076
0.035
0.028*

0.058
0.032
.068+

0.067
0.035
.054+

0.033
0.030
0.271

0.046
0.049
0.347

0.075
0.035
.031*

0.072
0.034
.032*

0.934
0.637
0.142

1.178
0.633
0.063+

0.642
0.642
0.202

1.086
0.635
.087+

1.011
0.667
0.129

1.464
0.659
.026*

2.350
0.877
.007**

0.767
0.643
0.233

0.968
0.647
0.135

0.117
0.070
0.096+

0.117
0.069
0.09+

0.072
0.072
0.107

0.089
0.074
0.227

0.092
0.078
0.238

0.128
0.069
.062+

0.149
0.132
0.259

0.115
0.073
0.114

0.114
0.073
0.116

-8.172
1.093
.000***

-9.088
1.147
.000***

-8.588
1.065
.000***

-9.620
1.148
.000***

-10.724
1.206
.000***

-9.474
1.256
.000***

-12.791
2.160
.000***

-8.871
1.063
.000***

-9.615
1.101
.000***

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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Model 2
Model 2 is a statistical test of the structural variables of social disorganization theory and
the mediating variables of collective efficacy at the census tract level and for institutions of
higher education included in the analysis using a negative binomial regression analysis. This
model differs from Model 1 in that the (9) institutions of higher education are added to the
sample population. A regression analysis was run with the structural variables only, the
mediating variables only, and all of the independent variables for each crime type – total crime,
violent crime, property crime, aggravated assault, robbery, rape, homicide, burglary, and motor
vehicle theft.
The same structural and mediating variables were used from Model 1 for the census
tracts. Proxy variables for the IHEs were included in the analysis, with additional variables that
were not entirely congruent with the variables included for the census tracts. This included the
proportion of students on Pell Grants for low socioeconomic status, the inverse of the graduation
rate for residential turnover, peer leaders for informal social control, student code of conduct for
formal social control, and student organizations and residential hall councils for social cohesion
& trust. As there was no IHE equivalent data for income, this variable was not included in Model
2.
In order to determine the best test and parameter to use for Model 2, a Poisson regression,
Negative Binomial set at 1, a Negative Binomial set to estimate value, and a Negative Binomial
set at 2 were run (See Table 11). The Poisson regression indicates overdispersion of the data
(Value/df=83.133) as the value is over 1 (See Table 8). As the Negative Binomial has a smaller
log-likelihood value than the Poisson regression, the Negative Binomial regression is the best
131

regression model for this data (See Table 9). Similar to Model 1, the best test run for the full
model of the structural and mediating variables was the Negative Binomial set at 2 for the
parameter value (AIC=938.608, BIC=959.205). This parameter is chosen for Model 1 as it
indicates a better fit for the model when comparing the AIC and BIC to the parameter of 1
(AIC=983.532, BIC=1004.129) and estimated value parameter (AIC=938.396, BIC=961.596).
Using this parameter, the full model was a significant improvement over the intercept only
model (Likelihood Ratio 2=38.963, p=.000).

Table 8: Model 2 Poisson Goodness-of-fit
Deviance
Scaled Deviance
Pearson Chi-Square
Scaled Pearson Chi-Square
Log Likelihood
Akaike's Information Criterion (AIC)
Bayesian Information Criterion (BIC)

Value
df
7398.851
7398.851
8665.413
8665.413
-3911.446
7838.892
7859.489
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89
89
89
89

Value/df
83.133
97.364

Table 9: Model 2 Negative Binomial Parameter Estimates
Parameter: 1
Value
Deviance
Scaled Deviance
Pearson Chi-Square
Scaled Pearson Chi-Square
Log Likelihood
Akaike's Information Criterion (AIC)
Bayesian Information Criterion (BIC)
Omnibus Test

df
241.809
241.809
122.860
122.860
-483.766
983.532
1004.129
Likelihood Ratio Chi-Square df
76.714

89
89
89
89

Value/df
2.717
1.380

Sig.
7

0.00

Parameter: Estimate Value (2.468)
Value
Deviance
Scaled Deviance
Pearson Chi-Square
Scaled Pearson Chi-Square
Log Likelihood
Akaike's Information Criterion (AIC)
Bayesian Information Criterion (BIC)
Omnibus Test

df
114.369
114.396
51.466
51.466
-460.198
938.396
961.596
Likelihood Ratio Chi-Square df
27.567

88
88
88
88

Value/df
1.300
0.585

Sig.
7

0.00

Parameter: 2
Value
Deviance
Scaled Deviance
Pearson Chi-Square
Scaled Pearson Chi-Square
Log Likelihood
Akaike's Information Criterion (AIC)
Bayesian Information Criterion (BIC)
Omnibus Test

df
136.463
136.463
63.150
63.150
-461.304
938.608
959.205
Likelihood Ratio Chi-Square df
38.963

89
89
89
89

Value/df
1.533
0.710

Sig.
7

0.00

Residential Turnover
To reiterate, the proxy variables included within residential turnover include geographic
mobility and housing occupancy. Similar to Model 1, the structural variables only, mediating
variables only, and then all variables will be included in the analysis. When only structural
variables are included in the analysis, geographic mobility is statistically significant for property
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crime (p=.035), rape (p=.042), homicide (p=.042), and motor vehicle theft (p=.008) and
marginally significant for total crime (p=.072), violent crime (p=.098), aggravated assault
(p=.055), and burglary (p=.075). Geographic mobility in Model 2 also has stronger relationships
with more crime types than Model 1, which was only significant with rape. The strongest
relationship in Model 2 is with motor vehicle theft, where motor vehicle thefts will double as
geographic mobility decreases 10.1% over the three-year span. There is no significant
relationship with robbery.
Housing occupancy is statistically significant for all crime types, at a p=.01 or lower (See
Table 10). Crime incidences will double with a range of 15.4% increase of renter-occupied
housing units for homicide to a 27% increase for aggravated assault over the three-year span.
Model 2 showcases stronger relationships with more crime types in comparison to the significant
relationships in Model 1 for housing occupancy, which was significant for property crime,
robbery, burglary, and motor vehicle theft and marginally significant for total crime.
With all variables are included in the analysis (See Table 11), there is a significant
relationship with property crime and geographic mobility (p=.023), where property crime will
double as proportion of those who lived in a different house within the last year decreases by
12.4% over the three-year span. For individual offenses, there is a significant relationship for
aggravated assaults (p=.056), where aggravated assaults will double as geographic mobility
decreases by 13.8% over the three-year span. There is a significant relationship with burglary
(p=.058), where burglaries will double as geographic mobility decreases by 14.4% over the
three-year span. There is a significant relationship with motor vehicle theft (p=.009), where
motor vehicle thefts will double as geographic mobility decreases 10.2% over the three-year
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span. Geographic mobility is marginally significant (p=.061) for total crime, where the total
number of incidences of crime will double as geographic mobility decreases by 15.3% over the
three-year span. There is no significant relationship with violent crime, robbery, rape, or
homicide.
With all variables included in the analysis (See Table 11), housing occupancy is
significant (p=.000) where total crime will double with the 20.8% increase of renter-occupied
housing units over the three-year span. The relationship is significant for violent crime (p=.001),
where violent crime will double with the 24.5% increase in renter-occupied housing units over
the three-year span. There is a significant relationship for property crime (p=.000), where
property crime will double with the 18.5% increase of renter-occupied housing units over the
three-year span. For individual offenses, there is a significant relationship for aggravated assaults
(p=.001), where aggravated assaults will double with a 24.8% increase over the three-year span.
For robbery, the relationship is significant (p=.000), where robberies will double with a 16.8%
increase over the three-year span. For burglary there is a strong relationship (p=.000), where
burglaries will double with a 20.6% increase over the three-year span. There was a strong
relationship with motor vehicle thefts (p=.000), where motor vehicle thefts will double with a
15.9% increase over the three-year span. For rape the relationship is marginal (p=.078), where
incidences of rape will double with a 43.2% increase over the three-year span. For homicide
there was a marginally significant relationship (p=.097), where homicides will double with a
25% increase over the three-year span.
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In comparing the residential turnover variables from Model 1 to Model 2, it is interesting
to note that the relationships remain consistent between the structural variable only model and
the total variables model. Although the crimes that have significant relationships with the
residential turnover variables differ between Model 1 and Model 2, this is to be expected as the
sample population is different. However, this does show the reliability of the residential turnover
variables across Models and sample populations.

Racial Heterogeneity
When only the structural variables are included in the model (See Table 10), racial
heterogeneity is statistically significant for total crime (p=.01), violent crime (p=.01), property
crime (p=.007), aggravated assault (p=.013), rape (p=.001), burglary (p=.012), and motor vehicle
theft (p=.005). Racial heterogeneity is marginally significant for robbery (p=.053), and there is
no significant relationship with homicide. These relationships with crime types for racial
heterogeneity is similar for both the model run with all variables and the model run with only the
structural variables.
When all variables are included in the model (See Table 11), racial heterogeneity is
significant for total crime (p=.019), where crime will double with a 14.2% increase in the index
of diversity (28.3% of the range) over the three-year span. There is a significant relationship for
violent crime (p=.032), where violent crime will double with a 14.9% increase in the index of
diversity over the three-year span. There is a significant relationship for property crime (p=.011),
where property crime will double with a 13.1% increase in the index of diversity over the threeyear span. For individual offenses, there is a significant relationship for aggravated assaults
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(p=.029), where aggravated assaults will double with a 14.3% increase over the three-year span.
There is a significant relationship with burglary (p=.024), where burglaries will double with a
14.4% increase over the three-year span. There is a significant relationship with motor vehicle
theft (p=.012), where motor vehicle thefts will double with a 12.6% increase over the three-year
span. There is a marginally significant relationship with robberies (p=.091), where robberies will
double with a 17.6% increase over the three-year span. There is marginally significant
relationship with rape (p=.083), where incidences of rape will double with a 16% increase over
the three-year span. There is no significant relationship to homicide.
The significant relationships for racial heterogeneity in Model 2 are stronger and for
more crime types than in Model 1. This is an interesting finding for Model 2 as this variable is
calculated the same for both census tracts and IHEs, rather than a specific higher education proxy
variable. This means that with the addition of IHEs in the sample population, the relationship
between racial heterogeneity and crime strengthened which could be due to the lower incidences
of crime for these “tracts”. Additionally, the relationships between racial heterogeneity and crime
in Model 2 is weaker when all of the variables are added to the model. This supports the
theoretical mediation of collective efficacy that asserts the presence of mediating variables
impacts the relationship between the structural variables and crime.

Low Socioeconomic Status
When only structural variables were included in the analysis (See Table 10),
unemployment was significant for all crime types at a p=.022 or lower. This relationship is again
negative, in which decreases in the proportion of unemployment coincide with increases in
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incidences of crime for all crime types. This ranges from a decrease of 13.5% in unemployment
which coincides with a doubling of violent crime, to a decrease of 3.8% in unemployment which
coincides with a doubling of homicide over the three-year span.
With all of the variables in the model, the measure of unemployment is significant for
total crime (p=.009), where crime will double with a decrease of 9.9% of unemployment over the
three-year span when all variables are included in the analysis (See Table 11). There is a
significant relationship for property crime (p=.000), where property crime will double with a
decrease of 6.5% over the three-year span. For robbery there is a significant relationship
(p=.009), where robberies will double with a decrease of 7.75% of unemployment over the threeyear span. There is a strong relationship with rape (p=.000), where incidences of rape will double
with a decrease of 3.8% over the three-year span. There is a strong relationship with burglary
(p=000), where burglaries will double with a decrease of 5.8% over the three-year span. There is
a strong relationship with homicide (p=.007), where homicides will double with a decrease of
2.4% over the three-year span. There is a significant relationship with motor vehicle theft
(p=.001), where motor vehicle thefts will double with a 6.6% decrease over the three-year span.
There is a marginally significant relationship for violent crime (p=.064), where violent crime will
double with a decrease of 13.9% of unemployment over the three-year span. There is no
significant relationship for aggravated assaults.
Comparing Model 1, unemployment is not a significant variable in the model for any
crime type. This is drastically different in Model 2, which shows that unemployment is an
important variable in predicting crime. This can be attributed to the addition of the IHEs in the
sample population, highlighting that unemployment has a negative relationship with crime.
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As there are no equivalent measures for income for institutions of higher education, this
variable was removed from Model 2. The removal of this variable was discussed in Model 1.

Informal Social Control
To reiterate, when describing the mediating variables, the exponentiated beta coefficients
will be interpreted. As the exponentiated beta coefficients reflect the odds ratio of incidences of
crime, the coefficients can be used to interpret as units increase for the mediating variables.
When including only the mediating variables in the analysis (See Table 10), informal social
control is only marginally significant for total crime (p=.084), violent crime (p=.098), property
crime (p=.081), burglary (p=.085), and motor vehicle theft (p=.076). While all other crime types
show that the mediating variables have a better fit than the intercept-only model, the Omnibus
Test for the aggravated assault model is not significant (2=5.576, p=.134), meaning the
mediating variables do not fit the model better than the intercept-only for this particular crime
type.
When including all variables in the analysis (See Table 11), informal social control is
significant for total crime (p=.031), with every unit increase of informal social control there is an
increase of 7.8% of total crime incidences over the three-year span. There is a significant
relationship for property crime (p=.024), with every unit increase there is an increase of 8.5% of
property crimes over the three-year span. For individual offenses, there is a significant
relationship with aggravated assaults (p=.056). With every unit increase, there is a 6.4% increase
in aggravated assaults over the three-year span. For robbery there is a significant relationship
(p=.052), with every unit increase there was a 7% increase in robberies over the three-year span.
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There is a significant relationship with burglary (p=.031), with every unit increase there was an
8.1% increase in burglaries over the three-year span. There is a significant relationship with
motor vehicle thefts (p=.034), with a 7.7% increase in motor vehicle thefts with every unit
increase of informal social control mechanisms over the three-year span. There is a marginally
significant relationship for violent crime (p=.063), with every unit increase there is an increase of
6.2% of violent crimes over the three-year span. There is no significant relationship with rape or
homicide.
Comparing between Model 1 and 2, informal social control was significant for the same
crime types with similar probabilities despite having different sample populations. This shows
that informal social control is a reliable variable across Models.

Formal Social Control
When only the mediating variables were included in the analysis (See Table 10), formal
social control is a statistically significant influence over violent crime (p=.036), rape (p=.008),
and homicide (p=.001) in communities. While the significant relationship with rape and
homicide mirrors the relationship when all variables are included in the analysis, it is interesting
that violent crime doubled with an 81.7% increase of law enforcement or other mechanism of
formal social control.
When all variables were included in the analysis (See Table 11), there is a significant
relationship with rape (p=.019), where incidences of rape doubles with a 56.8% increase of law
enforcement or other mechanism of formal social control over the three-year span. Additionally,
there is a strong relationship with homicide (p=.002), where homicides doubled with a 28.5%
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increase over the three-year span. There is no significant relationship with total crime, violent
crime, property crime, aggravated assault, robbery, burglary, or motor vehicle theft for formal
social control.
Formal social control is consistent with the significant relationships with rape and
homicide within Model 2 and Model 1, meaning this relationship is present regardless of the
geographic location included in the sample population.

Social Cohesion & Trust
When only the mediating variables are included in the analysis (See Table 10), social
cohesion & trust has a significant relationship with total crime (p=.034), property crime
(p=.012), robbery (p=.004), burglary (p=.016), and motor vehicle theft (p=.007). With the
strongest relationship – robbery – when there is a one unit increase in social cohesion & trust
mechanism there is a 0.6% decrease in robberies over the three-year span. The relationship is
consistently negative for all mentioned crime types; as social cohesion & trust increases in
frequency within the tract the incidences of crime decrease.
When all variables were included in the analysis (See Table 11), there are no significant
relationships with any crime types. This contrasts sharply with Model 1, where social cohesion &
trust showed a relationship with total crime, violent crime, and rape.
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Total Variables
For Model 2, the number of “tracts” studied is increased to include the (9) IHEs. With the
addition of these “tracts”, when only the structural variables are included in the model, they
show a significant relationship with all crime types except robbery for geographic mobility and
homicide for racial heterogeneity. In this model, geographic mobility and unemployment have
negative relationships with crime; as units of these variables increase crime decreases. This
contrasts with the relationships found in Model 1. The negative relationship could be due to the
IHEs being included in the sample. When all of the variables are added to the model for Model 2,
there is no longer a significant relationship for geographic mobility between rape and homicide.
The relationship between racial heterogeneity is weakened, but maintains the significant
relationships between the models. Unemployment is no longer significant for aggravated assault.
Housing occupancy remains significant for all crime types. For the mediating variables, the
significant relationships with informal social control strengthens for all crime types except rape
and homicide. Formal social control is weakened, and is no longer significant for total crime,
violent crime, and motor vehicle theft. Formal social control is significant for rape and homicide
for both models, which is consistent with Model 1. Lastly, social cohesion & trust are no longer
significant for any crime type. This again shows that the full model of variables provides a
stronger model for understanding crime.
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Table 10: Model 2 Negative Binomial Regression Run by Variables
Total Crime
Structural Variables
Geographic Mobility
b
s.e.
p
Housing Occupancy
b
s.e.
p
Racial Heterogeneity
b
s.e.
p
Unemployed
b
s.e.
p
Intercept
b
s.e.
p
Mediating Variables
Informal Social Control
b
s.e.
p
Formal Social Control
b
s.e.
p
Social Cohesion & Trust
b
s.e.
p
Intercept
b
s.e.
p

Violent
Crime

Property
Crime

Aggravated
Assault

Robbery

Rape

Homicide

Burglary

Motor Vehicle
Theft

-4.241
2.359
.072+

-3.864
2.334
.098+

-5.049
2.396
.035*

-4.856
2.528
.055+

-3.635
2.539
0.152

-5.113
2.516
.042*

-9.940
4.871
.041*

-4.311
2.421
.075+

-6.806
2.554
.008**

2.839
0.714
.000***

2.759
0.721
.000***

3.118
0.712
.000***

2.522
0.774
.001**

3.600
0.859
.000***

3.120
0.708
.000***

4.488
1.571
.004**

2.857
0.700
.000***

3.841
0.782
.000***

5.320
2.078
.010**

5.499
2.138
.010**

5.572
2.064
.007**

5.457
2.192
.013*

4.389
2.266
.053+

7.731
2.362
.001**

4.984
3.821
0.192

5.230
2.085
.012*

5.920
2.131
.005**

-8.405
1.651
.000***

-5.128
1.652
.002**

-12.461
1.795
.000***

-3.874
1.687
.022*

-10.993
2.615
.000***

-8.594
2.246
.000***

-18.089
7.201
.012*

-12.781
1.820
.000***

-12.599
2.364
.000***

-6.927
0.903
.000***

-8.492
0.920
.000***

-7.174
0.889
.000***

-8.948
0.942
.000***

-9.465
0.995
.000***

-10.913
0.961
.000***

-11.629
1.609
.000***

-7.337
0.890
.000***

-8.668
0.910
.000***

0.053
0.031
.084+

0.049
0.030
.098+

0.054
0.031
.081+

0.052
0.030
.082+¶

0.046
0.032
0.144

0.039
0.029
0.172

0.049
0.046
0.285

0.053
0.031
0.085+

0.056
0.032
.076+

0.661
0.398
.097+

0.844
0.402
.036*

0.580
0.400
0.147

0.646
0.413
0.118¶

0.662
0.425
0.119

1.119
0.421
.008**

2.102
0.628
.001**

0.516
0.401
0.198

0.711
0.404
.079+

-0.004
0.002
.034*

-0.004
0.002
.080+

-0.005
0.002
.012*

-0.003
0.002
0.173¶

-0.006
0.002
.004**

-0.003
0.003
0.214

-0.043
0.032
0.173

-0.005
0.002
.016*

-0.006
0.002
.007**

-4.806
0.229
.000***

-6.158
0.228
.000***

-5.105
0.232
.000***

-6.860
0.234
.000***

-7.256
0.245
.000***

-7.930
0.234
.000***

-10.571
0.442
.000***

-5.405
0.232
.000***

-6.450
0.237
.000***

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
¶: 2 was not significant for this model
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Table 11: Model 2 Negative Binomial Regression
Total
Crime
Structural Variables
Geographic Mobility
b
s.e.
p
Housing Occupancy
b
s.e.
p
Racial Heterogeneity
b
s.e.
p
Unemployed
b
s.e.
p
Mediating Variables
Informal Social Control
b
s.e.
p
Formal Social Control
b
s.e.
p
Social Cohesion & Trust
b
s.e.
p
Intercept
b
s.e.
p

Violent
Crime

Property
Crime

Aggravated
Assault

Robbery

Rape

Homicide

Burglary

Motor Vehicle
Theft

-4.509
2.410
.061+

-3.533
2.425
.029*

-5.545
2.432
0.023*

-4.973
2.602
.056+

-4.031
2.591
0.120

-2.546
2.833
0.369

-6.650
4.884
0.173

-4.782
2.519
.058+

-6.766
2.590
.009**

3.309
0.841
.000***

2.820
0.829
.001**

3.732
0.856
.000***

2.786
0.868
.001**

4.094
0.942
.000***

1.598
0.908
.078+

2.760
1.665
.097+

3.356
0.882
.000***

4.337
0.889
.000***

4.875
2.082
.019*

4.630
2.158
.032*

5.248
2.063
0.011*

4.817
2.208
.029*

3.912
2.312
0.091+

4.312
2.487
0.083+

1.219
4.098
0.766

4.788
2.124
.024*

5.480
2.169
.012*

-6.929
2.661
.009**

-4.933
2.667
.064+

-10.694
2.745
.000***

-2.976
2.771
0.283

-8.900
3.431
.009**

-17.977
4.398
.000***

-28.715
10.620
.007**

-11.882
3.112
.000***

-10.380
3.058
.001**

0.075
0.035
.031*

0.060
0.032
0.063+

0.081
0.036
.024*

0.062
0.033
.056+

0.068
0.035
0.052+

0.034
0.030
0.260

0.044
0.048
0.362

0.077
0.036
.031*

0.074
0.035
.034*

0.255
0.465
0.583

0.506
0.469
0.281

0.147
0.466
0.752

0.343
0.472
0.468

0.367
0.485
0.450

1.215
0.516
.019*

2.418
0.788
0.002**

0.141
0.459
0.758

0.220
0.484
0.649

-0.002
0.003
0.595

-0.002
0.003
0.624

-0.001
0.003
0.619

-0.002
0.003
0.625

-0.003
0.003
0.238

0.003
0.004
0.355

-0.014
0.021
0.520

0.000
0.003
0.958

-0.003
0.003
0.279

-7.461
0.968
.000***

-8.666
0.982
.000***

-7.818
0.959
.000***

-9.247
0.994
.000***

-9.962
1.062
.000***

-9.362
1.099
.000***

-10.178
1.769
.000***

-7.833
0.994
.000***

-9.281
0.973
.000***

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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Model 2a
In alignment with the hypothesis that institutions of higher education are sites of
collective efficacy that may attenuate structural influences over crime, an additional model was
run analyzing the relationship of crime rates with the structural measures of social
disorganization, the mediating measures of collective efficacy, and a locational indicator
identifying communities with the presence of institutions of higher education. This variable is a
dummy coded variable identifying the geographic “tracts” in the sample that are IHEs as 1 and
the census tracts as 0. The addition of the variable was slightly less preferable over the
established variables (AIC=940.170, BIC=963.342) (See Table 12).
With the addition of the institution of higher education variable and using the same
sample as Model 2, a negative binomial regression was run with the variable of institution of
higher education and the structural variables (See Table 13), the variable of institution of higher
education and the mediating variables (See Table 14), the variable of institution of higher
education alone (See Table 15), and the variable of institution of higher education and all
variables (See Table 16).
When only structural variables are included in the analysis (See Table 13) and all other
variables are held constant, the variables behave similarly to Model 2 and there is only a
significant relationship between IHEs and rape (p=.072). This shows that institutions of higher
education report 23.48 times more incidences of rape than census tracts over the three-year span
when structural variables are held constant. With the inclusion of the variable of institution of
higher education and holding all other variables constant, housing occupancy is significant for
all crime types at p<.001, except homicide. This is a positive relationship, as renter-occupied
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housing units increase so do incidences of crime. Due to the lack of homicides reported for IHEs
there was no beta coefficient computed for the model. Additionally, no other variables have a
significant relationship with homicide in this Model. Geographic mobility and unemployment
have negative significant relationships between crime types, and all structural variables are
significant for property crime, rape, burglary, and motor vehicle theft.
When only mediating variables are included in the analysis (See Table 14) and all other
variables are held constant, institution of higher education had significant relationships with total
crime (p=.002), violent crime (p=.006), property crime (p=.002), aggravated assault (p=.002),
robbery (p=.000), burglary (p=.021), and motor vehicle theft (p=.001). These relationships were
all negative, in which IHEs report fewer incidences of crime in comparison to census tracts given
the mediating variables as predictors. This model contrasts starkly with the structural variables
only model as there is no significant relationship with rape. Alternately, the only variable that
does have a significant relationship with rape is formal social control (p=.007). As formal social
control mechanisms increase by 34.6%, incidences of rape double over the three-year span.
Social cohesion & trust is not significant for any crime type and informal social control is only
marginally significant for motor vehicle thefts (p=.093).
In the model assessing the impact of institutions of higher education (See Table 15), the
identification of IHEs as the “tract” show that IHEs have significant negative relationships with
total crime (p=.007), property crime (p=.000), robbery (p=.000), burglary (p=.000), and motor
vehicle theft (p=.002). When IHEs are compared to the census tracts, total crime decreases by
74.5%, property crime by 85.4%, robbery by 97.3%, burglary by 87.9%, and motor vehicle theft
by 82.5% over the three-year span. The likelihood ratio 2 test is not significant for violent
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crime, aggravated assault, and rape meaning the variable of IHE is not a significant improvement
over the intercept-only model. While the relationship between IHEs and rape is not significant, it
should be noted that the beta coefficient was positive. This is the only crime type in which the
beta coefficient was positive.
When all variables were added to the model (See Table 16), institution of higher
education is no longer significant for rape but a relationship appears for robbery. The
relationship is a marginally significant relationship (p=.09), where there is a 98.5% decrease in
incidences of robbery over the three-year span for an institution of higher education in
comparison to census tracts. Although it is surprising that a relationship did not emerge in this
model between institutions of higher education and rape, the relationship with robbery is
significant. Over the three-year period in comparison to the census tracts, robberies at IHEs will
be expected to decrease by 98.5%. On average, the census tracts reported over 20.3 times the
number of robberies per 100,000 people. This finding contrasts with the mediating variables only
model, where IHEs are significant for all crime types except rape and homicide. These
relationships were negative in direction, and appear to have been weakened with the addition of
the structural variables. Similar to Models 1 and 2, when all variables were added to the model,
the relationships for the structural variables weakened. However, there is a severe impact to
unemployment with the inclusion of institutions of higher education. In Model 2, unemployment
is significant for all crime offenses except aggravated assault. With the inclusion of higher
education institutions, unemployment only has a significant relationship with incidences of rape
(p=.000). Again, similar to Model 2 the relationships for informal social control were
strengthened. There was a weakening for formal social control, but with all variables included in
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the model, formal social control still maintained a significant relationship with rape and
homicide. The relationships with social cohesion & trust did not change – there were no
significant relationships. For homicides, due to a lack of homicides reported for IHEs, the
negative binomial was unable to compute a beta coefficient.

Table 12: Model 2a Negative Binomial Parameter Estimates
Parameter: 2
Value
Deviance
Scaled Deviance
Pearson Chi-Square
Scaled Pearson Chi-Square
Log Likelihood
Akaike's Information Criterion (AIC)
Bayesian Information Criterion (BIC)
Omnibus Test

df

136.463
136.463
63.150
63.150
-461.304
938.608
959.205
Likelihood Ratio Chi-Square df
38.963

Parameter: 2, addition of Institution of Higher Education variable
Value
df
Deviance
136.025
Scaled Deviance
136.025
Pearson Chi-Square
62.601
Scaled Pearson Chi-Square
62.601
Log Likelihood
-461.085
Akaike's Information Criterion (AIC)
940.170
Bayesian Information Criterion (BIC)
963.342
Likelihood Ratio Chi-Square df
Omnibus Test
39.401
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Value/df
89
1.533
89
89
0.710
89

Sig.
7

0.00

Value/df
88
1.546
88
88
0.711
88

Sig.
8

0.000

Table 13: Model 2a Negative Binomial Regression with Structural Variables
Total Crime
Structural Variables
Geographic Mobility
b
s.e.
p
Housing Occupancy
b
s.e.
p
Racial Heterogeneity
b
s.e.
p
Unemployed
b
s.e.
p

Violent
Crime

Property
Crime

Aggravated
Assault

Robbery

Rape

Homicide

Burglary

Motor Vehicle
Theft

-4.125
2.371
.082+

-3.892
2.354
.098+

-4.863
2.404
.043*

-4.730
2.544
.063+

-3.114
2.549
0.222

-5.862
2.520
.020*

-6.547
5.240
0.212

-4.193
2.429
.084+

-6.637
2.553
.009**

2.851
0.704
.000***

2.755
0.725
.000***

3.146
0.699
.000***

2.513
0.762
.001***

3.444
0.835
.000***

2.763
0.743
.000***

2.665
1.803
0.139

2.870
0.692
.000***

3.909
0.770
.000***

5.388
2.079
.01**

5.480
2.147
.011*

5.701
2.061
.006**

5.491
2.195
.012**

4.676
2.289
.041*

6.771
2.348
.004**

6.026
3.990
0.131

5.332
2.088
.011*

6.170
2.145
.004**

-6.606
4.933
0.180

-5.601
5.198
0.281

-9.450
4.772
.048*

-1.762
5.511
0.749

-1.518
6.645
0.819

-18.443
5.748
.001***

30.944
22.430
0.168

-10.432
5.228
.046*

-8.814
4.797
.066+

Institution of Higher Education
b
-0.607
s.e.
1.550
p
0.696

0.158
1.652
0.924

-1.020
1.474
0.489

-0.718
1.763
0.684

-3.337
2.139
0.119

3.156
1.755
.072+

§
§
§

-0.777
1.604
0.628

-1.295
1.402
0.355

-8.463
0.969
.000***

-7.369
0.934
.000***

-9.048
0.977
.000***

-9.914
1.044
.000***

-9.955
1.024
.000***

-13.567
1.914
.000***

-7.482
0.941
.000***

-8.952
0.965
.000***

Intercept
b
s.e.
p

-7.038
0.947
.000***

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
§: Relationship not significant within model
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Table 14: Model 2a Negative Binomial Regression with Mediating Variables
Total Crime
Mediating Variables
Informal Social Control
b
s.e.
p
Formal Social Control
b
s.e.
p
Social Cohesion & Trust
b
s.e.
p

Violent
Crime

Property
Crime

Aggravated
Assault

Robbery

Rape

Homicide

Motor Vehicle
Theft

Burglary

0.049
0.030
0.104

0.045
0.029
0.125

0.051
0.031
.096+

0.046
0.030
0.118

0.039
0.031
0.205

0.035
0.028
0.211

0.037
0.046
0.430

0.050
0.305
0.102

0.052
0.031
.093+

1.577
0.587
.007**

1.576
0.550
.004**

1.707
0.658
.01**

1.167
0.496
.019*

1.269
0.522
.015*

1.992
0.737
.007**

2.890
0.746
.000***

1.607
0.634
.011*

1.801
0.663
.007**

0.001
0.006
0.880

0.000
0.005
0.941

0.002
0.008
0.934

0.001
0.004
0.845

0.001
0.003
0.843

0.005
0.016
0.769

0.097
0.115
0.399

0.005
0.013
0.698

-0.001
0.005
0.862

Institution of Higher Education
b
-4.259
s.e.
1.388
p
.002**

-3.330
1.207
.006**

-5.293
1.746
.002**

-2.941
0.941
.002**

-5.885
1.175
.000***

-3.905
3.094
0.207

§
§
§

-6.014
2.603
.021*

-4.676
1.378
.001***

-6.155
0.227
.000***

-5.131
0.229
.000***

-6.829
0.234
.000***

-7.227
0.246
.000***

-7.941
0.233
.000***

-10.786
0.479
.000***

-5.435
0.229
.000***

-6.468
0.234
.000***

Intercept
b
s.e.
p

-4.816
0.227
.000***

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
§: Relationship not significant within model

Table 15: Negative Binomial Regression with Institutions of Higher Education
Total
Crime
Institution of Higher Education
b
-1.367
s.e.
0.504
p
.007**
Intercept
b
s.e.
p

-4.328
0.151
.000***

Violent
Crime§

Property
Crime

Aggravated
Assault§

Robbery

Rape§

Homicide

Burglary

Motor Vehicle
Theft

-0.634
0.511
0.215

-1.921
0.517
.000***

-1.055
0.524
.044*

-3.602
0.639
.000***

0.694
0.528
0.189

§
§
§

-2.115
0.530
.000***

-1.744
0.560
.002**

-5.670
0.153
.000***

-4.631
0.152
.000***

-6.378
0.156
.000***

-6.801
0.158
.000***

-7.502
0.165
.000***

-9.734
0.250
.000***

-4.948
0.152
.000***

-5.942
0.154
.000***

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
§: Relationship not significant within model
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Table 16: Model 2a Negative Binomial Regression
Total
Crime
Structural Variables
Geographic Mobility
b
s.e.
p
Housing Occupancy
b
s.e.
p
Racial Heterogeneity
b
s.e.
p
Unemployed
b
s.e.
p

Violent
Crime

Property
Crime

Aggravated
Assault

Robbery

Rape

Homicide

Burglary

Motor Vehicle
Theft

-4.060
2.516
0.107

-3.302
2.523
0.190

-4.940
2.535
.051+

-4.536
2.695
.092+

-2.807
2.731
0.304

-3.090
2.898
0.286

-4.262
6.079
0.483

-4.245
2.603
0.103

-6.143
2.696
.023*

3.183
0.852
.000***

2.752
0.846
.001**

3.572
0.862
.000***

2.633
0.885
.003**

3.604
0.974
.000***

1.688
0.915
.065+

0.499
2.055
0.808

3.206
0.886
.000***

4.197
0.896
.000***

4.776
2.080
.022*

4.591
2.160
.034*

5.107
2.056
.013*

4.698
2.217
.034*

3.764
2.330
0.106

4.311
2.485
.083+

3.135
4.479
0.484

4.677
2.114
.027*

5.396
2.168
.013*

-3.809
5.164
0.461

-3.264
5.368
0.543

-6.620
4.973
0.183

0.599
5.641
0.915

1.173
6.811
0.863

-20.893
5.999
.000***

30.668
23.774
0.197

-7.781
5.405
0.150

-6.368
4.947
0.198

0.074
0.035
.031*

0.060
0.032
.063+

0.081
0.036
.024*

0.062
0.033
.055+

0.067
0.035
.057+

0.035
0.303
0.251

0.046
0.049
0.347

0.077
0.036
.031*

0.074
0.035
.034*

0.381
0.516
0.460

0.570
0.511
0.265

0.331
0.528
0.530

0.451
0.510
0.377

0.649
0.542
0.231

1.007
0.562
.073+

2.350
0.877
.007**

0.305
0.514
0.553

0.445
0.563
0.429

-0.001
0.004
0.760

-0.001
0.004
0.724

-0.001
0.003
0.786

-0.001
0.004
0.809

-0.002
0.003
0.443

0.003
0.003
0.354

0.149
0.132
0.259

0.000
0.004
0.907

-0.002
0.003
0.374

Institution of Higher Education
b
-1.314
s.e.
1.902
p
0.490

-0.704
1.988
0.723

-1.725
1.798
0.337

-1.486
2.086
0.476

-4.214
2.488
0.09+

1.344
1.836
0.464

§
§
§

-1.705
1.898
0.369

-1.761
1.738
0.311

-8.718
0.994
.000***

-7.942
0.964
.000***

-9.333
1.004
.000***

-10.244
1.082
.000***

-9.202
1.112
.000***

-12.791
2.160
.000***

-7.964
0.999
.000***

-9.442
-0.987
.000***

Mediating Variables
Informal Social Control
b
s.e.
p
Formal Social Control
b
s.e.
p
Social Cohesion & Trust
b
s.e.
p

Intercept
b
s.e.
p

-7.554
0.976
.000***

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
§: Relationship not significant within model
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CHAPTER FIVE: CONCLUSION
Studying why crime is more prevalent in one community over another has intrigued
criminologists for centuries. The ecological theories of crime of social disorganization, routine
activities, and broken windows all postulate that crime is spatially varied due to community
factors. Arguably one of the longest standing criminological theories, social disorganization
theory (Shaw 1942; 1969) has continued to be tested within the field due to its reliability and
adaptability of the theory to different types of geographical areas and research methodologies
(Andresen 2006; Barnett and Mencken 2002; Barton, Jensen and Kaufman 2010; Braga 2014;
Ethan and William Alex 2016; Fagen, Sorensen and Anderson 2011; Hart 2013; Hill 2014;
Kawachi, Kennedy and Wilkinson 1999; Kubrin 2016; Kubrin 2003; Lee and Martinez 2002;
Lowenkamp 2003; Markowitz 2001; Moore 2015; Mustaine, Tewksbury and Stengel 2006;
Osgood and Chambers 2000; Ravalin 2017; Sampson 1986; Sampson 1989; Steenbeek and Hipp
2011; Sun, Triplett and Gainey 2004; Thomas A and Gregory S 1993; Veysey and Messner
1999; Warner 2010; Wong 2012). Contributing to the theory, Sampson (1997); Sampson (1998);
Sun, Triplett and Gainey (2004) further developed social disorganization to study the mediating
factors present within communities that could impact the relationship between the structural
barriers and crime rates. These mediating concepts became known as collective efficacy, and
included informal and formal social control, social cohesion, and trust. Sampson argued that
despite the disadvantage neighborhoods experienced on a structural level – high residential
turnover, racial heterogeneity, and low socioeconomic status – the ability to connect with the
community, share goals, and work towards protecting the community would lead to lower crime
rates.
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Testing the theories of social disorganization and collective efficacy is easily applied at
the community, neighborhood, and census tract level, but I sought to test whether the theories
could also be applied to institutions of higher education. The residential turnover of student
population, the high racial heterogeneity of a diverse student body, and the low socioeconomic
status of under and unemployed students focusing on their studies may present on its face as
socially disorganized but support the argument that it is not the demographic makeup of a
community but rather the community’s connectedness and control that impacts the occurrence of
crime. Beyond the goal of educating and conferring degrees, higher education seeks to provide
students experiences that not only keep them enrolled at the institution but connects them to the
community within. The ability to pour resources and funding into fostering a sense of
community while maintaining control over behavior of its members makes higher education a
locale of collective efficacy. This focus on community may be why higher education is not seen
as a particularly criminogenic place despite the structural factors of a socially disorganized
community inherently in place.
A spatial approach to understanding the relationships between crime and the structural
variables of social disorganization and the mediating variables of collective efficacy was
undertaken with this project using census tracts and institutions of higher education within the
Central Florida region. This was a novel approach to studying collective efficacy that departs
from the established survey research to analyze the structures and mechanisms present within
these communities.
It was hypothesized that institutions of higher education would have lower incidences of
crime in comparison to the census tracts due to the mediating factors present on the campuses.
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For the campuses included in this analysis, lower rates of crime per capita were reported for all
crime types except rape despite the larger population size of the IHEs in comparison to the
census tracts. I hypothesized that “tracts” with higher mediating variables would have lower
crime. For the “tracts” included in this analysis, the opposite was discovered in that the more
mechanisms of informal and formal social control were present within the “tract”, the stronger
the relationship with crime. This research also discovered that the relationship between the
structural variables and crime was weakened when the mediating variables were added to the
models, which supports the theory of collective efficacy that the collective efficacy factors
mediate the relationship between social disorganization and crime. Using a Negative Binomial
Regression analysis and a Getis-Ord Gi* hot spot analysis, we will discuss these findings and
their relevancy to the research hypotheses, theories of social disorganization and collective
efficacy, and to the field of criminology and research on higher education.

Statistical Analysis

Hypothesis 1
Hypothesis 1 stated that rates of violent crime and property crime will be positively
related to communities outside of higher education institutions, and that IHEs will report lower
crime rates overall, based on population, in comparison to the communities immediately
surrounding the institution. The descriptive statistics alone support this hypothesis. Institutions of
higher education reported overall lower total crime, violent crime, and property crime rates based
on population in comparison to census tracts. To compare, the total crime rate of IHEs was an
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average of 347 incidences of crime per 100,000 people over a three-year period. For census
tracts, there was an average of 1394.68 incidences of crime per 100,000 people over a three-year
period – more than four times the average crime reported at IHEs. As no homicides were
reported for any of the IHEs included in the analysis, the mean was 0. While this was an
expected outcome due to the low frequency in which homicides are reported for IHEs
nationwide, it should be stated that the likelihood of being a victim of homicide at an IHE is
lower than the general population as further evidenced by the (9) included campuses. There was
one intriguing difference for the individual crime offenses of rape where IHEs had a higher mean
per capita than the census tracts (µihe=122.42, µcensus=75.69). As discussed, the origin of the data
that comprises Clery data from each IHE comes from a variety of sources: local law
enforcement, institutional public safety, Title IX, and Campus Security Authorities. In
comparison to law enforcement only, the data that is included in the Clery data is not necessarily
from an official report to law enforcement and may never be formally reported. Additionally, the
focus of the last decade within the realm of Title IX and higher education is to increase reporting
by providing multiple mechanisms and a transparent investigative process. This can be seen with
the flurry of activity surrounding Title IX in the last decade with the Dear Colleague Letters of
2010 (Rights 2010), 2011 (Rights 2011), 2013 (Rights 2013a; Rights 2013b), 2015 (Rights
2015), 2017 (Rights 2017a), the rescission of prior Dear Colleague Letters and interim guidance
on Title IX (Rights 2017b), and the Final Rule on Title IX (Education 2020d). This finding is
also consistent with prior research that college women are at a considerable risk for experiencing
sexual assault, especially in comparison to the general population (Abbey 2002; Fisher 2000;
Fisher et al. 1998; Krebs et al. 2007; Testa and Parks 1996).
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In reviewing the relationship between IHEs and crime (highlighted in Table 15), there is
a significant negative relationship between total crime, property crime, robbery, burglary, and
motor vehicle theft. As the likelihood ratio 2 test was not significant for violent crime,
aggravated assault, and rape, we can infer that there are other variables or models that could
better predict those crime types other than the singular variable of the “tract” being an institution
of higher education. Simply put, while the descriptive statistics of crime rates for all types except
rape show that there are fewer incidences of crime on college campuses, the institution of higher
education does not fully predict or explain why there are fewer incidences of those crimes on the
campus.

Hypothesis 2
Hypothesis 2 stated that rates of crime would be negatively related to communities with
higher rates of mediating variables; studied neighborhoods with higher rates of mediating
variables will report lower rates of crime in comparison to studied neighborhoods with lower
rates of mediating variables. Based on the results of the collective efficacy variables only Models
1, 2, and 2a, Hypothesis 2 was partially supported. For Model 1, the mediating variables
associated with collective efficacy appeared to have the opposite relationship to crime rates than
was hypothesized. Based on prior research, communities that reported higher rates of collective
efficacy had lower rates of crime due to the mediating effects of the collective efficacy variables
on the structural variables of social disorganization theory. Here, when the mediating variables
of collective efficacy were put in the model without any other variables, formal social control
was the only variable that showed a consistent significant relationship across all crime types for
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Models 1, 2, and 2a. Informal social control had no significant relationships in Model 1, had
significant relationships with total crime, violent crime, property crime, burglary and motor
vehicle theft in Model 2, and significant relationships with property crime and motor vehicle
thefts in Model 2a. Social cohesion & trust was only significantly related to rape in Model 1,
significantly related to total, violent, property crime, robbery, burglary and motor vehicle theft in
Model 2, and had no significant relationships in Model 2a.
For the significant relationships of informal social control and formal social control in
Models 1, 2, and 2a the relationships were positive in nature. This relationship was surprising as
it appeared to show that with the increase or presence of these collective efficacy variables,
crime increased over the three-year span. The relationship was the strongest for formal social
control and homicide (p<.001), which could be attributed to homicides being the most reliably
reported crime to law enforcement. This may also be a case where law enforcement offices and
substations were intentionally placed in high crime areas due to the needs of the community and
to act as a crime deterrent. The significant relationships of social cohesion & trust in Model 2
were negative, in comparison to the one positive significant relationship in Model 1. This
relationship may have shifted to predicting decreasing crime with increasing social cohesion &
trust mechanisms with the inclusion of the IHE data for this variable. The proxy for social
cohesion & trust for IHEs was the number of registered student organizations available at each
campus, of which all but two institutions/campuses had over 150+ registered student
organizations each. This mixed result is consistent with prior research that found contradictory
results concerning the effects of community organizations on college campuses, especially
including registered student organizations and Greek organizations when studying crime and
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collective efficacy (Barton, Jensen and Kaufman 2010; Fisher et al. 1998; Fox and Hellman
1985; Spitzberg and Thorndike 1992).
While the data for the variables of informal and formal social control in all Models does
not support Hypothesis 2, the variable of social cohesion & trust does support Hypothesis 2 in
Model 2. Census tracks that have a higher number of mechanisms of social cohesion & trust are
predicted to have lower rates of crime for all crime types except aggravated assault, rape, and
homicide. Although Hypothesis 2 was only partially supported by the results, a discussion on the
support of the theory of social disorganization and collective efficacy will be discussed further in
this section.

Hypotheses 3a and 3b
Hypothesis 3a stated rates of crime will be negatively related to communities with higher
levels of mediating variables and higher levels of structural variables. Studied neighborhoods
with higher levels of structural variables of social disorganization and higher levels of mediating
variables will report lower incidences of crime. Hypothesis 3b stated rates of crime will be
negatively related to communities with higher levels of mediating variables and lower levels of
structural variables. Studied neighborhoods with higher levels of structural variables of social
disorganization and lower levels of mediating variables will report higher incidences of crime.
Due to the small sample size included in the analysis (n=88 for Model 1, n=97 for Model 2 and
2a) and that the dependent variable of incidences of crime was based on a count, a negative
binomial regression was used to analyze the data. As such, support or rejection of Hypotheses 3a
and 3b must be analyzed based on the relationships of the variables with crime when all variables
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are included in the model, which can be compared to the models where only the structural or
mediating variables were included.
For geographic mobility, the inverse of the graduation rate was used along with the
proportion of those who lived in a different house 1 year prior. While not all institutions report
retention rate or transfer-out rate, they must all report their graduation rate as the “Student Right
to Know” or IPEDS graduation rate (Statistics 2018). As the graduation rate tracks the progress
of students who successfully complete their degree within 150% of “normal time” for
completing their program, the inverse will provide the proportion of students who did not
successfully complete their degree – including those who took longer and those who transferred
out of the institution. While the proportion is not the exact same as the proportion of those who
lived in a different house 1 year prior, the underlying variable is the same: instability of the
population. When a student cannot complete their degree within the “normal time” they are
likely to transfer out of the institution or drop out altogether, severing their ties to the institution.
For unemployment, the proportion of students on Pell Grants was used as the proxy along with
the proportion of unemployment. For this variable, the comparison is closer. Students who are on
Pell Grants must qualify based on financial need, either their guardians or their own
socioeconomic status. Different than those who are unemployed, those on Pell Grants are
supported through the grant which offers financial assistance with tuition, housing, and meal
plans. The general population within IHEs are also unique in comparison to the general public in
that it is understood that they will be under or unemployed, but will maintain some financial
support through loans, grants, scholarships, or guardians providing assistance. This financial
instability is not a barrier for this population, as it is for the unemployed in the census tracts. The
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limitation of faculty and staff being excluded from the IHE data should be addressed, as this
exclusion means part of the community members at IHEs were left out of the analysis for those
“tracts”. Institutions of higher education may collect and offer data on their faculty and staff
through their institutional research office, but they are not mandated or required to report this
information to the general public or to the U.S. Department of Education. A federal requirement
as a recipient of Title IV funding, institutions of higher education are required to report
information on students such as racial breakdown, time to graduation, and financial aid on an
annual basis to Ed. Without a congruent or similar reporting requirement, only partial
information for faculty could be found and no information on staff could be found. Excluding
faculty and staff from the population size, residential turnover, and racial heterogeneity variables
for the institutions of higher education highlights an important fact – these employees were not
entirely excluded from the research. Depending on where these employees live within the
Central Florida region, they would likely be included within the census tract data based on where
they live. As the census tracts included in the buffer were chosen intentionally to include the
geographic area that is reasonably impacted by the IHE, the majority of employees who live
close to the institution would have been included in the analysis.
Based on these outcomes, Hypothesis 3a and 3b are not supported. While the data and
models do not support the hypotheses outright, there are some interesting outcomes to be
discussed. At the outset, I hypothesized that the structural variables would have a positive
relationship with crime and mediating variables would have a negative relationship with crime.
The relationships between the variables and crime appears to be more nuanced than that
assumption. Additionally, I asserted that institutions of higher education as sites of study would
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have higher rates of mediating variables and lower rates of crime. While that direct relationship
was not explored within this project due to the low sample of IHEs included in the dataset, the
ability to expand this research will be discussed in the future research section.
The relationship between informal social control and crime must be further explored as
this positive relationship was persistent for all crime types except for rape. The data used for this
variable was the presence of community organizations, akin to homeowners’ associations. In the
landmark piece, Sampson based the variable of informal social control on questions asking
participants their perception of whether their neighbors could be counted on to intervene
(Sampson 1997). Although direct, these questions are an individual-approach to understanding
the informal social controls within the community. Researchers must rely on the participants to
be truthful in their responses, which may be subjected to response bias as participants want their
responses and neighborhood to be seen in the most positive light. For this project, the
organizations chosen as the proxy for informal social control establish regulations for living
within a particular neighborhood, which also includes behavior of the residents. This might
extend to controlling and reporting criminal behavior, which may be reflective in this analysis.
For Model 2, there appeared a positive relationship between crime rates and the variables
informal social control and formal social control. Again, formal social control had a strong
positive relationship with rape and homicide. Social cohesion & trust did not show any
significant relationship across any crime type in Model 2. After running both models, it appears
that social cohesion & trust had the most significant relationship with rape in Model 1 – this
relationship was not significant in Model 2 with the introduction of IHEs in the model. As was
previously discussed, IHEs have been intentional in the prevention of sexual assaults and
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promoting access to reporting, but this should be seen as formal social control within the
institution as these mechanisms are found within departments that can take action to remedy the
harm done. Within the general populace, these types of outreach are not the same and typically
come from nonprofit organizations in the community or a reactive support function of a law
enforcement agency. In reflecting on the data included in the social cohesion & trust variable for
all “tracts”, on its face the organizations and mechanisms appear to be those promoting
community engagement. This type of engagement may strengthen the relationship between
community members, but it did not function as crime prevention.
Another interesting relationship was the positive relationship for formal social control
that was seen in Models 1, 2, and 2a. This again may be hinting at a more nuanced connection
beyond the mere presence of these mechanisms deterring crime. For all models run, there was a
consistently positive significant relationship between formal social control and the crime types of
rape and homicide. Conventional thinking would argue that the presence of law enforcement or
other formal social control mechanisms would deter crime from occurring, especially these
violent crimes. This data shows a different relationship. Perhaps the mechanisms of formal social
control were purposefully placed in neighborhoods with high rates of crime, so the relationship
seen in this research is artificial. Or the presence of these mechanisms within neighborhoods
increases the frequency of reporting of these crimes. Homicides are consistently reported crimes
to law enforcement, but rape is not and is often reported months to years after the incident
occurs. For example, for the period 1995-2013, female students who were victims of rape or
sexual assault were more likely to not report to police (80%) than nonstudents (67%) (Justice

162

2014). While the increase of formal social control mechanisms may show an increase in crime
rates, this may be due to increased reporting.
Perhaps the most important relationship to discuss in this project is the one between the
structural variables and mediating variables in the full variable model in Model 1 and 2. While
Hypotheses 3a and 3b were not supported by the results, the results did support the theory of
collective efficacy. The theory states that the mechanisms of collective efficacy such as informal
social control, formal social control, social cohesion, and trust, mediate the effect of structural
variables on crime. The structural characteristics create barriers within communities that prohibit
community members from being able to connect within one another, share common goals, and
contribute towards ensuring the safety of the community. When looking at the significant
relationships of structural variables for Models 1 and 2, and comparing the structural variables
only model to the full variable model, the strength of the relationships between the variables and
crime types weakened and became not significant for some crime types. This was due to the
addition of the mediating variables in the model. It could be argued that in adding additional
variables to the model there is an inherent change to be expected for the relationships between
the variables. As the weakened relationships with crime types remained consistent between
models (i.e. robbery) this is indicative that the change was due to an interaction between the
mediating variables and structural variables. Weakening of relationships for the same crime type
was not seen for mediating variables.
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Spatial Analysis
For spatial analysis, all crime types were able to be analyzed except for rape. For total
crime, violent crime, and property crime the census tracts around Rollins College, UCF-Lake
Nona, and Valencia College-Lake Nona were not significant. When I first began collecting the
crime data, there were fewer, if any, crimes that took place in these areas. Particularly in the
Lake Nona area, the two campuses and the surrounding areas have very little instances of crime
over the three-year period. It is interesting to note that the UCF-Rosen campus – while located in
the Kissimmee-area of Orange County, was a cold spot for all crime types except aggravated
assaults and homicides. Valencia College-West was similar and was a cold spot for all crime
types except homicide. UCF-Main Campus, Valencia College-School of Public Safety, Valencia
College-East, and Full Sail University are spatially close to one another, and were within similar
ranges of hot spots for all crime types. The relationships as discussed for all IHEs were fairly
consistent across all crime types except homicide. As the crime type with the least reported in the
dataset (n=29), homicide was shown to have a hot spot south of UCF-Main Campus and
Valencia College-East and another near Full Sail and Rollins.
In viewing this analysis through the lens of Hypothesis 1, incidents of crime were not
consistently higher or lower in the communities immediately surrounding the IHEs included in
the analysis but rather were related to where the census tract was located within the Central
Florida region. This means that crime is not related to the proximity of an IHE, but rather other
factors within the community such as the structural or mediating variables. While there appeared
to be hot spots consistent with the areas near UCF-Main Campus, Valencia College-School of
Public Safety, Valencia College-East, and Full Sail University. I should acknowledge that the
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analysis did not account for all crimes that occurred within all census tracts and included only
those that occurred within the established buffer. This limitation does not totally negate the
spatial analysis as there was variation in the tracts near UCF-Main Campus – which was the
largest buffer. This will be discussed as a launching off point for future research.

Institutions of Higher Education
This project included IHEs in the sample, and treated them as “tracts” within the analysis.
This use of institutions within a geographical crime analysis is one that should continue to be
included in future research as these areas have defined geographical borders and population, and
report crime statistics that may not be included in UCR crime statistics for a community. With
the variables of housing occupancy, racial heterogeneity, informal social control, and formal
social control exemplifying significant relationships for the same crime type within each variable
across all three models, it can be argued that there is a consistent analysis of social
disorganization and collective efficacy with and without the inclusion of IHEs in the sample.
Although robbery was not the least frequent crime type for IHEs included in this analysis
(homicide), the results shed an interesting light on the violent crime of robbery. Despite the
crime type of rape being more prevalent on college campuses per capita, institutions of higher
education had a negatively relationship with robbery in Model 2a, which was the only
relationship that was found. Unlike the other included Part I crimes, robberies – like homicide –
may occur less frequently due to the nature of college campuses. Motor vehicle thefts are crimes
of opportunity, and IHEs host a population that offers that opportunity by leaving vehicles
unattended for long periods of time, valuables left within vehicles, or keys left within vehicles.
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Rape, aggravated assault, and burglary are often reported to have been perpetrated by members
of the IHE community upon other members. However, robbery is frequently a crime perpetrated
by a stranger, encompassing an aggravated assault and a theft. While no invisible wall keeps the
public off of the campus, the college community may deter criminals from trespassing on the
campus to perpetrate a robbery. Future research should explore whether IHE community
members have a lower risk of robbery than the general population.

Social Disorganization Theory and Collective Efficacy
If we compare across models, trends of significant relationships for social disorganization
theory and collective efficacy emerge despite the “tracts” included in the sample. With the
addition of IHEs in the sample, at its face value the variables of geographic mobility and
unemployment may not be congruent variables in comparison to the American Community
Survey (ACS) variables included in Model 1. One conclusion would be that including IHEs in
any model testing social disorganization theory would provide inaccurate results. While that may
be the case, I do not believe that IHEs invalidate this research nor should they be excluded from
research on social disorganization. First, the variables of housing occupancy, racial
heterogeneity, informal social control, and formal social control behaved consistently across all
models regardless of whether IHEs were included in the sample. Second, when including
communities that are outside of the established use of urban communities in prior research
(Lowenkamp 2003; Sampson 1997; Shaw 1942; 1969) we should take into account the cultural
relevance of the concepts included. In this particular project, geographic mobility and
unemployment for IHEs are a function of higher education being a successful business. In Model
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1, these variables were not significant for any crime type as they are likely not a predictor of
crime for the Central Florida population. In Models 2 and 2a, the relationships that emerge could
be influenced by the addition of the institutions of higher education to the sample, or they may
show that geographic mobility and unemployment are not significant barriers to these
communities. Geographic mobility may be indicative of the explosive growth of the Central
Florida area, along with the normal attrition of higher education campuses; instead of being areas
that lack connectedness due to constant turnover, these areas of higher geographic mobility may
be expanding in community size that reflects in the lower rates of crime. This is in stark contrast
to the consistent positive relationship of renter-occupied housing units across all models. Perhaps
the residential disadvantage in Central Florida neighborhoods is not whether there is an impact to
connectedness with people moving in and out of the neighborhood, but whether those within the
housing units are temporary residents who do not have the capital to own them. Unemployment
levels were not only significant in Model 2, but the relationship was negative in that as
unemployment increased crime decreased. This again could be attributed to the need-based
population of students at IHEs that are at a financial advantage over those who are truly
unemployed in the census tracts. Overall, this project illuminates the traditional concepts of
social disorganization need to be revisited by researchers through this type of analysis. For
example, some researchers have discontinued using income as a proxy variable for low
socioeconomic status as unemployment appears to be a stronger variable for this concept
(Osgood and Chambers 2000). Understanding the cultural impact to a particular studied
neighborhood may give insight as to why a variable behaved in a manner that is contrary to
conventional thought. Although not previously discussed at length, racial heterogeneity within
167

communities continues to be a strong indicator of social disorganization and a barrier to
connecting with the community, as seen across all models within this project. As predicted in the
theory of social disorganization, this project supports that communities with more racial
heterogeneous populations are more highly related to crime.
For collective efficacy, the variables of informal social control and formal social control
were significant across all models but social cohesion & trust was only significant in Model 1.
Informal social control had positive significant relationships for total crime, violent crime,
property crime, aggravated assault, robbery, burglary, and motor vehicle theft across all models.
Formal social control had positive significant relationships for rape and homicide across all
models. The concept of collective efficacy is that there are variables that are present within a
community that mediate the impact of structural variables on crime rates. When the collective
efficacy variables were added to Models 1, 2, and 2a, in comparison to the structural variables
only model, the structural variables were weakened both in the beta coefficient – degree of
change – and the statistical significance of the relationship. Although the analysis is not the
traditional survey research, the results of this project support the theory of collective efficacy in
that there are concepts present within communities that mediating the relationship between crime
and the structural variables of social disorganization theory. Additionally, while it was expected
that the higher rates of collective efficacy would predict lower rates of crime the results of this
project show a different relationship. The mechanisms of informal and formal social control
within a community – whether it is a neighborhood or IHE – may be present to answer an
existing and persistent problem rather than eliminating the problem entirely. The main difference
between the established survey research for collective efficacy and this project is that the
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information used for the concepts of collective efficacy are not self-reported based on
perceptions but physically exist within the environment outside of the control of the individual
resident. And while these variables may have showed a positive relationship with crime, this may
be due to increased reporting as influenced by these mechanisms.

Limitations
The biggest overarching limitation to the data and the theoretical constructs of social
disorganization and collective efficacy is in the data collection. While research on social
disorganization has used a variety of datasets, collective efficacy has primarily been studied
using Sampson’s (1997) survey methodology. This micro-approach gets at the individual
perception of collective efficacy within neighborhoods. The original intention of this project was
to replicate that survey with college students. Due to the novel coronavirus SARS-CoV-2 and the
universal disruption of many community activities in 2020, which included higher education, I
felt that asking students to provide self-reports on their perception of community and cohesion
with their college or university when most had not been on-campus in months could provide
biased results. An alternative plan for studying the concepts of collective efficacy was to use
publicly accessible data, which resulted in this adapted project. In using a less tested approach to
operationalize the concepts of social disorganization and collective efficacy means that until
further research uses a similar methodology, there is no reliability of this methodology. This also
extends to the mechanisms used for the collective efficacy variables. The data used for the social
disorganization variables was based on prior research using U.S. Census data, however as prior
research on collective efficacy was based on surveys, the datapoints for this project were
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included based on the operationalization of the concepts found in prior research on collective
efficacy. The mechanisms of collective efficacy were specifically chosen to be included in the
dataset due to their cultural significance within the Central Florida region, and to the theory
itself. These mechanisms may not be able to be applied to other geographic regions; future
research should address this limitation.
For the crime data, there is an inherent limitation to using reported crime data as it is only
reflective of crimes that have been reported. For the purposes of this project, the reported crime
data did provide addresses where the incident occurred allowing me to geocode and study crime
spatially. Regarding using addresses to geocode, there was an issue with the data provided by
one law enforcement agency. Under Florida State Statute 119.071(2)(h), addresses of victims of
sexual batteries cannot be disclosed to the public. One agency provided the dates and patrol
zones of these sexual batteries/rapes, but redacted the addresses of over 300 incidences. I had to
make an estimate based on the overlap of the patrol zone to the buffer, and evenly distribute. As
such, I could not analyze rape spatially as the agency that redacted the addresses had the largest
footprint of jurisdiction within my geographical area of study. Lastly, a different law
enforcement agency provided partial data for each of the requested years due to issues with their
records management system. This agency had the smallest footprint of jurisdiction and lowest
number of incidences, the impact of missing data did not appear to cause a major issue with the
results.
For the structural variables data, this data came from a recently published data set ranging
in data collection from 2016-2019 at the census tract level. Alternatively, the mediating variables
came from data that is publicly accessible through municipal GIS government entities and is
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updated on a regular basis. For the higher education data, the data came both directly and
indirectly from the individual institutions. The indirect data came from the National Center for
Education Statistics (NCES) and Campus Safety and Security Data Analysis Cutting Tool
(CSSDACT) online portals, which is data that is self-reported from the institutions. The direct
data came from the individual IHEs either on websites or through information requests. The
direct and indirect data provided ample information on students, but little information on faculty
and staff. While some institutions do provide information on faculty and staff demographics,
IHEs are not required to track and report this information. As such, only the data that was
reported by all included IHEs could be entered into the dataset. With only student data included
in the IHE data, this does exclude a portion of the institutional population. As it is unknown the
impact of this exclusion on the data, future research should include faculty and staff data in the
population of the IHE. Even with the student data, this project had to adjust the residential
turnover variable from retention rate to the inverse of the graduation rate due to one institution
not reporting retention rate to the U.S. Department of Education.
Lastly, this project focuses on communities within the Central Florida region and a
specific number of college campuses. It does not cover the entirety of the county nor all of the
IHEs within the county. It is a broad and vast county within Florida, and the neighborhoods
included in the analysis were specifically chosen as they were diverse in student population,
educational offerings, geographical setting, and law enforcement agency. While this
geographical focus is narrow, the analysis focuses on communities that share the same local
government, are within miles of each other, and can conceivably share similar culture.
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Future Research
As this project embarked on studying social disorganization theory and collective
efficacy with a methodology that has not be used for collective efficacy in prior research, the
limitations of this study should be considered as directions for future research. Using GIS and
studying geographical units for social disorganization and collective efficacy can be successful,
and I believe this method will allow environmental factors to be included in the analysis for the
ecological criminology theories.
Future research should look at a larger geographical area to explore, such as an entire
county or state. As this project used the IHEs as the anchor to establish the buffer of data that
was to be included, only a part of Orange and Seminole Counties were included in the analysis.
When planning this project, it was determined that this would be a manageable amount of data.
After concluding this project, I now know the ease of accessing the data and can suggest future
research expand the geographical area of research. Using the same data that is publicly available
via ESRI from the American Community Survey, the structural variables can be found for census
tracts, county, and state data. The mediating variables may prove to be a little more difficult to
gather as the data for this project relied on Orange County GIS, Seminole County GIS, and UF
GeoPlan. These agencies and municipalities have robust datasets, but not all counties or cities
within the state of Florida or the United States offer the same amount and type of data.
As for analyzing the data longitudinally, while this was initially a part of the project the
analysis had to be adapted to match the data that was provided. As crime data from law
enforcement agencies is subject to state statutes, the decision to not include rape in future
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research if it is a longitudinal study that requires addresses may benefit the researcher. While
including rape in this study limited the scope of the study, given that higher education was at the
focus of this research excluding rape would be excluding one of the more prevalent crime types
for that community.
As discussed in the limitations, the methodology of this research took in to account the
strain on survey research in 2020 due to the novel coronavirus SARS-CoV-2. Along with
studying social disorganization and collective efficacy through a spatial analysis, future research
should apply Sampson’s (1997) survey methodology survey on college campuses when these
communities return to normal operations.
Future research should continue to include institutions of higher education in projects on
social disorganization and collective efficacy as sites of study and treat them similarly to census
tracts. While smaller in footprint, their “population” is similar or larger than typical census tracts.
Their inclusion in to this project also highlighted more nuanced relationships between the
structural and mediating variables.

Policy Implications
The year that this project primarily took place – 2020 – was not only a historic year due
to the global pandemic of SARS-CoV-2, but landmark changes to the Clery Act and the Uniform
Crime Report Summary Reporting System (UCR SRS) program. In October 2020, the U.S.
Department of Education rescinded the 2016 Clery Handbook and replaced it with a shorter
Appendix (Education 2020c). This rescission broadened the more prescribed definitions of
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geography, and it continued to reference the UCR crime definitions and the hierarchy rule
despite the retirement of the UCR SRS program. On January 1st, 2021, the UCR Summary
Reporting System was retired and the National Incident-Based Reporting System (NIBRS) took
its place (Investigation 2020). Notable changes from SRS to NIBRS are some crime definitions
and the lack of the hierarchy rule as incidents are no longer reported as aggregate crime data but
as incident-based data. This changes the landscape of crime data that was once congruent
between UCR and Clery. For this project the congruency between the data for law enforcement
and Clery data was done with minimal conversion, mostly converting Florida State Statutes to
UCR crime offenses. Although there are now definitional and data changes, future research can
still be conducted using NIBRS and Clery data. My hope is that this project highlights that Clery
data can be treated similar to UCR/NIBRS data, and should be used in research. As there is very
little research in the field using Clery data on its own or in conjunction with UCR/NIBRS data,
researchers should look at how this data could inform institutional stakeholders and the public
about the risks and crime trends impacting their institution. A common critique of Clery data is
that practitioners do not conduct analysis of their data once it is published, potentially for a
variety of reasons: lack of resources, time, and institutional interest. Projects like this one can be
easily replicated, and used by practitioners both in municipal agencies and higher education
institutions to understand areas of risk on their campus or neighborhoods and to highlight the
types of programs and mechanisms of collective efficacy that may be crucial to lowering crime.
Another area of impact is that municipal agencies can use this project as a framework to
conduct similar research using their own publicly accessible data. Having direct access to GIS
data for both structural and mediating variables, along with crime data – towns, cities, and
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counties can conduct their own analysis of what mechanisms of collective efficacy are in their
neighborhood and can impact crime rates. This type of analysis can inform agencies on how to
best allocate funding or what functions within neighborhoods are the most effective for
preventing and deterring crime.
The strongest and most consistent relationship for collective efficacy discovered in this
project was social control. Regardless of the type of neighborhood and the structural
characteristics, social control – both informal and formal – had strong relationships with crime.
In neighborhoods, this means community and neighborhood associations had a positive impact
on crime. At institutions of higher education, this relationship was also present. Peer educators
and leaders serve a similar function as neighborhood associations – self-governance and policing
of community members and their behavior. Formal social control poses an interesting question as
to whether the mechanisms were strategically placed in areas of high crime as a community need
or deterrent, or does their presence increase reporting. The consistent relationship with homicide
and rape for formal social control across all models may provide insight into this relationship. As
these are arguably the two most violent Part I crimes, this may indicate that the saliency of the
formal social control mechanisms within a community promotes increased reporting of these
crimes. While it would optimistic to think that this research indicates these mechanisms improve
reporting, it is likely that the relationship for formal social control is a combination of increased
reporting and elevated crime within the community.
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Conclusion
Although the results partially supported the hypotheses of this project, more importantly
it supported the theories of social disorganization theory and collective efficacy. First, the
variables of residential turnover and racial heterogeneity were significant, showing that increases
in these variables were related to increases in crime. Second, the variables of informal and
formal social control were also significant, and showed positive relationships with crime. Lastly,
when the mediating variables of collective efficacy were added to the models the relationships
between the structural variables and crime were weakened in strength and significance, showing
a mediating relationship.
The inclusion of institutions of higher education in to the sample highlighted that there is
a decreased likelihood of victimization for higher education community members and robbery.
Additionally, rape occurs at a higher rate per capita in comparison to the census tracts in the
surrounding Central Florida community. Lastly, this research exemplifies that IHEs can be
treated like census tracts and used in the analysis of social disorganization and collective
efficacy.
This project, along with others that have studied social disorganization, finds that
communities with higher rates of renter-occupied housing units and racial heterogeneity have
higher rates of crime. These are and continue to be barriers for communities to connect with one
another and to prevent crime from occurring. Contradicting prior survey research on collective
efficacy, this project found that communities with higher rates of informal and formal social
control are more strongly related to crime. As this project used data that was not based on self-
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reported survey data, these concepts of collective efficacy are more tangible in the physical
community. If researchers continue to use geographical crime analysis instead of survey research
when studying collective efficacy, these variables may continue to present a positive relationship
with crime as the mechanisms may not be a static influence to decrease crime but an interactive
variable.
Overall, this project featured a novel methodology to studying the ecological theories of
social disorganization theory and collective efficacy. Being the first geographical analysis of
collective efficacy, this project was not without its limitations. Despite the limitations, this
project was effective in its application of a geographical analysis of collective efficacy and
applying the theory to institutions of higher education.
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APPENDIX A: IHE’S INCLUDED IN ANALYSIS
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Name of institution

Separate Campus

Main Campus
University of Central
Florida

Address

9907 Universal Blvd.
Orlando, FL 32819

Lake Nona

6700 Lake Nona Blvd.
Orlando, FL 32827

East

701 N Econlockhatchee Tr.
Orlando, FL32825

West

1800 S Kirkman Rd.
Orlando, FL 32811

Lake Nona

School of Public Safety

Type of Institution

69,402

4 year, Public

47,940

4 year, primarily associate's,
Public

4000 Central Florida
Blvd. Orlando, FL 32816

Rosen

Valencia College

Enrollment

12350 Narcoossee Rd.
Orlando, FL 32832
8600 Valencia College Ln.
Orlando, FL 32825

Rollins College

1000 Holt Ave. Winter Park,
FL 32789

3,127

4 year, Private not-for-profit

Full Sail University

3300 University Blvd.
Winter Park, FL 32792

21,666

4 year, Private for-profit

Source: The College Navigator, National Center for Education Statistics (Statistics 2019b)
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