Understanding the dependencies among features of a dataset is at the core of most unsupervised learning tasks. However, a majority of generative modeling approaches are focused solely on the joint distribution p(x) and utilize models where it is intractable to obtain the conditional distribution of some arbitrary subset of features xu given the rest of the observed covariates xo: p(xu | xo). Traditional conditional approaches provide a model for a fixed set of covariates conditioned on another fixed set of observed covariates. Instead, in this work we develop a model that is capable of yielding all conditional distributions p(xu | xo) (for arbitrary xu) via tractable conditional likelihoods. We propose a novel extension of (change of variables based) flow generative models, arbitrary conditioning flow models (AC-Flow), that can be conditioned on arbitrary subsets of observed covariates, which was previously infeasible. We apply AC-Flow to the imputation of features, and also develop a unified platform for both multiple and single imputation by introducing an auxiliary objective that provides a principled single "best guess" for flow models. Extensive empirical evaluations show that our models achieve state-of-the-art performance in both single and multiple imputation across image inpainting and feature imputation in synthetic and real-world datasets. Code is available at https://github.com/lupalab/ACFlow.
Introduction
Spurred on by recent impressive results, there has been a surge in interest for generative probabilistic modeling in machine learning. These models learn an approximation of the underlying data distribution and are capable of drawing realistic samples from it. Generative models have a multitude of potential applications, including image restoration (Ledig et al. 2017) , agent planning , and unsupervised representation learning . However, most generative approaches are solely focused on the joint distribution of features, p(x), and are opaque in the conditional dependencies that are carried among subsets of features. In this work, we propose a framework, arbitrary conditioning flow models (AC-Flow), to construct generative models that yield tractable (analytically available) conCopyright c 2020, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. ditional likelihoods p(x u | x o ) of an arbitrary subset of covariates, x u , given the remaining observed covariates x o . We focus on the use of AC-Flow for the purpose of imputation, where we infer possible values of x u , given observed values x o both in general real-valued data and images (for inpainting).
Classic methods for imputation include k-nearest neighbors (Troyanskaya et al. 2001) , random forest (Stekhoven and Bühlmann 2011) and auto-encoder (Gondara and Wang 2018) approaches. Often, these methods infer just one single prediction for each missing value, a.k.a. single imputation, and do not provide a conditional distribution. For more complex data, such as high dimensional data or multi-modal data, multiple imputation is a more appropriate strategy. This is not only because of the potential to cover multiple modes, but also the ability to quantify the uncertainty of imputations, which may be essential for downstream tasks.
From the perspective of probabilistic modeling, data imputation attempts to learn a distribution of the unobserved covariates, x u , given the observed covariates, x o . Thus, generative modeling is a natural fit for data imputation. It handles single imputation and multiple imputation in an unified framework by allowing the generation of an arbitrary number of samples. More importantly, it quantifies the uncertainty in a principled manner. In this work, we combine flowbased and autoregressive approaches for flexible, tractable generative modeling and extend it for data imputation.
Tractable deep generative models are designed to learn the underlying distribution p(x). There are also works that try to model the conditional distribution conditioned on either class labels (Kingma and Dhariwal 2018) or other data points (Li, Gao, and Oliva 2019) . For data imputation, however, we are trying to model a subset of the features, x u conditioned on the rest, x o , i.e. p(x u | x o ). Although the complete data x are from a certain distribution, the conditional distributions p(x u | x o ) vary when conditioned on different x o . Furthermore, the dimensionality of x u and x o could be arbitrary, for example, when the data are missing completely at random (MCAR, missing independently of covariates' values).
Dealing with arbitrary dimensionality is a rarely explored topic in current generative models. One might want to ex-plicitly learn a separate model for each different subset of observed covariates. However, this approach quickly becomes infeasible as it requires an exponential number of models with respect to the dimensionality of the input space. In this work, we propose several conditional transformations that handle arbitrary dimensionality in a principled manner.
Our contributions are as follows. 1) We propose a novel extension of flow-based generative models to model the conditional distribution of arbitrary unobserved covariates in data imputation tasks. Our method is the first to develop invertible transformations that operate on an arbitrary set of covariates. 2) We strengthen a flow-based model by using a novel autoregressive conditional likelihood. 3) We propose a novel penalty to generate a single imputed "best guess" for models without an analytically available mean. 4) We run extensive empirical studies and show that ACFlow achieves state-of-the-art performance for both missing feature imputation and image inpainting on benchmark realworld datasets.
Problem Formulation
Consider a real-valued 1 distribution p(x) over R d . We are interested in estimating the conditional distribution of all possible subsets of covariates u ⊆ {1, . . . , d} conditioned on the remaining observed covariates o = {1, . . . , d} \ u. That is, we shall estimate p(x u | x o ) where x u ∈ R |u| and x o ∈ R |o| , for all possible subsets u. For ease of notation, let b ∈ {0, 1} d be a binary mask indicating which dimensions are observed. Furthermore, let
We also apply this index to matrices such that W [b, b] indexes rows and then columns. Without loss of generality, conditionals may also be conditioned on the bitmask b, p(x u | x o , b), and will be estimated with maximum log-likelihood estimation as described below. In addition, imputation tasks shall be accomplished by generating samples from the conditional distributions p(x u | x o , b).
Background
AC-Flow builds on Transformation Autoregressive Networks (TANs) (Oliva et al. 2018 ), a flow-based model that combines transformation of variables with autoregressive likelihoods. We expound on flow-based models and TANs below.
The change of variable theorem (1) is the cornerstone of flow-based generative models, where q represents an invertible transformation that transforms covariates from input space X into a latent space Z.
In order to efficiently compute the determinant, the transformation q is often designed to have a diagonal or triangu-1 Data with categorical dimensions can be handled by a special case of our model, please refer to appendix A. lar Jacobian (Dinh, Krueger, and Bengio 2014; Dinh, SohlDickstein, and Bengio 2016; Kingma and Dhariwal 2018) . Since this type of transformation is rather restrictive, the flow models are often composed of multiple transformations in a sequence to get a more flexible composite transformation, i.e. q = q m • q m−1 • . . . • q 1 . Here, the covariates flow through a chain of transformations, substituting the last output variable as input for the next transformation.
Typically, a flow-based model transforms the covariates to a latent space with a simple base distribution, like a standard Gaussian. However, TANs provides more flexibility by modeling the latent distribution with an autoregressive approach (Larochelle and Murray 2011) . This alters the earlier equation (1), in that p Z (q(x)) is now represented as the product of d conditional distributions.
Since flow models give the exact likelihood, they can be trained by directly optimizing the log likelihood. In addition, thanks to the invertibility of the transformations, one can draw samples by simply inverting the transformations over a set of samples from the latent space.
Methods
We now develop AC-Flow by constructing both conditional transformations of variables and autoregressive likelihoods that work with an arbitrary set of unobserved covariates. To deal with arbitrary dimensionality for conditioning covariates x o , we define a zero imputing function φ(v; b) that imputes input vector v with zeros based on the specified binary mask b:
where c = Fig. 1(a) for an illustration.). Thus, we get a conditioning vector with fixed dimensionality. However, handling the arbitrary dimensionality of x u requires further care, as discussed below.
We first consider a conditional extension to the change of variable theorem:
where q xo,b is a transformation on the unobserved covariates x u with respect to the observed covariates x o and binary mask b as demonstrated in Fig. 1(a) . However, the fact that x u could have varying dimensionality and arbitrary missing dimensions makes it challenging to define q xo,b 's across different bitmasks b. One challenge comes from requiring the transformation to have adaptive outputs that can adapt to different dimensionality of x u . Another challenge is that different missing patterns require the transformation to capture different dependencies. Since the missing pattern could be arbitrary, we require the transformation to learn a large range of possible dependencies. Aiming at solving those challenges, we propose several conditional transformations that leverage the conditioning information in x o and b and can be adapted to x u with arbitrary dimensionality. We describe them in detail below. For notation simplicity, we drop the subscripts X and Z in the following sections.
Affine Coupling Transformation Affine coupling is a commonly used flow transformation. Here, we derive a conditional extension to it. Just as in the unconditional counterparts ( 
We then keep the first part x A u and transform the second part x B u , i.e., z
where represents the element-wise (Hadamard) product. s and t computes the scale and shift factors as the function of both observed covariates and covariates in group A. Note that both inputs and outputs of s and t contain arbitrary dimensional vectors. To deal with arbitrary dimensionality in inputs, we apply the zero imputing function (3) to x A u and x o respectively to get two d-dimensional vectors with missing values imputed by zeros. We also apply φ to b u to get a d-dimensional mask. The shift and scale functions s and t are implemented as deep neural networks (DNN) over
where concat defines a concatenate function and the two DNN functions can share weights. The outputs of s and t need to be adaptive to the dimensions of x B u , thus we apply the indexing mechanism, [·] , that takes the corresponding dimensions of non-zero values with respect to binary masks 1 − b and 1 − b u , i.e.,
A visualization of this transformation is presented in Fig. 1(b) .
Note that the way we divide x u might depend on our prior knowledge about the data correlations. For image data, we use checkerboard and channel-wise split as in (Dinh, SohlDickstein, and Bengio 2016) . For real-valued vectors, we use even-odd split as in (Dinh, Krueger, and Bengio 2014) .
Linear Transformation Another common transformation for flow-based models is the linear transformation. Contrary to the coupling transformation that only leverages correlation between two separated subsets, the linear transformation can take advantage of correlation between all dimensions. Furthermore, the linear transformation can be viewed as a generalized permutation which rearranges dimensions so that next transformation can be more effective.
In order to transform x u linearly, we would like to have an adaptive weight matrix W of size |u| × |u| and a bias vector t of size |u|. Similar to the affine coupling described above, we first apply a deep neural network over φ(x o ; b) and binary mask b to get a d × d matrix W f and a d-dimensional bias vector t f , then we index them with respect to the binary mask 1 − b, i.e.,
The linear transformation can then be derived as z u = Wx u + t. Fig. 1 (c) illustrates this transformation over an 8-dimensional example. In order to decrease complexity, it is straightforward to parametrize W f with rank r matrices by taking the product of two rank r matrices with size d × r and r × d respectively. Hence, the DNN can reduce its output dimensions to 2dr. During preliminary experiments, we observed minimal drop in performance when using a large enough r.
RNN Coupling Transformation
The affine coupling transformation can be viewed as a rather rough recurrent transformation with only one recurrent step. We can generalize it by running an RNN over x u and transform each dimension sequentially (shown in Fig.1(d) ). Note that a recurrent transformation naturally handles different dimensionality. To leverage conditioning inputs x o and b, we concatenate φ(x o ; b) and b to each dimension of x u . The outputs of the RNN are used to derive the shift and scale parameters respectively.
where x 0 u = −1, h 0 = 0, and i indexes through dimensions.
Other Transformations and Compositions Other transformations like element-wise leaky-ReLU transformation (Oliva et al. 2018 ) and reverse transformation (Dinh, Krueger, and Bengio 2014) are readily applicable to transform the unobserved covariates x u since they do not rely on the conditioning covariates. Other than these specific transformations described above, any transformations that follow the general formulation shown in Fig. 1(a) can be easily plugged into our model. We obtain flexible, highly non-linear transformations with the composition of multiple of these aforementioned transformations. (That is, we use the output of the preceding transformation as input to the next transformation.) The Jacobian of the resulting composed (stacked) transformation is accounted with the chain rule.
Likelihoods The conditional likelihoods in latent space p(z u |x o , b) can be computed by either a base distribution, like a Gaussian, or an autoregressive model as in TANs. For Gaussian based likelihoods, we can get mean and covariance parameters by applying another function over φ(x o ; b) and b, which is essentially equivalent to another linear transformation conditioned on x o and b. However, this approach is generally less flexible than using an autoregressive approach. For autoregressive likelihoods, conditioning vectors can be used in the same way as the RNN coupling transformation. The difference is that the RNN outputs are now used to derive the parameters for some base distribution, for example, a Gaussian Mixture Model:
where θ(o i ) is a shared fully connected network that maps to the parameters for the mixture model (i.e. each mixture component's location, scale, and prior weight parameter). During sampling, we iteratively sample each point, z i−1 u , before computing the parameters for z i u . Incorporating the autoregressive likelihood into Eq. (4) yields:
where |u| is the cardinality of the unobserved covariates.
Training and Best Guess Objective
Since we follow a flow-based approach, we have access to the normalized conditional likelihoods; thus, we can train our model by maximizing log likelihood.
During training, if we have access to complete training data, we will need to manually create binary masks b based on some predefined distribution p b . p b is typically chosen based on the application. For instance, Bernoulli random masks are commonly used for real-valued vectors. Given binary masks, training data x are divided into x u and x o and fed into the conditional model p(x u | x o , b).
If training data already contains missing values, we can only train our model on the remaining covariates. As before, we manually split each data point into two parts, x u and x o based on a binary mask b. Note that dimensions in b corresponding to the missing values are always set to 0, i.e., they are never observed during training. In this setting, we will need another binary mask m indicating those dimensions that are not missing. Accordingly, we define observed dimensions as
In this setting, we optimize p(x u | x o , m, b). During testing, we set b = m, that is, the model imputes the missing values conditioned on all the remaining covariates.
Best Guess Objective Given a trained AC-Flow model, multiple imputations can be easily accomplished by drawing multiple samples from the learned conditional distribution. However, certain downstream tasks may require a single imputed "best guess". Unfortunately, the analytical mean
is not available for flow-based deep generative models. Furthermore, getting an accurate empirical estimate could be prohibitive in high dimensional space. In this work, we propose a robust solution that gives a single best guess in terms of the MSE metric (it can be easily extended to other metrics, e.g. an adversarial one).
Specifically, we obtain our best guess by inverting the conditional transformation over the mean of the latent distribution, i.e., q
The meanz is analytically available for Gaussian mixture base model. To ensure that this best guess is close to unobserved values, we optimize with an auxiliary MSE loss:
where λ controls the relative importance of the auxiliary objective. Note that we only penalize one particular point from p(x u | x o , b) to be close to x u . Hence, it does not affect the diversity of the conditional distribution.
5 Related Work
Conditional Generative Models
Unlike our arbritrary conditioning task, conditional generative modeling deals only with a fixed vector of external information y (such as a class label) to condition the likelihood of a fixed set of covariates x (such as pixels in an image). Typically, approaches supplement the inputs of common generative models with some encoding of the conditional information. Conditional GANs (Mirza and Osindero 2014) , for example, extended GANs by inputting a class label encoding into both the generator and discriminator function, allowing these models to learn multiple conditional distributions. Similarly, a conditional form of VAE was proposed by (Sohn, Yan, and Lee 2015), which introduces an additional network that learns the conditional prior p θ (z | y), where z is some latent encoding and y is a class label.
Arbitrary Conditioning Models
Previous attempts to learn probability distributions conditioned on arbitrary subsets of known covariates include the Universal Marginalizer (Douglas et al. 2017), which is trained as a feed-forward network to approximate the marginal posterior distribution of each unobserved dimension conditioned on the observed ones. During sampling, they propose to use a sequential sampling mechanism by adding a newly sampled dimension to the observed sets and running the network in an autoregressive manner. GAIN approaches data imputation with a GAN approach (Yoon, Jordon, and Schaar 2016) . The model uses a generator that provides imputations for missing data points while the discriminator attempts to distinguish imputed covariates from observed covariates. VAEAC (Ivanov, Figurnov, and Vetrov 2019) utilizes a conditional variational autoencoder and extends it to deal with arbitrary conditioning. The decoder network outputs likelihoods that are over all possible dimensions, although, since they are conditionally independent given the code, it is possible to use only the likelihoods corresponding to the unobserved dimensions. However, we observe that VAEAC suffers from failure modes common in VAEs given that they optimize with respect to ELBO loss (Zhao and Ermon 2019) . In particular, VAEs sometimes sacrifice learning the true posterior for minimizing reconstruction loss, which often leads the model to generate blurry samples for multimodal distributions.
Unlike VAEAC and GAIN, AC-Flow is capable of producing an analytical (normalized) likelihood and avoids blurry samples and other failure modes in VAE approaches. Furthermore, in contrast to the Universal Marginalizer, ACFlow models dependencies between unobserved covariates at training time and makes use of change of variables. 
Experiments
In this section, we evaluate our proposed model against VAEAC (Ivanov, Figurnov, and Vetrov 2019) , GAIN (Yoon, Jordon, and Schaar 2016) and other common imputation methods such as MICE (Buuren and Groothuis-Oudshoorn 2010) and MissForest (Stekhoven and Bhlmann 2012) . We compare these models on both missing feature imputation tasks and image inpainting tasks below.
Synthetic Data Imputation
To validate the effectiveness of our model, we conduct experiments on synthetic 2-dimensional datasets (Behrmann, Duvenaud, and Jacobsen 2018) , i.e., x = (x 1 , x 2 ) ∈ R 2 . The joint distributions are plotted in Fig. 2 . Here, the conditional distributions are highly multi-modal and vary significantly conditioned on different observations. We compare our model against VAEAC by training them on 100,000 samples from the joint distribution. The masks are generated by dropping out one dimension at random. The details about training procedure are provided in Appendix B. Fig. 2 shows imputation results form our model and VAEAC. We show imputations from both p(x 1 | x 2 , b) and p(x 2 | x 1 , b) by generating 10 samples conditioned on each observed covariate. Observed cavariates are sampled from the marginal distribution p(x 2 ) and p(x 1 ) respectively. We see that ACFlow is capable of learning multi-modal distributions, while VAEAC tends to merge multiple modes into one single mode.
Image Inpainting
In this section, we evaluate our method on image inpainting tasks using three common datasets, MNIST, Omniglot and CelebA with a varied distribution of binary masks. Details about mask generation and image preprocessing are available in the Appendix C.1.
We extend the RealNVP model (Dinh, Sohl-Dickstein, and Bengio 2016) by replacing all the coupling layers with our proposed arbitrary conditional alternative. For the sake of sampling efficiency, we use standard Gaussian base likelihoods here. Implementation details of AC-Flow and baselines are provided in Appendix C.2. Figure. 3 shows samples drawn from AC-Flow and VAEAC. More samples are available in Appendix C.3. We notice our model can generate coherent and diverse inpaintings for all three datasets and different masks. Compared to VAEAC, our model is capable of generating sharp samples and restoring more details. Even when the missing rate is high, AC-Flow can still generate decent inpaintings.
To quantitatively evaluate our model, we report peak signal-to-noise ratio (PSNR) and negative log-likelihoods (NLL) in Table. 1. We generate 5 different masks for each test image and report the average scores and the standard deviation. We note that PSNR is a metric that prefers blurry images over sample diversity (Hore and Ziou 2010) . Loglikelihood measures how well the model matches the real conditional distribution, but may not correlate with visual quality (Theis, Oord, and Matthias 2016) . Hence, we evaluate the trade-off between sample quality and diversity via the precision and recall scores (PRD) (Sajjadi et al. 2018 ). Since we cannot sample from the groundtruth conditional distribution, we compute the PRD score between the imputed joint distribution p(x o )p(x u | x o ) and the true joint distribution p(x) via 10,000 samples from them. The PRD scores for two distributions measure how much of one distribution can be generated by another. Higher recall means a greater portion of samples from the true distribution p(x) are covered by p(x o )p(x u | x o ); and similarly, higher precision means a greater portion of samples from p(x o )p(x u | x o ) are covered by p(x). We report the (F 8 , F 1 8 ) pairs in Table. 1 to represent recall and precision, respectively. From quantitative results, we can see that our model gives lower NLL and higher PRD, which means our model does better in learning the true distribution. Training with the auxiliary "best guess" penalty (denoted as "AC-Flow BG") can improve the PSNR scores significantly, but hardly impacts the likelihood and PRD scores. Thus, our proposed penalty provides a "free lunch" for the image inpainting task.
Real-valued Feature Imputation
Next, we evaluate our model on missing feature imputation. We use UCI repository datasets preprocessed as described in (Papamakarios, Pavlakou, and Murray 2017) . We construct models by composing several leaky-ReLU, conditional linear, and RNN coupling transformations, along with an autoregressive conditional likelihood (see Appendix. D.1 for further architectural details).
First, we consider fully observed training data, where missing covariates are to be imputed at test time. We construct masks, b, by dropping a random subset of the dimensions according to a Bernoulli distribution with p = 0.5. Afterwards, we also evaluate our model when the data itself contains missing values that are never available during training. We consider training and testing with data features missing completely at random at a 10% and 50% rate.
Baseline models for this experiment include MICE, MissForest, GAIN and VAEAC. We also compare to a denoising autoencoder in which missing covariates are treated as dropout noise. Implementation details about AC-Flow and baselines are provided in Appendix D.1.
In Fig. 4 , we show the NRMSE (i.e. root mean squared error normalized by the standard deviation of each feature and then averaged across all features) and the test NLL (if available) for AC-Flow and baselines. For models that can perform multiple imputation, 10 imputations are drawn and averaged for each test point to compute the NRMSE scores. For our model trained with the auxiliary objective, we use the single "best guess" to compute the NRMSE. In order to not bias towards any specific missing pattern, we report the mean and standard deviations over 5 randomly generated binary masks (std. dev. are reported in Appendix, Table. D.1).
One can see that our model gives the best NLL on nearly all scenarios, which indicates our model is better at learning the true distribution. In terms of the NRMSE, AC-Flow is comparable to the previous state-of-the-art when trained purely by maximizing the likelihood. However, training with the auxiliary objective (AC-Flow BG) improves the NRMSE scores significantly and gives state-of-the-art results on all datasets considered. As expected, training with missing values is more difficult; however, our model performs best even when the missing rate is relatively high.
Conclusion
In this work, we demonstrated that we can improve samples generated with arbitrary conditioning on NRMSE, PSNR, log-likelihood, visual quality, and PRD by leveraging conditional flow-models and conditional autoregressive likeli- In order to obtain inpaintings for different masks, we train AC-Flow and VAEAC using a mixture of different masks. For MNIST and Omniglot, we use MCAR masks, rectangular masks, and half masks. For CelebA, other than the three masks described above, we also use a random pattern mask proposed in (Pathak et al. 2016 ) and the masks used in (Li et al. 2017) . We shall describe the meaning of different masks below.
MCAR mask MCAR mask utilizes a pixelwise independent Bernoulli distribution with p = 0.2 to construct masks. That is, we randomly drop out 80% of the pixels.
Rectangular mask
We randomly generate a rectangle inside which pixels are marked as unobserved. The mask is generated by sampling a point to be the upper-left corner and randomly generating the height and width of the rectangle, although the area is required to be at least 10% of the full image area.
Half mask Half mask means either the upper, lower, left or right half of the image is unobserved.
Random pattern mask Random pattern means we mask out a random region with an arbitrary shape. We take the implementation from VAEAC 2 .
Masks in (Li et al. 2017 ) They proposed six different masks to mask out different parts of a face, like eyes, mouth and checks.
C.2 Models
For this experiment, AC-Flow is implemented by replacing affine coupling in RealNVP (Dinh, Sohl-Dickstein, and Bengio 2016) with our proposed conditional affine coupling transformation. The DNN in affine coupling is implemented as a ResNet (He et al. 2016) . For MNIST and Omniglot, we use 2 residual blocks. For CelebA, we use 4 blocks. We also use the squeeze operation to enable large receptive fields. For MNIST and Omniglot, we use 3 squeeze operations. For CelebA, we use 4 squeeze operations. Note that we also need to squeeze the binary mask b in the same way to make sure it corresponds to x o . For AC-Flow BG, we set the hyperparameter λ to 1.0 in all experiments. During preliminary experiments, we find our model is quite robust to different λ values.
VAEAC released their implementation for the 128 × 128 CelebA dataset and we modify their code by removing the first pooling layer to suit 64 × 64 images. For MNIST and Omniglot, we build similar networks by using less convolution and pooling layers. Specifically, we pad the images to 32 × 32 and use 5 pooling layers to get a latent vector. We use 32 latent variables for MNIST and Omniglot and 256 latent variables for CelebA. We also use short-cut connections between the prior network and the generative network as in (Ivanov, Figurnov, and Vetrov 2019) .
C.3 Additional Samples
We show additional samples from AC-Flow in Fig. C.3 . We also show some "best guess" inpaintings obtained by a model trained with the auxiliary objective in Fig. C.2 . As we expected, the "best guess" imputations tend to be blurry due to the MSE penalty. However, the samples from the same model are still diverse and coherent as can be seen from For this experiment, we build AC-Flow by combining 6 conditional transformation layers (shown in Fig. B.1 ) with a 4-layer GRU autoregerssive likelihood model. The base distribution is a Gaussian Mixture with 40 components. ACFlow BG uses the same network architecture but trained with λ = 1.0. We search over 0.1, 1.0, and 10.0 for λ and find it gives better likelihood for all datasets when λ = 1.0. Hence, we only report results when λ = 1.0 in the main text.
We modify the official VAEAC implementation for this experiment. In their original implementation, they restricted the generative network to output a distribution with variance equal to 1. We found that learning the variance can improve VAEAC's likelihood significantly and gives them comparable NRMSE scores. Note that during sampling, we still use the mean of the outputs from the generative network, because it gives slightly better NRMSE scores.
MICE and MissForest are trained using default parameters in the R packages.
For GAIN, we use the variant the VAEAC authors proposed. They observed consistent improvement over the original one on UCI datasets. To apply GAIN when we have complete training data, we add another MSE loss over the unobserved covariates to train the generator.
The autoencoder is implemented as a 6-layer fully connected network with 256 hidden units. ReLU is used after each fully connected layer except the last one. We use standard Gaussian as the base distribution.
D.2 Results
We list all results in Table. D.1. We report mean and standard deviation by generating 5 different masks for each test data point. 
