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FACTORISATIE VAN POLYNOMEN
door
AK LENSTRA
I. INLE1DINO
We beschxZ bee aen methade am palynamen in één variabele met coEffi—
ciénten in een nlgehraiach getaiienidchaam PH:) te factoriseren. Van groat
belang hierhib zijn arctic algoritmen year de factorisatie in rEX]. We
geven een overzirhr van de op dit aebied heataande technieken, waarbij we
oak aandacht teatadea ear do prahaici tic ci coNe methaden ‘soar het geval hat
de karakterjeciak qtaot ic Voider ea!ran we gehraik van een beiangrijke
taepaeaing va! 1* bane var: Hansel is re’anaaade • ii ft’—algoritme met
behaic waaraar n ifsetr aver can vacde. gaIl ft tot een factor over
C!
W (iF ) . Oak kaner enkata mcciii si-c in rEx] aporedende problemen metk q
niet—nonisihe pcir-nnc:cv! tar sprake hi ] do factarisatie in IFEXi.
Dc ¶actarc-zz wac:rcca-mvrI]e ratyramen acer IF, of aver ()
geat neestaJ va:: se nd ascid scheme (niet hijvnorbeeld CLAYBROOK [61)
Eeret wardt -marc :-:c: ascbik p n-tore: r-rndi iLohaem IF de factorisatie
ever IF bepeald )dafds’ruckerc ii, en 4) Dc so gevonden factorisatie
wcrdt aitgebrecd tot sea fsrtariaatie avar Wk(rq! (Hoofdstuk 5), waarbij
k so wardt gekocen dat do cndfitci6nten van de factaren groat genoeg zijn
(Haafdstak 6) . Teaslatte warden met behuip van de factaren over Wk (Fq) de
faotaren aver dc:, dan wet ca) , Lapaaid (Haafdatakken 6 en 9) . Niet—kwadraat—
vrije polaniamen anthinden we in hat pradakt van kwadraatvrije factoren
(Hoafdstuk 7) waarap we de haven geechetete methade taepaesen.
Wa gabcaikan do vaigonda naman en notaries:
F Eon manieci: irradarthet pai:naam in rEx] met graad
— ten alcabreisch geteibenJ icnaam1 mat a nulpant van F.
blemanter van ç(a) warden vanrgeeteid door )‘ q.
met a. c Q.
R -- Do ring van gehelec: van bn;
‘‘‘
‘•.“1’
r’
::‘:
‘: ‘:
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c 7Z/p7Z
n n
w (F ) C___ IFk q q
k ji k/p
g=iI f. • .1T fJP
i=2 (i) j1 (j•p)
i,j.p
[cJ - Een deelverzameling van (cz) bestaande uit elementen van de factor g van f (g $ 1).In-i
vorm
1
ka’ met k e
. lcw
- deg(f) (leading coefficient).
- Het lichaam met p elementen, P priem. pp(f) - f/cont(f) (primitive part).
7Z/2ZZ = {O,1} en /p = {—Lp/2j,...,—i,O,i,...,Lp/2J} voor primitief — f heet priniitief als f = pp(f)
p oneven.
iem,cIN.IF - Met lichaam met q elementen met q = p , p pr 2. PARTIELE FACTORISATIEMETHODEN IN IF Ex]q qBij implementatie van de aritmetische bewerkingen in IF
moet voor L > 1 behalve het priemgetal ook een monisch mo- In dit hoofdstuk geldt dat f een monisch poloom van graad n in
dub p irreducibel -de graads polynoom G (/p)[X] bekend IF [xl is. We zullen twee ebementaire methoden behandelen om een partiêleq
zijn. De elementen van IF worden dan voorgesteld door I factorisatie van f over IF te verkrijgen. Deze methoden zijn vaak minderq q
a met a E /p en een nulpunt van G. tijdrovend dan de volledige factorisatiemethoden over IF ; ze worden der—q
- E ring met pk’eiementen, p priem, k € ha1 gebruikt on de volledige factorisatie te vereenvoudigen of zelfs ink-i/2k
={_2k_i+l,..., i,o,i,..., } en bepaalde gevallen overbig te men.
= {Lpk/j,...,_i,o,l,...,Lpk/2j} voor p oneven.
De eerste partiéle factorisatiemethode is het kwadraatij maken van
W (IF ) — Een ring met pq elementen, de zogenaamde afgeknotte Witt- een polynoom. We hebben hiervoor drie lemmata nodig, die we zonder bewijek q
ring. Bij implementatie van de aritmetische bewerkingen in
vermelden.
W (IF ) hebben we eenzelfde polynoom G c (/p)[X] nodig
als bij F De elementen van de afgeknotte Witt-ring worden LEMMA 2.i. x,y E IF, dan (x+y) = + yP•q i k
en een nuldan voorgesteld door j—O met a E g s IFq[X] dan
g(x) = g(x).
punt van G.
LEMMA 2.2. ledere factor van f met multipliciteit groter dan i deelt ookMet volgende plaatje is op djt moment wellicht illustratief:
de afgeleide f’ van f.
LEMMA 2.3. f = 0 3g c IF [Xl met f(x) = g(x).q
Met behuip van deze due lemrnata kunnen we nu een polynoom in IF [x]qk
I kwadraatvrij maken. Veronderstel f = tT f’ , en due i.de9(f(1)) = n.I i=i (i)
Ale de afgeleide f van f nul is, dan geldt wegens Lemma 2.3 dat f(x) =g(x)
Ten overvboede: /pt is niet hetzelfde ale F voor zekere g E F[X]. Wegens het feit dat ieder element uit F eenqp
unieke p-de machtswortel in F bezit, en met gebruikmaking van Lemma 2.i,
q
Als f een polynoom is: kunnen we f nu schrijven als f(x) = h(x). Pas nu de methode recursief toe
cofactor — Als voor een polynoom geldt gjf, dan heet f/g de cofactor O h. Indien f ongelijk nul is berekenen we de grootste gemene deler g van
f en f’. Als g triviaal is, dat wil zeggen deg(g) = 0, dan is f wegensyang.
Lemma 2.2 kwadraatvrij, en we zijn klaar. Anders heeft g de volgende gedaan—
cont(f) - De grootste gemene deler van de coêfficiênten van f (content).
te:deg(f) - De graad van f.
f. - De coëfficiênt van de i-de graads term van f. f. = 0 voor
(Lemma 2.2).i < 0 of i > deg(f).
kwadraatvrij — f heet kwadraatvrij als f geen factoren met multipliciteit k
groter dan 1 bevat. D.w.z., abs gif dan g2f voor iedere We kunnen g nu wegdelen uit f, en we houden de kwadraatvrije factor 11 fi=1 (1)
ij.p
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bevat geen factoren van graad k—i.
k
xci
-x is het produkt van alle monische
irreducibele polynomen met graad
delend op k, dus
van f over. Door ditzelfde proces flu op g toe te passen kunnen we ook do
OPMERKING 2.2. We kunnen deze constructje 00k gebruiken om f kwadraatvrjj
kwadraatvrije factor
kft
f van f bepalen.
te maken, door de ggd met xci’—x zolang to nemen tot deze 1 is en de gevon—
j=1 (jp) den ggd steeds uit te delen.
OPMERKING 2.1. Net is eenvoudig mogelijk om bij implementatie de algoritme
die f kwadraatvrij moet maken zo in te richten dat alle factoren f(.) —
OPMERKING 2.3. Bij implementatje van deze a1goritj gean we, wat betreft
i = 1,...,k, van f afzonderlijk worden gevonden, samen met hun uitip1ici—
de opvolgende q—de machten van x, zeker njet zo eenvoudig te werk als
teit i. Eon gedetailleerde beschrijving van een dergelijke algoritme voor
hier geschetst is. Het eerste wat we oplnerken is den xcii_x voor ons
karakteristiek ongelijk nul voert flu te ver. Een duidelijke beschrijving
alleen interessant is modulo f. We zouden dus xqa kunnen berekenen door do
voor het geval dat de karakteristiek nul is staat in MUSSER [21] en YUN [34].
q-de macht van xq’ modulo f te bepalen. In het slechtste geval vergt dit
echter n/2j q—de machtsverheffingen, en dat is goon aantrelcjceljjk vooruit—
Nu we mogen aannemen dat f kwadraatvrij is kunnen we do tweede partiéle zicht. De volgende methode geeft eon aanzienhijke versnelling voor grote
factorisatiemethode presenteren. Ret betreft bier het ontbinden van f in q of n.
het produkt van polynomen die op hun beurt het produkt zijn van irreduci- Definieer eon flX matrix Q waarvan de i-de nj bestaat uit de coêffjn
1
bele polynomen van gelijke graad. We gaan dus eon factorisatie f = Tj () cinten van X q modulo f Ci = O,...,n-i). Dus als g = modulo f, dan
t-’n- 1is qvan f over bepalen, waarbij geldt dat het produkt is van alle = g.. Stel nu xci’1 modulo
= 2=c dan is
irreducibele factoren van f met graad i. Merk op dat we door deze factori—
satie ook weten in hoeveel irreducibele factoren f uiteenvalt. De methode
x< module f = (x modulo f)ci modulo f
berust op hot volgende lemma.
LEMMA 2.4. Hot polynoom qk_ e F Lx] factoriseert over F in het pro /n- 1
ci ci
dukt van alle monische irreducibele polynoinen met graden d zodat dik.
= ( r x)ci modulo f
‘j=O i—i,j
Ret moge nu duidelijk zijn hoe we de kunnen bepalen: — n-i
r
. x1 modulo f
x<i
—
x is het produkt van alle monische eerstegraads
— i—1,j
j =0
polynomen, dus g(1) = gcd(f,x-x).
n-i
f/g(1) bevat geen eerstegraads factoren meer, want = Z r modulo f.
f is kwadraatvrij. j=0
i4,j
2
- x is bet produkt van alle monische irreducibele 2
eerste— en tweedegraads polynomen, dus g =gcd(f/ ,xci -x).
Hieruit volgt dat (r. 1 ,...,r ).Q = C 0 i,n—1 nwer ,...,r(2) g(1) 1— ,0 i—1,n—i
: . nu Q eenmaal berekend (en dat kost 1 q-de machtsverheffing modulo f en
k-i
.
n-2 vermenigvuldigingen modulo f in ]F[X]), dan volgt xci’ snel uit
g() : We zullen deze partiêle factorisatiemethode en bet gebruik van do matrix Q
.
aan de hand van eon voorbeeld illustreren.
k-i k
() god’i g( 1X -x). VOORBEELO 2.1. Laat f =x6+3x5243x3_3x2+3x+2E F7[xJ, dusi)
q
=
p = 7 en = 1. f is kwadraatvrij wegens f’ 0 en gcd(f,f’) = 1.
Ga netzolang door tot op eon gegeven moment, na maximaal Ln/2i stappen
k We bepalen eerst do matrix Q.
f = Ti g voor zekere k n.i=i Ci
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Het produkt van de irreducibele factoren van graad 1 bepalen we flu door
g(1) = g (x7— ,f) = gcd(3x4—23+2x2x—1,f) = x + 1.
g(1) delen we weg uit f, en we houden als cofactor van g(1) over
5 4 2
= x + 2x + 3x + x + 2.
49Om g(2) te berekenen moeten we x modulo f bepalen en dat doen we door Q
van voren te vermenigvuldigen met het als nj—vector opgevatte polynoom
x7 modulo f.
49 5 3 2Dux x modulo f = -x + 3x - 2x +2x - 2 en
g(2) = gcd(x49-x,f/(g(1)) = gcd(—x+3x-+X-2,XX43+2) =x2+2x-2.
g(2 delen we weg uit de cofactor van g(1), en we houden als cofactor van
over f/(g(1)g(2) = x3+2x— 1.
Het is duidelijk dat we flu niet verder hoeven te zoeken; we hebben de
volledige factorisatie van f over ]F7 gevonden:
OPMERKING 2.4. Een verbeterde maar tevens veel gecompliceerdere versie van
deze algoritme is te vinden in BERLEICAMP [2].
3. NULPUNTEN VAN POLYNOMEN IN ]Fq[X]
We hebben in dit hoofdstuk dezelfde f als in Hoofdstuk 2. Door eventu—
eel de ggd van f en te nemen mogen we aannernen dat f uiteenvalt in n
verschillende lineaire factoren (Lemma 2.4). Als q klein is kunnen we een—
voudig deze factoren vinden door iedere factor x— s, s :F, te proberen.
Voor grote q werkt dit natuurlijk ook, maar dan kunnen we beter een van de
methoden gebruiken die in dit hoofdstuk aan de orde komen.
De eerste nulpunt-bepalingsmethode werkt efficient als de karakteris
tiek p niet al te groot is. Is zelfs dat niet het geval dan zullen we onze
toevlucht moeten nemen tot de probabilistische tweede methode, die in de
praktijk sne]. tot resultaten zal leiden, maar die in het slechtste geval
niet beter is dan het proberen van alle elementen van het lichaam.
We zullen eerst de deterministische methode, die dus geschikt is voor
niet te grote karakteristiek, behandelen. Voor de aritmetiek in )Fq hebben
we een monisch modulo p irreducibel polynoon van graad . nodig. Laat een
nulpunt van dit minimumpolynoom zijn, dan vormt de verzameling
2
,_.,f3 } een basis voor lFq over Definieer het spoor—poly—
noom Tr door Tr (x)
=
xP’ = x ÷ x +... ÷ xPi=0
LEMMA 3.1. Laten f en v Ci = 1,...,k) monische polynomen zijn in iF [x],Ci) k k q
zodat gcd(v ,v ) = 1 Ci j). Als fI .11 v , dan f = U gcd(f,v ).(1) (J) i=1 (i) i=1 (i)
LEMMA 3.2. - x = U (Tr(x)-s).
SE
Lemma 3.2 kunnen wij ook schrijven als (J)
- Sx = 11 (Tr(x)—s),
-. sç/p
0 j < £. Met (8j)q = volgt nu = U (Tr(SJx) -s).
SE/p
Omdat f in n verschillende lineaire factoren uiteenvalt weten we dat
a 0 modulo f (Lemma 2.4). Dus we vinden dat voor hat spoor—polynoom
geldt
U (Tr(x)
— s) a 0 modulo f, 0 j <
sE/p72
en omdat de polynomen Tr(Sx) -s, s E relatief priem zijn volgt met
Lemma 3.1 dat f = gcd(f,Tr(x) -s), 0 j <
Dit levert een niet—triviale factorisatie van f op als er een
0 j < £, bestaat zodat Tr(Sx) modulo f geen constante is. Is dat het
geval, dan ontaardt f = U gcd(f,Tr(3x) -s) in f = fill. Hebben we
SE
x7 modulo f =
14
x modulo f =
21
x modulo f =
28
x modulo f =
35
x modulo f =
Dus
7Cx modulo
14(x modulo
3x4—2x+22 1
2 5 4 3 2f) modulo f = -x +3x -2x - x - x+2,
f) . (x7 modulo f) modulo f = -x5 +3x23x+2,
= 2x-2x4+23— x2+ x+2en
4 3 2
= x-3x-x+2x—2.
0 0 0
—2 3 0
—2 3 —l
3 0 —1
2 —2 2
—3 1 0
1
—1
2
2
2
—2
0 0
0 2
—l —1
3 2
1 —1
2 —1
(—1,0,2,—2,3,0)Q = (—2,2,—2,3,0,—l)
f = (x+1) (x2+2x—2) (x3+2x—1)
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een j gevonden zodat Tr(0x) modulo f niet constant is, dan kan de inethode
recursief worden toegepast op de gevonden factoren van f, en alle nulpunten
van f volgen.
We bewijzen flu dat zo’n j, 0 j < L, altijd bestaat. Laten
e :Fq de nulpunten van f zijn, en stel dat voor alle j, 0 j <
geldt dat Tr(SJx) modulo f een constante is. Dat wil zeggen dat er
t0 t_1 s zijn, zodat Tr(03x) a t modulo f, en dus t. = Tr(03s1) =
Tr(0352) = ... = Tr(03s), 0 j < £. Voor ieder paar i,k, 1 i < k n,
geldt dus dat
Tr(03s.)
= Tr(S2sk) (Lemma 2.1) Tr(S3(s_sk)) = 0, 0 j <
Nogmaals gebruik makend van Lemma 2.1 vinden we voor een willekeurig £—tal
E 2Z/p dat
0 = P.Tr(O1(sl_sk)) = Tr(( p0) (si_sk)).
j=0 j=0
vorint een basis voor )F over dus we constateren
dat Tr(s(s_sk)) = 0, Vs c :IF, en omdat dat Tr(s) = 0, Vs a ]F.
Dus Tr(x) heeft q nulpunten, in tegenspraak met Lemma 3.2 waaruit volgt dat
- 1Tr(x) p nulpunten heeft.
OPMERXING 3.1. Bij implementatie van deze methode kunnen we er in vele
gevallen voor zorgen dat we in één keer een j kiezen zodat Tr(03x) modulo
f niet constant is. We bepalen dan de ggd van f met Tr(03x)-s voor alle
s a /p en passen de methode recursief toe op iedere gevonden niet—trivi—
ale factor van f. Merk op dat we in de recursie niet nogmaais de al gebruik—
te j’s hoeven te gebruiken.
Voor we overgaan tot de tweede, probabilistische methode eerst een
voorbeeld.
VOORBEELD 3.1. f =x3—3x2+3x+5 € )F121[X], dus q = ii2, p = ii, £ = 2.
Voor de aritmetiek in kiezen we het modulo 11 irreducibele polynoom
G(T) = T2+5, en 0 een nulpunt van G. f is kwadraatvrij en valt in ver—
schillende lineaire factoren uiteen omdat gcd(x121—x,f) = f (Lemma 2.4).
Tr(x) = x+x1’ S 4x2+4x+5 modulo f, is niet constant. We gaan flu
gcd(f,Tr(x)
- s) berekenen voor s a /117Z. Met blijkt dat deze gcd’s alle
1 zijn, behalve voor s = —1 en s = —3. We krijgen
gcd(f,4x2+4x-5) = x2 ÷ x - 4 en
gcd(f,4x÷4x—3) = x
— 4.
Aan x
— 4 hoeven we niets meer te doeri, maar op g = x2 + x
— 4 moeten we de
methode opriieuw toepassen, waarbij we het geval “j = 0’, niet hoeven te be—
schouwen omdat wegens gcd(f,4x2-t-4x-5) = x2 + x
- 4 Tr(x) modulo g een
constante is. Tr(x) moet nu wegens bovenstaand bewijs wel resultaten leve—
ren omdat 0 j < 2, en j = 0 hebben we al uitgesloten.
Tr(Ox) = Ox + = 20x + 0 modulo g, is inderdaad niet constant
en we vinden
gcd(g,2Ox++5) = x + 50 - 5 en
gcd(g,2Ox+—5) = x
— 50 - 5.
We hebben nu alle nulpunten van f gevonden: f = (x-4) (x+50-5) (x—50--5).
OPMERKING 3.2. Merk op dat we de eventuele nulpunten van f in ZZ/p72 direct
kunnen bepalen door: g = gcd(f,x—x) en vervolgens gcd(g,x—s), s
€
We zijn nu toegekomen aan de probabilistische nulpunt—bepalingsmethode,
afkomstig van M.O. Rabin, een groot voorvechter van de probabilistische aan—
pak. De methode van Rabin is alleen bruikbaar als de karakterjstiek oneven
is, hetgeen geen grote beperking is, gezien bet feit dat we voor kleine
karakteristie)c al een bevredigende nethode kennen. We nemen daarom voor de
rest van dit hoofdstuk aan dat p oneven is.
Omdat = S voor S € P , geldt voor s 0 dat 5q1 = 1 en derhalve5(q_1)/21f(q_1)
r =en s met
5r
= 1 noemen we van
type 1 en s met 5r = —1 noemen we van type 2.
LEMMA 3.3. Voor
1’2 S Pq ongelijk en niet nul, geldt dat
#{s a P j 0 (s +S)r 0} = r.q 1
BEWIJS. Voor s+s 0 geldt
(5÷)r
= 1 of -1 (i = 1,2) dus we vinden dat
r
()r
: (i_)
= —1.
De vergelijking r + 1 = 0 heeft in )Fq r oplossingen en iedere t a P die
voldoet geeft op unieke wijze een 5
€
]Fq door s = (s1
— ts2/(t—1) omSat
t1. U
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De methode van Rabin berust op de volgende observatie.
Alle wortels van r — 1 = 0 zijn van type 1. Als f nulpunten van verschil—
r
lende types heeft kunnen we die scheiden door de ggd van x — 1 en f te here—
kenen. Als alle nulpunten van f van hetzelfde type zijn, dan kunnen we ze
allemaal tegelijk random opschuiven waarbij we volgens Lemma 3.3 een kans
van minstens een half hebben dat er twee verschoven nulpunten van verschil—
lend type ontstaan. De verschoven nulpunten zijn dan te scheiden door de
ggd met xr — 1 te bepalen. De constructie is dus soortgelijk aan die van de
eerste nulpunt—bepalingsmethode, eileen hier schuiven we aan de nulpunten
van f, dear verschuiven we bet spoor—polynoom en daarmee zn nulpunten.
Een iets gedetailleerde beschrijving:
stap 1 - Bepaal g = gcd(xr_1,f). Als 0 < deg(g) < n ga dan verder met
= g en vervolgens met f(1) = f/g, anders met f(1) = f.
stap 2 - Kies s c )Fq willekeurig, net zolang tot voor h
= gcd(xr_1,f( (x-s))
geldt dat 0 < deg(h) < deg(f(1)).
Wegens Lemma 3.3 hebben we steeds een kans van minstens een half
om een niet triviale factorisatie van f(1) te vinden. Vinden we
een nulpunt t van f(1) (x—s) dan is t-s een nulpunt van f(1) (x),
jmmers x_tf(1)(x_s) x+s—tIf()(x+s—s) = f(1)(x).
step 3 — Herhaal stap 2 met h resp. f(1)/h in plaats van f(1) net zolang
tot alle nulpunten van f zijn gevonden.
VOORBEELD 3.2. Neem f uit Voorbeeld 3.1. We gaan weer de nulpunten van
f
in F121 bepalen, maar nu met de methode van Rabin. We kiezen voor de
ant—
metiek in
‘121
hetzelfde minimumpolynoom G(T) = T2+5, en met G() = 0.
stap 1 — gcd(x60—1,f) = x—4, we gaan dus verder met f/(x—4) x2+x—4 = f(1);
60
stap 2 — We kiezen s = +1 en we vinden gcd(x —1f(1) (x—S—1)) = 1, een
slechte keuze voor s. Vervolgens s —2—2 levert
gcd(x60—1,f(1)(x+2+2)) = x—4—3, een goede keuze. 4S+3 is een
nulpunt van f(1) (x+2S+2), dus 4+3+2S+2 = —5S+5 is een nulpunt van
f(1) (x). We vinden de factor x+5B—5 van f(1) met cofactor x—5S—5.
Dus overeenkomstig Voorbeeld 3.1: f = (x—4) (x+5—5) (x—5—5).
4. FACTORISATIE IN IF Cx]q
We gaan nu de resultaten van de beide vorige hoofdstukken gebruiken o
m
de volledige factorisatie over IF te bepalen van f a FqCX]• Voor het gemak
nemen we earl dat f kwadraatvrij en monisch is, dat is gezien de resultaten
uit Hoofdstuk 2 geen beperking. Er komen dnie methoden ter sprake, édn voor
IF met q klein, één voor iF met q groot, waarbij de nulpunt-bepaungsme_
thoden uit Hoofdstulc 3 een belangrijke rol spelen, en een aparte methode
voor /p met p groot. De eerste methode is verreweg de bekendste methode
voor factorisatie over ]Fq en staat bekend onder de naam Berlekamp’s facto—
risatie methode. De tweede methode is een aanpassing van de eerste voor
grote q en is afkonetig van H. Zassenhaus. De derde methode is van
M.D. Rabin en berust op de door de heer Rabin gepropageerde probabilis—
tische methoden. We zullen zien dat de matrix Q, die bij de partiêle fec—
torisatiemethode van Hoofdstuk 2 eigenlijk alleen near een handigheidje
bij het rekenen is, hier een heel wet belangrijker rol speelt.
Veronderstel dat we een polynoom V C IF Cx] hebben zodat I !IF (v—s).q q
De polynomen v-s, s IF, zijn relatief priem, due volgens Lemma 3. 1 geldt
dat f = Ti gcd(f,v-s). Als bovendien geldt dat v niet triviaal is enSEJFq
graad kleiner dan n = deg(f) heeft, volgt hier een niet-triviale factorisa—
tie uit van f. We gaan flu laten zien dat we met dergelijke polynomen v zelfs
de volledige factorisatie van f over ]Fq kurinen knijgen.
Wegens Lemma 2.4 kunnen we de voorwaarde fITiF (v—s) 00k schrijven
als fjvv, oftewel S v modulo f. Met behuip vane matrix Q kunnen we
flu alle v € IFqLXJ bepalen met deg(v) < n zodat v modulo f.
SPELLING 4.1. Zij V C IF Cx] met deg(v) < n, danq
S vmodulo fvQ= v,
met v opgevat als rijvector, en f, n en Q als boven.
BEWIJS. Laat het (i,k)-de element van Q zijn, 0 i,k < n.
n-i n-i n-i
= = =
= v.
i=0 i=0 k=0
n-i n-i n-i
_s ‘ k k
—
L (L vq.)x = v = vkx
k=0 1=0 k=0
n-i
=..
1=0
0= (v01...,v vQ = V.
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fl (v-s) 5 0 modulo g , i = 1,...,t.
scF (i)
q
De polynomen v— S1 S E )Fq zijn relatief priem en g(.) is irreduci—
bel, i 1.. ..,t; er moet dus voor i = 1,.. .,t een s. s F bestaan zodat1 q
v-si SO rnodulo g(.). We hebben echter gezien dat, uitgaande van vs S.
modulo g(.) Ci = 1,...,t), v uniek construeerbaar is met behulp van de
Chinese reststelling, en dos is v één van de qt op deze wijze te constru—
eren polynomen. Conclusie: qr qt fl
We hebben flu nog één stelling nodig voor we Berlekamp’s factorisatie—
methode kunnen geven.
Uit deze stelling volgt:
v c ]Fq[X] met deg(v) < n en E v modulo f v zit in de kern van Q- I
met I de nXn eenheidsmatrix.
We kunnen mu dus eenvoudig al deze v bepalen door de matrix Q— I te
diagonaliseren. Door Q—I te diagonaliseren komen we automatisch nog meer
te weten over f.
STELLING 4.2. De rang van de kern van Q-I is gelijk aan het aantal irre
ducibele factoren over F van f.q
BEWIJS. Veronderstel dat de kern van Q— I wordt opgespannen door r onaf—
hankelijke polynomen, d.w.z. rijvectoren opgevat als polynomen,
v(r) met natuurlijk r n. Dan volgt met Stelling 4.1 dat er verschil
lende polynomen V
€
F[X] bestaan met deg(v) < n en E v modulo f,
immers iedere lineaire combinatie van v tim v van de vorm(1) Cr)
S.v , s. E F Ci = 1,...,r), zit ook in de kern van Q—I.
1=1 1 (1) 1 q
Laat omgekeerd f = .11 g de factorisatie van f over F zijn in
11 (i) q
irreducibele factoren, dus met gcd(g(.),g()) = 1, i j, omdat f kwadraat—
vrij is. Neem een willekeurige deelverzameling
.,st} van De
Chinese reststelling garandeert ons het bestaan van een uniek polynoom
w c IFqLX] zodat w S Si modulo i = 1,..,t, en deg(w) <
deg(g) = n.
. F s. s. Ewmodulo g
1 q 1 1 1 1 Ci)
depolynomeng zijnrelatiefpriem, 11 gCi) i=1 Ci)
oftewel S w modulo f, en deg(w) < n. {s11..
.,wt} C was willekeurig
gekozen, en het polynoom w volgt op unieke wijze uit de keuze van deze
deelverzameling van )FqI dus er zijn op deze manier qt verschillende poly—
nomen w s F Lx] te construeren met S w modulo f en deg(w) < n. Met hetq
bovenstaande volgt flu q
Om nu ook t r te bewijzen nemen we een willekeurig polynoom v e F Lx]
uit de kern van Q-I. Dan E 0 modulo f, dus met Lemma 2.4 11 (v-s)
SE ]Fq
E 0 modulo f, en omdat de i = 1,...,t factoren van f zijn
STELLING 4.3. Voor ieder paas polynornen (g(.),g(.)), 1 i < j r, met
g(.) en g(.) irreducibele factoren van f en r de rang van de kern van Q—I,
is er een V(k) uit de basis van de kern van Q— I zodat Icd(flv()_s)
en () cd(fv() s) voor zekere s E Fq
BEWIJS. Zonder beperking van de algemeenheid mogen we i = 1 en j = 2 nemen.
Neem c met s 2• Zoals in het bewijs van Stelling 4.2
kunnen we een polynoom w E JFqLX] bepalen zodat w S Si modulo i = 1,2.
In het bijzonder w s nodulo g(2), en dos g(1) Jgcd(f,w—s1) en
g(2) .fgcd(f,w—s1). Volgens het bewijs van Stelling 4.2 is w een element van
de kern van Q— I. De polynomen vU),... lv() spannen deze kern op, dus is
er een k, 1 k r, zodat )Jgcd(fv()_s) eng(2)4gcd(fv() 5), voor
zekere S C LI
Berlekamp’s factorisatiemethode luidt no als volgt:
- Bepaal een basis van de kern van Q-I, {vU),...,v( )} met v. E
i = 1,.. .,r, en r de rang van de kern. We mogen aannemen dat v(1) = 1 en
dat de overige V(i)? j = 2,...,r, niet triviaal en monisch zijn.
Als r = 1, dan is f irreducibel (Stelling 4.2).
— f = ft gcd(f,v
—s) levert een niet—triviale factorisatie van f op5EiFq (2)
omdat v(2) niet triviaal is en omdat deg(v(2)) < n. Als we op deze wijze
direct r factoren van f vinden, dan zijn we volgens Stelling 4.2 klaar.
Anders bepalen cd(1v()_s) s c IF, voor alle reeds gevonden factoren
g van f en k = 3,...,r. Stelling 4.3 garandeert mu dat we zo alle irre—
ducibele factoren van f vinden.
VOOBBEELD 4.1. f = x6+3x5+2x4+3x3_3x2+ +2EF7EX],het polynoomdatwe
al volledig gefactoriseerd hebben in Voorbeeld 2.1. We gaan Berlekamp’s
factorisatiemethode direct op f toepassen. Door de matrix Q— I te
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diagonaliseren vinden we de volgende drie polynomen die de kern van Q— I
opapannen: VU) = 1 V2 = x +2x x, V(3) =x5-x2+3x. We zien dat
r = 3, in overeenstemming met de factorisatie van f zoals die is verkregen
in Voorbeeld 2.1. We gaan nu gcd(f,v(2)—s), S E F7, bepalen:
gcd(f,v(2)) = x3+2x— 1, gcd(f,v()—1) = 1, gcd(f,v2—2) = x2+2x— 2,
gcd(f,v()—3) = 1, gcd(f,v+3) = x+ 1. We hebben nu drie factoren gevon—
den, en omdat r = 3 concluderen we dat we klaar zijn.
OPMERKING 4.1. Het is duidelijk dat deze methode mogelijkerwijs niet meer
efficient is als q groot is, want in de ggd berekening van f met v(1)_s
kunnen alle S E )Fq aan de beurt komen. Voor grote q is het daarom verstan—
dig eerst te proberen zoveel mogelijk factoren te vinden met de partiele
factorisatiemethoden. Het kwadraatvrij maken heeft nauwelijks last van de
grootte van q, en bij de tweede partiele factorisatiemethode is de enige
van q afhankelijke berekening de bepaling van modulo f, en dat kan in
O(log q) stappen gebeuren. Als door partiêle factorisatie echter toch geen
volledige factorisatie wordt gevonden en de boven beschreven methode wegens
te grote q onbruikbaar is, zullen we onze toevlucht moeten nemen tot een
van de volgende methoden.
We gean Berlekamp’s factorisatiemethode geschikt maken voor grote q.
Als v een polynoom uit de kern van Q— I is, met v niet triviaal, dan weten
we dat f = 11 gcd(f,v—s). Het vele rekenwerk bij Berlekamp’s methode
sEE
toegepast voorrote q wordt veroorzaakt door het feit dat we eventueel
alle S C Eq moeten proberen. Het merendeel van de te berekenen ggd’s zal
echter 1 zijn; we zouden ons liever beperken tot de deelverzameling S van
Eq waarvoor geldt dat gcd(f,v—s) 1, s e S. Deze S C IF kennen we helaas
niet, maar er is een manier om S te bepalen zonder alle lichaamseleinenten
langs te moeten.
Uit f
= sS gcd(f,v-s) volgt dat ffl (v—s). sS (v-a) is e
en poly
noom in v met graad #S. Geven we dit polynoom aan met H(v), dan geldt dus
fl(v) 0 modulo f. Omdat H(v)
=
11 (v-s) volgt nu dat de nulpunten van H
juist de elementen van S zijn. Om S te bepalen is het dus voldoende eerst
H te berekenen en vervolgens de nulpunten van H. Als we H eenmaal hebben
kunnen we met de methoden uit Hoofdstuk 3 de nulpunten bepalen; het enige
wat we nu nog moeten doen is H bepalen.
Als r de rang van de kern van Q—I is, dan weten we dat #S r. De
graad van H is #S en H(v) a 0 modulo f, dus 1,v,v2 modulo f,...,vr modulo f
moeten lineair afhankelijk zijn. We kunnen #S en H dus bepalen door de
lineaire afhankelijkheidsrelatje van de kleinste graad van de residuen
modulo f van de machten van v te bepalen: de coefficienten van B zijn de
coëfficiênten van deze afhankeljjkhejdsrelj
VOORBEELD 4.2. Bij wijze van voorbeeld zullen we de methode toepassen om de
S C IF7 te bepalen behorende bij f en v12 uit Voorbeeld 4.1.
4 2 2 5 4 2 3v(2) = X +2x -X v modulo f = 3x +x -x +x-1 en V(2) modulo f =
_3x5_2x4x2+1. We weten uit Voorbeeld 4.1 dat r = 3, daarom moeten v2).
v(2). V(2) en V2) lineair athaniceljjk zijn. Inderdaad geldt V2) + V2) +
V(2) 5 0 modulo f, dus H(v) = V3+V2v. De nulpunten van H in F7 zijn
0, 2 en —3, in overeenstemming met wat we in Voorbeeld 4.1 gezien hebben.
OPMERJCING 4.2. Welke nulpunt-bepalingsmethode we bij deze constructie ge
bruiken hangt af van de grootte van p. Voor p groot zullen we de probabi—
listische methode moeten kiezen, en daarmee is 00k deze factorisatiemethode
probabilistisch gevonderj.
Tenslotte een methode speciaal geschikt voor factorisatje over
met p groot. Dankzij de resultaten van Hoofdstuk 2 mogen we aennemen dat
het te factoriseren polynoom f in r verschillende irreducibele factoren van
graad - = fir uiteenvalt. Bij deze methode hebben we een algoritme nodig
die ons voor gegeven willekeurige £ een in /p irreducibel monisch poly—
noom van graad £ levert. Omdat er tot nu toe nog geen snelle determinis—
tische methode bekend is, waarmee we dit kunnen doen, zullen we een door
Rabin voorgestelde probabjlistische methode moeten gebruiken.
De methode werkt eenvoudigweg als volgt: kies willekeurig een rnonisch
polynoom G van graad £ en bepaal met de partiële factorisatiemethoden uit
Hoofdstuk 2 of G irreducibe]. is. Zo ja, dan zijn we klaar; zo flee, dan
beginnen we opnieuw.
Niets garandeert ons dat we binnen een bepaald aantal stappen inder—
daad een irreducibele G van graad £ hebben gevonden, maar het volgende
lemma zegt ons dat bet in de praktijk op een gegeven moment wel zal lukken.
LENMA 4.1. In /p geldt:
aantal irreducibele monische polynomen van graad £
aantal inonische polynornen van graad £
Dit betekent dat we bij iedere poging een kans van ongeveer 1/ op
succes hebben. Voor £ groot lijkt dit dus nauwelijks aantrekkelijk.
ThP’jF Fir 1’ YF iL4, J -- - -. -.
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Veronderstel f = fl1 g(.) over met de()) = £, i = 1,...,r.
g is een modulo p irreducibel polynoom van graad £ in (/p)[x], en(1)
-fheeft dus een nulpunt in IF, met q
=
p . Hieruit volgt dat 00k f een nul—
punt heeft in lFq• Bepaal nu een nulpunt y s F van f met behuip van de
probabilistische nulpunt—bepalingsmethode uit Hoofdstuk 3 (immers p is
groot) en gebruik voor de aritmetiek in ]Fq een monisch modulo irredu—
cibel polynoom G, dat op de boven geschetste wijze verkregen is. Nu moet er
een i, 1 i r, zijn zodat g (y) = 0, want f(y) = 0. Dan geldt 00k
(1)
p_ p -f-i
— ()(Y ) —0 en dus zljny,y ,...,yP alle nulpunten van g(.)
in ]Fq• Conclusie: g(.)
= i0 (x—yP ) c (/p)[X].
VOORBEELD 4.3. f = x4 — Ox3 + 15x2
— 2x — 1 s /127.
127 1272gcd(f,x —x) = 1 en gcd(f,x
—x) = f, dus wegens Lemma 2.4 splitst f
over /127 in twee irreducibele factoren van graad 2. Voor de aritmetiek
in )Fq q = 1272, hebben we een monisch modulo 127 irreducibel polynoom G
nodig. Bet blijkt dat G(T) = T2-T- 1 voldoet, neem 0 met G(S) = 0.
We gaan nu een nulpunt van f in F zoeken met behuip van de probabi—
listische methode uit Hoofdstuk 3. In de eerste stap berekenen we
x2—5x—1. Dit levert nog geen
wortel van f, maar al wel de gevraagde factorisatie van f in /i27. We
zien dus dat het kan voorkomen dat we niet eens de wortels hoeven te bepa—
len, omdat de tussenresultaten bij de nulpunthepaling al voldoende zijn.
Als we minder gelukkig waren geweest, hadden we een nulpunt van f in
F moeten zoeken en daaruit een factor van f over /i27 moeten recon—q
strueren. Laten we dit ten behoeve van het voorbeeld desondanks doen. Kies
willekeurig een s c ]Fq en bepaald gcd(xl)/2_1,f(x_s)). Voor
s = —330+43 krijgen we als ggd x—20—28. x—20—28 is dus een factor van
f(x+330—43) en dus is x—350+15 een factor van f(x) over Fq Hieruit re—
construeren we een factor van f over /127 door
(x— (350—15)) (x — (350—15) 127) = ( (350—15)) (x + (350—20)) = x2 - 5x— 1.
5. BET LIFTEN VAN EEN FACTORISATIE
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constructie voert de factorisatie lineair ornhoog, dat wil zeggen van
W1 (Fq) - W2 (Fq)
- W3(Fq) - ... 4 Wk lFq) Het lemma van Zassenhaus, en
in het bijzonder het bewijs ervan, levert een kwadratische uitbreiding van
de constructie van Hensel. Be Zassenhaus—methode gaat van W20(]Fq) 4
W21(Fq) W2(Fq) -*W2k(F)I en is dus in aanzienlijk minder stap—
pen klaar dan de eerste methode, als een factorisatie over Wk(IF) wordt
verlangd met k groot.
Onmisbaar bij het liften zijn de volgende twee algoritmen.
Algoritme 5.1. De uitgebreide Euclidische algoritme in ]FqEX]•
Gegeven polynomen g en h in ]F[X] berekent de algoritme op eenl-ieden na
unieke a, b en d in )F[X] zodat ag + bh = d in ]F[X], deg(a) < deg(h)
- deg(d) en deg(b) < deg(g)
- deg(d), waarbij dde ggd van g en h is.
Een gedetailleerde beschrijving van deze algoritme kan worden gevonden
in KNUTH [12], blz. 302, door algoritme X toe te passen op de polynomen g
en h in plaats van op de gehele getallen u en v, waarbij vooral de opmer—
king van G.H. Bradley ter harte moet worden genomen.
Algoritme 5.2.
Gegeven polynomen g, h, a, b, den c in (Wk(IF))[X], met ag ÷ bh = d en
d = gcd(g,h) een deler van c over Wk(JF). De algoritme berekent unieke a’
en b’ in (Wk(Fq))[X] zodat a’•g + b’h = c over Wk(F) en deg(a’) <
deg(h)
— deg(d).
Bepaal q en r in (Wk(]F HEX] zodat a(c/d) = q.(h/d) +r, en neem
a’ = r (dus deg(a’) < deg(h)
- deg(d)) en b = b.(c/d) + q.(g/d). a’ en b’
voldoen want
a’•g ÷ b’•h = rg + b•(c/d)•h + q.(g/d) h
= (r+q.(h/d)).g + b.h.(c/d)
= ag (c/d) + bh (c/d)
= d•(c/d) = c over Wk(Fq)•
Uniciteit: stel a” en b” in (Wk(Fq))[X] voldoen 00k, dan
In dit hoofdstuk behandelen we twee methoden om een factorisatie van f
over F uit te breiden tot een factorisatie over W (F ), k 1 willekeu—q k q
rig. Djt proces staat bekend als het hften van een factorisatie. Be eerste
methode volgt uit bet constructieve bewijs van het lemma van Hensel, waar—
in de existentie van een factorisatie in Wk(Fq) wordt aangetoond. Deze
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a’•g+b’h = a”g+b”h (a’-a’)•(g/d) (b”—b’).(h/d)l
gcd(g/d,h/d) = 1 j
LEMMA 5.1 (HENSEL). Laat f c (Ea])[X] en IF zodat lc(f) 0 in IF
. 41sq qf = g(1).h( over IFq met g(1) en h(1) in IF CXI en (g(1),h) = 1, dan
bestaan er voor iedere k 1 g en h(k) in (WkIFqN[X] zodat f=g().h()
over WkIFq) (k) = U) In IFq en h(k) = hU) in lF
BEWIJS. Bepaal met behuip van algoritme 5.1 a,b e IF[XI zodanig dat
agU) + b•h(1) = 1, deg(a) < deg(h(1)) en deg(b) < deg(g(1)).
Stel nu dat er voor j 1 polynomen g(.) en h() in (W(IFq))[XJ bestaan
zodat f = g over W.(P ), g = g in IF en h. = h in IF(J) (I) j q (1) (1) q j (1) qDan bestaat er een polynoom C(j) C IFqCXJ met f
- g()h(.) = PC(1)
over Wj1(IFq)• Bepaal met algoritme 5.2 a() en b(.) in IF [XI zodanig
dat a(.))
+ b(.)•hU) = C(j) over IF met deg(a()) <deg(h(1)).
Definieer flu g(1) = g> + Pb() en h(.1) h(.) + Pa()I dan
inderdaad g(.1) = g(1) in IF, h(.÷1) = h1> in IF, g(.÷1) en h(.1) in
(W. (IF ))[xI en bovendienj+l q
g(.1).h(. = (g() +p.b ) (h +P.a(.))(3) (3)
= g h + p(a(.).g + b(j) (j) (1) (j) (1)
= g() •h(.) + PC()
=f over W. (IF).j+1 q
Net is duidelijk dat uit dit bewijs een algoritme volgt on de facto—
risatie over Wk(IFq) 00k daadwerkelijk te bepalen, uitgaande van een fac—
torisatie over lFq• Nag enkele opmerkingen over deze methode en een voor—
beeld van een toepassing voordat we naar de kwadratiche uitbreiding er—
van gaan kijken.
OPMERKING 5.1. De rnethode zoals hier beschreven lift twee factoren tegelijk.
Indien f over ]Fq flu in r (r > 2) factoren uiteenvalt, die relatief priem
zijn, kan de factorisatie van f over Wk(IF) natuurlijk worden verkregen
door r keer deze algoritme toe te passen op een factor en de bijbehorende
cofactor. Door enkele eenvoudige wijzigingen in de algoritme aan te brengen
is bet voor f monisch ook mogelijk deze r factoren simultaan te liften,
zonder gebruik te maken van de cofactoren.
OPMERKING 5.2. Bij implementatie van deze algorit!ne met behalve het priem—
getal p oak een moniach modulo p irreducibel polynoom G c (/p)[XI bekend
zijn, am de aritmetische bewerkingen in het lichaam Pq dan wel de afge—
knotte Witt-ring Wk(IFq) te kunnen uitvoeren. Net kan voorkomen dat dit
polynoom G een factor modula p is van het minimumpolynoom F dat het alge
braische getallenhichaam bepaalt. In dat geval moat bij toepassing van deze
methode on f over W (P ) te factoriseren eerst C worden gelift tot een
k k qfactor over van F (zie ook Hoofdstuk 9).
VOORBEELD 5.1. Laat F(T) = T2+T+1 het minimumpolynoom zi:jn, met nulpunt
n, en f = x3+ (11n+1)x2-25(a+1)x+30c+5 a ((nH[X].
Veronderstel dat we de factorisatie van f over IF4 hebben bepaald, waarbij
de aritmetiek in IF4 wordt bepaald door het modulo 2 irreducibele polynoom
F. f = (x+1) (x2+x+1) over IF4. Neem, als in het lemma van Hensel,
(1) = x+1 en h(1) =x2+x+1.
We gaan de factorisatie van f over W4(IF) bepalen door drie stappen
uit te voeren van de constructie van Ijensel.
Voorbereiding: a,b a ]F[X] met a) + b•h(1) = 1 geeft:
a = (+1)x+n, b = +1.
W1(P4) + W2(IF4): g(1)h( (x+1)(x2+aX+1) =3+(a+1)x2(a+1)x+1, dus
f— ()h() = lOax2 — 26(+1)x+ 30a+ 4
2
= 2ax +2(a+1)x+2a in W2(P4)
= 2(ax+ (+1)+a)
Dus c(1) = ax2+ (a+1)x+a a IF4[x]. We passen algoritme
5.2 toe on aU)bU) a p[xI te bepalen met
a(1))+bU)hU) = cU)
acU) =.h> +r voor q = x+cz+1 en r = 0 en dus
a(1) =0 en bU) =b.cU) + =
We krijgen g(2) = g(1)+2b( x+2cz+1 a (W2IF4))[XI en
h(2)
= hU)+2.aU) = x2+flx+1 a (WIF))[XI.
= 8x-24(+1)X+280+W2(p4) - W3(F4): f—g(2)h(
= 4a+4 in W3(P4), dus c(2) (X+1 a IF4[X].
(h/d) is een deler van (a’—a’fl
deg(a’—a”) < deg(h)
— deg(d) J a’ = a”
h/d Of b’ = b”.
fJ#WW1
LEMMA 5.2 (ZASSE1iHAUS). Laat f c (Lc])[x] en )Fq zodat lc(f) 0 in :IFq.
Als er g(), h(.). a(.) en b(S) in (W (F))[X] bestaan zodat f=g()•h(.)
over W2j(JFq) a(.).g(.) ÷ b()•h() = 1 over W2jOFq) en lc(h()) een
eenheid in F. dan kunnen we “in êén stap” E
(W2+i.(1F))[xJ bepalen zodat f = g(.1)•h(. 1) over W2j+lFq)
+ b(.÷1)•h(.÷ = 1 over W2+1(]F), lc(h(.÷1)) een eenheid
in )Fqi g(÷1) = g(.) in W2j(JFq) en h(÷1) = h() in W2j(lFq)•
BEWIJS. f = g(.)•h(.) over W2j.()F), dus er bestaat een polynoom C(j) C
(W2j(JFq))[X] met f—g(.)•h(.) = 2J.c over W2j+1Fq)• Bepaal met algo—
ritme 5.2 hi.) en g(.) in (W21F))Ex] zodanig dat h)•g() + g(.)•h(.)
= C() over W2j()Fq) met deg(h.)) < deg(h(.)).
Definieer flu g(1) = g(.) + p2Jg) en h(.1) = h(.) + P2h) dan
inderdaad g(.1),h(. C (W2+1rfl[X], g(÷1)
—
g(.) in W2j(1Fq)
h(÷1) = h() in W2j(]Fq) 1c(h(÷)) = lc(h()) is een eenheid in
wegens deg(h.)) < deg(h) en bovendien
jg(÷1) h(.1) = (g(1) +p2 g(.))• (h(.) +p2 •h.))
= g(.) h(.) +P2J(h.) g(.) g(.) •h(.))
= g(.)•h(.) +P2Jc()
= f over Wj1(lFq)
Er bestaat flu een polynoom r(1) c (W2j(]Fq))[XJ met
a(j)’g(j1) + b(j)h(j1) 1 + p2r over W2j+1(q)• Bepaal met algorit
me 5.2 a’(1) en b1) in (W2j(Fq))EX zodanig dat aj)•g(j) + bj)•h(j) =r(1)
over W2j+iIF ).
2 2Definieer nu a(S1) = a(S)
—
p a(.) en b(S1) = b(S)
—
p dan
a(÷1)b(÷1) C (W2j+1(IFqH[X1 en
+b ha(.1) g(÷1) (j+1) (j+1)
= (a _p21a.).g ÷ (b(j) (j+1) (])
• 1) _p23(a +b’=a •g(j) (j+1) (j) (j+ (j) (j) (ji-1)
—
= a g(÷1) +b •h(.1) p r(j) (j) (j)
=1 over W (F). LI
21+1 q
Net zoals uit het bewijs van het lemma van Hensel direct een algoritme
volgt voor het lineaire liften, zo volgt uit dit bewijs een algoritme voor
het kwadratische liften. Iminers de in stap 1 benodigde a(0) en b(Q) Z)•fl
weer te bepalen met algoritme 5.1.
OPMERKING 5.3. Net als bij de constructie van Hansel is het bij deze metho—
de mogelijk de algoritme zodanig aan te passen voor monische f dat r fac—
toren tegelijk warden gelift. Het is mij echter fiat gelukt dit te doen
zonder de cofactoren nodig te hebben. Daze wijziging heeft daarom in dit
geval nauwelijks praktisch nut.
OPMERKING 5.4. Hat hangt stark van de toepassing af welk van beide metho
des de voorkeur verdient. Als er echt ver moat worden gelift kan Zassenhaus
het best worden gebruikt, maar als dat niet nodig is, en vooral als er
veel factoren van een monische f moeten warden gelift, is Hansel te prefe—
reren.
VOORBEELD 5.2. We nemen hetzelfde voorbeeld als bij de constructie van
Hensel. F(T) = T2+T+1, F() 0, f = x3+ (11a+1)x2—25(+1)x+30cz+5
c ((a))[X]. f = (x+1)’(x+ax+1) over F4.
g(0) = x+1, h(Q) =2+x+1, a(0) = (a+1)x+a, b(Q) = +1.
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Toepassing van algoritme 5.2 geeft a(2) —ux+1 en b(2) a
met a(2).) + b(2)•h) =
We krijgen g(3)=g()+2•b( x—2a+1 e (W3P4flCx] en
h(3) h()+2.a =x—3ax—3 (WFfl[X].
W3()F4 -*W4(F):f_().=16cuc_(16a÷1 )x÷24a+s
=8a+8 in W4(F), dusc(3) =a+1 C 1F4[x].
C(3) C(2) dus oak a(3) =a(2) en b(3) b(2).
We krijgen g(4) g()+2•b( =x+6a+1 e (W41F))[xi en
h(4)=h(3)+2a( =x2+Sa +5 c (WF))[x].
We hebben mu de factorisatie van f over W4(]F) gevonden. Merk op dat
f = over (a), oftewel we hebben de factorisatje van f over
W(a) bepaald.
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zie Voorbeeld 5.1:
Cw) = ax2+ (a+1)x+a, h0) = 0 g() = a,
=
+2•g0) = x+2ct+i,
h(1)
= hw) +2 •h0) = x +ax+1,bejdejn (W21F4fl[x].
aW) +b(9)hu) = 1 + 2Ua+1)x + (a+1)x— 1), dus
rw) = (a+1)x + (cz+1)x— 1 € (W20r4fl[x].
We passen algoritme 5.2 toe en we krijgen
aW) = a, b’(Q) = a+1 zodat
a(Q).ow) +bo)hw) = rw) over W20(F4).
We krijgen flu
aU) = aW) 22 •a(Q) = (a+1)x-a € (W21F4fl[X] en
bu) = bw) —2 b0) = —(a+1) € (210FH[X].
= 8ax—24(a+1)x+28a+4
= ax+8(a+1)x—4a+4inW(F
= 4(2az+2(a+1)x—a+1, dus
Cu) = 2ax + 2(a+1)x—a+1 € (W21F4flEX].
We bepalen met algoritme 5.2 h’(1) en met
h1) g(1) + g1)h(1)
= Cu) over W21 (F4)
h1) = ax+1, g(1) = a. We krijgen
g(2) = +22 = x+6a+i
€ (W22F4))[X] en
h(2)
= hu) +22 h1) = x +Saz+5 € (22lFfl[X],
waarmee we de gevraagde factorisatie over W40F) hebben
bepaald.
6. GRENZEN VOOR DE COEFFICIENTEN VAN DE FACTOREN VAN POLYNOMEN IN [x]
Bij het factoriseren van f
€ [x] is bet bijzonder nuttig te weten
hoe groot de coefficienten van de factoren van f kunnen zijn. In Hoofdstuk
7 en 8 zullen we zien hoe we zo’n bovengrens kunnen gebruiken bij de fac—
torisatie van polynomen over 7Z. In dit hoofdstuk zullen we met betrekkelijk
eenvoudige middelen een alleen van f
€ [x] afhankelijke bovengrens voor
de coefficienten van de factoren van f afleiden. De te behandelen lemmata
en stellingen zijn afkomstig uit MIGNOflE [16].
We gebruiken de volgende afkortingen: als f
€ [x], deg(f) = n, dan
3.
2 n
= ( If 12’\ , L(f)
= I IfIi
i=0
LEMMA 6.1. f
€ cLx], deg(f) = n, Cs C, C 00, dan H(x+c)fM= IcIII(x+c1).ffl.
BEWIJS. g
h
2IIgV
ilbil 2
n+1
= (x+c)•f = (1 +c•f)x’ en
i=0
n+1
= (x+c)f
=
(f. +c1fjxi—i 1i=0
n+1 n+1
__________
= I If. +cf.I = (f. +Cf)(f +c•f.)i—i 1 . i—i 1 i—i 1i=0 i=0
n+ 1
= (f. +Cf)(f. +cf.)i—i 1 i—i 11=0
n+ 1
= (If. I2f. +f. + IcI2 If. 12.i—i i—i 1 i—i 1 11=0
n+1 n+1
= If. +c_1f 2 = (f. +cfj(f. +cf.)i—i 1 i—i 1 i-—i 11=0 i=0
n+ 1
= (f. +cfj. +c1f.)i—i 1 i—i 11=0
n+1
= i=0
(If_2+f_i.c f+f1.cL j + IcT.lf!).
n+ 1
Dus 1CI2.11h11
=
(IcHIf 12+f •c•f +f cf + If 12 2= Iglii—i i—i i i—i i ii=0
omdat f_1
=
= 0. 0
t
If)
= I xj.UgIIi=1
BEWIJS. Met volledige inductie naar t. t = 0 triviaal. Stel t > 0. Zij
f = f/(x-x1), g = g/(x-x1)
(fil = II(x—x1)f( = Ix1.II(x—xji.f( (Lemma 6.1)
= Jx11fl2 x..((x—x1) g( (inductie hypothese, want
1)
W20(F4)-* W21 (IF4):
W21 (IF4) ± W22(F4)
LEMMA 6.2. x. € C, i = 1,...,n, met 0<jx I...Ix I<1Ix I...Ix I,1 n 1 t ti-i n
t 0. Ms f
= i1 (x—x) en g = (x_ xTi). dan
t
= J11 x.j(gII 0
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t
-1Ig HI Ti x = If I•l.ii x.I11n j=1 i 0 it+
t - n
Ig = If Tl.fl x1.. Ii xl, dus0 n i=1 1 j=t+1
t n
ig 1•1 Ti x I = f 1•1 fl xj0 i=1 i n i=t+1
r
r
Hi L(g(.))
2i=1
en
deg(g())
.11 f II
deg(g
l() I ( C’ ). II fil, i = 1, .. . ,r.
BEWIJS. De nulpunten van de g(.), i = 1,...,r, met absolute waarde 1 zijn
00k nulpunten van f met absolute waarde 1. Pas de tweede bewering van
Lemma 6.3 toe op iedere g(.), i 1,...,r, vermenigvuldig de resultaten en
pas op de ontstane ongelijkheid Gevoig 6.1 toe, dan krijgen we met
lc(h) I 1
STELLING 6.1. f € CLX], deg(f) = n, dan zijn er x. E C, i = 1,...,n,
zodat f f.fl (x—x.) en ix1l ... xj < 1 Ixt+ii ... x voor
zekere t 0. Bovendien hf II
‘n1 i=Tt!+l
xj + 1f0 x1
BEWIJS. De eerste bewering mogen we bekend veroriderstellen, we beperken
ons tot het bewijs van de tweede bewering.
t
-_1
Laat x 0. Definieer g = f .fl (x—x. )•. H (x-x.). Pas Lemma 6.21 t nsl 1 it+1 1
toe op f en g: hf II = iU1 x.iIIghh, en dus
(1) 11f112 = xi2.( igji2) T x.12.(ig1+Ig0T2).
n
If HT.Ti xj = If en ig I = if I, dusn i=1 1 0 n n
(2)
(3)
Uit (1), (2) en (3) volgt flu
n -
lifT2 if 2 2 + If 2 n . 20 i=t+1 1 n 1=t+1 i
Laat nu x = ... = x = 0 (s t). Hieruit volgt onmiddellijk f = 0, dus1 S 2 2 r 2
is het voldoende te bewijzen dat lifil if I 1. 11 x. I . Door f te var—n i=t+1 1
vangen door f/xS krijgen we
11f112 = Uf/xii2 j 12.1 4 x12 + If 21 fl l_2 If 12.1 H x.12. LI
n i=t+1 1 5 j=t+1 i n j=t+1
GEVOLG 6.1. f als in Stelling 6.1, dan lifhi IfH4+1 lxii. LI
LEMMA 6.3. f ais in Stelling 6.1, dan If. I () If 1. H lxi en
n
1 1 fi jt+1 1
L(f) 2 If I.!÷1 lxii.
BEWIJS. De eerste bewering eenvoudig met volledige iriductie naar n, de
tweede bewering volgt daar direct uit. Li
r
r
r
.111 L(g(.))
2i=1
deg(g(.))
II f II.
De tweede bewering volgt eenvoudig door toepassing van Lemma 6.3 en
Gevoig 6.1. LI
OPMERKING 6.1. Merk op dat de tweede bewering van Stelling 6.2 ons de ge—
vraagde bovengrens voor de coêfflciénten van de factoren van een polynoom
in Ex] geeft.
7. GGD BEPEKENINGEN IN [x]
Voordat we de resultaten van de vorige hoofdstukken kunnen toepassen
bij de factorisatie van polynomen over , moeten we ons bezig houden
met het probleem van de ggd berekeningen in [x]. Laten f(1) en f(2) met
de(f)) deg(f(2)), twee polynomen zijn in [xJ waarvan we de ggd wil
len bepalen. We mogen aannemen dat cont(f(1)) = cont(f(2)) = 1. Proberen
we de gewone Euclidische algoritn1e op f(1) en f(2) toe te passen dan zul
len we in het algemeen te maken krijgen met niet—monische polynomen, en het
is vooraisnog niet duidelijk hoe we niet—monische polynomen op elkaar kun—
nen delen zonder niet-gehele coêfficiênten te krijgen. Staan we het gebruik
van rationale getallen toe, dan hebben we verder geen moeilijkheden met het
toepassen van de Euclidische algoritme, alleen blijven we zitten met de in
de praktijk onaantrekkelijke, want veel rekentijd vergende, rationale
aritmetiek. We krijgen de volgende algoritme.
STELLING 6.2. .,g ,h € [x] met f = 11 g •h, dan(r) i=1 (i)
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die tenslotte 00k maar ISPRS is genoemd. Beschrijvingen van daze gecompli—
ceerde algoritmen moeten echter achterwege blijven; we zullan ze geen van
alle gaan gabruiken. Geinteressaerden kunnen we varwijzan naar de niet ge—
ringe hoeveelheid literatuur die er op dit gebied is (o.a. [31,[41,[5],[7],
[8],[9],[1O],[12],[19] en [241).
We zullen flu een methoda gaan bakijken die in de praktijk uitstekenda
resultaten aflevert en die in hat bijzonder zeer efficient werkt als de
gezochte ggd 1 is. In het kort komt deze methode hierop fleer: bepaal de ggd
van U) en f(2) modulo enkele priemgetallen an combinear de gevonden ggd’s
van galijka en rninimale graad met de Chinese reststelling.
STELLING 7.1. f(),f(2g a [xJ met g = gcd(f(1),f(2). Voor alle priem—
getallen p met P4lc(f()). ) geldt dat deg(g) deg(g), met go
de ggd van f(1) en f(2) uitgerekend modulo p, en voor slechts eindig veal
p geldt dat deg(g) > dag(g).
BEWIJS. De aersta bewaring van de stalling is triviaal, de tweede bewaring
volgt door ta kijken naar de ru kopcoëfficiênten van
bij de EPRS—algoritme. Hier zullan modulo p allean andere graden optradan
als p aen van de kopcoëfficiénten dealt. Dit kan maar voor aindig veal p
hat gaval zijn. [1
Algoritme 7.4. De modulaire ggd algoritme:
Gegeven U) an f(2) in Ex1.
Step 1 — Kias p’ Plc(f(1)).lc() g : gcd(f(1),f(2) modulo p, flp:=p.
Step 2 - Test of g al aanleiding geeft tot de ggd van f(1) an f(2) over :
neem h = (lc(f)).) modulo lip,
als hi lc(f(l))f (1) en pp(h) I f2 dan is pp(h) de gazochte ggd,
ga andars varder met Step 3
Stap 3 — Kies ean nieuwa p, p lc(f()).lc(f(2)go = gcd(f)f(2))
modulo p. Wa onderschaiden de volgenda drie gevallan:
— deg(g) <dag(g): g := go, lip := p, ga naar Stap 2.
— dag(g) =deg(g): combinear g en go mat de Chinese reststel
ling tot da uniaka h met h C g modulo lip,
h C g0 modulo p an ella coëfficièntan van h
lip.p
zijn in absoluta waarda L 2
g : h, lip : lip•p, ga naar Step 2.
- dag(g )) >deg(g): harhaal Stap 3.
Toelichting bij Stap 2: alle ggd’s van U) en f(2) modulo een priemgetal
zijn monisch en dus ook het hieruit met de Chinese reststelling geconstru—
eerde polynoom g. De ggd van U) en f(2) over hoeft allerminst monisch
te zujn, dus we moetan op da aen of andera maniar uit daze g ean niet—moni—
sche ggd zien te helen. Dit gaat op da in Step 2 beschraven wijze, waarvan
da varificatja vardar triviaal is.
Hat zal mat Stelling 7.1 verdar duidalijk zijn dat da modulaire ggd
algoritme warkt: lip is op aen gegavan moment zo groot dat zekar alla coëffi—
ciènten van da ggd van f(1) en f(2) over in absolute wearda kleinar of
gelijk zijn aan [flp/2j.
OPHERKING 7.1. De priamgetallan in de modulaire ggd algoritma moeten om
bagrijpalijka redenan groot worden gakozan. Hoe aerder lip groot is, des te
aerder zujn we klaar.
OPMERKING 7.2. Bet aental karen dat Stap 2 wordt uitgevoerd kan in vale
gavallen tot 1 wordan teruggebracht door eerst de maximale grootte van de
coefficienten van da ggd te bepalan, an Stap 3 zolang uit te voaren tot
lip groot genoeg is (Hoofdstuk 6).
VOORBEELD 7.4. Hoewel 127 geen groot priemgetal is, is hat toch groot genoeg
voor dit voorbaald. f(1) =2x4+34x8x+3, f(2) = 6x3+5x25x+2,
g = cd(f).f(2) modulo 127 = x
— 63.
(lc(f)).g) modulo 127 = (2x—126) modulo 127 = 2x+1.
2x+1
2U) an pp(2x+1) = 2x+1 I f2 ggd 2x+ 1.
Ala laatste mathode noemen we nog de EZGCD algoritme ([201,[33]), die
gebaseerd is op da liftalgoritmen uit Hoofdstuk 5. De methode is voor poly
nomen in één variabale over minder efficient dan da modulaire ggd algo—
ritma, en is in het algemeen minder geschikt voor niet—kwadraatvrije poly—
nomen. We zullen ons daarom baparken tot ean zeer globale schets.
Algoritma 7.5. EZGCD (Extended Zassenitaus GCD):
Gagevan U) an f(2) in [x].
- Bapaal de ggd go van f(1) en f(2) modulo enkele priemgetallen p tot er
voldoande zekerheid bestaat omtrant de graad van de ggd over (Stel—
lung 7.1).
— Lift een go van de goeda graad tot een factor modulo van f(2) voor
k voldoende groot (zia Hoofdstuk 6), waarbij go de rol speelt van de
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h(1) resp. de hw) in de formuieringen van do Lemmate 5.1 en 5.2.
- Dankzij de opmarkingen over de graad van h(i) in Lemmata 5.1 en 5.2 weten
we dat de gelifte ggd monisch is. We kunnen dus op dezelfde wijze als bij
de modulaire ggd algoritine de echte ggd reconstrueren.
OPMERKING 7.3. Merk op dat de liftalgoritmen alleen nogen worden toegepast
als gcd(g,f(2)/g()) = 1 over Als dat niet het geval is kunnen we
eltijd nog proberen of = 1 over /p1Z en als dat het
geval is go liften tot een factor nodulo van ffl). Indien echter beide
ggd’s ongelijk 1 zijn moeten we ooze toevlucht nenen tot een “speciaal
geval”—algoritme, die we hier verder niet zullen beschrijven.
8. FACTORISATIE VAN POLYNOMEN IN [X]
We zijn nu zover dat we polyoonen kunnen gaan factoriseren over . We
prasenteren eerst het factorisatieschema, daarna zullen we de afzonderlijke
stappon toelichten.
Laat f c [x] het te factoriseren polynoom van graad ii zijo.
Stap 1: We mogen veronderstellon dat f primitief en kwadraatvrij is.
Step 2: Factoriseer f = f modulo p over /p voor een geschikt gekozen
priengetal p: f = lcW..111 modulo p.
Step 3: Lift deze factorisatie tot een factorisatie over voor een
r k
geschikt gekozen k 1: f = lc(f).111 h(i) modulo p
Step 4: Bepaal de fectoren van f over door combinaties van factoren
over
/k
te proberen.
Door de ggd van de coëfficidnten van f weg te delen uit f kunnen we
bereiken dat f primitief is. De in Hoofdstuk 7 beschreven modulaire
ggd algoritme voor polynomen in [x] maakt hat mogelijk f kwadreat—
vrij to makan door toopassing van Lemma 2.2, dat immars ook voor
polynomen in [x] goldt. Da situatia voor hat kwadraatvrij maken
is hior wet aenvoudigar dan in Hoofdstuk 2 omdat we bier niat met
oan karakteristiak p 0 ta nakon habbon. Hat is dan ook aonvoudig
mogalijk door horheeldo ggd barokoningen aan factorisatia van f in
t i
kwadraetvrijo polynoman ta vorkrijgan, dat wil zoggan f = ft1
f modulo p kwadraatvrij is, opdat wij in step 3 da liftalgoritnan
kunnon toapassan. Dargalijko priomon zijn eltijd ta vindan wagans
hot volgonda rosultaat uit VAN DEN WAERDEN [25] (zia ook Opm. 8.1
aan hat aind van dit hoofdstuk):
Da rasultanta van f an g is nul = f on g hobban aan niot—constanto
factor gomaan. f is kwadreatvrij e f an f’ habbon goon niot—constan—
te factor gamoon do discriminant van f is niat nul e do discri—
minant van f is nul modulo slochts eon aindig aantal priaman f an
f’ hahban nodulo slochts aen aindig aantal priamon aan factor go—
maan n f is niot kwadraetvrij modulo slachts aindig veal priomon.
Hat hangt nu stark van dog(f) = n an da gakozan p af hoe we f
over /p gaen factorisaron. We kunnon de volgenda algemeno richt—
lijnan govan:
— n an p baida klein: dit is hat aanvoudigsta goval, pas direct
Borlokamp’ s factorisatiamethodo toe.
— n groot en p klein: hat nedool van Barlekamp’s factorisatia—
mathoda is nu dat we do kern van da nxn matrix Q— I moatan be—
pelan, on dat kost 0(n3) operatios. Hat is dearom in dit goval
ean to radan earst de partiële fectorisatiomathodo uit Hoofdstuk
2 toe to passan, waerbij we avantuaal n, on dus Q, direct kloinor
kunnan makan door do ggd van f mat x—x to borokanon. We wotan
dankzij daze partidla factorisatia in iadar gavel hot aantal
irroducibolo factoron wearin f modulo p uitaonvalt on daarom is
hat vaak niat nodig dat we aon vollodiga basis van do kern van
Q— I bapalon: we bopalon alloan eon basisvactor als we ham
nodig habbon.
-
p groot: onafhankalijk van n is hot in dit gavel nuttig on aarst
do partiëlo factorisatiomothodo too to passon on hot gobruik van
do nu beast onvormijdalijko probabilistischo algoritmon tot eon
minimum to boporkan.
Step 3: Omdat wo p zo gokozon hobbon dat do factorisatia van f modulo p
kwadreatvrij is, nogan we do liftelgoritmon uit Hoofdstuk 5 toopas—
son. We bopalan k door k ninimaal to noman zodat
Toolichtin
Stap 1:
Step 2: We boschouwon eileen priangatallon p zodat t lc(f) an zodat
k11 (Ln/2iX f)
Ln/4i i=o
(zio Stalling 6.3). Zia voor do kouzo van do liftalgoritmo Opm.5.4.
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Stap 4: We staan in deze stap voor het probleem de factoren modulo zo
bij elkaar te nemen dat ze samen juist een factor van f over
vormen. Hierbij moet natuurlijk voor niet—monische f dezelfde deel—
test worden gebruikt als in Stap 2 voor algoritme 7.4: als we
willen proberen of h(i ,h(i ) samen een factor van f over1 S s k
vormen, dan testen we of g = lc(f)• ti1 modulo p deelt op
lc(f)•f over . Als de deling opgaat is pp(g) een factor van f
over .
Orndat we in het slechtste geval (buy. irreducibiliteit) alle corn—
kbinaties van factoren modulo p , met de graad van zo n combinatie
[n/2j, moeten proberen, vergt deze stap mogelijk een in r expo—
nentieel aantal deelpogingen. Als r groot is kan dat er de oorzaak
van zijn dat deze stap de bottleneck van de hele berekening wordt.
Hier is niet altijd wat aan te doen, maar in het algemeen kunnen we
de volgende voorzorgsmaatregelen nemen:
— bereken de factorisatie modulo p van f voor enkele prierngetallen
p. Gebruik de p met het kleinste aantal factoren orn te liften,
en haal zoveel mogelijk informatie uit de verschillende factori—
saties omtrent de rnogelijke graden van de factoren van f over .
Voorbeeld: Stel dat f modulo p1 in drie factoren van graad 2 fac
toriseert en dat f modulo p2 in twee factoren van graad 3 facto—
riseert, dan zien we onmiddellijk dat f over irreducibel is;
— lift de factorisatie een slag verder dan nodig en probeer combi—
naties met te hoge coëfficiéntwaarden niet;
— probeer bij de testdeling eerst de constante coëfficidnten.
VOOflBEELD8.1. f=9x5+94153627x+4.
Stap 1: f is primitief en kwadraatvrij.
Step 2: p2 voldoet aan p4lc(f) = 9, en f = f modulo 2 =x5+x43is
kwadraatvrij. f = x•(x+1)•(x3+ 1) modulo 2 is bet resultaat van
een directe toepassing van Berlekamps factorisatiemethode.
Step 3: n5 29()/81+81+225+36+49+i6 707 k=10.
Door toepassing van de lineaire liftalgoritme vinden we
f = 9(x-i-837) (x+188) (x3+683 +683) modulo 1024.
Stap 4: We proberen alleen combinaties van de factoren met graad 2:
x+837: 9•837 = 7533 = 365 modulo 1024 en 36594 = 36 geen factor.
x+ 188: 9188 = 1692 = —356 modulo 1024 en 356.t94 = 36 geen factor.
(x+837)(x+188): 9.837.188 = 1416204 = 12 modulo 1024 en 1219.4=36
127
dit levert mogelijkerwijs een factor op.
9(x+837) (x+188) =9x2+9x+12 modulo 1024 en dit deelt inderdaad
op 9Sf, dus pp(9x+9x+12) = 3x2+3x+4 is een factor over
van f.
De cofactor van deze factor blijkt te zijn 3x+x+1, en die moeten
we 00k kunnen krujgen door pp(9(x3+683x683) modulo 1024).
9(x3+683x+683) = 9x3+3x+3 modulo 1024, dus dat kiopt.
Hadden we ons gehouden aan de aanwijzing bij Step 4 oni wat meer priemen te
proberen, dan hadden we in Step 2 een factorisatie van f = f modulo 7 in
slechts twee polynornen gevonden: f = 2(x+x-1)(x35x+5) modulo 7.
OPMERKING 8.1. De resultante van f en g met deg(f) = n en deg(g) = in is
gedefinieerd als de determinant van de volgende matrix:
If f
I n n-i
/0 f.
I
..
S:o.
n
g0 0.
0 g
0 0
0..
. .0
f0 0... c
•0 Im
n
•0
9
m 0
De discriminant van f (discr(f)) is gedefinieerd als
de resultante van f en f’.
9. FACTORISATIE VAN POLYNOMEN IN ((a))[X]
Laat f een polynoom zijn van de graad n in ((eN[XJ. We mogen, orndat
(c) een lichaam is, aannemen dat f monisch is; er hoeft echter geenszins
te gelden dat de coëfficiènten van f in Ea] liggen. Tot nu toe hebben we
rn-i
• .
...0
...00.-. -
n-i
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alleen polynomen met gehele coëfficiënten beschouwd. Bij de factorisatie
over (s) wordt het echter in vele gevallen onvermijdelijk dat de codffi—
ciênten niet—triviale noemers krijgen, bijvoorbeeld al door het monisch
oaken van het te factoriseren polynoom f. We kunnen echter wel altijd een
d s vinden zodat de coëfficiênten van f alle in [s1 liggen. Dankzij
de volgende lemmata, die we zonder bewijs vermelden, kunnen we een D E
bepalen zodat alle coëfficiënten van alle monische factoren van f in
liggen.
LEMMA 9.1. Zij b = max{d € IN zodat2ldiscr(F)}, dan defect(s)Jb en dus
R c [aJ, waarbij defect(s) = mintd € I’ R c
LEMMA 9.2. Zij f c (R)[X], f monisch, en laat f = g•h over (cz) met g en
h monisch, dan g,h € (R)[x].
Veronderstel flu dat f € (.[s])[X], f monisch. Dan zeker f E (R)[X],
en dus wegens Lemma 9.2 zal iedere monische factor van f een element zijn
van (R)[X]. We kunnen 00k een c € IN bepalen zodat R c [s1; we nemen
defect(s) als die bekend is en anders de b uit Lemma 9.1. Combineren we
dit, dan is iedere moniache factor van f een element van —-—[s3, en wedc
nemen D = d’c.
VOORBEELD 9.1. F(T) = T2+7, dat wil zeggen a = en f = +
De discriminant van F berekenen we door de resultante van F en F’ te be—
rekenen: 1 0 7
2 0 0 = 28, dus b 2.
We krijgen D= 22= 4, en inderdaad f = (x++)(x+—).
Voordat we net als in Hoofdstuk 8 het schema voor de factorisatie van
f over (s) geven, eerst nog wat over ggd berekeningen in ((aH[X].
Bij de berekening van de ggd van twee monische polynomen f(1) en f(2)
in ((afl[X1 kunnen we natuurlijk gewoon de Euclidische algoritme gebruiken.
We krijgen dan wel, zoals in Hoofdstuk 7 beschreven voor [X], te maken met
codfficièntengroei of introductie van nieuwe noemers. Toch zal dit in enke—
le gevallen de aantrekkelijkste methode zijn, want de modulaire ggd algo—
ritme heeft hier te kampen met een moeilijkheid die 00k optreedt bij de
factorisatie in (())[X]. Dit probleem komt voort uit het feit dat het
minimuxnpolynoom F modulo een willekeurig gekozen priemgetal p helemaal niet
irreducibel hoeft te zijn, en dat er zelfs minimumpolynomen zijn die modulo
iedere priem reducibel ziJn. Bij de modulaire ggd algoritme is dit des te
oneangenamer omdat we daar geinteresseerd zijn in grote priemgetallen, en
we hebben gezien dat we voor de factorisatie modulo grote priemgetallen
alleen probabilistische methoden tot onze beschikking hebben. We zullen
desondanks een mogelijke beschrijving van de modulaire ggd algoritme in
((sfl[x] geven, opdat het fenomeen van het factoriserende minimuopolynoom
straks bij hat factorisatieschema wat vertrouwder is.
Algoritme 9.1. Modulaire ggd algoritme in ((a))CXJ.
Gegeven U) en f(2) in ([s1)Ex], monisch, met D zo gekozen dat ook alle
monische factoren van f(1) en f(2) in ([a])[XJ liggen.
Stap 1
- Kies p, p D, zodat F modulo p in so weinig mogelijk factoren uit
t
een valt, F
= •Ti F(i) modulo p, en zodat de graden van
gcd(D 1 modulo P’(f(1)’D) D’ modulo P(f(2)D)) in
i = 1,.. .,t, overeenstemmen, waarbij de aritmetiek in F. bepaald
wordt door p en F(i). Combineer deze t ggd’s met de Chinese rest-
stalling tot een ggd g van D1 modulo P(f(1)’D) enD1 modulo p
(f(2) modulopenF. Tip :=p.
Stap 2
- Test of g al aanleiding geeft tot de ggd van f(1) en f(2) over
(s). Construeer hiertoe een polynoom h s ([s1)[x] door
h. = ((g.’D) modulo Tlp)/D. Als h deelt op U) en f(2) over
dan is h de gezochte ggd, anders gaan we verder met Stap 3.
Stap 3
— Kies een nieuwe p en beschouw dezelfde drie gevallen als in algo—
ritme 7.4.
Merk op dat we in Step 1 en Step 2 meteen Sian hoe we de noemer D door
modulo p te werken kwijtraken en terugkrijgen.
00k de EZGCD-algoritine kunnen wij gebruiken voor ggd berekeningen in
((s))[X]. We geven daar geen beschrijving van, met behulp van algoritme
7.5 en algoritme 9.1 is die eenvoudig te bedenken.
Nu dan eindelijk het schema voor de factorisatie in ((sfl [xi van een
monisch polynoom f
€ ([a:D[x] met 0 als boven.
Stap 1
— We mogen aannemen dat f kwadraatvrij is.
Step 2
— Factoriseer F over /p voor een geschikt gekozen priemgetal p:
t
F= Ti F. modulop.
(i) deg(F(.))
Step 3
— Factoriseer f over Fq. met q.
=
p 1 , = 1,...,t, waarbij
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de aritmetiek in ]Fq bepaald wordt door p en F (i)•
Stap 4 — Lift de factorisatie van F tot een factorisatie over voor
k k
een geschikt gekozen k 1: F = Ti1 F(1) modulo p
Stap 5 - Lift de factorisaties van f tot factorisaties over W(JFq.)
i = 1,...,t, waarbij de aritmetiek in ]Fq bepaald wordt door
p en F.).
Stap 6 — Bepaal uit deze t factorisaties van f de factoren van f over (n)
1 - Lemma 2.2 geldt oak voar polynornen in ((afl[X], dus dee! de,
met een geschikt gekozen ggd algoritme berekende, ggd van f en f’
weg uit f.
Stap 2 - Kies p priern, pD, p liefst klein, en zodat F modulo p zo weinig
mogelijk factoren heeft en kwadraatvrij is. Bovendien moet p zo
worden gekozen dat f kwadraatvrij blijft in F , i = 1,...,t.
Dat een dergelijke p altijd te vinden is volgt uit eenzelfde soort
redenering als in Hoofdstuk 8, Stap 2.
Stap 3 - Dit kan warden gedaan met de methoden uit Hoofdstuk 4. De noemer
D van f kunnen we kwijtraken door f eerst met D en vervolgens met
D1 modulo p te vermenigvuldigen.
Stap 4
— Het enige probleem dat we hier nag moeten oplossen is het bepalen
van k. Net als in Hoofdstuk 6 gedaan is voor polynomen in Ex]
kunnen we een bovengrens aangeven voor de coëfficiênten van de
monische factoren van f. Zonder bewijs vermelden we het volgende
resultaat:
Zonder bewijs vermelden we het volgende resultaat:
Laat f. = )‘ —-ct, C.. c , D , i = 0,...,n—1, f = 1;1 j=0 0 ij n
kies dan k zodat
rn—i m(m—1)/2k (2Dm!([j)( IFI)
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Zie voor een bewijs WEINBERGER [31] of WANG [27].
Stap 5 - We mogen de liftalgoritmen toepassen omdat f kwadraatvrij is over
alle licharnen IFq.• De noemer van f raken we in dit geval kwijt
1
-i kdoor f eerst met 0 en vervolgens met 0 modulo p te verrnenigvul—
digen.
Stap 6 — flit is net als bij de factorisatie in [x] de bottleneck van de
algoritme. De situatie is zelfe nog aanmerkelijk gecompliceerder,
want we hebben nu t factorjsaties van f waaruit we de factoren van
f over (n) moeten samenstellen. We zullen bij wijze van voorbeeld
schetsen wat we moeten doen am de lineaire factoren van f te be—
palen:
— Als er een i is, 1 i t, zodat f over W (F ) geen lineairek
factoren heeft, dan heeft f over (a) 00k geen lineaire factoren.
— Neem anders voor iedere i, i = 1,...,t, een lineaire factor van
f over W(Pq) combineer dit t—tal tot een factor g van f
modulo pk en F met behulp van de Chinese reststelling. Recon—
strueer de noemer D van g door g te vermenigvuldigen met 0 modu—
10 k en door g vervolgens de noemer 0 te geven, en test of het
resultaat een deler van f is over (o). flit moet voor ieder t—tal
lineaire factoren worden gedaan.
Net moge nu duidelijk zijn wat we moeten doen om de factoren van f
over (a) van graad d te bepalen: bepaal alle mogelijke factoren
van graad d van f over W(Fq.) j = i,...,t, die zeif dus weer
combinaties kunnen ziin van factoren van f over W(Fqj). CoInbi
neer ieder t—tal van factoren van graad d met de Chinese reststel—
ling tot een factor van f modulo en F, reconstrueer hiervoor de
noemer D en test of bet een deler van f over (a) is.
Oak bier geldt: probeer in Stap 1 t/m 5 zoveel mogelijk informatie
te krijgen over de mogelijke graden van de factoren van f over
Q(m) en probeer t en het aantal factoren van f over Fq. door ge—
schikte p keuze zo laag mogelijk te krijgen.
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