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1 Introduction
Commercial wind farms extract wind power through multiple wind turbines operating relatively close to
each other. In such a situation, not all wind turbines face the free-stream. The proximity of wind turbines
in a wind farm causes mutual aerodynamic interference through turbine-wake interaction. Additionally, in
the case of an onshore wind farm, the surfaces on which turbines are erected may be complex. Interference
from the terrain adds yet another dimension to the complexity of the flow-field. In the design of a modern
wind farm there is an increased emphasis in understanding the effects of terrain-wake interaction. Accurate,
reliable and efficient numerical models can be used to optimize the placement of turbines. Such optimization
will minimize the counter productive turbine-wake interference and result in better overall performance.
In order to numerically model the complex terrain interaction with turbine wake, there is a need to use
general curvilinear non-orthogonal Body Fitted Coordinates (BFC). The motivation for the present research
is to develop the governing conservation equations and an efficient numerical method to handle BFC for
convection dominated flows over complex terrain.
A coordinate invariant vector can be decomposed into different components like Cartesian, contravariant
or covariant in a general non-orthogonal system. Researchers have developed several formulations with differ-
ent choices of velocity components as the primary solution variable. Each formulation has its own advantages
and disadvantages. The most straightforward approach is to use the Cartesian velocity components as the
primary unknown variables. This method was implemented in a collocated grid by Rhie and Chow [1], Lien
and Leschziner [2] and in a staggered grid by Shyy, Tong and Correa [3]. The use of Cartesian velocity com-
ponents always results in momentum equations with multi-directional pressure gradient terms irrespective
of orthogonal or non-orthogonal grids (with the exception of trivial case of Cartesian). In such a situation,
the usual practice is to ignore non-orthogonality while deriving the pressure and pressure correction equa-
tion. Peric [4] noted that as the deviation from orthogonal grid becomes severe, dropping off non-orthogonal
terms result in convergence failure. To overcome the convergence problem, non-directional pressure gradient
terms need to be considered while deriving the pressure equation. Consequently, the resulting stencil of the
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discretized pressure equation involves diagonal grid points in addition to the neighboring grid points. Apart
from giving rise to more terms, the non-orthogonality results in loss of diagonal dominance in the discretized
pressure equation matrix. Iterative solvers while operating on such matrices fail to converge, especially when
the grid non-orthogonality is severe.
In the context of pressure equation, the grid orientation can be leveraged to our advantage by using
curvilinear velocity components. Many researchers have used either contravariant or covariant velocity
components and have come up with different forms of the governing equation. While using curvilinear
velocity components, the spatially varying nature of the basis vector gives rise to additional convection
and diffusion terms in the governing equation. Convective and diffusive terms may contain secondary non-
directional fluxes that need to be treated explicitly as part of the source term. In the pressure based solution
procedures of incompressible high Reynolds number flows, the convection terms dominate over the diffusion
terms. It is thus desirable to treat convection terms implicitly while secondary diffusive fluxes may still be
treated explicitly. Demirdzic et al. [5] and HQ Yang, KT Yang and Lloyd [6] demonstrated the use of physical
contravariant velocity for flow calculation in complex geometries. Although such a formulation represents the
convective fluxes compactly and enables their implicit treatment, the lack of diagonal dominance of pressure
equation still persist due to the presence of multi-directional pressure gradient in the momentum equations.
Usage of covariant velocity component as the primary solution variable results in governing equation with
uni-directional pressure gradient term as shown by Karki [7], and Tamamidis and Assanis [8]. However, the
divergence of convection-diffusion flux tensor expressed in pure covariant components yields far too many
terms. The convective flux across a face cannot be represented with a single velocity component alone and
gives rise to secondary convective fluxes that need to be treated explicitly. Karki [7] avoided the use of
tensor transformation and the discrete equations for covariant velocity projection was obtained by algebraic
manipulation of discrete equations for Cartesian components.
From the foregoing discussion it is evident that for a pressure based solution procedure of an incom-
pressible, high Reynolds number flow over complex geometry (as in the case of a wind farm) the governing
equation must be written in a prescribed form which has uni-directional pressure gradient and compact rep-
resentation of convective flux. Indeed, this is the motivation for present research. In this paper, the governing
conservation equations are redeveloped by expressing the flux tensor in a new mixed contravariant-covariant
basis. It is demonstrated that by doing so, the face flux can be compactly represented while still retaining
the diagonal dominance of the pressure equation. The equations developed in this new mixed basis for a
general non-orthogonal coordinate closely resemble the orthogonal equations. Reynolds Averaged Navier
Stokes (RANS) equations are used to solve the flow-field using SIMPLER algorithm of Patankar [9] and
Standard K−  model of Launder and Spalding [10] is used for turbulence closure.
2 Vector Basis and Components
Mathematical rules for vectors in general curvilinear non-orthogonal coordinate system and the various vector
components are briefly explained here. For a more detailed treatment of the mathematics, Warsi [11] may be
referred amongst other texts. In a curvilinear coordinate system xi, with ~R representing a general position
vector, the mutually reciprocal covariant ~ei and contravariant ~e i basis vectors are respectively defined as
~ei =
∂ ~R
∂xi
(1)
~e i = ∇xi (2)
The respective unit basis vectors eˆi, eˆi is obtained by normalizing the basis vectors with their corresponding
scale factors hi, hi. Throughout this paper, no summation is implied on the repeated indices when used with
scale factors.
eˆi =
~ei
hi
hi = |~ei| (3)
eˆi =
~e i
hi
hi = |~e i| (4)
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With the bases of a coordinate system defined as above, a vector ~V can be expressed as contravariant
components V i along the covariant basis ~ei or covariant components Vi along the contravariant basis ~e i.
~V = V i~ei = Vi~e
i (5)
By using the mutual reciprocal property ~ei · ~e j = δji of the bases, the components of a vector are given by
Vi = ~V · ~ei (6)
V i = ~V · ~e i (7)
As these components V i, Vi are defined with respect to non-normalized bases ~ei, ~e i they have non-physical
dimensions. In order to make the dimensions of the vector components consistent with the physical quantity
and avoid unnecessary mesh sensitivity [12], the vector can be expressed using physical components vi, vi.
~V = vieˆi = vieˆ
i (8)
The physical components are given by
vi = V i hi (9)
vi = Vi h
i (10)
It must be stressed here that the way physical velocity components are defined and used in this paper is
different from [7, 8]. The present definition, as explained by Eqs. (5 - 10) is consistent with the convention
adopted in tensor theory and many other researchers. Figure 1 shows the different decomposition of the
same vector in a two-dimensional general coordinate system.
V1~e
1
V 1~e1
V 2~e2
V2~e
2
~V
Figure 1: Various components of a vector in a two-dimensional general coordinate system.
The covariant gij and contravariant gij metric tensors are then given by
~ei · ~ej = gij (11)
~e i · ~e j = gij (12)
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The square root of the determinant √g, of the covariant metric tensor is also equal to the determinant of
the Jacobian transformation matrix.
√
g =
√
det(gij) =
∣∣∣∣ ∂(x, y, z)∂(x1, x2, x3)
∣∣∣∣ (13)
Differentiation of the basis vectors give rise to metrics called Christoffel symbols of the second kind and they
are given by
Γkij =
∂~ei
∂xj
· ~e k (14)
3 New Mixed Basis Formulation
The convective-diffusive fluxes appearing in the momentum equations are rank two tensors. The convective
flux consists of a dyadic product of the velocity vector with itself and the diffusive flux contains gradient of
the velocity vector. The conventional approach adopted in literature is to represent this flux tensor T˜ , using
either pure covariant Tij~e i~e j or contravariant T ij~ei~ej components. The advantages and disadvantages of each
formulation were reviewed in the introduction section. In the present research, this tensor is expressed using
mixed components in the contravariant-covariant basis T ji ~e
i~ej . By expressing the flux tensor in a mixed
basis as shown in this paper, the advantages of both the contravariant and covariant formulation can be
realized. Figure 2 shows the direction associated with the contravariant and covariant velocity components.
x1 constant plane
V 2~e2
In-plane velocity
x2
V1~e
1
x3
V 3~e3
∂p
∂x1
~e 1
V 1~e1
Out of plane velocity
x1
V1~e
1 is normal to the plane
and is the same direction as
∂p
∂x1
~e 1
Figure 2: Representation of the convective flux dyad as a mixed tensor. No magnitude and only direction is
implied by the vectors in this figure.
Upon applying the Gauss-divergence theorem and integrating over a finite control volume, the second ~V
of the dyad ρ~V ~V dots with elemental area ~dA to give the mass flux across a face. This ~V shall be represented
using the contravariant components. On any arbitrary plane in a three-dimensional space, two of the three
contravariant components would lie on the plane and only a single contravariant component would contribute
to the mass flux entering or leaving the face. The choice of contravariant component for the second ~V of the
dyad ensures that there is no secondary convective flux.
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To represent the primary solution variable along the direction of pressure gradient, the first ~V of the
dyad ρ~V ~V is expressed in covariant components. This ensures uni-directional pressure gradient term in the
momentum equations and diagonal dominance in the discretized pressure equation. By using such a mixed
contravariant-covariant form for the flux tensor in a non-orthogonal basis, the treatment of convective flux
and pressure differential is made similar to orthogonal basis.
3.1 Reynolds Averaged Navier Stokes Equations
The Reynolds Averaged Navier Stokes (RANS) equations are used to model the incompressible, turbulent
flow. Using Boussinesq’s hypothesis for incompressible flow, mass and momentum conservation can be
written in a coordinate independent form as
∂ρ
∂t
+∇ · (ρ~V ) = 0 (15)
∂ρ~V
∂t
+∇ · T˜ = −∇ · (pI˜)−∇ · (2
3
ρKI˜) (16)
The convection-diffusion flux tensor T˜ is
T˜ =
(
ρ~V ~V
)
−
[
(µ+ µt)
(
∇~V +∇~V T
)]
(17)
where ρ is the density, ~V is the mean velocity, p is the mean pressure, K is the turbulent kinetic energy per
unit mass, µ, µt are the molecular and turbulent viscosity respectively. To solve for the turbulent properties
(µt,K) two equation standard K −  model with Launder and Spalding wall function [10] is used. The
transport equation for K is given by
∂ρK
∂t
+∇ · (ρ~VK) = ∇ ·
[(
µ+
µt
σK
)
∇K
]
+ PK − ρ (18)
where PK and ρ are the production and destruction terms respectively. The production term PK is modeled
along the lines of Kato [13]. PK can be related to the modulus S of the mean strain rate tensor S˜, and the
modulus Ω of the mean vorticity tensor Ω˜, as
PK = µtSΩ (19)
The mean strain rate and the mean vorticity rate tensors are given by
S˜ =
1
2
[
∇~V +∇~V T
]
(20)
Ω˜ =
1
2
[
∇~V −∇~V T
]
(21)
Their respective moduli are defined as S =
√
2S˜ : S˜ and Ω =
√
2Ω˜ : Ω˜. The transport equation for the
turbulent dissipation  is
∂ρ
∂t
+∇ · (ρ~V ) = ∇ ·
[(
µ+
µt
σ
)
∇
]
+ C1

K
PK − C2ρ
2
K
(22)
The turbulent length scale, lt is taken as K3/2/ and velocity scale, Vt, is approximated as K1/2. The
turbulent eddy viscosity µt is then given by
µt = Cµρ
K2

(23)
The model constants are σK = 1.0, σ = 1.3, Cµ = 0.09, C1 = 1.44, and C2 = 1.92.
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3.2 Derivation of Governing Equations with Mixed Components
The preceding set of coordinate invariant governing equations is expanded in the curvilinear coordinates
with covariant velocity (along contravariant basis) as the primary unknown quantity. To do so, the following
tensor operations are necessary.
1. Using covariant components, the divergence of a vector (~V = Vj ~e j) can be expressed as
∇ · ~V = 1√
g
∂
∂xi
(√
ggijVj
)
(24)
2. The gradient of a scalar φ
∇φ = ∂φ
∂xi
~e i (25)
3. The divergence of a second rank tensor (T˜ = T ji ~e
i~ej) using mixed components
∇ · T˜ =
[
1√
g
∂
∂xj
(√
gT ji
)
− T jkΓkij
]
~e i (26)
For the proofs of Eqs. (24,25), Warsi [11] may be referred. The divergence of a second rank tensor in mixed
components of Eq. (26) is explained in appendix Eq. (A.10).
Mass conservation of Eq. (15) is written using Eq. (24), as
∂ρ
∂t
+
1√
g
∂
∂xi
(
ρ
√
ggijVj
)
= 0 (27)
The momentum conservation of Eq. (16) is expanded using Eqs. (25,26)
∂ρVi
∂t
+
1√
g
∂
∂xj
(√
gT ji
)
= − ∂p
∂xi
+ T jkΓ
k
ij −
∂
∂xi
(
2
3
ρK
)
(28)
The Eqs. (27,28) are expressed using non-physical components Vj and T
j
i . They can be replaced with their
corresponding physical components vj and t
j
i using
Vj =
vj
hj
(29)
T ji =
tji
hihj
(30)
Using Eqs. (29,30), after some rearrangement, Eqs. (27,28) can be written as
∂ρ
∂t
+
1√
g
∂
∂xi
(
ρ
√
ggijvj
hj
)
= 0 (31)
∂ρvi
∂t
+
1√
g
∂
∂xj
(√
g tji
hj
)
= −hi ∂p
∂xi
+
tjkΓ
k
ijh
i
hkhj
+
∂hi
∂xj
tji
hihj
− hi ∂
∂xi
(
2
3
ρK
)
(32)
Employing the Kronecker delta function to change the indices of the third term in RHS from i, j to k, j the
above equation is rewritten in a more compact form.
∂ρvi
∂t
+
1√
g
∂
∂xj
(√
g tji
hj
)
= −hi ∂p
∂xi
+
(
Γkijh
i +
∂hk
∂xj
δik
)
tjk
hkhj
− hi ∂
∂xi
(
2
3
ρK
)
(33)
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The contravariant-covariant mixed component representation of the second rank convective flux dyad and
the gradient of velocity vector of diffusive flux (see Eq. (B.8)) are given by
ρ~V ~V = ρviv
j eˆieˆj (34)
∇~V = hihj
[
∂
∂xk
( vi
hi
)
− vl
hl
Γlik
]
gkj eˆieˆj (35)
The transport equations for K and  of Eqs. (18,22) can be expanded in curvilinear coordinates using
Eqs. (24,25), and expressed using physical velocity components.
∂ρK
∂t
+
1√
g
∂
∂xi
(
ρ
√
gviK
hi
)
=
1√
g
∂
∂xi
[(
µ+
µt
σK
)√
ggij
∂K
∂xj
]
+ PK − ρ (36)
∂ρ
∂t
+
1√
g
∂
∂xi
(
ρ
√
gvi
hi
)
=
1√
g
∂
∂xi
[(
µ+
µt
σ
)√
ggij
∂
∂xj
]
+ C1

K
PK − C2ρ
2
K
(37)
The momentum equation expressed using mixed components as in Eq. (33) is an efficient formulation for the
following reasons.
1. The convective flux term is expressed compactly and the mass flow rate across the face of a control
volume can be expressed using a single velocity component alone. This means that the convection
has no secondary flux and can be treated implicitly. Such a practice is desirable in a pressure based
solution procedure for incompressible, high Reynolds number flows.
2. The choice of physical covariant velocity as the primary solution variable has resulted in uni-directional
pressure gradient term in the momentum equation. This is true irrespective of whether the grids are
orthogonal or non-orthogonal. As a consequence, in the discrete equation, the pressure at each grid
point is connected only to the neighboring grid points along the coordinate direction. The resulting
matrix of pressure equation will be diagonally dominant which enhances convergence in an iterative
solution procedure. The identity tensor I˜ in a mixed basis contains only unit diagonal terms unlike
the covariant or contravariant representation of the identity tensor. Thus, the pressure tensor in non-
orthogonal coordinates retains a structure similar to orthogonal coordinates.
pI˜ = pδji~e
i~ej = pgij~e
i~ej = pgij~ei~ej (38)
3. Quite often, grids are non-orthogonal in the vicinity of a body. Far away, the grids can be orthogonal
and in most cases are even Cartesian. Therefore, it would be advantageous to identify and isolate the
non-orthogonal terms in the governing equation. The momentum equations when written in mixed
form have non-orthogonal terms only in the secondary source term.(
Γkijh
i +
∂hk
∂xj
δik
)
tjk
hkhj
(39)
For a generic non-orthogonal case, in three dimensions, the above quantity expands to nine terms
(corresponding to k, j = 1 − 3) for each i direction. The reduction to a triply orthogonal grid is
very straightforward. In an orthogonal system,
(
Γkijh
i + ∂h
k
∂xj δik
)
goes to zero for i = k (see Eq. (C.5)).
Furthermore Γ123,Γ231, and Γ312 = 0. Thus, the number of secondary source terms reduce to four for each
i direction. Apart from the secondary source term, the rest of the terms in Eq. (33) are identical for
orthogonal and non-orthogonal grids. An easy identification and isolation of non-orthogonal terms as
facilitated by this mixed formulation, helps in optimal use of computer storage, efficient implementation
of code and minimizes the scope for spurious discretization errors.
The close similarity in terms of the equation structure, treatment of convection and pressure in non-
orthogonal grid using mixed components to the general orthogonal grid means very little effort is required
in extending an orthogonal code to a non-orthogonal code.
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4 Numerical Method
A three-dimensional solver based on the proposed formulation has been developed for a structured body
conforming grid. Finite volume method is used to discretize and solve the coupled Eqs. (31,33,36,37). A
staggered grid has been adopted where p, µ, µt,K, and  are stored at cell centers and the velocities are
stored at cell faces to avoid spurious pressure oscillation. The differential equations are integrated over a
finite control volume and discretized as shown below. Consider the momentum equation in the first direction.
Representing the secondary source terms as Sv1 (see Eqs. (39,C.2) for the expansion of these terms), the v1
momentum equation can be written as
∂ρv1
∂t
+
1√
g
∂
∂x1
(√
gt11
h1
)
+
1√
g
∂
∂x2
(√
gt21
h2
)
+
1√
g
∂
∂x3
(√
gt31
h3
)
= −h1 ∂p
∂x1
− h1 ∂
∂x1
(
2
3
ρK
)
+ Sv1 (40)
The convective-diffusive flux tji , can be split into primary convective-diffusive flux φ
j
i , and secondary diffusive
flux ψji as
t11 = φ
1
1 + ψ
1
1 (41)
t21 = φ
2
1 + ψ
2
1 (42)
t31 = φ
3
1 + ψ
3
1 (43)
where the primary fluxes are
φ11 = ρv1v
1 − (µ+ µt)h1g11 ∂v1
∂x1
(44)
φ21 = ρv1v
2 − (µ+ µt)h2g22 ∂v1
∂x2
(45)
φ31 = ρv1v
3 − (µ+ µt)h3g33 ∂v1
∂x3
(46)
The secondary diffusive fluxes ψ11 , ψ21 , and ψ31 are expanded in the appendix Eqs. (D.1 - D.3). These secondary
diffusive terms, together with the secondary source terms are treated explicitly.
∂ρv1
∂t
+
1√
g
∂
∂x1
(√
gφ11
h1
)
+
1√
g
∂
∂x2
(√
gφ21
h2
)
+
1√
g
∂
∂x3
(√
gφ31
h3
)
= −h1 ∂p
∂x1
− h1 ∂
∂x1
(
2
3
ρK
)
+ Sv1
− 1√
g
∂
∂x1
(√
gψ11
h1
)
− 1√
g
∂
∂x2
(√
gψ21
h2
)
− 1√
g
∂
∂x3
(√
gψ31
h3
)
(47)
Integrating over a finite control volume ∆V = √g∆x1∆x2∆x3 at a grid point P , and discretizing
∂ (ρv1P )
∂t
∆V +
[√
g∆x2∆x3φ11
h1
]
e
−
[√
g∆x2∆x3φ11
h1
]
w
+
[√
g∆x1∆x3φ21
h2
]
n
−
[√
g∆x1∆x3φ21
h2
]
s
+
[√
g∆x1∆x2φ31
h3
]
t
−
[√
g∆x1∆x2φ31
h3
]
b
= −h1√g∆x2∆x3 [pE − pW ]− h1√g∆x2∆x3
[
2
3
ρKE − 2
3
ρKW
]
+ bv1P ∆V (48)
The subscripts e, w, n, s, t, and b represent the east, west, north, south, top and bottom faces of a control
volume at the grid point P . The upper case subscripts represent the corresponding neighboring grid points.
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The term bv1P denotes the combination of the secondary source terms and the secondary diffusive flux terms.
Piecewise-linear profile is used to evaluate the derivatives in the Eqs. (44 - 46). Using the symbol F , for the
strength of convection and D, for the diffusion conductance, and defining them as
Fe =
(√
g∆x2∆x3ρv1
h1
)
e
De =
(√
g∆x2∆x3 (µ+ µt) g
11
∆x1
)
e
(49)
Fw =
(√
g∆x2∆x3ρv1
h1
)
w
Dw =
(√
g∆x2∆x3 (µ+ µt) g
11
∆x1
)
w
(50)
Fn =
(√
g∆x1∆x3ρv2
h2
)
n
Dn =
(√
g∆x1∆x3 (µ+ µt) g
22
∆x2
)
n
(51)
Fs =
(√
g∆x1∆x3ρv2
h2
)
s
Ds =
(√
g∆x1∆x3 (µ+ µt) g
22
∆x2
)
s
(52)
Ft =
(√
g∆x1∆x2ρv3
h3
)
t
Dt =
(√
g∆x1∆x2 (µ+ µt) g
33
∆x3
)
t
(53)
Fb =
(√
g∆x1∆x2ρv3
h3
)
b
Db =
(√
g∆x1∆x2 (µ+ µt) g
33
∆x3
)
b
(54)
Using fully implicit discretization in time, with v01P denoting the velocity from the previous time step,
Eq. (48) can be rewritten as
ρ∆V
∆t
(
v1P − v01P
)
+ [(Fv1)e −De (v1E − v1P )]− [(Fv1)w −Dw (v1P − v1W )]
+ [(Fv1)n −Dn (v1N − v1P )]− [(Fv1)s −Ds (v1P − v1S)]
+ [(Fv1)t −Dt (v1T − v1P )]− [(Fv1)b −Db (v1P − v1B)]
= −A1P [pE − pW ]−A1P
[
2
3
ρKE − 2
3
ρKW
]
+ bv1P ∆V (55)
A1P denotes the area h
1√g∆x2∆x3. Defining the neighboring influence coefficients as
aE = DeA(|Pe|) + J−Fe, 0K (56)
aW = DwA(|Pw|) + JFw, 0K (57)
aN = DnA(|Pn|) + J−Fn, 0K (58)
aS = DsA(|Ps|) + JFs, 0K (59)
aT = DtA(|Pt|) + J−Ft, 0K (60)
aB = DbA(|Pb|) + JFb, 0K (61)
P is the cell Peclet number and is the equal to F/D. The function A(|P |) depends on the choice of face flux
scheme. In the present research, power law profile [9] is used. JA,BK denotes the maximum of two quantities
A,B. With Eqs. (56 - 61), Eq. (55) can be rearranged as
aP v1P = Σanbv1nb + S (62)
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where the central coefficient aP is
aP = Σanb + a
0
P (63)
a0P =
ρ∆V
∆t
(64)
The net source term S is
S = −A1P [pE − pW ]−A1P
[
2
3
ρKE − 2
3
ρKW
]
+ bv1P ∆V + a
0
P v
0
1P (65)
The rest of the equations i.e. mass, momentum and turbulence transport can be discretized follow-
ing a similar procedure. The pressure-velocity coupling is handled through the SIMPLER algorithm of
Patankar [9]. The discrete equations of mass and momentum are manipulated to obtain an exact pressure
equation and an approximate pressure correction equation. While doing so, the non-orthogonal terms of the
continuity equation form additional sources. These terms are lagged by one iteration and treated explicitly.
The secondary diffusive fluxes of K−  in Eqs. (36,37) contain non-orthogonal metrics and gradient of tur-
bulent quantities. These quantities may become locally negative in certain regions of the domain during an
iterative process. Proper linearization of these terms [9] is necessary to ensure physically realistic solution.
The resulting discretized equations form a banded matrix and are solved using a line-by-line Tri-Diagonal-
Matrix Algorithm (TDMA) and a Gauss-Seidel iterative scheme. During the computational process, the
RANS equation is solved first. Multiple iterations of pressure, momentum and pressure correction is per-
formed successively until convergence is achieved in each time step. The converged flow field is then used to
solve the turbulence equations.
5 Results
5.1 Laminar Flow in a Skewed Cavity
The formulation is tested for a two-dimensional lid driven skewed cavity flow. The purpose of this test case
is to simulate the flow at comparatively low Reynolds number and check for the accuracy of cross-derivative
secondary diffusive fluxes. The problem setup is described in Fig. 3. The length of the cavity along each edge
is L = 1. The angle between the edges of the cavity is α. By changing the angle α, the grid non-orthogonality
can be varied.
C D
B
A
1
1
x
y
α
Figure 3: Lid driven skewed cavity flow.
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All the end boundaries except the top is a viscous no-slip wall. The fluid velocity at the top boundary
is Uo = 1 in the Cartesian x direction. Laminar flow at Re (ρUoL/µ) = 100 is simulated for a steady state
condition at α = 30°. A non-uniform, non-orthogonal grid of size 50× 50 is used. The results are presented
for two representative lines A−B and C−D. These lines are located at 50% distance along the corresponding
edges. Figures 4,5 show a good agreement between the present simulation and the simulation of Erturk and
Dursun [14].
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Figure 4: Comparison of u velocity along the line A−B.
Present simulation ( ), Erturk and Dursun simulation [14] ( )
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Figure 5: Comparison of v velocity along the line C −D.
Present simulation ( ), Erturk and Dursun simulation [14] ( )
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5.2 Turbulent Flow Over a Backward Facing Step
To check for the orthogonal performance of solver and validate the turbulence model, flow over a backward
facing step is simulated. The backward facing step is a well researched and documented problem. Many
researchers have analyzed varied step configurations at different Reynolds numbers. The configuration stud-
ied here corresponds to Kim, Kline and Johnston [15]. All distances are non-dimensionalized based on the
step height H. The inlet and exit heights are 2H and 3H respectively. The step is located 5H downstream
of the inlet and the exit is located 35H downstream of the step. Erroneous prediction of the reattachment
point can happen if the outlet is not sufficiently far downstream of the step. The origin is taken at the
lower corner of the step. The Reynolds number based on the exit height and the inlet centerline velocity is
Re (ρUo3H/µ) = 1.32× 105. The end walls in the transverse z direction are modeled as slip walls to avoid
three-dimensional effects. All results presented here correspond to the middle plane along the transverse z
direction.
An important parameter considered in the analysis of flow over a backward facing step is the reattachment
point along the lower wall. The streamlines for the mean flow showing the separated recirculation region
and the reattachment point are plotted in Fig. 6. The present simulation predicts a reattachment point
of xr/H = 5.98 and compares well with the reattachment point prediction of xr/H = 6 by Thangam
and Speziale [16] using standard K −  with two layer law of wall model. The experimental value for
the reattachment point is xr/H = 7.1. Speziale [17] notes that the standard K −  model underpredicts
the reattachment point significantly due to the use of isotropic eddy viscosity. Better prediction of the
reattachment point have been reported in [16] with use of three layer law of wall and other turbulence
models like the anisotropic K −  of [17] and the renormalization K −  model of Yakhot and Orszag [18].
Within the current scope of the present research the turbulence model is restricted to the standard K − 
model.
y
H
0 2 4 6-2-4
0
1
2
3
x
H
Figure 6: Contours of mean streamline for turbulent flow over a backward facing step.
The wall pressure is plotted in a non-dimensional form of coefficient of pressure Cp. Cp is based on
the pressure po and the mean velocity Uo at the inlet reference centerline. Figures 7,8 show the plot of Cp
downstream of the step on the bottom and top walls respectively. They are compared with the experimental
values of Eaton and Johnston [19] and the standard K− computation of Thangam and Speziale [16]. The Cp
curves qualitatively agree with the experimental and simulated values, although the actual values themselves
do not exactly match. Skin-friction coefficient Cf is defined based on the mean centerline velocity at the
inlet. Figure 9 compares the skin-friction coefficient on the bottom wall from the present simulation with the
scaled experimental data of Driver and Seegmiller [20] and the computational data of [16]. Cf/Cf∞ is plotted
against (x − xr)/xr where Cf∞ is the skin-friction coefficient of the fully developed flow, well downstream
of the reattachment point xr. The present simulation shows better agreement with the experimental data
than [16] in the separated recirculation region.
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Figure 7: Coefficient of pressure on the bottom wall. Present simulation ( ),
Thangam and Speziale K−  [16] ( ), Eaton and Johnston experiment [19] ( )
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Figure 8: Coefficient of pressure on the top wall. Present simulation ( ),
Thangam and Speziale K−  [16] ( ), Eaton and Johnston experiment [19] ( )
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Figure 9: Skin-friction coefficient on the bottom wall. Present simulation ( ),
Thangam and Speziale K−  [16] ( ), Driver and Seegmiller scaled experimental data [20] ( )
5.3 Turbulent Flow Over a Hill
The ultimate objective of the present research is to develop a computational tool for studying the terrain-
wake interaction in a complete wind farm. In this context, turbulent flow over a hill is studied. The hill
configuration corresponds to Almeida, Durao and Heitor [21] experiments. The profile of the hill is that of
the plane of symmetry of the 3D hill used by Hunt and Snyder [22]. The profile is the inverse of a fourth
order polynomial and was obtained from [23]. The convex and concave regions of the hill cause the flow
to accelerate near the peak, followed by flow separation due to adverse pressure gradient on the lee side of
the hill. The same problem was studied computationally by Coelho and Pereira [24]. Using non-orthogonal
body fitted coordinate system with Cartesian velocity components as the unknown variables, standard K− 
model and low Reynolds K−  model of Lam and Bremhost [25] were considered in that study.
The origin of the coordinate system is taken at the base of the symmetry line of the hill. The height of
the hill H, is used to non-dimensionalize all distances. The domain extends to a distance of 15H upstream
and 20H downstream of the hill. The height of the domain is 6.07H and the width is 7H. The Reynolds
number based on the hill height and the bulk inflow velocity is Re (ρUoH/µ) = 6× 104. A non-orthogonal
body conforming grid is used. The grids are generated using the simple algebraic technique of Trans-
Finite Interpolation (TFI). TFI is a straightforward technique that can be used to control the grid density
effectively in the near wall region. The plots shown here are based on the results from the symmetry plane
in the transverse z direction.
Figure 10 shows the contours of mean streamline of the flow. Separation of the flow occurs on the lee side
of the hill, little aft of the hill peak. The separation and reattachment point are found to be xs/H = 0.47
and xr/H = 4.85 respectively. It compares well with the experimentally observed values of 0.43, 4.82 [21]
and the computational values of 0.43, 4.64 [24] using low Reynolds number turbulence model. A very small
separation region was observed near the front base of the hill as reported in [24], which was not detected
in the experiments. The very small separation occurs due to non-smooth transition between the hill surface
and the bottom wall. In the experiments of [21], the separation point was estimated from the axial velocity
measured at a distance of 1 mm from the wall and consequently the small separation region was not detected.
14
-5 0 5x
H
Figure 10: Contours of mean streamline for turbulent flow over a hill.
Figures 11,12 show the comparison of the predicted and the measured profiles of mean velocity in the
stream-wise and normal directions. The plots correspond to vertical profiles at 14 different horizontal loca-
tions of x/H = −1.964,−0.724, 0.0, 1.071, 1.786, 2.5, 3.214, 4.286, 4.786, 5.357, 6.607, 8.036, 10.714 and 17.850.
The predicted mean flow shows an overall good agreement with the experimentally observed values, specifi-
cally in the separated recirculation region. However, the present simulation shows a higher acceleration of the
flow near the hill peak and underpredicts the velocity in the boundary layer downstream of the reattachment
point, a trend observed in [24] also.
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Figure 11: Comparison of u velocity for turbulent flow over a hill.
Present simulation ( ), Almeida, Durao and Heitor experiment [21] ( )
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Figure 12: Comparison of v velocity for turbulent flow over a hill.
Present simulation ( ), Almeida, Durao and Heitor experiment [21] ( )
6 Conclusion
The larger goal of the present research is to develop a reliable, efficient and accurate numerical model to
analyze the terrain-wake interaction with turbines in a wind farm. As a part of this ultimate objective, the
governing conservation equations have been redeveloped in a new mixed contravariant-covariant basis for a
general curvilinear non-orthogonal body fitted coordinate system. The proposed mixed basis formulation of
momentum equations is an ideal representation for a pressure based solution procedure of high Reynolds
number flow over complex geometry due to the following three key reasons.
1. Compact representation of convective flux enabling their implicit treatment.
2. Uni-directional pressure gradient term ensuring diagonal dominance of the discretized pressure equa-
tion.
3. Convenient identification and isolation of the secondary sources into orthogonal and non-orthogonal
components, paving way for efficient implementation of solver code.
The proposed formulation is implemented in a three-dimensional RANS based solver. Laminar flow in a
lid driven skewed cavity is tested with a non-orthogonal grid. Turbulent flow over a backward facing step
and a hill are studied using orthogonal and non-orthogonal grids respectively. Good agreement is observed
between the present simulations and published results.
Appendix A
Divergence of a Second Rank Mixed Component Tensor
The mathematical operation of divergence, which reduces the rank of an arbitrary ranked tensor by one, is
given by
∇ · ( ) = ∂( )
∂xk
· ~e k (A.1)
Expressing a second rank tensor using mixed components in a contravariant-covariant basis (T˜ = T ji ~e
i~ej),
the divergence of a tensor is
∇ · T˜ = ∂
∂xk
(
T ji ~e
i~ej
)
· ~e k (A.2)
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Expanding the above equation
∇ · T˜ =
[
∂T ji
∂xk
~e i~ej + T
j
i
∂~e i
∂xk
~ej + T
j
i ~e
i ∂~ej
∂xk
]
· ~e k (A.3)
In addition to the definition of Christoffel symbols of the second kind given by Eq. (14), it can also be defined
as
Γkij = −
∂~e k
∂xj
· ~ei (A.4)
Equation (A.4) and mutual reciprocity of the bases ~ei · ~e j = δji implies
Γkij ~e
i = −∂~e
k
∂xj
(A.5)
Expanding one term at a time in Eq. (A.3)
1. Using mutual reciprocity of the bases, ~ej · ~e k = δkj
∂T ji
∂xk
~e i~ej · ~e k = ∂T
j
i
∂xk
~e iδkj =
∂T ji
∂xj
~e i (A.6)
2. Using mutual reciprocity of the bases and Eq. (A.5)
T ji
∂~e i
∂xk
~ej · ~e k = T ji
∂~e i
∂xk
δkj = T
j
i
∂~e i
∂xj
= T jk
∂~e k
∂xj
= −T jkΓkij ~e i (A.7)
3. Using Eq. (14) and the specific property of Christoffel symbols of the second kind with repeated in-
dex [11], Γkjk =
1
2g
∂g
∂xj
T ji ~e
i ∂~ej
∂xk
· ~e k = T ji ~e iΓkjk = T ji
1
2g
∂g
∂xj
~e i (A.8)
Combining the three terms of Eqs. (A.6 - A.8),
∇ · T˜ =
[
∂T ji
∂xj
− T jkΓkij + T ji
1
2g
∂g
∂xj
]
~e i (A.9)
Combining the first and the last term
∇ · T˜ =
[
1√
g
∂
∂xj
(√
gT ji
)
− T jkΓkij
]
~e i (A.10)
Appendix B
Gradient of a Vector
The mathematical gradient operator, which increases the rank of an arbitrary ranked tensor by one, is given
by
∇( ) = ∂( )
∂xk
~e k (B.1)
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Expressing a vector using covariant components in contravariant basis (~V = Vi~e i), the gradient of a vector
is
∇~V = ∂
∂xk
(
Vi~e
i
)
~e k (B.2)
Expanding the above equation
∇~V =
[
∂Vi
∂xk
~e i + Vi
∂~e i
∂xk
]
~e k (B.3)
Replacing the dummy index i with l in the second term
∇~V =
[
∂Vi
∂xk
~e i + Vl
∂~e l
∂xk
]
~e k (B.4)
Using Eq. (A.5), Eq. (B.4) can be written as
∇~V =
[
∂Vi
∂xk
~e i − VlΓlik~e i
]
~e k (B.5)
The gradient of a vector, can thus be expressed in pure contravariant basis as
∇~V =
[
∂Vi
∂xk
− VlΓlik
]
~e i~e k (B.6)
To get the mixed form representation of the above tensor, the basis of the second vector can be changed
from contravariant to covariant.
∇~V =
[
∂Vi
∂xk
− VlΓlik
]
~e igkj~ej (B.7)
Making the substitution of the non-physical components with their corresponding physical counterparts,
leads to the final required form.
∇~V = hihj
[
∂
∂xk
( vi
hi
)
− vl
hl
Γlik
]
gkj eˆieˆj (B.8)
Appendix C
Reduction of Source Metrics to a Triply Orthogonal System
Consider the coefficient metrics of the secondary source term in Eq. (39)
Γkijh
i +
∂hk
∂xj
δik (C.1)
For a generic non-orthogonal case, in three dimensions, the above quantity expands to nine terms (corre-
sponding to k, j = 1− 3) for each i direction. Consider the first momentum equation i.e. i = 1. Writing the
nine metrics in the form of a 3× 3 matrix for the sake of convenience.
j = 1 j = 2 j = 3
Γ111 h1 + ∂h
1
∂x1
Γ112 h
1 +
∂h1
∂x2
Γ113 h
1 +
∂h1
∂x3
k = 1
Γ211 h
1 Γ212 h
1 Γ213 h
1 k = 2
Γ311 h
1 Γ312 h
1 Γ313 h
1 k = 3
(C.2)
Generic non-orthogonal (i = 1)
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When i = k, Eq. (C.1) reduces to (no summation is implied on the repeated dummy index i)
Γiijh
i +
∂hi
∂xj
(C.3)
In an orthogonal system, the scale factors of the contravariant and covariant bases are inverse of each other.
hi =
1
hi
(C.4)
Substituting Eq. (C.4), Eq. (C.3) becomes
1
hi
[
Γiij −
1
hi
∂hi
∂xj
]
(C.5)
In a triply orthogonal system, by definition Γiij =
1
hi
∂hi
∂xj
and Eq. (C.5) goes to zero. Thus, Eq. (C.1) goes to
zero when i = k, in an orthogonal system. Furthermore, in a triply orthogonal grid Γ123,Γ231, and Γ312 = 0 and
the rest of the Christoffel symbols of the second kind can be written as derivatives of the scale factors [11].
Therefore, the generic non-orthogonal source metrics of Eq. (C.2) reduces to the following in an orthogonal
system.
j = 1 j = 2 j = 3

0 0 0 k = 1
− 1
h22
∂h1
∂x2
1
h1h2
∂h2
∂x1
0 k = 2
− 1
h23
∂h1
∂x3
0
1
h1h3
∂h3
∂x1
k = 3
(C.6)
Triply orthogonal (i = 1)
Similarly for the other two momentum equations (i = 2, 3) the source metrics are the following.
 Γ
1
21 h
2 Γ122 h
2 Γ123 h
2
Γ221 h
2 +
∂h2
∂x1
Γ222 h
2 +
∂h2
∂x2
Γ223 h
2 +
∂h2
∂x3
Γ321 h
2 Γ322 h
2 Γ323 h
2

Generic non-orthogonal (i = 2)

1
h2h1
∂h1
∂x2
− 1
h21
∂h2
∂x1
0
0 0 0
0 − 1
h23
∂h2
∂x3
1
h2h3
∂h3
∂x2
 (C.7)
Triply orthogonal (i = 2)
 Γ
1
31 h
3 Γ132 h
3 Γ133 h
3
Γ231 h
3 Γ232 h
3 Γ233 h
3
Γ331 h
3 +
∂h3
∂x1
Γ332 h
3 +
∂h3
∂x2
Γ333 h
3 +
∂h3
∂x3

Generic non-orthogonal (i = 3)

1
h1h3
∂h1
∂x3
0 − 1
h21
∂h3
∂x1
0
1
h2h3
∂h2
∂x3
− 1
h22
∂h3
∂x2
0 0 0
 (C.8)
Triply orthogonal (i = 3)
It is important to note that, the source metric for a triply orthogonal system becomes a function of the six
independent derivatives of the scale factors
∂h1
∂x2
,
∂h1
∂x3
,
∂h2
∂x1
,
∂h2
∂x3
,
∂h3
∂x1
,
∂h3
∂x2
.
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Appendix D
Secondary Diffusive Fluxes
The secondary diffusive fluxes ψ11 , ψ21 and ψ31 in the Eqs. (41 - 43) are given by
ψ11 = −2 (µ+ µt)h1h1{ g11
[
1
2
∂
∂x1
( v1
h1
)
− 1
2
v1
(h1)2
∂h1
∂x1
− v1
h1
Γ111 −
v2
h2
Γ211 −
v3
h3
Γ311
]
+ g21
[
∂
∂x2
( v1
h1
)
− v1
h1
Γ112 −
v2
h2
Γ212 −
v3
h3
Γ312
]
+ g31
[
∂
∂x3
( v1
h1
)
− v1
h1
Γ113 −
v2
h2
Γ213 −
v3
h3
Γ313
]
} (D.1)
ψ21 = − (µ+ µt) { h1h2 g12
[
∂
∂x1
( v1
h1
)
− v1
h1
Γ111 −
v2
h2
Γ211 −
v3
h3
Γ311
]
+ h1h2 g
22
[
− v1
(h1)2
∂h1
∂x2
− v1
h1
Γ112 −
v2
h2
Γ212 −
v3
h3
Γ312
]
+ h1h2 g
32
[
∂
∂x3
( v1
h1
)
− v1
h1
Γ113 −
v2
h2
Γ213 −
v3
h3
Γ313
]
+ h2h1 g
11
[
∂
∂x1
( v2
h2
)
− v1
h1
Γ121 −
v2
h2
Γ221 −
v3
h3
Γ321
]
+ h2h1 g
21
[
∂
∂x2
( v2
h2
)
− v1
h1
Γ122 −
v2
h2
Γ222 −
v3
h3
Γ322
]
+ h2h1 g
31
[
∂
∂x3
( v2
h2
)
− v1
h1
Γ123 −
v2
h2
Γ223 −
v3
h3
Γ323
]
} (D.2)
ψ31 = − (µ+ µt) { h1h3 g13
[
∂
∂x1
( v1
h1
)
− v1
h1
Γ111 −
v2
h2
Γ211 −
v3
h3
Γ311
]
+ h1h3 g
23
[
∂
∂x2
( v1
h1
)
− v1
h1
Γ112 −
v2
h2
Γ212 −
v3
h3
Γ312
]
+ h1h3 g
33
[
− v1
(h1)2
∂h1
∂x3
− v1
h1
Γ113 −
v2
h2
Γ213 −
v3
h3
Γ313
]
+ h3h1 g
11
[
∂
∂x1
( v3
h3
)
− v1
h1
Γ131 −
v2
h2
Γ231 −
v3
h3
Γ331
]
+ h3h1 g
21
[
∂
∂x2
( v3
h3
)
− v1
h1
Γ132 −
v2
h2
Γ232 −
v3
h3
Γ332
]
+ h3h1 g
31
[
∂
∂x3
( v3
h3
)
− v1
h1
Γ133 −
v2
h2
Γ233 −
v3
h3
Γ333
]
} (D.3)
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