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Abstract
Sensors with spatial resolution larger than targets yield mixed pixel, i.e., pixel whose mea-
surement is a composite of different sources (endmembers). The analysis of mixed pix-
els demands subpixel methods to perform source separation and quantification, which is a
problem of blind source separation (BSS). Although various algorithms have been proposed,
several important issues remain unresolved. First, assuming the endmembers are known,
the abundance estimation is commonly performed by employing a least squares criterion,
which however makes the estimation sensitive to noise and outliers, and the endmembers
with very similar signatures are difficult to differentiate. In addition, the nonnegative con-
straints require iterative approaches that are more computationally expensive than direct
methods. Secondly, to extract endmembers from the given image, most algorithms make
the assumption of the presence of pure pixels, i.e., pixels containing only one endmember
class, which is not realistic in real world applications.
This dissertation presents effective and computationally efficient source separation al-
gorithms, which blindly extract constituent components and their fractional abundances
from mixed pixels using constrained optimizations. When the image contains pure pixels,
we develop a constrained maximum entropy (MaxEnt) approach to perform unmixing. The
entropy formulation provides a natural way to incorporate the physical constraints, and
gains an optimal solution that goes beyond least squares. However, the assumption of the
presence of pure pixels is not always reliable. To solve this problem, we further develop
a constrained nonnegative matrix factorization (NMF) method, which integrates the least
square analysis and the model of convex geometry. The constrained NMF approach exploits
the important fact that the endmembers occupy the vertices of a simplex, and the simplex
volume determined by the actual endmembers is the minimum among all possible simplexes
that circumscribe the data scatter space. Both methods blindly extract endmembers and
abundances with strong robustness to noise and outliers, and admit a generalization to lower
and higher dimensional spaces. For images containing pure pixels, the MaxEnt approach
exhibits high estimation accuracy; while, the constrained NMF method yields relatively
stable performance for data with different endmember purities, which shows improved per-
formance over the MaxEnt approach when all image pixels are mixtures.
The proposed algorithms are applied to the subject of hyperspectral unmixing. Com-
parative analyses with the state-of-the-art methods show their effectiveness and merits.
To demonstrate the broad application domain of the unmixing schemes, we generalize the
proposed idea to solve classic image processing problems, particularly, blind image restora-
tion. We reinvestigate the physical image formation process and interpret the classic image
restoration from a BSS perspective; that is, the observed image is considered as a linear
combination of a set of shifted point spread function (PSF) with the weight coefficients
determined by the actual image. A smoothness and block-decorrelation constrained NMF
method is developed to estimate the source image.
v
Contents
1 Introduction 1
1.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Dissertation Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Literature Review 6
2.1 Mixing Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Linear Mixing Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Nonlinear Mixing Model . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Endmember Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Statistical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Convex Geometry Methods . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.3 Iterative Error Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Abundance Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Unconstrained Least Squares . . . . . . . . . . . . . . . . . . . . . . 12
2.3.2 Quadratic Programming . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.3 Fully Constrained Least Squares . . . . . . . . . . . . . . . . . . . . 13
2.3.4 Maximum Entropy Unmixing . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Blind Source Separation Methods . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.1 Independent Component Analysis . . . . . . . . . . . . . . . . . . . 14
2.4.2 Nonnegative Matrix Factorization . . . . . . . . . . . . . . . . . . . 15
3 Nonlinear Programming 16
3.1 Unconstrained Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1.1 Stepsize Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.2 Steepest Descent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.3 Newton’s Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.4 Quasi-Newton Methods . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.5 Conjugate Gradient Methods . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Constrained Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.1 Lagrange Primal-Dual and Penalty Function Methods . . . . . . . . 22
3.2.2 Augmented Lagrangian Methods . . . . . . . . . . . . . . . . . . . . 23
3.2.3 Projected Gradient Methods . . . . . . . . . . . . . . . . . . . . . . 24
3.2.4 Interior Point Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 25
vi
4 A Maximum Entropy Approach to Mixed Pixel Decomposition 26
4.1 The MaxEnt Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 LSE-based Endmember Extraction . . . . . . . . . . . . . . . . . . . . . . . 28
4.3 MaxEnt with Lagrange Steepest Descent . . . . . . . . . . . . . . . . . . . . 29
4.3.1 Lagrange Steepest Gradient Descent Learning . . . . . . . . . . . . . 29
4.3.2 Geometric Convergence Analysis . . . . . . . . . . . . . . . . . . . . 31
4.4 MaxEnt with Variation of Newton’s Method . . . . . . . . . . . . . . . . . . 35
4.5 Algorithm Evaluations using Synthetic Images . . . . . . . . . . . . . . . . 37
4.5.1 Parameter Selections . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.5.2 Data Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.5.3 Creation of Synthetic Images . . . . . . . . . . . . . . . . . . . . . . 38
4.5.4 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.5.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.6 Experimental Results using Real Hyperspectral Scene . . . . . . . . . . . . 48
4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5 Minimum Volume Constrained Nonnegative Matrix Factorization 57
5.1 Nonnegative Matrix Factorization . . . . . . . . . . . . . . . . . . . . . . . . 58
5.2 Geometric Interpretation of LMM and NMF . . . . . . . . . . . . . . . . . . 60
5.3 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3.1 Volume Determination . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.2 Cost Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.3 Calculation of Gradient and Hessian . . . . . . . . . . . . . . . . . . 63
5.4 Optimization Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4.1 Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.4.2 Stopping Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4.3 Projected Steepest Descent . . . . . . . . . . . . . . . . . . . . . . . 67
5.4.4 Newton’s Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.4.5 Conjugate Gradient Learning . . . . . . . . . . . . . . . . . . . . . . 68
5.4.6 Quasi-Newton’s Method . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.4.7 Interior Point Method . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.4.8 Quadratic Programming with Barrier Function . . . . . . . . . . . . 70
5.5 Evaluation with Synthetic Images . . . . . . . . . . . . . . . . . . . . . . . . 71
5.5.1 Comparisons of Different Learning Strategies . . . . . . . . . . . . . 72
5.5.2 Comparisons with State-of-the-art Methods . . . . . . . . . . . . . . 74
5.6 Evaluation with Real Image Scene . . . . . . . . . . . . . . . . . . . . . . . 81
5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6 Image Restoration: A Blind Source Separation Perspective 85
6.1 Restoration: An Ill-posed Inverse Problem . . . . . . . . . . . . . . . . . . . 86
6.1.1 Classic Interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.1.2 A Blind Source Separation Perspective on Restoration . . . . . . . . 87
6.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.3 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.4 Constrained NMF for Image Restoration . . . . . . . . . . . . . . . . . . . . 91
6.4.1 Regularization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.4.2 Learning Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.4.3 Practical Implementation Issues . . . . . . . . . . . . . . . . . . . . 96
vii
6.5 Algorithm Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7 Conclusions 103
7.1 Summary and Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.2 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Publications 106
Bibliography 109
Vita 121
viii
List of Tables
4.1 Classes from a 3-band Landsat-TM scene. . . . . . . . . . . . . . . . . . . . 38
4.2 Unmixing results generated using different methods. The “Error” is calcu-
lated based on (4.43). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3 Spectral angles between extracted endmembers and library spectra by NTME
and VCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.1 Spectral angles between extracted endmembers and library spectra by MVC-
NMF and VCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
ix
List of Figures
1.1 Possible origins of mixed pixels (picture taken from [Foody, 2004]). (a) Mix-
ing caused by the presence of subpixel targets. (b) Mixing occurred at the
boundary of discrete endmember classes. (c) Mixing due to gradual transi-
tion between continuous classes. (d) Mixing caused by the contribution of a
target outside the IFOV of the considered pixel. . . . . . . . . . . . . . . . . 1
2.1 Illustration of spectral mixing models. (a) Linear mixing. (b) Nonlinear
mixing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 The nonlinearity between reflectance and single-scattering albedo. . . . . . 8
2.3 Scatterplot of two-dimensional data illustrating the convex combination within
a simplex. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.1 The objective function at different iterations. (Note that the arrow indicates
the direction of increasing iterations.) . . . . . . . . . . . . . . . . . . . . . 31
4.2 Geometric illustration of the sum-to-one and nonnegative constrained least
squares solutions. (a) Case 1: without negative coefficients, and (b) Case 2:
with negative coefficients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3 A geometric illustration of the SDME convergence. The learning starts at
the center of a1 and a2, then gradually converges to the FCLS solution xˆfcls. 34
4.4 Illustration of endmember signatures with (a) extremely high similarity (av-
erage similarity > 0.99), and (b) very low similarity (average similarity < 0.6). 39
4.5 Visual illustration of abundance maps in a scene with four endmembers, in
which all classes contain pure pixel representations. . . . . . . . . . . . . . . 39
4.6 Error trend of SDME and PME. . . . . . . . . . . . . . . . . . . . . . . . . 42
4.7 Performance comparison using endmembers with different degrees of similar-
ity (SNR = 20dB) (a) SAD (b) SID (c) AAD (d) AID. . . . . . . . . . . . . 43
4.8 Performance comparison at different noise levels using endmembers with
moderate similarity (sim ∈ (0.8, 0.9)). (a) SAD (b) SID (c) AAD (d) AID. 44
4.9 Abundance scatterplots by SDME at different noise levels. (a) 5dB (b) 15dB
(c) 25dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.10 Computational time of SDME, NTME, and FCLS. . . . . . . . . . . . . . . 46
4.11 Performance comparison using images with less number of spectral bands
(SNR = 20dB). (a) SAD (b) SID (c) AAD (d) AID. . . . . . . . . . . . . . 47
4.12 Performance comparison using nonlinearly mixture data unmixed in the re-
flectance domain (SNR = 20dB). (a) SAD (b) SID (c) AAD (d) AID. . . . 48
4.13 Abundance scatterplots by SDME at different noise levels for nonlinear mix-
ture data. (a) 5dB (b) 15dB (c) 25dB. . . . . . . . . . . . . . . . . . . . . . 49
4.14 Band 100 of the real hyperspectral scene. . . . . . . . . . . . . . . . . . . . 50
x
4.15 The cumulative energy as a function of the number of eigenvalues. . . . . . 51
4.16 Comparison of extracted endmember signatures using NTME (solid line) with
the USGS spectral laboratory data (dashed line). . . . . . . . . . . . . . . . 53
4.17 Abundance maps of different covers estimated using NTME. (a) Alunite #1
(b) Kaolinite #1 (c) Desert vanish (d) Chalcedony (e) Muscovite (f) Sphene
(g) Nontronite+Alunite (h) Montnorillonite (i) Kaolinite #2 (j) Budding-
tonite (k) Kaolinite #3 (l) Alunite #2 (m) Kaolinite #4. . . . . . . . . . . 54
4.18 Abundance scatterplots of VCA vs. NTME. (a) Muscovite (b) Kaolinite #1
(c) Buddingtonite (d) Nontronite+Alunite. . . . . . . . . . . . . . . . . . . 55
4.19 The decomposition error as a function of the estimated number of endmembers. 55
5.1 Geometric illustration of possible cones and simplexes that circumscribe the
given data denoted by the dots. The circles E1 ∼ E3 can be considered as
possible endmembers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Comparisons between different learning algorithms with VCA and random
initializations in terms of (a) SAD (b) SID (c) AAD (d) AID (SNR=20dB).
The names of different methods are abbreviated as PG (projected gradi-
ent), CJ (conjugate gradient), QS (quasi-Newton’s method), NT (Newton’s
method), IP (interior point method), and QP (quadratic programming with
barrier function). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3 Computational time of different learning algorithms . . . . . . . . . . . . . 73
5.4 Comparisons between different learning algorithms using images containing
pure pixels (SNR=20dB). (a) SAD (b) SID (c) AAD (d) AID. . . . . . . . . 74
5.5 Performance comparison in terms of different metrics (SNR=20dB) (a) AAD
(b) AID (c) SAD (d) SID. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.6 Comparison of the extracted endmembers and the estimation accuracy in
terms of (a) Simplex volume (b) Approximation error. . . . . . . . . . . . . 76
5.7 Performance comparison when PGNMF and MVC-NMF take random and
VCA initializations (SNR=20dB) (a) AAD (b) AID (c) SAD (d) SID. . . . 78
5.8 Performance comparison at different noise levels in terms of (a) AID (b) SID. 78
5.9 Illustration of sensitivity to the estimated number of endmembers. The actual
number of endmembers is 6 (SNR=20dB). (a) AID (b) SID. . . . . . . . . . 79
5.10 Performance comparison when applied to images created by mixing different
numbers of endmembers (SNR=20dB) (a) AID (b) SID (The SID plot dis-
plays the logarithmic transforms of actual values for better visual comparisons). 80
5.11 Comparison of MVC-NMF, VCA-FCLS, and NTME using images at various
purity levels (SNR=20dB). . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.12 Band 30 of the real hyperspectral scene . . . . . . . . . . . . . . . . . . . . 82
5.13 Comparison of endmember signatures extracted by (a) VCA, (b) MVC-NMF,
(c) The closest laboratory spectra to the MVC-NMF estimates. The unla-
belled VCA spectra belong to the same minerals as the corresponding end-
members labelled in (b). Note that MVC-NMF detects Buddingtonite and
Muscovite that are not detectable using VCA. The order of spectra (from
up to down) has been rearranged for easier description instead of using the
detection order. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.14 Abundance maps of different minerals estimated using MVC-NMF. (a) Sphene
(b) Nontronite (c) Kaolinite (d) Montnorillonite (e) Chalcedony (f) Desert
varnish (g) Alunite (h) Buddingtonite (i) Muscovite. . . . . . . . . . . . . . 84
xi
6.1 Image degradation model. The observation y consists of the actual source
image f first degraded by a linear space-invariant convolution system h and
then corrupted by zero-mean additive white Gaussian noise e. . . . . . . . . 87
6.2 Physical interpretation of optical blur (a) Ideal optical system (b) Practical
optical system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.3 Illustration of a 144× 144 H matrix. Each block, a reshaped version of the
column of H, is a shifted point spread function. . . . . . . . . . . . . . . . . 91
6.4 Illustration of the horizontal slices of the original kernel and the truncated
kernel. 80% of the kernel energy is kept. . . . . . . . . . . . . . . . . . . . . 97
6.5 The original image f (left) and the actual blur kernel h with κ = 0.4 (right). 98
6.6 The degraded image and two kernel estimators with κˆ = 0.2 and 0.6. . . . . 98
6.7 Reconstructed images by MNBD (top row) and CNMF (bottom row) using
different kernel estimators κˆ = 0.2, 0.3, 0.4, 0.5, 0.6. The degraded image is
shown in Fig. 6.6 blurred by the kernel in Fig. 6.5. . . . . . . . . . . . . . . 99
6.8 Degraded (top row) and reconstructed images by MNBD (middle row) and
CNMF (bottom row) for different blur kernels, κ = 0.2, κˆ = 0.1 (first col-
umn), κ = 0.3, κˆ = 0.2 (second column), κ = 0.4, κˆ = 0.3 (third column),
and κ = 0.5, κˆ = 0.4 (last column). . . . . . . . . . . . . . . . . . . . . . . . 100
6.9 ISNR comparison of reconstructed images by MNBD and CNMF for different
blur kernels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.10 Degraded (top row) and reconstructed images by MNBD (middle row) and
CNMF (bottom row) for three different noise levels, nl = 1% (first column),
nl = 5% (second column), and nl = 10% (third column). . . . . . . . . . . . 101
6.11 Degraded (top row) and reconstructed images by MNBD (middle row) and
CNMF (bottom row) for different sizes of out-of-focus blur, R = 4, Rˆ = 6
(first column), R = 6, Rˆ = 8 (second column) and R = 8, Rˆ = 10 (third
column). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
xii
List of Symbols
We begin with a survey of the notations and symbols used in this thesis. All the main
symbols are listed here and some are repeatedly used to represent different contents, but
they should be easily differentiated based on the context. Throughout, capital boldface
always denotes a matrix, while small boldface denotes a vector, and a plain italic typeface
denotes a scalar or a function.
IMAGE SYMBOLS
Linear mixing model X = AS+E
Fractional abundance image (m×N) S
Observed image (l ×N) X
Material signature matrix (l ×m) A
Error image (l ×N) E
Number of bands l
Number of sources m
Number of pixels N
Linear convolution model g = f ∗ h+ e
Blurred image g
Source image f
PSF image h
Error image e
Convolution operator ∗
Number of rows, columns M
Image domain Ω
Matrix-vector notation g = Hf + e
Column stacking of g, f , and e g, f , e
Block-circulant blurring matrix H
Block-based blur model G = HF+E
Block formulation of g, f , and e G, F, E
Block-based blurring matrix H
xiii
NONLINEAR PROGRAMMING
Cost function f(·)
Equality constraint function h(·)
Inequality constraint function g(·)
Number of equality constraint p
Number of inequality constraint r
Optimization variable x ∈ Rn
Domain of problem D
Optimal value p∗
Iteration index k
Gradient ∇f(·), ∇2f(·)
Gradient and Hessian matrix Gk,Hk
Stepsize αk, βk
Vector and matrix descent direction dk, Dk
Scaling matrix Mk
Lagrange multiplier λ, ν
Lagrange objective function L(·)
Dual function d(·)
Penalty parameter ck
Scaling constant of penalty parameter η
Barrier parameter ²k
LINEAR ALGEBRA
Arbitrary matrix Y
Identity matrix I
Positive definite matrix Q
Matrix with element yij [yij ]
Element of matrix yij , or [Y]ij
Column j of matrix yj
Row i of matrix yTi
Vector v
Vector with element vi [vi]
Element of vector vi
Kronecker product ⊗
Component-wise product and division ¯, ®
Function calculating trace tr(·)
Function stacking columns vec(·)
Converting between vector and diagonal matrix diag(·)
Function calculating determinant det(·)
Euclidean and Frobenius norm ‖·‖2, ‖·‖F
xiv
SPECTRAL UNMIXING
Set of all image pixels X
Expectation E[·]
Positive orthant R++
Size of averaging filter w
Distance function D(·)
Penalty function J(·)
Barrier function ϕ(·)
Regularization parameter λ
Low dimension of A A˜
Pseudo-inverse of A A+
Data mean µ
Constant matrices B, C, Z
QR decomposition Y = QR
SVD Y = UΣVT
Augmented matrix and vector Yˇ, vˇ
RESTORATION
Index of sampling grid (x, y)
Energy function U(·)
Block-circulant high-pass filter C
Block size B
Kernel size K
Variance of Gaussian model τ
Auxiliary function Φ(·)
Divergence between Y and Z D(Y||Z)
Blur kernel parameter κ
Radius of out-of-focus-blur R
Noise level nl
Constructing block-circulant matrix bc(·)
Improved signal-to-noise-ratio ISNR
MNBD parameter s, γ
xv
Chapter 1
Introduction
1.1 Problem Statement
Many imaging sensors have a coarser spatial resolution than the extent of target classes
within the instantaneous field of view (IFOV), leading to the so-called mixed pixel, whose
measurement is a composite of responses from multiple source classes (known as endmem-
bers). The underlying reasons for the existence of mixed pixels can be summarized from
three aspects: discrete sampling, effects of point spread function and unknown sources. Re-
mote sensing imagery taken from aircrafts or satellites is a typical example, in which, due to
the large footprint, a single pixel usually covers more than one type of ground constituent.
Thus, the measured spectrum at a single pixel is a mixture of several ground cover spectra.
In real world applications, there are four situations in which mixed pixels usually occur as
illustrated in Fig. 1.1 [Foody, 2004], including the mixing caused by the presence of sub-
pixel targets due to limited sensor spatial resolutions, the mixing occurred at the boundary
of multiple discrete endmember classes, the mixing due to the gradual transition between
different continuous endmember classes, and the artifacts introduced by the point spread
function of a target outside the IFOV of the considered pixel.
Figure 1.1: Possible origins of mixed pixels (picture taken from [Foody, 2004]). (a) Mixing
caused by the presence of subpixel targets. (b) Mixing occurred at the boundary of discrete
endmember classes. (c) Mixing due to gradual transition between continuous classes. (d)
Mixing caused by the contribution of a target outside the IFOV of the considered pixel.
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To derive correct knowledge of the imaging field, the mixed pixel problem has to be
solved before other processing algorithms can be applied. One immediate solution is to
simply increase the sensor spatial resolution. However, this cannot remove mixed pixels
completely [Foody, 2004]. Generally, the number of mixed pixels in a given image scene
decreases as the spatial resolution becomes finer such that the smaller size pixel only covers
one type of material. In some cases, however, the proportion of mixed pixels can actually
increase because the finer spatial resolution reveals more details that are not measured by
the coarse resolution system, thus introducing new endmember classes. Moreover, besides
the sensor design and manufacturing difficulties, the finer spatial resolution results in a
large data set, which inevitably increases the processing cost. Since the mixed pixel problem
cannot be avoided during the imaging process, an alternative approach is to develop effective
processing algorithms to accurately analyze these measured mixed pixels.
It is apparent that conventional “hard” classification methods [Tso and Mather, 2001]
that allocate individual pixel to one of the classes is not appropriate for mixed pixel anal-
ysis. There is a need for deriving information at the subpixel scale to reveal the nature of
source mixing. Very often, to effectively utilize the measured mixed pixels, one needs to
identify the endmember classes present in the pixel and derive the relative proportions of
different classes. The entire process is commonly referred to as mixed pixel decomposition
or unmixing. It is noted that the analysis of mixed pixels is a process of going beyond what
are immediately visible in the image. A single-frame observation is not sufficient enough to
extract subpixel source information. Generally, multiple observations are taken to comple-
ment the loss of details due to coarse spatial resolution. A widely adopted approach is to
measure source responses at different spectral wavelengths resulting in the multiple or hy-
perspectral images. Since each material has its unique spectral signature, the rich spectral
information thus allow the detection or classification activities at the subpixel scale.
The problem of spectral unmixing can be regarded as two or one procedure [Keshava
et al., 2000]. In the two-step algorithms, the first essential step is to identify the endmembers
present in the scene, referred to as the endmember extraction; and the second step is to
infer the fractional proportions of each endmember in forming individual pixels, i.e., the so-
called abundance estimations. Some algorithms try to tackle these two steps simultaneously
using blind source separation methods. From this point view, mixed pixel decomposition
is an ill-posed inverse problem. An appropriate regularization method is needed to obtain
satisfactory estimates.
1.2 Motivations
Mixed pixels are frequently encountered in real world applications. Besides the resolution
issue associated with discrete sampling, the effects of point spread function and unknown
sources result in the fact that the measurements can rarely be pure in practical applications,
such as the famous cocktail party problem. In the image processing field, the measured
target response is always mixed with noises. The wide existence of mixed pixels has brought
the decomposition technique a wide array of applications in data analysis, dimensionality
reduction, feature extraction, and target detection. Some conventional problems can be
converted to an unmixing problem once reformulated, which therefore can be solved by
adopting the unmixing methods.
In the field of remote sensing, pixel unmixing has been applied to subpixel object quan-
tification [Chang and Heinz, 2000,Lee, 2003,Acito et al., 2005], mineral identification [Smith
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et al., 1985, Neville et al., 1999], area estimation [Quarmby et al., 1992, Thomas et al.,
1996,Gebbinck, 1998], etc. Mixed pixels also widely exist in biomedical imagery. One of
the potential applications of spectral unmixing techniques is the detection of cancer at its
early stage when cancer cells are still very small in size but show aggressive growth ac-
tivities which can be picked up by infrared sensing [Head et al., 2000, Qi and Diakides,
2003,ONR, 2002, Szu et al., 2006]. Through subpixel unmixing, the spectral signature of
cancer cells can be extracted from the mixture pixel and thus assisting diagnosis. An-
other emerging application is in biological microscopy in analyzing multispectral fluores-
cence microscopy for discriminating different co-localized fluorescent molecules with highly
overlapping spectra [Tsurui et al., 2000,Dickinson et al., 2001,Hiraoka et al., 2002]. Using
common microscopy methods, the number of molecules that can be detected simultaneously
is limited by both spectral and spatial overlap. These issues can be tackled by applying
linear unmixng, which extends the possibilities to distinguish multiple proteins, organelles
or functions within a single cell [Zimmermann et al., 2003].
During the past decades, a variety of algorithms have been proposed to perform pixel
unmixing. However, several important issues remain unresolved. First, assuming the end-
members are known a priori, abundance estimation is commonly performed by employing a
least squares criterion, which can be sensitive to noise and outliers. In addition, abundance
nonnegative constraint requires an iterative algorithm. One has to rely on numerical meth-
ods to find the optimal solutions. The current algorithms either use partially constrained or
unconstrained least squares to provide approximate solutions, or deploy fully constrained
least squares with increased computational complexities [Settle and Drake, 1993]. Second,
the endmembers with very similar signatures are difficult to differentiate, which leads to
bad performance for the estimated abundances. Finally, to extract endmembers from the
given image, one of the common assumptions in the existing algorithms is the presence of
pure pixels; that is, each endmember class has at least one pure pixel representation in
the given scene. The goal of these algorithms is to identify these pure pixels to serve as
endmembers. However, this assumption is not realistic in real world applications.
The objectives of this dissertation are twofold. On one hand, we attempt to solve a
specific technical problem related to the unmixing of hyperspectral data, specifically, to
solve the above mentioned problems in spectral unmixing. On the other hand, we pursue a
more general goal regarding the generalization of the proposed idea to conventional image
processing problems, such as blind image restoration.
1.3 Contributions
In this dissertation, two new unmixing algorithms are developed aiming at robust, effective
and computationally efficient estimates. Both approaches are blind without prior knowl-
edge of endmember classes and simultaneously extract endmember signatures and fractional
abundances. Furthermore, a generalization of the proposed idea to classic image restoration
problem is demonstrated, which reinterpret image restoration from a blind source separa-
tion perspective. A smoothness and block-decorrelation constrained nonnegative matrix
factorization (NMF) method is developed to perform blind deconvolution.
When the image contains pure pixels, we investigate the adoption of the classical max-
imum entropy (MaxEnt) principle to estimate the fractional abundances in an effort to
provide robust estimations and incorporate both physical constraints (i.e., sum-to-one and
nonnegative) in a more natural way. Based on a least square error criterion, the endmembers
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are automatically extracted from the given mixture data. Then, a gradient descent MaxEnt
learning is performed for each pixel to derive the most possible abundance distributions.
Two learning schemes are investigated: Lagrange steepest gradient descent and variation of
Newton’s method, referred to as SDME and NTME, respectively. In SDME, the MaxEnt
formalism yields a sigmoid-like analytical solution to the abundance distribution, which is
guaranteed to be feasible during the learning process. Both the theoretical studies and the
experimental results demonstrate that when the given data are corrupted by strong noise
or when the endmember signatures are close to each other, the proposed method has the
potential of providing more accurate estimates than the popular least squares methods (e.g.,
fully constrained least squares (FCLS) [Heinz and Chang, 2001]). To accelerate the learning
process, we study a variation of Newton’s method to incorporate the second-order curva-
ture information in NTME, which presents significant improvement in convergence rate.
Both learning schemes yield comparable performance in terms of endmember extraction
and abundance estimation.
Although the assumption of the presence of pure pixels improves the algorithm efficiency,
in some cases, such as when the processing data are with low spatial resolution [Haertel
and Shimabukuro, 2005] or of specific ground covers [Berman et al., 2004], it is not reliable
to make this assumption, especially for all endmember classes. To relax the pure pixel
assumption, we explore the NMF technique for use in the decomposition problem for highly
mixed hyperspectral data. It is clear from a geometric point of view that the nonnegative
and the sum-to-one constraints are not enough to lead to a well-defined problem. This
triggers the development of a new algorithm by incorporating a minimum volume constraint
into NMF, referred to as the minimum volume constrained NMF (MVC-NMF) method.
Two important facts are exploited: first, the spectral data are nonnegative; second, the
endmembers occupy the vertices of a simplex, and the simplex volume determined by the
endmembers is the minimum among all possible simplexes that circumscribe the data scatter
space. Several learning algorithms are studied, among which the conjugate gradient method
provides fast convergence and good estimation performance.
Aiming at generalizing the proposed idea for use in conventional image processing prob-
lems, we reinvestigate the physical image formation process leading to a new interpretation
of the classic image restoration problem. Different from the traditional convolution formu-
lation, the new interpretation views image restoration from a blind source separation (BSS)
perspective; that is, the observed distorted image can be regarded as a linear combination of
a set of shifted point spread function (PSF) weighted by the actual image values. The BSS
interpretation brings two immediate benefits to the practice of image restoration. First, we
can utilize the rich set of BSS methods to perform blind image restoration. Second, the new
formulation in terms of matrix product has the equivalent merit as the conventional matrix-
vector notation in theoretical study of restoration algorithms. Furthermore, the reduced
kernel size makes it practical for a fast implementation. In this dissertation, a smoothness
and block-decorrelation constrained NMF (CNMF) method is developed to blindly recover
both the PSF and the actual image.
1.4 Dissertation Outline
This first chapter serves as an introduction and describes the problems to be solved, as
well as the major contributions of this dissertation. Chapter 2 details the linear mixture
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model and reviews various unmixing algorithms in the literature. To facilitate the discus-
sion of optimization methods used in the proposed schemes, in Chapter 3, we briefly review
nonlinear programming techniques. The next three chapters (Chapter 4-6) are the heart
of this dissertation, which describe the developed spectral unmixing and blind deconvolu-
tion approaches. In each chapter, comprehensive experimental evaluations are given, and
comparative analyses with the state-of-the-art methods are conducted. The last chapter
summarizes the contributions and suggests some directions for future work.
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Chapter 2
Literature Review
In this chapter, we describe many of the approaches used for mixed pixel decomposition. We
start with an explanation of the linear mixture model, which is widely adopted in the unmix-
ing analysis and also serves as the basic model in the proposed research. We then review the
endmember extraction methods, including the statistical approaches, the convex geometry-
based methods, the iterative error analysis, and other soft classification techniques. The
subsequent section describes approaches to estimate the fractional abundances assuming the
endmembers have been extracted. Finally, we discuss two blind source separation methods
that perform endmember extraction and abundance estimation simultaneously.
2.1 Mixing Model
Depending on the endmember distribution, source mixing can be modelled as either a linear
or a nonlinear process. A linear mixture model (LMM) is valid when the endmembers
distribute as discrete patches, in which different endmembers do not interfere with each
other [Keshava, 2003] as illustrated in Fig. 2.1(a). For example, the mixing caused by the
presence of isolated subpixel targets due to limited sensor spatial resolution and the mixing
that occurs at the boundary of discrete endmember classes are both typical cases of linear
mixing. Under this situation, the observed spectrum at a single pixel is a linear combination
of individual endmember spectra [Settle and Drake, 1993].
For certain endmember distributions, a nonlinear mixture model (NLMM) may be more
appropriate to describe the mixing process [Guilfoyle et al., 2001], such as mixing due to the
gradual transition between continuous endmember classes. In this case, multiple scattering
between different endmembers cannot be ignored as illustrated in Fig. 2.1(b), thus the
measured spectrum is no longer a linear combination of the constituent spectrum [Keshava,
2003]. This type of mixing is commonly referred to as the intimate mixture [Hapke, 1993].
For example, when describing the mixtures of soil and vegetative surfaces, the NLMM has
shown better performance than the linear counterpart [Borel and Gerstl, 1994, Ray and
Murray, 1996,Zhang et al., 1998]. The comparative analysis of linear and nonlinear mixture
models in [Guilfoyle et al., 2001] shows that these two models match different endmember
distributions, and when the objective of an analysis is to recover the exact abundance
information for each endmember, it is important to select the correct model.
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(a) (b)
Figure 2.1: Illustration of spectral mixing models. (a) Linear mixing. (b) Nonlinear mixing.
2.1.1 Linear Mixing Model
The basic assumption of linear mixing is that within the IFOV of a single pixel, the surface
is dominated by a small number of endmembers with relatively constant spectral signatures
[Settle and Drake, 1993,Keshava, 2003]. Mathematically, the model is given by
x = As+ e (2.1)
where the elements of x ∈ Rl are the measured solar radiation at different spectral bands.
A = (a1, a2, · · · , am) is an l ×m source matrix (or material signature matrix) with each
column aj being the spectral signature of endmember j. The abundance vector s ∈ Rm
consists of the mixing coefficients satisfying two physical constraints sj ≥ 0 (nonnegative)
and
∑m
j=1 sj = 1 (sum-to-one), and m is the number of endmembers. The last term e takes
into account possible errors and sensor noises. It should be pointed out that together with
the constraints, the sensor measurement x is actually a convex combination of endmember
signatures; that is, in the m − 1 dimensional hyperspace, all the mixtures are within a
simplex, whose vertices correspond to the endmembers [Craig, 1994,Boardman et al., 1995].
In most cases, it is reasonable to assume that the whole image consists of a few number
of endmembers, and all N image pixels share the same source matrix A. Then we can
arrange the measurement vectors at all image pixels into the columns of an l × N data
matrix X, which results in the following model
X = AS (2.2)
where the columns of S correspond to the fractional abundances of the measurement vectors
in X. Note, we have removed the noise term since it can be incorporated into A by
considering the endmember variations. When written in this form, it is evident that the
unmixing problem is to factorize the measured data matrix into two low-rank matrices.
2.1.2 Nonlinear Mixing Model
The nonlinear mixing model is formulated based on the radiative transfer theory proposed by
Chandrasekhar [Chandasekhar, 1960], which was modified later for bidirectional reflectance
by Hapke [Hapke, 1981]. Hapke’s model incorporates the surface and reflecting properties
of constituent components, as well as the angles of illumination. The relationship between
the bidirectional reflectance r(λ) and the single-scattering albedo w(λ) is described by
r(λ) =
w(λ) cos(θi)[P (φ)(1 +B(φ))− 1 +H(θi)H(θe)]
4(cos(θi) + cos(θe))
(2.3)
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Figure 2.2: The nonlinearity between reflectance and single-scattering albedo.
where λ denotes the wavelength, θi and θe are the angle of incidence and the angle of
emittance. P is the single-scattering phase function describing the angular pattern into
which the power is scattered. φ is the phase angle. For isotropic scattering, P (φ) = 1. B
denotes the backscatter function. Hapke’s approximation to Chandrasekhar’s function is
H(θ) =
1 + 2 cos(θ)
1 + 2 cos(θ)(1− w)1/2 (2.4)
This approximation holds as long as the endmembers are not high albedo materials.
One important observation in the nonlinear mixture analysis is that the albedo of an
intimate mixture follows the linear mixture model [Hapke, 1993, Johnson, 1992]; that is,
the measured albedo at a single pixel can be formulated as a linear combination of the
single-scattering albedos of its endmember components weighted by the area proportions
of individual endmembers. Thus, if we can convert pixel reflectance to albedo, the popular
linear unmixing methods can be applied to perform unmixing for nonlinearly mixed data.
To convert between reflectance and single-scattering albedo, we assume B(φ) = 0 (i.e., the
backscatter is negligible for phase angle of greater than 15 degrees) and P (φ) = 1, thus the
reflectance is given by
r(λ) =
w(λ) cos(θi)H(θi)H(θe)
4(cos(θi) + cos(θe))
(2.5)
The nonlinearity of this relationship is demonstrated in Fig. 2.2 for θi = 30◦ and θe = 0◦.
2.2 Endmember Extraction
Endmember extraction is a very important procedure in spectral unmixing, which identifies
the hidden pure source signals from the mixture. Numerous algorithms have been proposed
to perform this estimation, including spectral angle mapper [Yuhas et al., 1992], projection
pursuit [Smith et al., 1985,Cross et al., 1991,Healey and Slater, 1999], convex hull geometry
[Craig, 1994, Boardman et al., 1995,Winter, 1999b, Ifarraguerri and Chang, 1999, Theiler
et al., 2000,Nascimento and Dias, 2005], particle swarm optimization (PSO) [Omran et al.,
2005], etc. One commonly used assumption is the presence of pure pixels in the given image
scene, which are detected to serve as endmembers. When such pixels are absent, the image
is referred to as the highly mixed data, for which these algorithms at best can only return
certain data points that are close to the real endmembers.
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2.2.1 Statistical Methods
Two projection pursuit methods have been widely investigated, namely principal component
analysis (PCA) [Smith et al., 1985], and singular value decomposition (SVD) [Herries et al.,
1996,Healey and Slater, 1999,Ball et al., 2004]. PCA finds a set of orthogonal vectors based
on the second-order decorrelation, which best represent the original image data in a least
square sense. SVD finds the projections that best represent the image data in a maximum
power sense. For the given data matrix X, the SVD analysis is given by
X = UΣVT (2.6)
where Ul×l contains singular vectors of X, and Σ is a diagonal matrix of singular values
arranged in a decreasing order. Healey and Slater [Healey and Slater, 1999] used the
first m columns of U as the background endmembers. If some of the image pixels are
easily identified as containing targets, they are removed from matrix X before the SVD is
calculated. SVD analysis is very efficient in capturing the directions representing most of
the variability. A similar scheme based on PCA transformation is adopted in [Smith et al.,
1985] to extract endmembers.
These statistical methods do not rely on the pure pixel assumption, and they have strong
mathematical foundations and fast implementations. However, PCA and SVD share the
same problem that the extracted endmembers are not guaranteed to be nonnegative. In
addition, the estimates do not have the physical meaning of source signals.
2.2.2 Convex Geometry Methods
The importance of convex geometry as a paradigm for understanding the endmember
detection problem was first emphasized by Boardman et al. [Boardman, 1994a, Board-
man, 1994b, Boardman et al., 1995], following which, a lot of algorithms have been pro-
posed [Craig, 1994, Winter, 1999a, Winter, 1999b, Ifarraguerri and Chang, 1999, Theiler
et al., 2000,Nascimento and Dias, 2005]. These approaches explore the strong parallelism
between the linear mixing model and the theory of convex geometry.
Convex geometry deals with the geometry of convex sets [Seidel, 1997]. A convex set is
defined as a set of points that are linear combinations of a particular set of points, referred
to as the vertices, where the weights are all nonnegative and sum to unity. This is the exact
definition of the linear spectral mixture model in (2.1). From a geometric point of view, a
pixel in a hyperspectral scene can be thought of as a point in the l-dimensional hyperspace,
whose l coordinates are given by the intensity values at different spectral bands. In most
cases, the true dimension of the data is less than the number of spectral bands l. If we
view the data in a lower m− 1 spectral dimension, the observations locate within a simplex
whose vertices correspond to the endmembers [Boardman, 1994a,Craig, 1994]. A simplex is
the simplest geometric object that can contain a space of a given dimension. For example,
in two-dimensional space, the simplex is a triangle (see Fig. 2.3), which consists of three
vertices. In three dimensional space, the simplex is a tetrahedron. The interior space of the
simplex contains all possible mixtures formed by the convex combinations of its vertices.
Therefore, geometrically, the problem of endmember extraction is equivalent to finding the
vertices of a simplex that encloses the data cloud. There are a variety of such approaches
briefly reviewed in the following.
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Figure 2.3: Scatterplot of two-dimensional data illustrating the convex combination within
a simplex.
Minimum Volume Transform
The minimum volume transform (MVT) [Craig, 1994] finds the convex hull that circum-
scribes the data cloud and then fits a simplex with the minimum volume to it. Two linear
nonorthogonal transforms are employed, a dark-point-fixed (DFP) transform based on the
absolute coordinates and a fixed-point-free (FPF) transform using barycentric coordinates,
to map the data onto a positive subspace defined by the smallest simplex that contains
all data points. Starting from a certain initial simplex, the algorithm iteratively varies the
orientation of one face of the simplex while preserving the others so that the simplex volume
is reduced. The entire process is formulated as a pure mathematical optimization problem.
The vertices of the simplex are then used as the extracted endmembers. The problem with
this method is that the finding of the convex hull is complicated and computationally pro-
hibitive [Boardman, 1994a,Craig, 1994,Bateson et al., 2000]. To speed up the process, some
algorithms [Boardman et al., 1995,Winter, 1999b,Nascimento and Dias, 2005] assume the
presence of pure pixels, which correspond to the simplex vertices. Then the endmembers
are extracted by finding the extreme-valued pixels in the given scene.
Pure Pixel Index
The pixel purity index (PPI) [Boardman et al., 1995] is a simple, but effective approach
based on the pure pixel assumption, which uses the minimum noise fraction (MNF) [Green
et al., 1988] as a preprocessing step to reduce dimensionality and to improve the signal-to-
noise-ratio (SNR) as well. PPI projects each data vector onto a large number of random
vectors, called skewers. Once all projections onto a given skewer are calculated, two extreme
projections (the shortest and the longest) and their corresponding pixels are identified. A
cumulative account records the number of times that each pixel is found to be an extreme.
The pixels with the highest scores are assumed to be the purest ones. These potential
endmembers are then loaded into an interactive visualization tool and rotated in real time
until a desired number of endmembers are visually identified. The PPI algorithm is not a
completely automatic approach. This supervised nature leads to the fact that the analysis of
a scene usually requires the intervention of a highly trained analyst. In addition, randomness
in the selection of skewers has been identified as a shortcoming of the algorithm in [Theiler
et al., 2000], where a variant of PPI with blocks of skewers is presented. Instead of generating
a large number of random skewers, this approach takes a set of skewers and then uses their
10
linear combinations to generate other skewers. The computational burden is reduced to a
great extent, but the price paid for this improvement is that the derived skewers are in the
same subspace as the original set of skewer. Another inherent problem with the PPI method
is that the clusters of pixels that are close to each other tend to receive large extremity scores.
Consequently, identification of those similar pixels, through cluster analysis, is needed so
that only one pixel per cluster is represented in the final set of endmembers.
N-FINDR
There are several efforts in the literature that pursue fully automated identifications of
endmembers from given hyperspectral data cubes. One of the popular approaches is the
N-FINDR [Winter, 1999b], which finds a set of pixels defining the largest volume by in-
flating a simplex inside the data cloud. The idea is based on the fact that in the m − 1
dimensional space, the volume defined by a simplex formed by the purest pixels is larger
than any other volume defined by any other combination of pixels. The algorithm employs
the MNF transform [Green et al., 1988] to reduce the data dimensionality and estimate
the number of endmembers as well. Then, a random set of data points is initially selected
as possible endmembers. In order to refine the initial estimates, every pixel in the image
must be evaluated in terms of pixel purity. To achieve this, the volume is calculated for
every pixel at each endmember position by replacing the corresponding endmember. If the
replacement results in a volume increase, the pixel replaces the corresponding endmember.
This optimization procedure is repeated until there are no more replacements. The conver-
gence proof is provided in [Winter, 2004], where an important conclusion is made that the
algorithm will still converge to any endmembers present in the data and to a nearby data
point if an endmember is not present. Although the endmember extraction can be executed
rapidly, the computational performance of N-FINDR depends on the accuracy of the initial
random selection of endmembers.
Vertex Component Analysis
Aiming at further reduce the computational cost, a geometric projective method, termed
vertex component analysis (VCA), is proposed in [Nascimento and Dias, 2005], which is one
of the most advanced convex geometry-based endmember detection methods with the pure
pixel assumption. Considering the variations due to the surface topography, VCA models
the data using a positive cone, whose projection onto a properly chosen hyperplane is a
simplex with vertices being the endmembers. After projecting the data onto the selected
hyperplane, VCA projects all image pixels to a random direction and uses the pixel with
the largest projection as the first endmember. The other endmembers are identified by
iteratively projecting the data onto a direction orthogonal to the subspace spanned by the
endmembers already determined. The new endmember is then selected as the pixel cor-
responding to the extreme projection. VCA performs better than PPI and comparable to
N-FINDR, and it is computationally more efficient than N-FINDR. However, the assump-
tion of the presence of pure pixel compromises the algorithm performance when applied to
highly mixed data cubes.
2.2.3 Iterative Error Analysis
The core idea of iterative error analysis (IEA) is to maximize the fitness between the sensor
measurement and the estimation using an iterative process [Neville et al., 1999,Heinz and
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Chang, 2001]. These algorithms start with a certain initial vector (usually the mean spec-
trum of the data), then find the most possible abundance distributions of all image pixels
based on a constrained least squares. An error image is then generated which guides the
selection of a new endmember. In [Heinz and Chang, 2001], the new endmember is selected
as the pixel that yields the largest residual. To suppress the noise effect, the algorithm
proposed in [Neville et al., 1999] takes the average of a set of pixels as the new estimate.
After the identification of the new endmember, it is incorporated in the endmember set
for future learning. This process is repeated until the desired number of endmembers is
identified or the predetermined error tolerance is reached. Although there are no published
complexity estimates for the IEA algorithm, the repeated constrained unmixing involved
should take significant time. The derivation of a computationally efficient unmixing process
is of very importance for such type of algorithms.
2.3 Abundance Estimation
Abundance estimation is the problem of estimating the fractional abundances that indicate
the area proportion of each endmember present in the pixel. The first such technique, called
the linear mixture modelling, was proposed in 1971 [Horwitz et al., 1971], but it was not
followed up to any degree until the mid 1980s, when Smith et al. [Smith et al., 1985] used it
for their geological applications. Since then, great efforts have been devoted to accurately
estimate the fractional abundances of the identified endmembers. The techniques explored
vary from maximum-likelihood estimation [Settle, 1996], linear mixture analysis [Heinz and
Chang, 2001, Settle and Drake, 1993, Chang et al., 1998, Chang and Heinz, 2000], fuzzy
c-means [Foody, 1996,Bastin, 1997], to artificial neural networks [Brown et al., 2000,Foody,
2001].
Linear mixture analysis has been extensively researched to analyze hyperspectral data
due to its simplicity and effectiveness. The basic and widely used linear mixing model is
the one defined in (2.1), based on which, a variety of abundance estimation algorithms have
been proposed assuming the source matrix is known a priori. In general, the performance
of estimated abundances is visualized as the abundance map, a grayscale image depicting
the spatial distribution of a certain endmember, whose intensity value is the fractional
abundance of the corresponding endmember present at each pixel location.
2.3.1 Unconstrained Least Squares
Given the model in (2.1) and assume the signature matrix is known a priori, the problem of
spectral unmixing becomes a linear regression problem. A simple estimator to this problem
is the unconstrained least squares given by
sˆ = A+x (2.7)
where A+ denotes the pseudo-inverse of A. The main advantage of this method is the
simplicity for implementation and fast computations. But the obtained abundance could
be negative and have no physical meanings. In addition, the resulting estimate may not
satisfy the abundance sum-to-one constraint.
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2.3.2 Quadratic Programming
To incorporate both the sum-to-one and nonnegative constraints simultaneously, a quadratic
programming (QP) method is addressed in [Hu et al., 1999]. The QP method offers the
fully constrained solution to the abundance fractions. A general QP problem can be defined
as
minimzie
1
2
sTQs− cT s
subject to
∑
j
sj = 1, sj > 0, j = 1, · · · ,m
(2.8)
where Q = ATA, and c = ATx. Although the QP method provides better results than the
conventional least squares method for noisy observations, it is less preferred from compu-
tational point of view.
2.3.3 Fully Constrained Least Squares
Another effort to incorporate both nonnegative and sum-to-one constraint is the fully con-
strained least squares (FCLS) presented in [Heinz and Chang, 2001]. The algorithm is de-
veloped from the nonnegative constrained least squares (NCLS) method [Chang and Heinz,
2000] in conjunction with the sum-to-one constraint. The objective is to minimize the least
squares error
minimize f(s) = (xˇ− Aˇs)T (xˇ− Aˇs)
subject to sj ≥ 0, j = 1, . . . ,m
(2.9)
where xˇ and Aˇ are the augmented vector and matrix
xˇ =
[
εx
1
]
, Aˇ =
[
εA
1T
]
(2.10)
with ε being a small weight (typically 1 × 10−5), and 1T a row vector of all 1s. This
augmentation is used to impose the sum-to-one constraint. Note that the constrained min-
imization problem (2.9) is actually the conventional nonnegative least squares problem,
which is solved by a standard active set method [Bro and Jong, 1997]. FCLS has been gen-
eralized to its unsupervised version (referred to as UFCLS) by adopting the idea of iterative
error analysis [Heinz and Chang, 2001]. UFCLS progressively identify the endmembers and
estimate the fractional abundances. Although it is computationally simpler than the QP
method, the progressive unmixing process still consumes a mount of time. Moreover, the
least squares nature makes it sensitive to the corruptions of noise and outliers.
2.3.4 Maximum Entropy Unmixing
The maximum entropy principle was previously applied to estimate abundance fractions
in [Chettri and Netanyahu, 1997]. The algorithm maximizes the formulated relative entropy
using the quadratic penalty function method [Bertsekas, 1982,Bertsekas, 1999], which results
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in the following objective function
φk(s, ck) = −
m∑
j=1
sj ln
( sj
αj
)− ck(h20(s) + l∑
i=1
h2i (s) +
m∑
j=1
δjs
2
j
)
(2.11)
where the first term is the relative entropy function, in which αj is used to incorporate the
prior abundance information. In [Chettri and Netanyahu, 1997], the authors treat it as a
constant 1. The second term is the penalty function used to integrate the constraints, where
hi =
∑m
j=1 aijsj − xi, i = 1, . . . , l, and h0 =
∑m
j=1 sj − 1. δj is an indicator function of non-
positive sj , which means δj = 1 when sj ≤ 0; otherwise, δj = 0. ck is the penalty parameter
satisfying 0 < ck < ck+1. When ck is zero, the objective function only contains the entropy
term. When ck is non-zero, it warps the entropy function to fit the constraints. The
larger the ck, the closer the objective function approaches the constraints. Theoretically,
when ck → ∞, the penalty method yields in the limit the optimal solution fitting only
the constraints. In this thesis, we refer to this algorithm as the penalty maximum entropy
(PME).
Although its simplicity and ability to derive subpixel abundances under certain circum-
stances, there are some concerns about the use of linear mixture analysis. The use of the
least square error criterion suffers from the overfitting problem, which makes the unmixing
analysis sensitive to noise and outliers. In addition, the assumption of linear mixing is not
appropriate in some applications. Other approaches have been thoroughly studied, such as
fuzzy C-means [Foody, 1996,Bastin, 1997], support vector machine [Brown et al., 2000], and
artificial neural networks [Moody et al., 1996]. However, these methods demand training
data with known ground truth. In this research, we focus on the linear mixture analysis
without any prior knowledge of the ground truth.
2.4 Blind Source Separation Methods
The previous two sections have reviewed algorithms that focus on one of the two procedures
involved in the unmixing problem, i.e., endmember extraction and abundance estimation.
As mentioned in Chapter 1, without any prior knowledge, the mixed pixel decomposition
is a blind source separation problem; that is, given an observation X, the objective is
to recover both the source matrix A and the abundance matrix S. This motivates the
application of existing BSS methods for decomposing mixed pixels, such as independent
component analysis (ICA) [Bell and Sejnowski, 1995,Amari et al., 1996,Hyvarinen, 1999],
and nonnegative matrix factorization technique [Paatero and Tapper, 1994,Lee and Seung,
1999,Lee and Seung, 2001].
2.4.1 Independent Component Analysis
The method of independent component analysis has been proposed as a tool to blindly
unmix hyperspectral data [Bayliss et al., 1997,Hu et al., 1999,Nascimento and Dias, 2004].
In [Chen and Zhang, 1999,Botchko et al., 2003], the endmember signatures are treated as
sources and the mixing matrix consists of the abundance fractions. This interpretation is
consistent with their physical meanings. However, the amount of spectral data is not enough
to characterize their high order statistics. The algorithms in [Bayliss et al., 1997,Nascimento
and Dias, 2004] take the abundances as sources. Nevertheless, in the abundance source ICA
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model, the sources are not statistically independent because the sum of abundance fractions
associated with each pixel is constant due to physical constraints in the data acquisition
model, which compromises ICA performance to hyperspectral data. This problem was thor-
oughly analyzed in [Nascimento and Dias, 2004], where it is concluded that the accuracy
of the algorithm improves with the increase of signature variability. In any case, there are
always endmembers incorrectly unmixed. Another problem associated with ICA unmixing
is that the nonnegative property of the fractional abundance cannot be guaranteed. In addi-
tion, the complicate ICA learning prohibits the application to the huge data set containing
hundreds of spectral bands.
2.4.2 Nonnegative Matrix Factorization
In recent years, nonnegative matrix factorization (NMF) [Lee and Seung, 1999, Lee and
Seung, 2001], a useful technique to decompose high dimensional data into nonnegative
components, has been applied to unmix hyperspectral data [P. Sajda, 2003,Liou and Yang,
2005,Wang et al., 2005,Paura et al., 2006]. NMF finds a set of nonnegative basis vectors
that approximate the original data through linear combinations. These basis vectors thus
play similar roles as the endmembers in the unmixing model. However, the standard NMF
algorithms do not impose any constraint on these bases except nonnegativity, which is yet
not sufficient enough to lead to a well-defined problem. In order to render better estimates,
the smoothness constraint is imposed on the endmembers in [Paura et al., 2006]. The
algorithm follows the same principle as the standard multiplicative rule [Lee and Seung,
1999] to update. After convergence, for each estimated endmember, the algorithm finds the
closest reflectance signature from a spectral library, and then use the matched laboratory
signature as the final endmember. The fractional abundance is estimated using a constrained
least squares method. However, finding the best match from a spectral library is not reliable
since the actual surface materials may not match any database record due to the atmospheric
and environmental variations.
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Chapter 3
Nonlinear Programming
In this background section, we review important optimization theories applied in the pro-
posed algorithms. The standard form of a nonlinear programming problem with both
equality and inequality constraints is expressed as
minimize f(x)
subject to hi(x) = 0, i = 1, . . . , p
gj(x) ≤ 0, j = 1, . . . , r
(3.1)
where f : Rn → R is the objective (cost) function, and x ∈ Rn is the optimization variable.
The equality and inequality constraint functions are denoted by hi, i = 1, . . . , p and gj , j =
1, . . . , r, respectively. A concise notation is formed by stacking individual components into
a column vector denoted by h = (h1, h2, . . . , hp)T : Rn → Rp, and g = (g1, g2, . . . , gr)T :
Rn → Rr. The domain of the optimization problem is the set in which the objective function
and the constraints are defined
D =
p⋂
i=1
dom hi ∩
r⋂
j=1
dom gj (3.2)
The optimal value is given by
p∗ = inf
x∈D
{f(x) | hi(x) = 0, i = 1, . . . , p, gj(x) ≤ 0, j = 1, . . . , r} (3.3)
which is attained at the optimal point x∗ defined as
x∗ = {x | f(x) = p∗, hi(x) = 0, i = 1, . . . , p, gj(x) ≤ 0, j = 1, . . . , r} (3.4)
There exist various of optimization methods which can handle this problem. For a
convex objective, any locally optimal point is also globally optimal, thus the gradient descent
method is able to locate the global optimal solution. When the objective is nonconvex, due
to the existence of local optima, the gradient method might fail to converge to the global
optimal solution. For such problems, a number of effective global optimization techniques
have been investigated, including simulated annealing [Kirkpatrick et al., 1983], genetic
algorithms [Holland, 1975], particle swarm optimization [Kennedy and Eberhart, 1995],
and ant colony optimization [Dorigo and Stu¨tzle, 2004], etc. Under certain conditions,
these approaches are guaranteed to converge to the global minimum, but they are only
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suitable for problems with a small number of variables and the computing time is not
critical. In this thesis, we strive to develop efficient processing algorithms for extracting
useful information from large volume of mixture data, so only gradient descent methods
will be considered. We shall briefly review the simplest steepest descent and its extreme
opposite of Newton’s method, as well as some techniques which try to compromise the
convergence rate and the computational complexity in between, namely conjugate gradient
learning, and quasi-Newton methods. In order to cope with the constraints, we study the
augmented Lagrangian method, the projected gradient learning, and the recently developed
interior point methods.
3.1 Unconstrained Optimization
The minimum of an unconstrained objective function (i.e., p = r = 0) must lie at a station-
ary point or at a discontinuous point of the cost function. Here, we assume the objective
function is continuous and differentiable. Then, the general procedure for finding the mini-
mum is to search for the position at which the first order derivative of the objective function
vanishes, that is
∇f(x) = 0 (3.5)
This condition will result in a set of n equations, and the optimal solution can be obtained
by solving the system of equations. However, for most problems, solving for x the system of
equations is usually nontrivial. Therefore, there is a need to employ computational methods
to find the optimal solution.
An important idea in solving optimization problems is the iterative descent: starting
at a certain initial x0, a sequence of points x1,x2, . . . are generated such that the cost is
reduced at each iteration
f(xk+1) < f(xk) (3.6)
It is expected that the algorithm will eventually converge to the optimal solution. A general
iterative update is given by
xk+1 = xk + αkdk (3.7)
where dk denotes the descent direction, which satisfies the condition
∇f(x)Tdk < 0 (3.8)
i.e., the descent direction dk makes an angle with the gradient direction that is greater than
90 degrees. αk is the stepsize selected such that
f(xk + αkdk) < f(xk), k = 0, 1, . . . (3.9)
At any point xk, possible directions leading to reduced cost are not unique, and the stepsize
αk can also have a large variety of choices. Different descent directions with various stepsizes
result in different convergence properties, which also might converge to different stationary
points.
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3.1.1 Stepsize Selection
Even for a given descent direction dk, there are a number of rules to select the stepsize to
achieve lower cost. The simplest one is to use a constant
αk = α, for k = 0, 1, . . . (3.10)
However, too small a stepsize α normally leads to low convergence rate, while too large a
stepsize is very likely to result in divergence. This means that a constant stepsize is usually
used when some prior information is known so that an appropriate α can be selected.
Another choice is to select αk such that the objective function is minimized along the
current descent direction dk, that is,
αk = argmin
α
f(xk + αdk) (3.11)
In general, there is no closed form solution for the above problem. An iterative search
along the line is needed, which normally requires large number of iterations. Thus, the
minimization stepsize cannot be calculated exactly, and certain approximation has to be
applied.
To avoid the heavy computations during line search, a much successive stepsize selection
rule, called Armijo rule, is usually used, which is based on successive stepsize reduction.
The basic idea is that an initial stepsize is chosen and if the corresponding estimate does
not yield a reduced cost, the stepsize is reduced. To guarantee convergence to a minimum,
Armijo rule chooses a stepsize with significant cost reduction. Let αo be the initial stepsize,
σ ∈ (0, 12) be the tolerance, and ρ ∈ (0, 1) the scaling factor that the stepsize is reduced in
very iteration. Then, the Armijo rule chooses the stepsize as αk = ρzkαo, where zk is the
first integer such that
f(xk+1)− f(xk) ≤ σρzkαo∇f(xk)T (xk+1 − xk) (3.12)
Note that the Armijo rule needs to evaluate the objective function at each iteration during
the stepsize selection. When the calculation of objective cost demands significant time, the
Armijo rule is not computational efficient any more. To speed up, Lin [Lin, 2005] proposed
an approximation method by using the second order Taylor expansion of the cost function
f(xk+1) = f(xk) +∇f(xk)T (xk+1 − xk) + 1
2
(xk+1 − xk)T∇2f(xk)(xk+1 − xk) (3.13)
Then the Armijo rule in Eq. 3.12 can be written as
(1− σρzkαo)∇f(xk)T (xk+1 − xk) + 12(x
k+1 − xk)T∇2f(xk)(xk+1 − xk) ≤ 0 (3.14)
The new condition is exactly the same with the original condition when the objective is
quadratic. It is noted that the application of this method relies on the computational
complexity of the Hessian matrix ∇2f(xk).
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3.1.2 Steepest Descent
A nature choice for the descent direction is the negative gradient, i.e.,
dk = −∇f(x) (3.15)
Obviously, it satisfies the descent condition (3.8)
∇f(x)T (−∇f(x)) = −‖∇f(x)‖2 < 0 (3.16)
The resulting algorithm is called the steepest descent method. It is the simplest method
for implementation, but the linear convergence rate [Bertsekas, 1999] makes it not suitable
for problems where the computational time is critical, especially when the neighborhood of
the minimum has the shape of a long and narrow valley, the gradient direction is almost
orthogonal to the direction that leads to the minimum, which results in extremely slow
convergence.
3.1.3 Newton’s Methods
The method of steepest descent is the simplest but the slowest learning scheme. Its extreme
opposite is the Newton’s method exploring the second-order curvature information, which
is the fastest and the most complicate method. Newton’s method minimizes the second
order approximation of the objective function at the current point
f(x) = f(xk) +∇f(xk)T (x− xk) + 1
2
(x− xk)T∇2f(xk)(x− xk) (3.17)
By setting ∂f(x)∂x = 0, we obtain
∇2f(xk)(x− xk) = −∇f(xk) (3.18)
which leads to the iterative update
xk+1 = xk −∇2f(xk)−1∇f(xk) (3.19)
This form is referred to as the pure Newton’s form. A general format is
xk+1 = xk − αk∇2f(x)−1∇f(x) (3.20)
where the stepsize αk is usually selected using the Armijo rule. To satisfy the descent
condition, the Hessian has to be a positive definite matrix since
−∇f(x)T∇2f(x)−1∇f(x) < 0 (3.21)
Newton’s method achieves superlinear convergence, however, in general there is no guarantee
that the Hessian matrix is positive definite at each iteration. Modification of Hessian is
necessary to make sure the learning direction is indeed a descent direction. Moreover,
the evaluation of Hessian matrix costs significant time, and sometime, the Hessian matrix
and its inverse may not exist or severely ill-conditioned. To mitigate these drawbacks
and compromise between steepest descent and Newton’s method to achieve appropriate
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convergence rate and algorithm complexity, some variations of Newton’s method have been
developed.
3.1.4 Quasi-Newton Methods
A central idea underlying the quasi-Newton method is to approximate the inverse of Hessian
using a set of successive updates and their corresponding gradients in order to reduce the
amount of computations. Particularly, instead of calculating the true Hessian, an initial
matrix M0 (normally M0 = I, i.e., an identity matrix) is chosen, which is subsequently
updated by
Mk+1 =Mk +Mku (3.22)
so that Mk eventually approximates the inverse Hessian, where Mku is the update matrix,
and the quasi-Newton direction is given by
dk = −Mk∇f(xk) (3.23)
The key to the quasi-Newton method is to find the update matrix Mku.
Denote
pk = xk+1 − xk, qk = ∇f(xk+1)−∇f(xk) (3.24)
then
qk = Hkpk (3.25)
and
pk = (Hk)−1qk (3.26)
where Hk denotes the Hessian matrix, i.e., Hk = ∇2f(xk). If the Hessian is a constant,
then the following condition should hold as well
(Hk+1)−1qi = pi, 0 ≤ i ≤ k (3.27)
which is called the quasi-Newton condition.
Let Mk+1 = (Hk+1)−1, then the quasi-Newton condition (3.27) becomes
Mkqi +Mkuq
i = pi, 0 ≤ i ≤ k (3.28)
There is no unique solution to construct the update matrixMku satisfying the quasi-Newton
condition. The earliest and one of the most popular schemes, called Davidon-Fletcher-Powell
(DFP) algorithm, was originally proposed by Davidon [Davidon, 1959] and extended by
Fletcher and Powell [Fletcher and Powell, 1963]. In DFP, the update matrix is computated
based on Mk, pk, and qk through the calculation
Mku =
pk(pk)T
(pk)Tqk
− M
kqk(qk)TMk
(qk)TMkqk
(3.29)
which is a rank-two matrix determined by the outer products of vectors pk and Mkqk.
Another popular method is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula
[C.G. Broyden and More´, 1973, Fletcher, 1970, Goldfarb, 1970, Shanno, 1970], which is
based on the observation of symmetry in the quasi-Newton condition
qi = Hk+1pi, pi =Mk+1qi, 0 ≤ i ≤ k (3.30)
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Therefore, the update for H can be obtained by interchanging the roles of p and q, and
of M and H in (3.29). By taking the inverse, the update for M can be obtained, which is
given by
Mku =
1 + (qk)TMkqk
(qk)Tpk
pk(pk)T
(pk)Tqk
− p
k(qk)TMk +Mkqk(pk)T
(qk)Tpk
(3.31)
Both DFP and BFGS methods have theoretical properties that guarantee superlinear
convergence rate and avoid the evaluation of Hessian associated with Newton’s method.
Quasi-Newton methods have the interesting property that, for a quadratic objective func-
tion, they simultaneously construct the inverse Hessian while generating the conjugate di-
rections.
3.1.5 Conjugate Gradient Methods
Conjugate direction method [Hestenes and Stiefel, 1952] is motivated to accelerate the
steepest descent, while reduce the computational complexity of Newton’s method. It was
originally invented to minimize a quadratic function, and later on extended to minimize
general smooth functions. The idea of conjugate direction stems from the problem associ-
ated with the steepest descent, which often takes a step almost in the same direction as the
earlier step. By taking conjugate directions, this drawback can be avoided.
Given a positive definite matrix Q, if two vectors satisfy
vT1Qv2 = 0 (3.32)
we say that v1 and v2 are Q-conjugate. In addition, v1 and v2 are linearly independent.
On the other hand, for any set of linearly independent vectors v1, . . . ,vk, we can construct
a set of Q-conjugate directions using the Gram-Schmidt procedure [Strang, 1988] such that
these two sets of vectors span the same space.
The popularly used conjugate direction method is the conjugate gradient descent, which
generates conjugate directions from the gradient vectors. The stepsize is obtained by a line
minimization rule,
αk = argmin
α
f(xk + αdk) (3.33)
and the conjugate direction is iteratively calculated by
dk = −∇f(xk) + ζkdk−1 (3.34)
where
ζk =
∇f(xk)T (∇f(xk)−∇f(xk−1))
∇f(xk−1)T∇f(xk−1) (3.35)
The initial conjugate direction is chosen as the negative gradient
d0 = −∇f(x0) (3.36)
The conjugate gradient method exhibits faster convergence than the steepest descent
especially when the equal cost surface has an elongated shape. Its implementation involves
only vector inner products and vector update per iteration, so the computational complexity
is much simpler than Newton’s method. One drawback of conjugate gradient methods is
the possible loss of conjugacy due to nonexact linear search. Some restarting procedures
are necessary to guarantee convergence.
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3.2 Constrained Optimization
In the previous section, the optimization variables are altered without restriction. Most
realistic problems, however, require solutions subject to a certain number of constraints. For
every imposed constraint, at least one independent variable loses its arbitrariness. Generally,
equality constrained problem (i.e., r = 0) are easy to deal with. An intuitive idea is to use
direct substitution. If the equality constraints are all simple linear equations, we can solve
the p constraints in terms of n variables, then they can be substituted into the objective
function. This will produce a new objective function in terms of a reduced number of
variables, which are no longer subject to the equality constraints. The modified function
can be solved using the method discussed in the previous section. However, this approach
is not convenient, because the p constraints cannot be solved easily for the p variables.
Moreover, the inequality constraints cannot be handled correctly. A more effective method
is to involve the constraints into the cost function by the introduction of new variables,
which can help the finding of optimal solutions. A variety of schemes have been developed
as reviewed in the following sections.
3.2.1 Lagrange Primal-Dual and Penalty Function Methods
The method of Lagrange multipliers is a powerful tool for solving constrained optimization
problems without the need to explicitly solve the constraints and use them to eliminate
extra variables. The key idea is to take into account the constraints by augmenting the
objective function with weighted constraints denoted by
L(x,λ,ν) = f(x) +
p∑
i=1
λihi(x) +
r∑
j=1
νjgj(x) (3.37)
The minimization of the Lagrange function L(x,λ,ν) is an unconstrained optimization
problem. Let x∗ be a local minimum and (λ∗,ν∗) the corresponding Lagrange multipliers
that minimize L(x,λ,ν), the Karush-Kuhn-Tucker necessary conditions [Kuhn and Tucker,
1951,Kuhn, 1976] are given by
hi(x∗) = 0, i = 1, . . . , p
gj(x∗) ≤ 0, j = 1, . . . , r
ν∗j ≥ 0, j = 1, . . . , r
ν∗j gj(x
∗) = 0, j = 1, . . . , r
∇f(x∗) +
p∑
i=1
λ∗i∇hi(x∗) +
r∑
j=1
ν∗j∇gj(x∗) = 0
(3.38)
This set of conditions provides a guide for finding the optimal solution. However, the
Lagrangian cost is not easy to solve for some problems, which triggers the development of
the Lagrange primal-dual method.
The Lagrange dual function, denoted by d(λ,ν), is defined as the minimum of L(x,λ,ν)
over x with variables λ and ν
d(λ,ν) = inf
x∈D
L(x,λ,ν) = inf
x∈D
f(x) + p∑
i=1
λihi(x) +
r∑
j=1
νjgj(x)
 (3.39)
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where D is the domain of the constrained problem. The dual function yields a lower bound
on the optimal value of the original problem, that is, for any λ and ν ≥ 0,
d(λ,ν) ≤ p∗ (3.40)
The best lower bound can be obtained by solving an optimization problem, i.e., the Lagrange
dual problem,
maximize d(λ,ν)
subject to ν ≥ 0 (3.41)
The Lagrange dual problem is a convex optimization problem since the objective is concave
and the constraint is convex. It is popularly used when the original problem is difficult to
solve, while most of time, the dual counterpart is much easier to handle. In solving the dual
problem, the dual variable λ can be updated through the steepest gradient descent,
λk+1i = λ
k
i + α
khi(xk) (3.42)
while the stepsize is difficult to select and the convergence is slow.
Another way to incorporate the constraints into the cost function is the penalty method,
that is, to add a penalty for violation of the constraints to the cost function. Penalty
methods solve a constrained optimization problem by solving a sequence of unconstrained
optimization problems, and in the limit, the solutions of the unconstrained problems will
converge to the solution of the constrained problem. One popularly used penalty is the
quadratic function, for which the new cost is given by
Lck(x) = f(x) +
ck
2
p∑
i=1
hi(x)2 +
ck
2
r∑
j=1
g+j (x)
2 (3.43)
where
g+j (x) = max{0, gj(x)}, j = 1, . . . , r (3.44)
and ck is the penalty parameter determining the severity of the penalty.
The sequential optimization works as follows: start from an initial x0 and c0, the penalty
function (3.43) is minimized resulting an optimal point x∗. Then, the penalty parameter
ck is increased by a factor, and the penalty function is minimized again using x∗ as the
starting point. This process is continued until the stopping conditions are satisfied. As
ck increases, the penalty is increased, and the estimates are forced to toward the feasible
region. When ck goes to infinity, the optimal solution of the original constrained problem is
found. Penalty methods generate a sequence of infeasible points and feasibility is obtained
only at the optimum. It is often called the exterior point penalty function method.
3.2.2 Augmented Lagrangian Methods
The augmented Lagrangian method starts from 1968, which is an integration of the penalty
idea with the Lagrange primal-dual philosophy. Consider now only the equality constraints
(i.e., r = 0) since the inequality constraints can be converted to equalities using slack
variables. The augmented Lagrange method is similar to the quadratic penalty approach.
However, instead of adding the penalty term to the objective function, it is added to the
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Lagrangian, resulting in the augmented Lagrangian function
Lck(x,λ) = f(x) +
p∑
i=1
λihi(x) +
ck
2
p∑
i=1
hi(x)2 (3.45)
Similar to the penalty method, the augmented Lagrange approach consists of sequential
unconstrained optimizations with ck being a positive scalar sequence satisfying ck < ck+1,
and ck →∞.
Let x∗ be a local minimum and λ∗ the corresponding Lagrange multiplier for a certain
ck, the KKT conditions require that
∇xL(x∗,λ; ck) = ∇f(x∗) +∇h(x∗)
(
λ+ ckh(x∗)
)
= 0 (3.46)
that is
∇f(x∗) = −∇h(x∗)
(
λ+ ckh(x∗)
)
(3.47)
Since
∇f(x∗) = −∇h(x∗)λ∗ (3.48)
it follows that at a local minimum,
λ∗ = λ+ ckh(x∗) (3.49)
This suggests a way to update λk in a penalty-like sequence of iterates
λk+1 = λk + ckh(xk) (3.50)
Compared to the update (3.42), the stepsize is determined by the penalty parameter. The
augmented Lagrangian with the above Lagrange update is referred to as the method of
multipliers [Bertsekas, 1999].
The advantage of the augmented Lagrangian approach is that by including an explicit
estimate of the Lagrange multiplier (3.50), it is not necessary to increase ck to infinity
in order to obtain optimal solutions close to the original problem, so various numerical
problems can be avoided. Moreover, the algorithm converges much faster than the Lagrange
primal-dual approach. In practical implementation, the last point xk−1 is commonly used
as the starting point for the minimization of Lck(x,λk). The penalty parameter is updated
through ck+1 = ηck with η being a positive factor greater than 1.
3.2.3 Projected Gradient Methods
The method of projected gradient is commonly adopted to solve the bound-constrained
optimization problem
minimize f(x)
subject to li ≤ xi ≤ ui, i = 1, . . . , n
(3.51)
where li and ui are lower and upper bounds. The projected gradient methods admit the
update
xk+1 = P
(
xk + αkdk
)
(3.52)
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where P is a projection function given by
P (xi) =

xi, if li < xi < ui;
li, if xi ≤ li;
ui, if xi ≥ ui.
(3.53)
It can be seen that the method of projected gradient follows the standard update rule. If
the new estimate is outside the feasible set, a projective function is used to project the point
back to the feasible region.
3.2.4 Interior Point Methods
As mentioned in Section 3.2.1, the penalty methods generate a sequence of iterates that
converge to the solution of the constrained problem from the exterior of the feasible region.
Another path to converge to the optimal point of the original problem is to keep the iterates
in the interior of the feasible set, which is called interior point methods (or barrier methods).
Barrier methods yield interior iterates by imposing a penalty for reaching the boundary of
an inequality constraint. The original constrained problem is converted into a collection of
unconstrained barrier functions related to a parameter ²k
minimize L²k(x)
subject to x ∈ S (3.54)
where
L²k(x) = f(x)− ²k
r∑
j=1
log(−gj(x)) (3.55)
and S is the interior region
S = {x | hi(x) = 0, i = 1, . . . , p} (3.56)
²k is a sequence
²k > ²k+1 > 0, k = 0, 1, . . . , ²k → 0 (3.57)
Starting at a feasible point x0 in the interior of S, the iterates always stay strictly in the
interior of S; in other words, irrespective of convergence, the algorithm always generate a
feasible solution. However, for the algorithm to be practically useful, the initial feasible
point must be easy to find.
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Chapter 4
A Maximum Entropy Approach to
Mixed Pixel Decomposition
We have discussed in Chapter 2 various mixed pixel decomposition approaches. When as-
suming the presence of pure pixels, the goal of unmixing is to identify the extreme-valued
pixels from given data cubes and conduct constrained optimizations to estimate the cor-
responding abundances for each pixel. The major issue in this type of algorithms is to
render robust estimates and fast abundance estimation procedures. In this chapter, we
present new pixel unmixing methods based on the classical maximum entropy (MaxEnt)
principle [Shannon, 1948,Jaynes, 1957]. The proposed methods integrate a global endmem-
ber detection that minimizes the least square error (LSE) and a per-pixel gradient descent
MaxEnt learning for finding the most probable abundance distributions. We are interested
in two learning schemes.
In the first method, we derive the dependence between the abundance sources and the
Lagrange multiplier. This correlation makes it possible to deterministically calculate the
abundance fractions while only applying a gradient descent learning to find the Lagrange
multiplier. In this way, the application of the MaxEnt formalism yields a sigmoid-like
analytical solution to the abundance distribution, which is guaranteed to be feasible (i.e.,
satisfying both the nonnegative and the sum-to-one constraints) during the learning process.
We refer to this method as the steepest descent MaxEnt (SDME). Through the geometric
convergence analysis of the proposed SDME approach and one popular constrained least
squares method, FCLS [Heinz and Chang, 2001], we conclude that the proposed method
has the inherent capability for providing more accurate estimate when the given data is
corrupted by strong noise or when the endmember signatures are quite close to each other.
Although SDME has shown performance improvement over the state-of-the-art unmix-
ing methods, due to the linear convergence nature of the steepest descent learning, the
converge is slow. This motivates us to investigate a variation of Newton’s method to ac-
celerate the abundance estimation procedure. However, the variation of Newton’s method
cannot be directly applied to the learning of the Lagrange multiplier because the Hes-
sian matrix does not exist. For this reason, we apply iterative learning to find both the
abundance sources and the Lagrange multiplier. The abundance sum-to-one constraint is
incorporated using a simple but effective augmented technique, and the nonnegative con-
straint is considered by adopting a projective method. We call the proposed approach the
Newton MaxEnt (NTME).
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In the following, we first introduce the MaxEnt principle in Section 4.1, followed by
the description of an LSE-based endmember extraction method in Section 4.2. Section 4.3
details the SDME approach and analyzes its convergence issue from a geometric point of
view. The NTME method will be presented in Section 4.4. Section 4.5 and Section 4.6
demonstrate the experimental results and evaluate different unmixing methods using a set
of synthetic images and a real hyperspectral scene, respectively. The conclusion remarks
are given in Section 4.7.
4.1 The MaxEnt Principle
Information theory offers a constructive criterion for determining probability distributions
based on partial information, and leads to a type of statistical inference called the MaxEnt
principle [Shannon, 1948, Jaynes, 1957], which is stated as follows (Quoted from [Jaynes,
1957]):
When an inference is made on the basis of incomplete information, it should be
drawn from the probability distribution that maximizes the entropy, subject to
constraints on the distribution.
It can be seen that the entropy defines a measure on the probability distribution space, and
the distribution with the highest entropy is favored over the others.
For a set of mutually exclusive event {y1, y2, . . . , yn} with the probability of occurrence
{p1, p2, . . . , pn},
∑
i pi = 1, the Shannon entropy is defined as H(y) = −
∑n
i=1 pi log pi.
The higher the entropy, the more the uncertainty about the outcome of the event. From
another aspect, the entropy expresses the number of ways that a particular set of fraction
could have been formed [Jaynes, 2003]. Suppose we want to withdraw N balls with different
colors from a box with infinite supply, and the number of balls of each color is denoted by
N1, N2, . . . , Nn, and
∑
iNi = N , then the number of ways we can get these balls is
W =
N !
N1!N2! . . . Nn!
(4.1)
By using the Stirling’s approximation log x! ≈ x log x, we have
logW = N logN −
n∑
i=1
Ni logNi (4.2)
Dividing both sides by N leads to
logW
N
= −
n∑
i=1
Ni
N
log
Ni
N
= −
n∑
i=1
pi log pi ≡ H(y) (4.3)
It can be seen that the number of ways that a particular set of fraction can be obtained is
expressed in terms of entropy as W = exp (NH(y)).
For the spectral unmixing problem, consider the MaxEnt fraction s and another set s′
whose entropy is smaller than s, i.e., H(s′) < H(s). The ratio of the number of ways in
which s could have been formed, denoted by Ws, to the number of ways in which s′ could
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have been formed Ws′ is given by
Ws
Ws′
= exp
(
m
(
H(s)−H(s′))) (4.4)
It is clear that that a very large ratio can be obtained for even moderately largem and small
difference in entropy. Based these discussions, we see that one of the important reason why
we prefer the solution of maximum entropy is that the MaxEnt solution could have been
found in an overwhelmingly greater number of ways than the solution of lower entropy, which
therefore demands less amount of energy. Moreover, the lower entropy solution implies that
we are in possession of additional information, which could further improve the solution. It
has also been shown that the MaxEnt distribution is the least biased estimation based on
the given partial information, and no possibility is ignored [Jaynes, 1957].
Although the MaxEnt principle has been applied to hyperspectral data unmixing previ-
ously [Gebbinck and Schouten, 1995,Chettri and Netanyahu, 1997], these algorithms either
did not present a practical solution to endmember detection (they assume the ground truth
of the given image is available and the endmember signatures can be obtained from some
existing spectral database) or did not provide a set of comprehensive experimental studies
to valid the effectiveness of the proposed methods. In addition, the penalty function method
adopted in [Chettri and Netanyahu, 1997] has the intrinsic problems of ill-conditioning and
low converge rate [Bertsekas, 1982].
4.2 LSE-based Endmember Extraction
In order to detect endmembers from the given hyperspectral data cube automatically, we
apply the LSE-based criterion to maximize the fitness between the sensor measurement and
the estimation as in [Neville et al., 1999,Heinz and Chang, 2001]. These algorithms start
with certain initial endmembers, then find the most possible abundance distributions of all
image pixels based on the constrained least squares. In [Heinz and Chang, 2001], the new
endmember is selected as the pixel that generates the largest residual. To suppress the noise
effect, the algorithm proposed in [Neville et al., 1999] takes the average of a set of pixels
as the new estimate. After the identification of the new endmember, it is incorporated in
the endmember set for future learning. This process is repeated until the desired number
of endmembers is identified or the predetermined error tolerance is reached.
In our implementation, we made two improvements. One improvement is the theoretical
understanding of the criterion used in selecting the first endmember; the other is the inser-
tion of the noise level analysis to determine how to generate the new endmember estimates.
The first endmember is selected as the pixel with the largest magnitude; that is,
aˆ1 = argmax
x∈X
‖x‖ (4.5)
where ‖·‖ denotes the Euclidean norm, and X represents the set of all image pixels. Al-
though this selection is the same as the algorithm in [Heinz and Chang, 2001], we interpret
this criterion from a new point of view. The theoretical reason that we choose this pixel as
the first endmember is that no convex combination can yield a vector that is longer than
the individual components, thus it must correspond to one of the purest pixels. The second
endmember is chosen as the pixel that is the most distinct from aˆ1 based on the Euclidean
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distance measure,
aˆ2 = argmax
x∈X
‖aˆ1 − x‖ (4.6)
Given these two endmembers identified, the following entropy-based abundance estimation
is then applied. The new endmember is selected from the pixels yielding the largest residuals.
Since the averaging scheme adopted in [Neville et al., 1999] tends to smooth out the
spectral details when the noise level is low, we first estimate the noise level of the given
data. If the signal-to-noise ratio (SNR) is higher than a predetermined threshold, only the
pixel with the largest LSE is used as the new endmember. Otherwise, we take the average
of a set of pixels with the largest LSEs as the new endmember. In this way, we successfully
suppress the noise effect when the SNR is low and avoid the smoothness effect when the
SNR is high. The estimation of SNR is given by
SNR = 10 log10
Ps
Pt − Ps (4.7)
where Pt = E[xTx], and Ps = E[xTUmUTmx], with E[·] denoting the expection opera-
tor. Um is an l × m matrix formed by the m leftmost singular vectors of singular value
decomposition (SVD) of the given data matrix X.
4.3 MaxEnt with Lagrange Steepest Descent
We apply the MaxEnt principle to formulate the following minimization problem, in which
the source matrix A is formed by the endmembers already determined
minimize f (s) =
m∑
j=1
sj ln sj
subject to h0 (s) = 1T s− 1 = 0,
hi (s) =
m∑
j=1
aijsj − xi = 0, i = 1, . . . , l
(4.8)
where the domain of f is the positive orthant Rm++ = {s ∈ Rm | sj > 0, j = 1, . . . ,m}. The
equality constraints include the sum-to-one constraint, h0 (s), and the sensor measurement
model, hi (s) , i = 1, . . . , l.
4.3.1 Lagrange Steepest Gradient Descent Learning
Using the method of Lagrange multipliers, we can easily transform the original constrained
minimization problem to an unconstrained problem with the following Lagrange function
L (s,λ, λ0) = f (s) + λTh (s) + (λ0 − 1)h0 (s) (4.9)
where λ and λ0 are the Lagrange multipliers and h (s) is a column vector with the ith ele-
ment being hi (s). Compared with the objective function in the previous MaxEnt method
(PME) in (2.11), the formulated Lagrange function does not consider the nonnegative con-
straint explicitly. In addition, we use the first order constraints instead of the quadratic
functions. This results in a vector form of multiplier λ, whose superiority will be clear in
the later description.
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The Lagrange function in (4.9) is minimized with respect to s, λ, and λ0. However; as
derived in the following, these three parameters are not independent. Both the abundance
vector s and the multiplier λ0 can be expressed as a function of λ. Thus, the minimization
problem can be tailored to the finding of the optimal λ. The connection between the
abundance vector s and the multiplier λ is given by the following theorem.
Theorem 1 The analytical solution to the abundance fraction s obtained by maximizing
the Shannon entropy has the classic McCullough-Pitt sigmoid logic in terms of the Lagrange
multiplier:
sj =
1
1 +
∑m
i=1
i6=j
exp
(
aTj λ− aTi λ
) (4.10)
where aj is the jth column of A.
Proof Taking the partial derivative ∂L∂sj and setting it to zero, which gives
sj = exp
(−aTj λ− λ0) . (4.11)
Imposing the sum-to-one constraint, we then obtain
exp (λ0) =
m∑
j=1
exp
(−aTj λ), (4.12)
which indicates the relationship between λ0 and λ. By substituting (4.12) into (4.11), we
arrive at
sj =
exp
(
−aTj λ
)
∑m
i=1 exp
(−aTi λ) (4.13)
Dividing both the numerator and the denominator of the above equation by exp
(
−aTj λ
)
,
we immediately obtain the abundance solution of (4.10).
¤
The matrix-vector format of the abundance solution is given by
s =
exp
(−ATλ)∑m
i=1 exp
(−aTi λ) (4.14)
Note that the two constraints are incorporated in the abundance solution in a more natural
way. The denominator of (4.14) is a scalar used to normalize the abundance vectors so
that they sum to unity, and the exponential function in the numerator imposes the positive
constraint. With known A, the abundance solution is uniquely determined by the Lagrange
multiplier λ, whose learning strategy thus becomes the key to the proposed algorithm. We
take the steepest gradient descent method, which leads to the following learning rule
λk+1 = λk + αk
(
Ask − x
)
(4.15)
where αk is a small stepsize, and k denotes the iteration index.
To further illustrate the role of λ during the MaxEnt learning process, we plot the
Lagrange function of (4.9) at different iterations as shown in Fig. 4.1, where the arrow
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Figure 4.1: The objective function at different iterations. (Note that the arrow indicates
the direction of increasing iterations.)
indicates the direction of increasing iterations. It is clear that the multiplier λ plays the
same role as the penalty parameter ck in (2.11); that is, it serves as a warping force to
change the original entropy function such that it approaches the constraints. However, λ
is a vector instead of a scalar to provide component-wise treatment of the optimization of
abundances.
This MaxEnt approach with steepest gradient descent is referred to as the SDME
method. The SDME learning starts from an initial λ = 0, which results in equal abundance
distribution based on (4.10), i.e., the least biased estimation without learning. It then iter-
atively applies the updates in (4.14) and (4.15) until a stable s is returned. The algorithm
is summarized in Algorithm 1.
4.3.2 Geometric Convergence Analysis
We now address and compare the convergence of the proposed SDME method and the
popular FCLS approach from a geometric point of view, which shows that SDME has the
potential of generating better estimates than FCLS.
FCLS Convergence
As mentioned in Chapter 2, FCLS applies a standard active set method [Bro and Jong, 1997]
for nonnegative constrained least squares regression to the augmented problem described in
(2.9). The basic idea is to find the true active set, which contains the endmembers whose
abundances are negative if estimated unconstrained; otherwise, the endmembers belong
to the passive set. The solution to the constrained least squares problem is obtained by
applying the unconstrained least squares estimation to the problem only determined by the
endmembers in the passive set, and setting the abundances of the endmembers in the active
set to zero. Let us use a 2-dimensional example to illustrate this basic idea. In Fig. 4.2,
the vectors a1 and a2 represent two endmembers, and x denotes the sensor measurement.
Geometrically, the optimal solution of constrained least squares is interpreted as follows.
For least squares regressions with the sum-to-one constraint only (i.e., the SCLS prob-
lem), the feasible set is confined to the line going through both endmembers. By minimizing
the least squares error, the optimal estimate xˆscls is obtained by finding the projection of x
onto the line, denoted by xp, as shown in Fig. 4.2. At this point, the error vector e = xp−x
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Algorithm 1: Steepest Gradient Descent MaxEnt (SDME) Algorithm
Data : Mixture data X ∈ Rl×N (N is the number of pixels), the number of end-
members m.
Result: The source matrix A ∈ Rl×m and the abundance matrix S ∈ Rm×N .
//Initialization
λ = 0, q = 2;
Aq ← (a1, a2), where a1 and a2 are chosen based on (4.5) and (4.6);
//Main loop
while q < m do
Set Sq as a q ×N zero matrix;
//SDME learning to find abundance
for every pixel xi in the image do
Set iteration index k = 0;
s0 =
(
1
q , . . . ,
1
q
)
∈ Rm
while k < iter do
Update λ through (4.15);
Calculate s based on (4.14);
Increase k by 1.
end
Calculate the residual of pixel xi, ‖xi −Aqsk‖;
Save sk as the ith column of matrix Sq;
end
//Global LSE-based endmember detection
Identify a new endmember aq+1 using the LSE-based global detection, and include it
into the source matrix Aq+1;
Increase q by 1.
end
A← Aq, S← Sq;
is orthogonal to the line and has the minimum magnitude. Then, the optimal abundance
is given by the coefficients of a1 and a2 that generate xp.
After imposing extra nonnegative constraint (i.e., the FCLS problem), the feasible set
will be further confined to the line segment between the two endmembers. There are two
scenarios. In the first case, if the projection xp belongs to the feasible set (the case shown in
Fig. 4.2(a)), then the optimal estimate is also given by the projection, i.e., xˆfcls = xˆscls = xp.
However, if the projection is outside the line segment as illustrated in Fig. 4.2(b), we need
to identify the endmember with a negative coefficient, and then set it to zero. The optimal
estimate xˆfcls is thus given by the other endmember, whose coefficient is therefore set to
one. For the example shown in Fig. 4.2(b), xˆfcls = a2 with sˆ1 = 0, and sˆ2 = 1.
SDME Convergence
Now, let us analyze the convergence of the proposed SDME method. Since it starts from
λ0 = 0, the updated multiplier at the (k + 1)th iteration is in fact an integration of the
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Figure 4.2: Geometric illustration of the sum-to-one and nonnegative constrained least
squares solutions. (a) Case 1: without negative coefficients, and (b) Case 2: with negative
coefficients.
scaled errors in the preceding iterations; that is,
λk+1 = λk + αk
(
Ask − x
)
= α0e0 + α1e1 + · · ·+ αkek
(4.16)
where ek = Ask−x. In the following, we shall use a 2-dimensional example to geometrically
show that the estimation xˆsdme obtained through the above learning converges to the fully
constrained least squares solution, i.e., xˆsdme → xˆfcls.
The components of the abundance vector for a 2-dimensional scenario are given by
sk+11 = exp
(
−aT1 λk+1
)
, sk+12 = exp
(
−aT2 λk+1
)
(4.17)
where we have ignored the normalization factor, as the following illustration depends on the
difference between sk+11 and s
k+1
2 instead of their absolute values. Fig. 4.3 gives a geometric
illustration, where the initial estimate with equal abundance is denoted by xˆ0, and the
corresponding error vector is e0. The FCLS solution xˆfcls results in the least squares error
efcls, which is orthogonal to the vector a1−a2. Starting from xˆ0, the SDME learning drives
the estimate to converge to xˆfcls, but has the flexibility of stopping anywhere during this
convergence such that it does not overfit the noisy data as least squares methods do. The
stopping criterion will be discussed in Section 4.5.
The illustration of xˆsdme → xˆfcls is equivalent to show that (a1 − a2)T e → 0 in the
2-dimensional space. For the case shown in Fig. 4.3, where (a1 − a2)T e0 > 0, we will show
below that as the SDME learning progresses, the inner product (a1 − a2)T e monotonically
decreases and converges to zero. The proof when (a1 − a2)T e0 < 0 is similar.
From (4.16), we know that λ1 = α0e0. When (a1 − a2)T e0 > 0, we have (a1 − a2)T λ1 >
0 since α0 > 0, which results in s11 < s
1
2 based on (4.17). This implies that xˆ
1 moves toward
a2. Thus, the new error vector is given by
e1 = e0 + η0 (a2 − a1) (4.18)
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Figure 4.3: A geometric illustration of the SDME convergence. The learning starts at the
center of a1 and a2, then gradually converges to the FCLS solution xˆfcls.
where η0 = s01 − s11 > 0. The relationship between the vector a1 − a2 and the new error
vector e1 is given by
(a1 − a2)T e1 = (a1 − a2)T
(
e0 + η0 (a2 − a1)
)
= (a1 − a2)T e0 − η0‖a1 − a2‖22
< (a1 − a2)T e0
(4.19)
Suppose at the kth iteration, the error vector is ek as illustrated in Fig. 4.3 and
(a1 − a2)T ek > 0. Based on (4.16), it is clear that (a1 − a2)T λk+1 > 0, then xˆk+1 moves
toward a2, and the new error vector can be represented as
ek+1 = ek + ηk (a2 − a1) (4.20)
with ηk = sk1 − sk+11 > 0. Following the derivation in (4.19), we have
(a1 − a2)T ek+1 < (a1 − a2)T ek (4.21)
Since ηk monotonically decreases during the learning process, with a small learning rate,
we can guarantee that (a1 − a2)T ek+1 > 0. Then, in the (k + 2)th iteration,
(a1 − a2)T λk+2 = (a1 − a2)T
(
λk+1 + αk+1ek+1
)
= (a1 − a2)T λk+1 + αk+1 (a1 − a2)T ek+1 > 0
By mathematical induction, the learning process keeps moving to a2 until it reaches the
orthogonal point, where (a1 − a2)T e = 0, and (a1 − a2)T λ becomes stable. From (4.17),
(a1 − a2)T λ stays the same meaning that the ratio s1/s2 does not change. Together with
the sum-to-one constraint, it can be seen that the abundances s1 and s2 arrive at the stable
state, and the learning process stops.
The above analysis indicates three important facts. First of all, the underlying principle
of using maximum entropy in SDME is to incorporate both the nonnegative and the sum-
to-one constraint in a more natural way. Secondly, SDME and FCLS converge to the same
optimal solution, i.e., the least squares estimation. However, SDME starts from a point
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with uniform abundances and searches within the feasible set, which can be considered as
an interior point method; while FCLS takes the unconstrained least squares solution as the
initial estimate, and then steers each negative component back to the feasible set. Thirdly,
FCLS always gives the least squares solution, which fits the measured data very well. This
property is advantageous when the noise level of the measured data is relatively low. If the
noise level is high, then the least squares solution actually fits the noisy data, which is not
desired. On the other hand, during the convergence of the SDME towards the least squares
solution, the fitness is easy to control through appropriate stopping conditions.
4.4 MaxEnt with Variation of Newton’s Method
Although SDME show promise advantages over the state-of-the-art unmixing methods, the
first-order gradient learning make it not computationally efficient. Here, we investigate the
second-order curvature information to further accelerate the convergence. Instead of deter-
ministically calculate the source abundances based on the Lagrange multiplier, we apply
interative learning procedures to find both the optimal sources and the Lagrange multipli-
ers. In addition, both the nonnegative and the sum-to-one constraints are incorporated in
a different way.
We consider the following minimization problem,
minimize f(s) =
m∑
j=1
sj ln (sj)
subject to hi(s) =
m∑
j=1
aˇijsj − xˇi = 0, i = 1, . . . , l
(4.22)
where aˇij and xˇi are the elements of the augmented matrix Aˇ and vector xˇ respectively,
denoted by
Aˇ =
[
A
ε1Tm
]
, xˇ =
[
x
ε
]
(4.23)
where ε is a positive number to control the effect of the sum-to-one constraint. It can be
seen that as ε increases, the summation of sj , j = 1, . . . ,m is forced to approach unity.
In order to balance between the estimation accuracy and the convergence rate, we select
a relatively small ε, typically 10 ∼ 20, which results in abundances with the summation
varying between 0.998 and 1.002.
Regarding the nonnegative constraint, we apply the projected gradient method; that is,
for each updated point sk+1, if it is outside the feasible region, we use a projective function
max(0, sk+1) to project the new estimate back to the positive orthant, which leads to the
following update rule,
sk+1 = max
(
0, sk + αkdk
)
(4.24)
where dk is the obtained descent direction, and αk denotes the stepsize.
We consider Newton’s method to solve the Lagrangian system ∇L (s,λ) = 0, that is
∇f(s) +∇h(s)λ = 0,
h(s) = 0
(4.25)
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The pure form of Newton’s method is given by
sk+1 = sk + dks , λ
k+1 = λk + dkλ (4.26)
where the updates dks and d
k
λ are the solutions of the system
∇2L(sk,λk)
[
dks
dkλ
]
= −∇L(sk,λk) (4.27)
The Hessian matrix and the gradient are given by
∇2L(sk,λk) =
[ ∇2ssL(sk,λk) ∇h(sk)
∇h(sk)T 0
]
, ∇L(sk,λk) =
[ ∇sL(sk,λk)
h(sk)
]
(4.28)
Denote
Hk = ∇2ssL(sk,λk), Gk = ∇h(sk) (4.29)
To be able to generate feasible Newton direction, i.e., ∇2L(sk,λk) is invertible, we require
that Hk is invertible and Gk has rank l, which may not be the case in most problems.
In order to overcome this drawback, a number of variations of Newton’s method have
been suggested [Bertsekas, 1999]. Of particular interesting approximation is obtained by
introducing extra terms in the left-hand of Newton system (4.27). Here, we adopt a method
described in [Bertsekas, 1999], which substitutes the 0 term in the Hessian matrix by −1/ck
(ck is a positive scalar), then solves a sequence of optimization problems as ck →∞, where
the system becomes identical to the original Newton system.
One advantage of the variational Newton’s method is that the modified Newton system
has a unique solution if (Hk + ckGk(Gk)T )−1 exists; in other words, we do not require
(Hk)−1 exists and Gk has rank l. In addition, for large ck, Hk not only is invertible, but
also is a positive definite matrix, which guarantees that the generated Newton direction is
a descent direction. Following the derivation in [Bertsekas, 1999], we arrive at the following
updates
sk+1 = sk −
(
Hk + ckGk(Gk)T
)−1∇Lck(sk,λk),
λk+1 = λk + ck
(
h(sk) + (Gk)T (sk+1 − sk)
) (4.30)
where Lck is the augmented Lagrange function, and ∇Lck(sk,λk) is given by
∇Lck(sk,λk) = ∇f(sk) +∇h(sk)
(
λk + ckh(sk)
)
(4.31)
When ck is sufficiently large, the approximated Newton updates (4.30) converge to the same
optimal solution as the exact Newton iteration. Moreover, the convergence is superlinear if
ck →∞ [Bertsekas, 1999].
For the formulated optimization problem, we have
Gk = Aˇ,
Hk = diag
(
[s−1j ]j=1...,m
)
∈ Rm×m,
∇Lck(sk,λk) = 1 + ln(sk) + AˇT
(
λk + ckh(sk)
) (4.32)
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where diag(·) is a function returning a square matrix with the elements of its variable vector
on the main diagonal, and ck is the penalty parameter.
4.5 Algorithm Evaluations using Synthetic Images
In this section, we evaluate the proposed methods using synthetic data to provide quantita-
tive analysis, as the true endmember signatures and their fractional abundances would be
known a priori. We shall compare SDME and NTME with the penalty MaxEnt algorithm
(PME) [Chettri and Netanyahu, 1997] and the popular FCLS, whose unsupervised version
is able to perform endmember detection and abundance estimation simultaneously [Heinz
and Chang, 2001]. These two algorithms have been discussed in Chapter 2.
4.5.1 Parameter Selections
The SDME learning involves several free parameters, one of which is the maximum number
of iterations iter. This number controls the fitness between the sensor measurement and
the estimation. It is intuitive that the less noise contained in the observation, the better
the data should be fitted, and the greater the number of iterations needed. Therefore, we
use SNR as a measure of the noise level to determine iter. In Section 4.2, we discussed how
to estimate SNR for the given noisy data. Through experimental study, we observed that if
SNR is greater than 20dB, a value of iter = 150 appears to generate the best performance.
While, when SNR equals 5dB, 10dB and 15dB, we set the value of iter as 50, 80, and 100,
respectively. For other noise levels, we use linear interpolation to find iter. This set of
stop conditions appears to always give good estimations for different synthetic images when
combined with appropriate stepsize α, which is another important parameter employed in
the gradient learning. We observe that the value α = iter/100 is a good choice.
For NTME, the learning usually converges in a few steps, so we do not constrain the
maximum number of iterations. Instead, we check the source difference between two suc-
cessive updates. If the difference is less than a predetermined threshold, the learning will
be terminated; that is, the algorithm stops when
‖sk − sk−1‖ < ² (4.33)
with ² = 10−6 a small threshold. The penalty parameter ck is updated through
ck+1 = ηck (4.34)
The observations from experiments show that when η ∈ [5, 50], the algorithm generates a
relatively stable solution. In the experiments, we set η = 10.
4.5.2 Data Descriptions
To create synthetic mixtures, we use two different sets of spectral data. The first set of
spectral data shown in Table 4.1 are reproduced from [Chettri and Netanyahu, 1997], which
are the spectral distributions of agricultural fields from a Landsat-TM scene. Six classes of
spectral signatures are used. The class mean and covariance matrix are shown in the second
and the third column. Note that classes D-F have very similar means and larger variances
than classes A-C, indicating that classes D-F present serious spectral overlap and are more
difficult to separate than classes A-C.
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Table 4.1: Classes from a 3-band Landsat-TM scene.
Class Mean Covariance Class Mean Covariance
A
73 2.5 1.6 1.3
D
92.6 5.4 3.1 4.7
33 1.6 2.5 1.6 48.1 3.1 2.9 4.0
29 1.3 1.6 2.1 79.9 4.7 4.0 7.1
B
89 11.3 7.3 12.2
E
96.3 12.2 6.3 5.7
46 7.3 6.0 9.4 50.5 6.3 4.4 5.0
74 12.2 9.4 17.3 82.0 5.7 5.0 13.2
C
109 9.6 6.1 9.0
F
100.2 6.0 4.2 7.1
61 6.1 5.2 7.7 53.6 4.2 4.2 6.5
100 9.0 7.7 14.9 89.8 7.1 6.5 12.0
The second set of spectral data are selected from the USGS digital spectral library
[Clark et al., 1993], which contains 224 spectral bands covering wavelengths ranging from
0.38µm to 2.5µm. We have removed the noisy and water absorption bands (including
bands 1, 2, 104 . . . 113, 148 . . . 167, 221 . . . 224), which results in total 188 spectral bands. As
mentioned before, the endmember similarity affects the unmixing performance. To validate
this theoretical analysis and to be able to perform experiments in a controlled way, we
restrict the similarities among selected endmember signatures. For this purpose, we define
the following similarity measure based on the spectral angle distance
sim =
(a− a¯)T (b− b¯)
‖a− a¯‖‖b− b¯‖ (4.35)
where a and b correspond to two different endmember signatures, respectively. Their mean
values, denoted by a¯ and b¯, are subtracted from the original spectra to give accurate
similarity measures. It is obvious that sim ∈ [0, 1] with 0 denoting the least similarity and
1 the most similar signatures.
We randomly select spectral signatures from the library (containing 497 signatures) with
desired similarities. Six different similarity levels are tested, i.e, the average similarity is
controlled to be less than 0.6, 0.6∼0.7, 0.7∼0.8, 0.8∼0.9, 0.9∼0.99, and greater than 0.99.
Fig. 4.4 illustrates two sets of spectral signatures (four signatures in each set) which are
extremely similar and very distinct, respectively. In the experiments that follow, except
when analyzing the algorithm performance for endmembers at different similarity levels, we
always use a set of four signatures with moderate average similarity of 0.8∼0.9 to create
synthetic images.
4.5.3 Creation of Synthetic Images
The synthetic images are of size 64 × 64 involving four endmembers. To create linear
mixtures, we divide the entire image into units of 8 × 8 small blocks. The pixels within
each block are pure and have the same type of ground cover, randomly selected as one of
the endmember classes. The resulting image is then degraded by a spatial low pass filter
to simulate an image with mixed pixels. With this mixing method, we intend to simulate a
hyperspectral scene with endmembers arranged in discrete patches so that a linear mixture
model would be appropriate. The low pass filter we used is a simple w×w averaging filter.
Apparently, the value of w controls the degree of mixing. With a small w, only the pixels
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Figure 4.4: Illustration of endmember signatures with (a) extremely high similarity (average
similarity > 0.99), and (b) very low similarity (average similarity < 0.6).
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Figure 4.5: Visual illustration of abundance maps in a scene with four endmembers, in
which all classes contain pure pixel representations.
close to the block boundary are mixed, so the mixture data are very likely to contain pure
pixels. On the other hand, a large w might remove all the pure pixels and more endmembers
may be involved when the mixed pixel is generated. In the following experiments, we use a
7× 7 filter to generate mixed data containing pure pixels. Fig. 4.5 illustrates four examples
of abundance maps. The discrete block distribution is quite obvious.
The simulation of the nonlinear mixture data is based on the observation that the
albedo of an intimate mixture is a linear combination of the single-scattering albedos of its
endmember components weighted by the area proportion of individual endmembers [Hapke,
1993,Johnson, 1992]. The relationship between reflectance and single-scattering albedo has
been discussed in Chapter 2. Thus, to generate nonlinear mixtures, we first convert the
endmember spectra to albedos using the modified Hapke model [Johnson, 1992,Guilfoyle
et al., 2001] (refer to (2.3)). Then, we apply the previous linear mixing method to generate
linear mixtures of albedo. Finally, we transform each resulting albedo back to the reflectance
value to produce nonlinearly mixed reflectance spectra.
To simulate possible errors and sensor noise, we add zero mean Gaussian noise to the
mixture data. Assuming the noise is both spatially and spectrally uncorrelated, the noise
covariance matrix is a diagonal matrix σ2I. Define the SNR as
SNR = 10 log10
E[xTx]
E[eTe]
(4.36)
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then the noise variance is easy to determine for a particular value of SNR, i.e.,
σ2 = E
[
xTx
]/(
10SNR/10l
)
(4.37)
4.5.4 Performance Metrics
The unmixing performance needs to be performed from two perspectives: the evaluation
of the extracted endmembers, and the evaluation of the estimated abundances. Given two
n-dimensional vectors, the distance in between can be calculated in a number of ways. The
Euclidian distance is one of the classic measures, but it is not scale free meaning that the
distance will change when the vectors are scaled. In hyperspectral imaging, due to the
atmospheric and topological effects, it is almost unlikely to obtain exact measurements for
two identical ground covers. In most cases, the shapes of signatures are the same while
the magnitudes will be different even after applying correction algorithms. Therefore, the
spectral angle distance (SAD) [Keshava, 2003] becomes the most frequently used metric to
measure the shape similarity. The angle distance between the true endmember signature
ai and its estimate aˆi is defined as
SADi = arccos
(
aTi aˆi
‖ai‖‖aˆi‖
)
, (4.38)
which is a high dimensional extension to the two-dimensional geometric angle.
Another metric uses an information theoretic measure, spectral information divergence
(SID) [Chang and Heinz, 2000]. The probability distribution vector associated with end-
member signature ai is given by pi = ai/
∑
j aij , where aij denotes the jth component of
vector ai. This probability vector can be used to describe the variability of the spectral
signature. Let pˆi denote the probability distribution vector of the estimate aˆi. Then, the
similarity between ai and aˆi can be measured by the relative entropy
D (ai|aˆi) =
∑
j
pij log
(
pij
pˆij
)
(4.39)
Since the relative entropy is not symmetric, the following measure is used
SIDi = D (ai|aˆi) +D (aˆi|ai) (4.40)
Regarding the abundance estimation, we use similar metrics by substituting the end-
member signature with the abundance vector of each individual pixel, which gives the
following two metrics
AADi = arccos
(
sTi sˆi
‖si‖‖sˆi‖
)
(4.41)
and
AIDi = D (si|sˆi) +D (sˆi|si) (4.42)
where si represents the true abundance vector of pixel i and sˆi the corresponding estimate.
AAD and AID refer to the abundance angle distance and the abundance information di-
vergence, respectively. The final measures are the averages of SADi and SIDi among all
endmembers, and AADi and AIDi among all image pixels.
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4.5.5 Experimental Results
We design five experiments that use two mixture models (linear and nonlinear) and the two
sets of spectral data (3-band and hyperspectral). In the first four experiments, the synthetic
data are created using the linear mixing model, and a nonlinear mixing model is adopted in
the last experiment. We use the 3-band land cover data set for the first experiment in order
to provide fair comparison between PME, FCLS, and the proposed SDME and NTME with
known source matrix. In the subsequent experiments, the hyperspectral data with hundreds
of spectral bands are explored. In addition, due to the slow convergence rate of PME,
we exclude this algorithm from further evaluations and only compare the performance of
SDME, NTME and FCLS. Particulary, in the second experiment, we study the performance
of endmember detection and abundance estimation using endmembers with different degrees
of similarity. We then investigate the algorithm sensitivity to noise corruptions in the
third experiment. In the fourth experiment, the number of bands of hyperspectral data is
gradually reduced (from 188 bands to 6 bands) by subsampling the spectral measurements
in order to study the algorithm generalization to low dimensional data. Finally, in the
last experiment, we investigate the algorithm generalization and limitation to the nonlinear
mixtures.
Experiment I: Comparison of PME, SDME, NTME and FCLS using 3-band
multispectral data
The objective of this experiment is to unmix the synthetic mixtures of classes A-C and the
mixtures of classes D-F shown in Table 4.1. We follow [Chettri and Netanyahu, 1997] to
generate 250 synthetic pixels and use the same metric (average error in abundances) defined
as
e¯ =<
1
m
m∑
j=1
|sj − sˆj | > (4.43)
to measure the estimation accuracy, where < · > represents the average over all pixels. The
experimental results are shown in Table 4.2. As can be seen, SDME and NTME generate
comparable performance, which outperforms PME and FCLS. Clearly, the entropy-based
methods perform superior to the least squares approach, especially when the endmembers
are difficult to discriminate. However, PME suffers from slow convergence due to the
adoption of the penalty method. Fig. 4.6 illustrates the error trend of both the PME and
SDME methods. It can be seen that SDME is more computationally efficient than PME.
The convergence of NTME and FCLS is very fast for this small data set, normally within
a few iterations. The computation time of NTME and FCLS will be further investigated in
a later experiment.
Table 4.2: Unmixing results generated using different methods. The “Error” is calculated
based on (4.43).
Mixture Methods Error Mixture Methods Error
ABC
PME 0.0832
DEF
PME 0.1591
FCLS 0.1163 FCLS 0.2819
SDME 0.0789 SDME 0.1358
NTME 0.0784 NTME 0.1463
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Figure 4.6: Error trend of SDME and PME.
Experiment II: Sensitivity Analysis to Endmember Similarities
The primary focus of this experiment is to investigate the unmixing performance when ap-
plied to endmembers with different degrees of similarities. As explained in Section 4.5.2,
six levels of endmember similarity are tested. We find one set of endmembers with average
similarity less than 0.6. For other similarity levels, ten sets of endmembers are randomly
chosen from the library and used to create synthetic images. The SNR is set to 20dB. The
performance of different methods are demonstrated in Fig. 4.7, where both the means (line
plot) and the standard deviations (error bar) of ten trials are displayed. We made three
important observations. First, NTME generates smaller means and standard deviations
at different similarity levels, which indicates that NTME outperforms SDME and FCLS.
Second, in terms of endmember detection, SDME and NTME usually generate very similar
results since both methods adopt the LSE-based endmember detection scheme. In certain
cases, due to the effect of abundance estimation, these two methods may pick up different
endmembers resulting in a bit difference in SAD and SID performance. With regard to
abundance estimation, SDME and NTME yield quite similar results when the average sim-
ilarity is less than 0.9. Moreover, the performance is relatively stable at different similarity
levels. However, when the endmember set includes very similar endmembers, all algorithm
performance are severely degraded. In this case, NTME shows a significant performance
improvement over SDME, which presents slightly better results than FCLS. Third, it can
be seen that although the performance of abundance estimation is severely affected by the
endmember similarity, the performance of endmember extraction does not, especially for
the methods of SDME and NTME, which produce stable estimates at all similarity levels
with very small perturbations. The underlying reason is related to the intrinsic property
of these unmixing methods. These algorithms try to find the pixels with “extreme” values.
The property of “extremity” does not rely on the closeness between these endmembers as
long as they are still separable. Therefore, the similarity between different endmembers
does not affect the endmember detection performance. However, if these endmembers are
too close to each other, under the effect of noise, it is very difficult to derive the correct
abundance information.
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Figure 4.7: Performance comparison using endmembers with different degrees of similarity
(SNR = 20dB) (a) SAD (b) SID (c) AAD (d) AID.
Experiment III: Robust Analysis to Noise Corruptions
No matter what algorithms are used, the unmixing performance cannot be exactly correct
due to the effects of noise, which is an unknown factor. Thus, the sensitivity analysis to
noise corruptions is of very importance. In this experiment, we vary the SNR from 5dB to
30dB with an interval of 5dB. We did not go beyond 30dB, as we find from the experiments
that when SNR is greater than 30dB, different unmixing methods produce stable solutions,
which are quite similar to the results obtained at 30dB. The experimental results using
an endmember set with moderate similarity level (0.8∼ 0.9) are shown in Fig. 4.8. As
expected, the noise degrades the performance of all unmixing methods. At various noise
levels, SDME and NTME again present similar performance, while NTME, sometimes,
exhibiting a bit better results than SDME. On the other hand, FCLS exhibits the largest
means and standard deviations, which correspond to the worst performance, especially for
the low SNR cases.
To provide a visualization of the estimated, with respect to the actual abundances, we
illustrate the abundance scatterplots at three different noise levels in Fig. 4.9, where the
horizontal axis corresponds to the actual abundances, and the vertical axis corresponds to
the estimated values using SDME. It can be seen that the abundance estimates are accurate
within around 20%, 10% and 5% to the actual abundances when the SNR equals 5dB, 15dB,
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Figure 4.8: Performance comparison at different noise levels using endmembers with mod-
erate similarity (sim ∈ (0.8, 0.9)). (a) SAD (b) SID (c) AAD (d) AID.
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Figure 4.9: Abundance scatterplots by SDME at different noise levels. (a) 5dB (b) 15dB
(c) 25dB.
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Figure 4.10: Computational time of SDME, NTME, and FCLS.
and 25dB respectively, indicating that the unmixing performance is highly related to the
noise level.
The computational time is demonstrated in Fig. 4.10. As can be seen, the running time
of FCLS and NTME is independent of noise levels, while SDME takes more time as the
SNR increases. FCLS consumes twice amount of time as much as NTME. With strong noise
(SNR=5dB), SDME needs the least amount of time, while when SNR increases to 10dB,
the computation time of SDME is similar to that of NTME, and when SNR equals 15dB,
it is similar to the computation time of FCLS. If SNR is greater than 20dB, the running
time of SDME is around two times that of FCLS and four times that of NTME. Together
with the results shown in Fig. 4.8, we conclude that for the noise-corrupted data, SDME
and NTME not only generate smaller estimation errors, but also consume less running time,
which present significant superiority to FCLS. However, SDME generates smaller estimation
errors at the price of higher computational cost.
Experiment IV: Generalization Analysis to Low Dimensional Data
Although we have evaluated the proposed methods using a 3-band land cover data set
in the first experiment, we are interested in a more general study using low dimensional
data sets. In this experiment, we create a collection of low dimensional spectral signatures
by subsampling the spectral measurements of the original 188-band data. The sampling
interval is given by 2n, n = 0, 1, . . . , 5, and for the largest interval, only six spectral bands
are left. The SNR is again fixed to 20dB. Fig. 4.11 illustrates the performance of different
methods, where the horizontal axis denotes the number of spectral bands varying from
188, 94, 47, 23, 12 to 6, and the vertical axis corresponds to the performance measure.
Note that SDME and NTME yields the same endmember detection performance, which is
superior to FCLS for images with various number of spectral bands. In terms of abundance
estimation, NTME performs the best. It can be seen that when all the spectral information
are used, SDME and NTME yield similar performance, which is better than that of FCLS.
As the number of spectral bands decreases, NTME outperforms SDME by producing smaller
measures, and SDME performs better than FCLS until the number of bands is reduced to
23; after that, FCLS outperforms SDME but it is still worse than NTME.
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Figure 4.11: Performance comparison using images with less number of spectral bands (SNR
= 20dB). (a) SAD (b) SID (c) AAD (d) AID.
Experiment V: Generalization Analysis to Nonlinear Mixtures
This experiment is designed to investigate if SDME, NTME or FCLS generalizes to process
nonlinear mixture data. Since the endmember albedo follows the linear mixing model, a
straightforward application of a linear unmixing method to the nonlinearly mixed data is to
perform unmixing in the albedo domain. Then, the first step of unmixing is to convert each
observation vector to albedo. However, this process is very time consuming. In addition,
the conversion magnifies the errors caused by random noises or deficiencies inherent in the
nonlinear model [Guilfoyle et al., 2001]. We find that when the SNR is less than 15dB,
the reflectance converted from albedo will be dominated by the noise effect. Regardless of
the error introduced by the conversion between reflectance and albedos, it is intuitive that
the algorithm would present similar performance for the nonlinear mixture data as that of
the linear case. In the first five experiments, we have demonstrated detailed experimental
results to evaluate the algorithm performance for linear mixtures. Therefore, in the following
experiment, we directly apply the linear unmixing methods to the nonlinear reflectance
mixtures.
The experimental results are shown in Fig. 4.12. Note that the performance of all meth-
ods are severely degraded especially for the high SNR data. The endmembers detected by
SDME and NTME show better performance than those detected by FCLS. In the sense
of abundance estimation, the two measures AAD and AID display different comparison
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Figure 4.12: Performance comparison using nonlinearly mixture data unmixed in the re-
flectance domain (SNR = 20dB). (a) SAD (b) SID (c) AAD (d) AID.
results. Particularly, from the AID measures shown in Fig. 4.12(d), we observe that SDME
presents the best performance, followed by NTME and FCLS; however, the AAD mea-
sures in Fig. 4.12(c) show that SDME and NTME produce very similar performance, and
FCLS performs the best when SNR is greater than 10dB. Another important observation is
that the performance for different noise levels are much similar, which is obvious from the
abundance scatterplots shown in Fig. 4.13. In other words, the nonlinearity is the major
reason that degrades the unmixing performance. We conclude that the linear model based
unmixing algorithms cannot characterize the nonlinear relationship between individual end-
members, which would lead to large estimation errors. The proposed methods possess the
limitation of modelling the nonlinear mixture data.
4.6 Experimental Results using Real Hyperspectral Scene
As suggested by the experimental results in Section 4.5, NTME provides comparable or
slightly better performance in terms of endmember detection and abundance estimation
with significant reduced computing time than SDME. In this section, we only evaluate the
performance of NTME for the application in real hyperspectral scene. The real hyper-
spectral data used were collected by the AVIRIS sensor over Cuprite, Nevada. Cuprite is
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Figure 4.13: Abundance scatterplots by SDME at different noise levels for nonlinear mixture
data. (a) 5dB (b) 15dB (c) 25dB.
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Figure 4.14: Band 100 of the real hyperspectral scene.
a relatively undisturbed acid-sulfate hydrothermal system in volcanic rocks with well ex-
posed alteration mineralogy, located approximately 200km northwest of Las Vegas along
U.S. Highway 95. The relevant minerals consist of kaolinite, alunite, chalcedony, muscovite,
and montmorillonite. This site has been extensively used for hyperspectral image processing
experiments since the 1980s, and many research works have been published [Swayze et al.,
1992,Swayze, 1997,Bayliss et al., 1997,Kruse et al., 2003,Nascimento and Dias, 2005]. The
test image shown in Fig. 4.14 is a subimage at the eastern center (250× 190 pixels and 188
bands) of a dataset acquired on the AVIRIS flight June 19, 1997, in which the noisy bands
as well as the water vapor absorption bands are removed from the original 224-band data
cube to improve the detection performance.
In order to determine the number of endmembers, we resort to the virtual dimensionality
(VD) method proposed in [Chang and Du, 2004], and particularly, the noise whitened
Neyman-Pearson detection theory-based eigenthreshold method (NWHFC). The algorithm
aims at finding the minimum number of spectrally distinct signal sources (referred to as
VD) that characterize the hyperspectral data from the target detection and classification
point of view. Based on the Neyman-Pearson detection theory, a hypothesis test is applied
to pairs of eigenvalues of the sample covariance matrix and the sample correlation matrix.
The core idea is that when no signal is present in a particular component, the corresponding
correlation eigenvalue and covariance eigenvalue should be equal. Otherwise, the correlation
eigenvalue is greater than the corresponding covariance eigenvalue. To remove the second-
order statistical correlation, a noise whitening process is incorporated as a preprocessing
step, which requires the estimation of the noise covariance matrix.
For the test image, the estimate of the number of endmembers is equal to m = 13 with
a false-alarm rate of 0.001. Fig. 4.15 illustrates the cumulative signal energy with respect
to the number of eigenvalues. It can be seen that the first eight eigenvalues cover 99.72%
of the total signal energy. Based on the results provided in [Swayze, 1997], we know that
there are more than 20 materials present in the real hyperspectral scene. This means that
most of the endmembers only occur in a small set of mixed pixels.
The quantitative evaluation based on the real hyperspectral scene is difficult, as the exact
endmember and abundance information at each pixel is not available. In order to provide a
more objective evaluation, we compare the identified endmembers with the spectral library
data to find the closest match based on spectral similarity defined in (4.35). The library
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Figure 4.15: The cumulative energy as a function of the number of eigenvalues.
spectrum with the highest similarity is chosen as the best match. However, this similarity
based on simple angle distance measure might suffer from mismatch. To mitigate this
drawback, we further visually compare the derived abundance maps to the detailed mineral
maps provided in [Swayze, 1997]. If an obvious mismatch occurs during the finding of
the closest signature from the spectral library, we rely on the classification based on the
abundance distribution. An endmember is considered to be correctly identified only when
both the spectral signature and the abundance map are close to the ground truth.
The identified endmembers and the estimated abundances are compared with the pub-
lished results in [Nascimento and Dias, 2005], i.e., the vertex component analysis (VCA)
approach. As mentioned in Chapter 2, VCA is an unsupervised endmember extraction
method based on the convex hull geometry. The algorithm iteratively projects all image
pixels to a subspace determined by the endmembers already estimated. The new end-
member is then selected as the pixel corresponding to the extreme projection. Fig. 4.16
illustrates the extracted endmember signatures by NTME (solid lines) and the laboratory
spectra (dash lines). The gaps correspond to the removed spectral bands. It can be seen
that the estimated endmembers are close to the laboratory data. Of particular interest
is the spectrum shown in Fig. 4.16(g). We observe that the absorption features within
wavelength range of 2-2.5µm present a big deviation from the library spectrum. Thus,
we resort to the classification based on the abundance distribution. By comparing the es-
timated abundance map with the published results [Swayze, 1997, Nascimento and Dias,
2005], we notice that the abundance distribution actually covers both Nontronite and Alu-
nite. Therefore, we label this endmember as a mixture of Nontronite and Alunite denoted
by “Nontronite+Alunite”. In addition, the most relevant minerals have been successfully
extracted. The comparisons of NTME and VCA in terms of spectral angles between the
extracted endmembers and laboratory signatures are shown in Table 4.3. Since the end-
members extracted by NTME and VCA are not completely the same, Table 4.3 contains
several missing items, which correspond to the endmembers detected by NTME, but not
by VCA.
The estimated abundance maps are shown in Fig. 4.17, where the spatial distributions
of material Muscovite, Kaolinite #2, Buddingtonite, and Nontronite present strong consis-
tency with the results of VCA reported in [Nascimento and Dias, 2005] from visual com-
parison. The abundance scatterplots are demonstrated in Fig. 4.18, where the horizontal
axis corresponds to the NTME estimate, and the vertical axis is the VCA estimate. Since
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VCA uses the unconstrained least squares to calculate the abundances, we have rescaled
the VCA estimates to be within the range of 0 and 1, and normalized the results so that
the summation is unity. Ideally, if both methods provide similar abundance estimations for
a certain endmember, the scatterplots should distribute along the diagonal direction with
little perturbation. It can be seen that the four scatterplots shown in Fig. 4.18 have around
15% perturbation, although they are visually consistent.
As mentioned before, the number of endmembers is a very important parameter in
mixed pixel decomposition. When this value is less than the actual number of endmembers,
the abundance of certain endmembers will be overestimated. On the other hand, if this
value is more than the actual number of endmembers, the abundance estimate tends to
spread out among extra spurious “endmembers”, which thereby results in underestimates.
We have used the NWHFC method to determine the number of signal sources that are
assumed to be spectrally distinct. However, as suggested in [Chang and Du, 2004], the
derived VD using NWHFC may be overestimated due to unknown interferences, such as
background signatures, clusters, etc. Therefore, it is of importance to analyze the sensitivity
of the proposed method to the number of endmembers. Fig. 4.19 illustrates the total
decomposition error
∑
i‖xi − Aˆsˆi‖ (Aˆ and sˆi are estimates) as a function of the number
of endmembers estimated. Note that during the extraction of the first six most relevant
endmembers, the decomposition error dramatically decreased, and after that, the error
becomes stable since the newly extracted endmembers are only present in a small set of
pixels, or these endmembers are highly mixed with other endmember components. The
miss identification of these endmembers would have little effect on the total decomposition
error.
4.7 Summary
This chapter presented novel mixed pixel decomposition methods based on the maximum
entropy principle. The algorithm integrates a global LSE-based endmember detection and
a per-pixel abundance learning based on a contrast function that minimizes the negative
Table 4.3: Spectral angles between extracted endmembers and library spectra by NTME
and VCA
NTME VCA
Alunite #1 3.6 4.1
Kaolinite #1 4.4 4.8
Desert Vanish 3.3 -
Chalcedony 2.5 -
Muscovite 2.3 4.1
Sphene 3.8 3.1
Nontronite 4.7 2.6
Montmorillonite 2.6 3.0
Kaolinite #2 4.9 5.5
Buddingtonite 4.2 3.8
Kaolinite #3 2.5 2.7
Alunite #2 4.2 -
Kaolinite #4 5.2 3.1
52
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
)
Alunite 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
)
Kaolinite 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
)
Desert Vanish 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
)
Chalcedony 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
)
Muscovite 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
) Sphene 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
) Nontronite+Alunite 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
)
Montmorillonite 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
)
Kaolinite 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
)
Buddingtonite 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
)
Kaolinite 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
)
Alunite 
0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
wavelength (microns)
re
fle
ct
an
ce
 (%
)
Kaolinite 
Figure 4.16: Comparison of extracted endmember signatures using NTME (solid line) with
the USGS spectral laboratory data (dashed line).
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m)
Figure 4.17: Abundance maps of different covers estimated using NTME. (a) Alunite #1
(b) Kaolinite #1 (c) Desert vanish (d) Chalcedony (e) Muscovite (f) Sphene (g) Nontron-
ite+Alunite (h) Montnorillonite (i) Kaolinite #2 (j) Buddingtonite (k) Kaolinite #3 (l)
Alunite #2 (m) Kaolinite #4.
54
(a) (b)
(c) (d)
Figure 4.18: Abundance scatterplots of VCA vs. NTME. (a) Muscovite (b) Kaolinite #1
(c) Buddingtonite (d) Nontronite+Alunite.
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Figure 4.19: The decomposition error as a function of the estimated number of endmembers.
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entropy. The determination of endmember is based on the estimated abundance, while the
estimation of abundances on the other hand depends on the identified endmembers. Two
learning paradigms were investigated using a steepest gradient descent and a variation of
Newton’s method. The experimental results using simulated data demonstrated that both
SDME and NTME performs comparable with or better than several other existing unmixing
methods. NTME is more computationally efficient than SDME due to the exploration of
second-order curvature information. In addition, NTME exhibits better performance than
SDME when applied to images with less number of bands, and when the image scene
contains very similar endmembers. We also applied NTME to unmix real hyperspectral
data. The results show that NTME is an effective solution for decomposing mixed pixels.
However, both SDME and NTME assume the presence of pure pixels in the given image,
which is not the common case for real world applications. In the next chapter, we will
present a constrained nonnegative matrix factorization approach that solves the unmixing
problem without the pure pixel assumption.
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Chapter 5
Minimum Volume Constrained
Nonnegative Matrix Factorization
The MaxEnt approaches presented in Chapter 3 rely on the pure pixel assumption. Al-
though the assumption on the presence of pure pixels improves the algorithm efficiency, in
some cases, such as when the processing data are with low spatial resolution [Haertel and
Shimabukuro, 2005] or of specific ground covers [Berman et al., 2004], it is not reliable to
make this assumption, especially for all endmember classes. Finding the endmembers from
such highly mixed data is therefore a more challenging task. One solution suggested is to use
the iterative constrained endmember (ICE) method [Berman et al., 2004], which formulates
an optimization problem with an effort to minimize the reconstruction error regularized by
a constraint term, i.e., the sum of variances of the simplex vertices. Within each iteration,
if the number of pixels is N , the algorithm then involves N quadratic programmings to
estimate the abundances, which makes this method unrealistic for large data sets. Another
approach [Haertel and Shimabukuro, 2005] uses a finer spatial resolution image (contains
pure pixels) as the auxiliary data to derive the fractional abundances for all image pixels.
Then, the endmember signatures are estimated using a least squares method. Although
the algorithm shows promising results, the performance highly depends on the registra-
tion between the high and the low resolution image. Additionally, the need of high spatial
resolution data appears as another limitation.
In this chapter, we present a new constrained nonnegative matrix factorization (NMF)
method, which integrates the least squares analysis and the convex geometry model by
incorporating a volume constraint into the NMF formulation, referred to as the minimum
volume constrained NMF method (MVC-NMF). Two important facts are exploited: first,
the spectral data are nonnegative; second, the endmembers occupy the vertices of a simplex,
and the simplex volume determined by the actual endmembers is the minimum among all
possible simplexes that circumscribe the data scatter space. The proposed cost function
consists of two parts. One part measures the approximation error between the observed data
and the reconstructions from the estimated endmembers and abundances, and the other part
consists of the minimum volume constraint. We can think of these two terms serving as
two forces: the external force (minimizing the approximation error) drives the estimation
to move outward of the data cloud; and the internal force (minimizing the simplex volume)
acts in the opposite direction by forcing the endmembers to be as close to each other as
possible. Through experimental validations, we observe that the balance between these two
forces effectively guides the learning process to converge to the true endmember locations.
57
In Section 5.1, we first give a short review of the NMF technique. We then geometri-
cally analyze the linear mixing model (LMM) and the NMF model in Section 5.2, which
leads to the derivation of the constrained NMF method. Section 5.3 describes the problem
formulation, and the learning strategies will be discussed in Section 5.4. The experimental
results based on a set of synthetic images and a real hyperspectral scene are presented in
Section 5.5 and Section 5.6, respectively. Some observations and summaries are given in
Section 5.7.
5.1 Nonnegative Matrix Factorization
Nonnegative matrix factorization is a popular matrix factorization technique first suggested
as positive matrix factorization in [Paatero and Tapper, 1994], and then nonnegative matrix
factorization in [Lee and Seung, 1999, Lee and Seung, 2001]. Given a nonnegative data
matrix W ∈ Rp×q and a positive integer r < min(p, q), the task of NMF is to find two
matrices Y ∈ Rp×r and Z ∈ Rr×q with nonnegative elements such that
W ≈ YZ (5.1)
or equivalently, the columns {wj}qj=1 are expressed as
wj ≈ Yzj (5.2)
wherewj ∈ Rp, and zj ∈ Rr. The parameter r is the desired rank of matrixY, and normally
it is assumed to be known a priori or can be determined based on the given data W using
SVD or PCA. Presumably, the columns of Y represent the latent variables, i.e., physically
meaningful nonnegative “parts”, of the underlying data. This nature has found NMF a
wide range of applications in data analysis, dimensionality reduction, feature extraction
and target recognition, etc.
Since the introduction of NMF by Lee and Seung [Lee and Seung, 1999], a great deal
of efforts have been devoted to the analysis and application of NMF techniques in various
fields and numerous of approaches have been proposed, which can be found in a recent
comprehensive survey paper [Berry et al., 2006]. Algorithms for performing NMF attempt
to minimize an objective function representing the difference between the original data
W and the matrix multiplication approximation YZ. A number of measures have been
investigated, including the commonly adopted Frobenius norm [Lee and Seung, 1999] and
KL-divergence [Lee and Seung, 1999, Lee and Seung, 2001], and more general divergence
measures such as Bregman divergence [Dhillon and Sra, 2006], β-divergence [Kompass,
2005], ϕ-divergence [Cichocki et al., 2006], and Amari’s α-divergence [Amari, 1985].
The most known and used NMF objective is to minimize the Euclidean distance between
W and YZ [Lee and Seung, 1999,Lee and Seung, 2001] leading to the following formulated
optimization problem
minimize f(Y,Z) =
1
2
‖W −YZ‖2F
subject to Y º 0,Z º 0
(5.3)
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where the symbol º denotes componentwise inequality, i.e., Y º 0 means yij ≥ 0 for
i = 1, 2, . . . , p , j = 1, 2, . . . , r. The operator ‖·‖F represents the Frobenius norm given by
‖W −YZ‖2F =
p∑
i=1
q∑
j=1
(wij − [YZ]ij)2 (5.4)
For the above cost function, many learning strategies have been proposed. The most popular
method is the multiplicative rule [Lee and Seung, 1999,Lee and Seung, 2001]
yk+1ij = y
k
ij
[WZT ]ij
[YkZZT ]ij
, zk+1jt = z
k
jt
[YTW]jt
[YTYZk]jt
(5.5)
which is derived from the steepest gradient descent
yk+1ij = y
k
ij + αij [Y
TW −YTYZ]ij
zk+1jt = z
k
jt + βjt[WZ
T −YZZT ]jt
(5.6)
by choosing specific stepsize α and β
αij =
zij
[YTYZ]ij
, βjt =
yjt
[YZZT ]jt
(5.7)
It has been proved that under the multiplicative rule, the distance ‖W −YZ‖2F is mono-
tonically non-increasing [Lee and Seung, 2001].
Aiming at speeding up the convergence of the original iterative update, a projected
gradient bound-constrained optimization method is adopted in [Lin, 2005]. The algorithm
is computationally competitive and has a better convergence property than the standard
multiplicative update rule. Motivated by the idea of multiplying a positive multiplicative
factor, Gonzalez et. al [Gonzales and Zhang, 2005] propose to extend their interior point
method [Merritt and Zhang, 2005] to solve the NMF problem. In particular, to choose a
stepsize which is either the exact minimizer of the objective function in the search direction
or the longest step along the search direction that preserves nonnegativity. To explore
the second order information to increase the convergence rate and improve performance of
NMF as well, a quasi-Newton optimization is presented in [Zdunek and Cichocki, 2006]. The
algorithm enforces nonnegative constraint using the projected method and demonstrates a
significant increase in computation time. When the data is ill-conditioned or the number of
observation is only slightly greater than the number latent variables, the multi-layer NMF
algorithm presented in [Cichocki and Zdunek, 2006] results in better performance than the
standard multiplicative update rule.
One hurdle in solving the NMF problem is the existence of local minima due to the non-
convexity of the objective function. It is apparent that for any nonnegative invertible matrix
pairD andD−1, the equalityYZ = (YD)(D−1Z) holds. Thus, the solution highly depends
on the initialization of specific learning strategies. Some algorithms [Cichocki and Zdunek,
2006,Zdunek and Cichocki, 2006] use multi-start procedure to locate a better initial point;
that is, the algorithm is performed several times with different initializations, then the one
with the lowest cost is selected as the final optimal solution. The seeding algorithms using
the spherical K-Means [Wild, 2003] and the Fuzzy C-Means (FCM) [Liou and Yang, 2005]
have been demonstrated to present better performance than random initializations. Donoho
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et al. [Donoho and Stodden, 2004] give a theoretical study of conditions resulting in unique
solution based on positive cone geometry. For many applications, the non-uniqueness of
solution can be alleviated by adding additional constraints to confine the feasible solution
set, such as the smoothness constraint [Paura et al., 2006] for better spectral signatures, the
sparseness constraint [Hoyer, 2004] and the non-smoothness constraint [Pascual-Montano
et al., 2006] for part-based structures. It is apparent that the imposed constraints are
application-dependent.
As a blind source separation method, nonnegative matrix factorization has been adopted
to solve the problem of mixed pixel decomposition recently [P. Sajda, 2003,Liou and Yang,
2005,Paura et al., 2006,Hamza and Brady, 2006]. The motivation is straightforward, consid-
ering the nonnegative property of spectral measurement and the very similar mathematical
modeling between the spectral unmixing analysis and the nonnegative matrix factorization.
In the following, we will present a more informative analysis from a geometric point of view,
from which we reason the underlying principle and formulate the proposed MVC-NMF al-
gorithm.
5.2 Geometric Interpretation of LMM and NMF
The previous algebraic analysis provides a theoretical interpretation on why the NMF tech-
nique could be used to decompose mixed pixels. In this section, we present a geometric
interpretation of NMF and spectral unmixing to visualize the solution space for both prob-
lems. For the multivariate data, such as hyperspectral images, each pixel can be thought of
as a point in an l-dimensional space, whose l coordinates are given by the reflectance values
at different spectral bands. The factorizations in both (2.2) and (5.1) reveal that, except
for the original Euclidean coordinate system {uj}lj=1 ∈ Rl (only one element of uj is 1, all
the others are zeros), there exist other sets of basis vectors {vj}mj=1, vj º 0 in a subspace
Rm, m < l, such that all the image points can be approximated as linear combinations of
these bases. Due to the inherent constraints involved in pixel unmixing and NMF, these
vectors possess different geometric characteristics.
As analyzed in [Donoho and Stodden, 2004], for the problem of nonnegative matrix
factorization, all data points lie in a positive simplical cone represented by
C = {x|x =
∑
j
θjvj , θ º 0} (5.8)
However, the extra abundance sum-to-one constraint in the unmixing model confines the
data points to reside within a simplex,
S = {x|x =
∑
j
θjvj , θ º 0,1Tθ = 1} (5.9)
where θ is a column vector with its components being the weight of the basis vectors. Fig. 5.1
illustrates one of the possible cones and simplexes for the given data. It is apparent that
they are not unique. For example, you can draw a number of triangles with different vertices
to circumscribe the same set of data points. Theoretically, there exist an infinite number
of cones and simplexes containing the data cloud, since if S is a simplex circumscribing the
data, for any other simplex S¯ such that S ⊂ S¯, S¯ will also contain the data. Then, one
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E2
E3
Cone C
Simplex S
Figure 5.1: Geometric illustration of possible cones and simplexes that circumscribe the
given data denoted by the dots. The circles E1 ∼ E3 can be considered as possible end-
members.
immediate and critical question would be what is the criterion for the best simplex solution
or what properties the best simplex should possess.
In the convex geometry-based endmember extraction algorithms, the best simplex is
either defined as the one that circumscribes the data cloud and at the same time has the
minimum volume [Craig, 1994], or defined as the one that inscribes the data cloud with
the maximum volume [Winter, 1999a]. It is apparent that under the pure pixel assumption
[Boardman et al., 1995,Winter, 1999a, Nascimento and Dias, 2005], the best simplex is
uniquely determined by the pure pixels, which are the vertices of the simplex. The goal of
endmember detection is thus to identify the extreme-valued pixels from the given image.
However, if all the image pixels are highly mixed, the identified extreme points would not
be the true endmembers, even though they are on the boundary of the data cloud and close
to the real ones. In order to find the true endmember locations from the highly mixed data,
we have to extend the searching space outside the given data cloud. In the meanwhile, we
should keep the simplex that circumscribes the data as compact as possible to counteract
the noise effects. These observations trigger the development of the proposed algorithm by
incorporating the minimum volume constraint into the NMF formulation.
5.3 Problem Formulation
Combining the goal of minimum approximation error with the volume constraint, we arrive
at the following constrained optimization problem
minimize f(A,S) =
1
2
‖X−AS‖2F + λJ(A)
subject to A º 0, S º 0, 1TmS = 1TN
(5.10)
where 1m (1N ) is a m (N)-dimensional column vector of all 1s, and J(A) is the penalty
function, calculating the simplex volume determined by the estimated endmembers. The
regularization parameter λ ∈ R is used to control the tradeoff between the accurate recon-
struction and the volume constraint. The first term serves as the external force to drive
the search to move outward, so that the generated simplex contains all data points with
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relatively small errors. The second term serves as the internal force, which constrains the
simplex volume to be small. A solution is found when these two forces balance each other.
One of the expected advantages of the volume constrained NMF would be the resistance
to the presence of noise. The noise normally results in a bigger data cloud, which thereby
leads to a simplex with larger volume than the clean data, and the simplex vertices deviate
from the true endmember locations. By adding the volume constraint, the simplex can
be made not to include every data point, particularly, the noisy pixels on the boundary.
Therefore, the algorithm would be more robust to the noise effect than the unconstrained
NMF approaches.
5.3.1 Volume Determination
In order to calculate the volume determined by a set of points, we hereby resort to the
connection between the volume and the determinant [Strang, 1988]. Suppose the number
of bands is one less than the number of endmembers, i.e., l = m − 1, and the m end-
members a1, . . . ,am ∈ Rm−1 are affinely independent, which means that the m− 1 vectors
a2 − a1, . . . ,am − a1 are linearly independent. The volume determined by these points is
calculated by
V =
1
(m− 1)!
∣∣ det ([a2 − a1 . . . am − a1])∣∣ (5.11)
or equivalently,
V =
1
(m− 1)!
∣∣∣∣det([ 1 · · · 1a1 · · · am
])∣∣∣∣ (5.12)
However, when the number of bands is larger than the number of endmembers, i.e., l ≥ m,
the above calculations will fail, as the determinant is not defined for a non-square matrix.
In this case, we make an approximation by calculating the volume formed by a new set of
points a˜1, . . . , a˜m ∈ Rm−1, which are the low dimensional transform of the original date
points; that is, we adopt PCA to reduce the dimensionality of endmembers a1, . . . ,am from
l to m− 1 by keeping only the m− 1 most significant principal components.
It is true that such volume determination can rarely return the actual volume formed
by the endmembers. But recall that the real goal of this volume term is to constrain the
simplex size as compact as possible, provided that the vertices can approximate the given
data set at a certain error tolerance. In this sense, the computed volume is not necessarily
the actual value, as long as it approximates the real one and performs as an internal force.
The effectiveness of this constraint will be validated by a set of experiments reported in
Section 5.5.
5.3.2 Cost Function
For the problem (5.10), J(A) is formulated as
J(A) =
1
2(m− 1)!det
2
([
1Tm
A˜
])
(5.13)
where the matrix A˜ = (a˜1, a˜2, . . . , a˜m) ∈ R(m−1)×m is a low dimensional transform of A
given by
A˜ = UT (A− µ1Tm) (5.14)
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The matrix U ∈ Rl×(m−1) is formed by the m − 1 most significant principal components
(PCs) of data X through principal component analysis. The column vector µ is the data
mean. Note that both the PCs and the mean vector are calculated from X instead of A.
One reason we formulate it in this way is that the PCs of the given data points reflect
important shape information of the true simplex, thus the projection onto this subspace
reveals the similarity between the estimated and the true simplex. In addition, from a
computational efficiency point of view, the PCs of X can be obtained through one time
calculation, while the PCs of the source matrix A need to be recalculated constantly as A
changes.
To formulate the penalty term as a function of A, we define two constant matrices
C ,
[
1Tm
0
]
, B ,
[
0Tm−1
I
]
(5.15)
with 0 being a (m− 1)×m zero matrix and I an identity matrix of size (m− 1)× (m− 1).
We next define
Z ,
[
1Tm
A˜
]
= C+BUT (A− µ1Tm) (5.16)
Substituting the above equation into (5.13), and then (5.10), we finalize the objective func-
tion of the proposed MVC-NMF as
f(A,S) =
1
2
‖X−AS‖2F +
τ
2
2
det(C+BUT (A− µ1Tm)) (5.17)
with τ = λ(m−1)! , and the matrices C,B,U, and the vector µ are constants for the given
data X.
5.3.3 Calculation of Gradient and Hessian
The gradient descent methods require the first order derivatives ∇Af(A,S) and ∇Sf(A,S)
or the Hessian matrices HS = ∇2Sf(A,S) and HA = ∇2Af(A,S) if the second order in-
formation is used. Since the penalty function is independent of S, the partial derivative
∇Sf(A,S) is easy to find,
∇Sf(A,S) = AT (AS−X) (5.18)
and the Hessian matrix HS is given by
HS = IN×N ⊗ATA ∈ RmN×mN (5.19)
where the operator ⊗ denotes the Kronecker product. Note that HS is a block diagonal
matrix with ATA being its diagonal blocks.
The calculation of∇Af(A,S), however, needs more algebraic operations. We first derive
the gradient matrix. Taking the partial derivative of (5.17) with respect to A, we first get
∇Af(A,S) = (AS−X)ST + τ det(Z)∂ det(Z)
∂A
(5.20)
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where Z is defined in (5.16). It is known that the partial derivative of a scalar with respect
to a matrix is still a matrix,
∂ det(Z)
∂A
=

∂ det(Z)
∂a11
∂ det(Z)
∂a12
· · · ∂ det(Z)∂a1m
∂ det(Z)
∂a21
∂ det(Z)
∂a22
· · · ∂ det(Z)∂a2m
...
...
...
∂ det(Z)
∂al1
∂ det(Z)
∂al2
· · · ∂ det(Z)∂alm
 (5.21)
Then, the problem is tailored to compute each element of ∂ det(Z)∂A , which is given by
∂ det(Z)
∂aij
= det(Z)tr
(
Z−1
∂Z
∂aij
)
(5.22)
It is easy to see that
∂Z
∂aij
=
∂BUTA
∂aij
(5.23)
Let D = BUT and Z¯ = Z−1, through algebraic manipulations, we arrive at
tr
(
Z−1
∂Z
∂aij
)
= z¯Tj di (5.24)
where z¯Tj is the jth row of Z¯, and di is the ith column of D. Combining (5.21), (5.22), and
(5.24) gives
∂ det(Z)
∂A
= det(Z)(Z¯D)T = det(Z)UBT (Z−1)T (5.25)
Substitute the above equation into (5.20), we finally obtain the gradient
∇Af(A,S) = (AS−X)ST + τ det(Z)2UBT (Z−1)T (5.26)
The Hessian matrix HA is more complicated, which cannot be expressed as a succinct
matrix-vector format. Thus, we study its component-wise expression. We start from the
component-wise representation of the objective function, which is given by
f(A,S) =
1
2
∑
ij
(xij − [AS]ij)2 + τ2 det(Z)
2 (5.27)
Then the first order derivative is
∂f
∂art
= τ det(Z)2z¯Tt dr +
{ ∑
j(xrj − [AS]rj)(−stj), for r = i;
0, otherwise.
(5.28)
where the first term corresponds to the volume constraint function and the second term is
derived from the Frobenius norm. Then, the second order derivative is
∂2f
∂art∂apq
= 2τ det(Z)
∂ det(Z)
∂apq
z¯Tt dr+τdet
2(Z)
∂(z¯Tt dr)
∂apq
+
{ ∑
j sqjstj , for p = r;
0, otherwise.
(5.29)
in which, we need to explicitly express the two terms ∂ det(Z)∂apq and
∂(z¯Tt dr)
∂apq
.
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Following the derivations from (5.22) to (5.24), we immediately have
∂ det(Z)
∂apq
= det(Z)z¯Tq dp (5.30)
To find ∂(z¯
T
t dr)
∂apq
, we need to use one important identity
∂Y−1
∂x
= −Y−1∂Y
∂x
Y−1 (5.31)
where Y is an arbitrary matrix and x is a scalar. The above equation implies
∂[Y−1]it
∂x
= −
∑
kj
[Y−1]ik
∂[Y]kj
∂x
[Y−1]jt (5.32)
Now, let us go back to our objective
∂(z¯Tt dr)
∂apq
=
∂(
∑
k z¯tkdkr)
∂apq
=
∑
k
∂z¯tk
∂apq
dkr
=
∑
k
∂[Z−1]tk
∂apq
dkr
(5.33)
Based on the identity in (5.32), we then have
∂(z¯Tt dr)
∂apq
=
∑
k
(
−
∑
o
z¯todopz¯qk
)
dkr
= −
∑
k
[Z¯D]tpz¯qkdkr
= −[Z¯D]tp[Z¯D]qr
(5.34)
Substitute (5.30) and (5.34) into (5.29), we find the the Hessian HA with its component
expressed as
∂2f
∂art∂apq
= 2τ det(Z)2[Z¯D]qp[Z¯D]tr − τ det(Z)2[Z¯D]tp[Z¯D]qr +
{ ∑
j sqjstj , for p = r;
0, otherwise.
(5.35)
5.4 Optimization Algorithms
In this section, we describe several learning strategies to investigate their unmixing perfor-
mance and convergence properties. We shall study the simplest steepest gradient descent
and its extreme opposite, Newton’s method. It is well known that these two methods have
a tradeoff between convergence rate and algorithm complexity. To find a moderate compro-
mise with appropriate convergence speed and complexity, the conjugate gradient method
and a quasi-Newton’s method will be demonstrated. Concerning the nonnegative constraint,
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we first explore the projected method, then two interior point methods will be studied. The
first scheme is presented in [Gonzales and Zhang, 2005] which finds an appropriate step-
size to guarantee a learning within the feasible region, and the second method investigates
quadratic programming with the logarithm barrier function [Zdunek and Cichocki, 2007].
Minimizing the objective function (5.17) with respect to bothA and S is a combinatorial
optimization problem. We here resort to the alternative minimization (AM) method as in
most NMF schemes [Chu et al., 2004,Lin, 2005,Paura et al., 2006,Berry et al., 2006]. This
technique treats the original optimization problem as two sub-problems with the following
iterative update rule,
Ak+1 = argmin
Aº0
f(A,Sk), Sk+1 = argmin
Sº0
f(Ak+1,S) (5.36)
that is, we alternatively update one matrix while holding the other one fixed.
Also noting that the Hessian HS has very huge dimension especially for large size of
images, we thus do not apply second order methods to update S since the calculation of
Hessian is time consuming and may be computationally prohibitive. For this reason, we
only apply the steepest gradient descent for updating S, and investigate different learning
strategies for finding the optimal A. The evaluation of different methods is demonstrated
in Section 5.5.
5.4.1 Initialization
To solve the formulated optimization problem, the first essential step is to determine the
number of endmembers involved in the mixture data, which is always a challenge because it
is closely related to the unknown noise. As in the MaxEnt approach, we resort to the virtual
dimensionality (VD) method [Chang and Du, 2004], which has been detailed in Chapter 4.
Although the VD method is effective, it is not guaranteed that the estimation is 100% ac-
curate. Therefore, the sensitivity analysis of the proposed method to the estimated number
of endmembers is a very important issue. We will perform this analysis in Section 5.5.
The next question is how to initialize matrices A and S. As mentioned earlier, most
NMF algorithms are sensitive to initializations due to the existence of local optima. The
algorithm performance highly depends on the distance between the initial point and the
global optimum. We will show that by incorporating the proposed volume constraint, this
problem is successfully mitigated. We randomly choose m points from the given data and
arrange them as the columns of the initialA. The value of S can also be randomly initialized.
In the experiments described later, a zero matrix S is used to start the learning.
Another important issue in the formulated problem is the abundance sum-to-one con-
straint. This is an equality constraint and therefore can be dealt with using the Lagrange
multipliers method with closed form solutions. Here, the same augmented method described
in Chapter 4 is adopted. We augment the data matrix X and the material signature matrix
A by a row of constant denoted by
Xˇ =
[
X
ε1TN
]
, Aˇ =
[
A
ε1Tm
]
(5.37)
where ε is a positive number to control the effect of the sum-to-one constraint. The learning
of S will take these two augmented matrices as input, and the estimate is forced to satisfy
the sum-to-one constraint as ε increases.
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5.4.2 Stopping Conditions
For the NMF learning, different stopping criteria have been exploited. The most commonly
used are the maximum iteration number and the error tolerance. Several algorithms [Chu
et al., 2004,Lin, 2005] choose to stop the learning process whenever the Euclidean norm of
the gradient of the objective function is less than a threshold. Some implementations [Hoyer,
2004] use an infinite loop, which needs user interaction to interrupt when some specific
requirements are satisfied. For the proposed minimization problem, we expect the objective
function to monotonically decrease. However, in order to avoid being trapped in local
minima, we also allow certain steps of increase of the objective value. When the number of
successive increasing steps is over a predefined value, the learning is stopped. In addition,
we include an iteration limit specified by the prescribed maximum iteration number.
5.4.3 Projected Steepest Descent
As reviewed in Chapter 3, the method of projected gradient follows the standard gradient
learning to update. When the new estimate does not satisfy the constraint, a projective
function is used to project the point back to the feasible set. In solving NMF problems,
the projected gradient learning has been adopted to impose the nonnegative constraint in a
variety of algorithms [Hoyer, 2004,Lin, 2005,Paura et al., 2006]. The nonnegative constraint
is easy to deal with using a simple function max(0, x) to set the negative components to
zero and keep the nonnegative components unchanged. Then, the update rule is expressed
as
Ak+1 = max
(
0, Ak − αk∇Af(Ak,Sk)
)
Sk+1 = max
(
0, Sk − βk∇Sf(Ak+1,Sk)
) (5.38)
where the parameters αk and βk are the small stepsizes selected based on the Armijo
rule [Bertsekas, 1982], which chooses the stepsize as αk = ρzkαo, where zk is the first
integer such that
f(Ak+1,Sk)− f(Ak,Sk) ≤ σρzkαo∇Af(Ak,Sk)T (Ak+1 −Ak) (5.39)
αo is the initial stepsize, and ρ ∈ (0, 1) is the scaling factor that the stepsize is reduced in
very iteration. The tolerance is denoted by σ ∈ (0, 12). The stepsize βk is selected based on
the same procedure.
To reduce the computations involved in the evaluation of f(Ak+1,Sk), Lin [Lin, 2005]
proposed an approximated condition based on the second order approximation of the cost
function (for detail, see Chapter 3). However, the derived condition requires the calculation
of Hessian matrix, which is unfortunately time-consuming. Therefore, in our implementa-
tion, the condition (5.39) is used. In the following discussion of optimization algorithms,
only the learning of A will be described since the matrix S is updated using the projected
steepest descent.
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5.4.4 Newton’s Method
Combining the Newton’s method with the projected gradient scheme, we arrive at the
following update
Ak+1 = max
(
0, Ak + αkDk
)
, Dk = −
(
HkA
)−1∇Af(Ak,S) (5.40)
where the gradient and Hessian matrices have been derived in Section 5.3.3. Since the
Hessian is usually ill-conditioned, some regularization of the Hessian is essential. We apply
the Levenberg-Marquardt method with a small fixed regularization parameter when the
condition number is greater than 105. To further reduce the computational cost, the inverse
of Hessian is calculated with the help of QR-decomposition. Let
HkA = QR (5.41)
where Q is orthnormal and R is a triangular matrix. The second equality in (5.40) implies
that
QRDk = −∇Af(Ak,S) (5.42)
This leads to
RDk = −QT∇Af(Ak,S) (5.43)
Then, the descent direction Dk can be calculated using Gaussian elimination with fast
computation
Dk = R\
(
−QT∇Af(Ak,S)
)
(5.44)
The stepsize αk is selected using the line minimization rule.
5.4.5 Conjugate Gradient Learning
The descent direction of conjugate gradient method is given by
Dk = −∇Af(Ak,S) + ζkDk−1 (5.45)
where
ζk =
∇Af(Ak,S)T
(∇Af(Ak,S)−∇Af(Ak−1,S))
∇Af(Ak−1,S)T∇Af(Ak−1,S) (5.46)
The initial conjugate direction is simply chosen as the negative gradientD0 = −∇Af(A0,S).
To make sure the generated search direction is conjugate to the previous direction, the
stepsize has to be carefully selected. The line minimization rule is normally used, that is
αk = argmin
α
f(Ak + αDk,S)
The conjugate gradient method presents a fast convergence rate than the steepest descent,
and it is much simpler than the Newton’s method. However, the algorithm is sensitive to
the minimization line search, which might cause the loss of conjucacy.
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5.4.6 Quasi-Newton’s Method
The quasi-Newton’s method adopted here tries to approximate the inverse Hessian using
a set of successive updates and their corresponding gradients in an effort to reduce the
computations involved in the calculation of Hessian. Denote the difference between two
updates and their gradients by
Pk = Ak −Ak−1, Qk = ∇Af(Ak,S)−∇Af(Ak−1,S)
then, quasi-Newton’s method take the descent direction as
Dk = −Mk∇Af(Ak,S), Mk = ϕ
(
Pk−1,Qk−1,Dk−1
)
where the function ϕ determines different quasi-Newton methods. Two popular methods,
DFP [Davidon, 1959,Fletcher and Powell, 1963] and BFGS [C.G. Broyden and More´, 1973,
Fletcher, 1970,Goldfarb, 1970,Shanno, 1970], are described in Chapter 3. The initial scaling
matrix is set to identity M0 = I, whose format does not affect the following learning
procedure; in other words, no matter what initialM is, as long as it is positive definite, the
learning of Mk will eventually converge to the inverse of Hessian.
Quasi-Newton’s method is a bit more complex than conjugate gradient method, but it is
less sensitive to the correctness of line search. When Mk converges to the inverse Hessian,
superlinear convergence rate can be achieved.
5.4.7 Interior Point Method
Since Newton’s method, conjugate gradient, and quasi-Newton method do not ensure non-
negative estimates, they are combined with the projected method. However, the projected
method does not always give a satisfactory solution. Here, we apply an interior point
method presented in [Gonzales and Zhang, 2005] to our MVC-NMF learning. The algo-
rithm is a modified version of Lee and Seung’s multiplicative rule by successively updating
the matrix S column by column and A row by row with extra stepsize α for each row of A
and β for each column of S, that is
Ak+1 = Ak + diag ([αi]i=1,...,l)S®
(
ATAS
)¯ (ASST −XST )
Sk+1 = Sk + diag ([βj ]j=1,...,N )A®
(
ASST
)¯ (ATAS−ATX) (5.47)
where ® denotes component-wise division and ¯ component-wise multiplication. The step-
sizes αi, i = 1, . . . , l and βj , j = 1, . . . , N are adjusted in each iteration to make sure the
learning trace is within the feasible region. Particulary, α is selected as
α = min (α∗, τ max{αˆ : A+ diag ([αˆi]i=1,...,l)DA ≥ 0}) (5.48)
where DA is the descent direction given by
DA = S®
(
ATAS
)¯ (ASST −XST ) (5.49)
and α∗ is the exact minimizer of f(A + diag ([αi]i=1,...,l)DA,S), which can be found by
setting
∂f(A+ diag ([αi]i=1,...,l)DA,S)
∂α
= 0 (5.50)
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5.4.8 Quadratic Programming with Barrier Function
The key to the above interior point method is to select particular stepsize to keep the iterates
positive. A more popular method is to use barrier functions whose domain is defined within
the feasible region. For nonnegative constraint, the logarithm barrier function is popularly
used, which leads to the following objective function
fλ(A,S) =
1
2
‖X−AS‖2F +
τ
2
det(Z)2 + ϕA(A) + ϕS(S) (5.51)
where ϕA(A) and ϕS(S) are the barrier functions given by
ϕA(A) = λA
∑
ij
ln (aij), ϕS(S) = λS
∑
ij
ln (sij) (5.52)
with λA and λS denoting the barrier parameters. The idea of barrier methods is to solve
a sequence of problems of type (5.51) while decreasing the parameter λA and λS towards
zero.
To solve the above problem, we adopt the interior-point trust-region method first pro-
posed in [Rojas and Steihaug, 2002], and latter, extended to NMF problems in [Zdunek and
Cichocki, 2007]. The first essential step to use QP is to approximate the cost function with
the second-order Taylor expansion around the current point A
fλ(A+∆A,S) = fλ(A,S) + tr
(
GTA∆A
)
+
1
2
vec (∆A)T HAvec (∆A) (5.53)
where vec(·) is a function converting a matrix to a vector by column-wise stacking its matrix
elements, and GA denotes the gradient ∇Afλ(A,S), which has the form
∇Afλ(A,S) = (AS−X)ST + τ det (Z)2
(
Z¯D
)T + λA [a−1ij ] ∈ Rm×l (5.54)
and the Hessian matrix HA ∈ Rml×ml is given by
∂2fλ
∂art∂apq
= 2τ det(Z)2[Z¯D]qp[Z¯D]tr − τ det(Z)2[Z¯D]tp[Z¯D]qr
− λAdiag
(
vec([a−2ij ])
)
+
{ ∑
j sqjstj , for p = r;
0, otherwise.
(5.55)
Following [Rojas and Steihaug, 2002, Zdunek and Cichocki, 2007], a trust-region problem
can formulated as
minimize fλ(A+∆A,S)
subject to ‖A+∆A‖F ≤ 4
(5.56)
where 4 represents the trust-region radius. By setting WA = AT +4AT , the above trust
region problem can be converted to the following QP problem
minimize Φ (WA) =
1
2
vec (WA)
T QAvec (WA) +CTAvec (WA) (5.57)
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where QA = HA, and CA can be derived as
CA = vec
(
2λA
[
a−1ij
]
−XST
)
− (M1 −M2) vec (WA) (5.58)
in which, M1 and M2 are two matrices determined by the first and second term of Hessian
matrix in (5.55).
The solution to this QP problem can be obtained by solving the system of equations
QAvec (WA) +CA = 0 (5.59)
which is derived by setting ∇Φ(WA) = 0. As in Newton’s method, the Levenberg-
Marquardt regularization and QR-decomposition will be applied to solve this system.
To be able to converge to the optimal solution of the original problem, the barrier
parameter λA needs to be iteratively decreased. Following the methods in [Rojas and
Steihaug, 2002,Zdunek and Cichocki, 2007], we use the following update rule
λk =
ρ
lm
(λk)Tvec
(
(Ak−1)T
)
(5.60)
where
(λ˜k)T = λk−1
(
2vec
([
a−1ij
]T)− diag(vec([a−2ij ]T)) vec (WA))
with ρ ∈ (0, 1).
Within each iteration, to insure the update remain nonnegative, the update is given by
Ak+1 = Ak + αk
(
(WkA)
T −Ak
)
with the stepsize αk determined as the largest step along the search direction to preserve
nonnegative estimates, that is
αk = max
{
α : Ak + α
(
(WkA)
T −Ak
)
≥ 0
}
In any case, the algorithm always keeps the iterates nonnegative.
5.5 Evaluation with Synthetic Images
In this section, we conduct a series of experiments to demonstrate the effectiveness of the
proposed MVC-NMF using synthetic images. The mixture data are created using the same
method described in Section 4.5.3 of Chapter 4. The only difference is that we use a 9× 9
averaging filter to generate highly mixed data. To further remove pure pixels, we replace all
the pixels whose abundance is larger than 80% with a mixture made up of all endmembers
of equal abundances; that is, each endmember has an abundance of 1/m in the mixture.
The experiments are divided into two parts. In the first part, we conduct evaluations
of different learning strategies to find the best learning scheme for MVC-NMF in the sense
of fast convergence and good performance. Then, in the second part, we compare MVC-
NMF with several advanced unmixing methods to demonstrate the merit of the proposed
approach. In all the experiments that follow, the quantitative measures are obtained by
averaging 10 random tests. Four endmembers with moderate similarity are used to create
the synthetic mixtures for rapid computations.
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5.5.1 Comparisons of Different Learning Strategies
In order to compare different learning algorithms, we design two experiments concerning
the two major issues of the NMF scheme when applied to unmixing problems. The most
critical concern is the algorithm sensitivity to initializations. Due to the non-convexity of
the objective function, it is very likely that a gradient method is trapped into local minima.
The second concern is related to the purity of mixtures. Generally, in practical applications,
we are not sure if each endmember class has a pure pixel representation. Ideally, if all
classes exhibit pure pixels, the MaxEnt approaches presented in Chapter 4 would render
effective estimates. However, the most common case would be that some classes have pure
pixels while others not. This phenomenon demands that the MVC-NMF algorithm should
have a good generalization property to images containing pure pixels. The following two
experiments are conducted to evaluate the six learning methodologies. The noise level is
controlled by setting SNR to 20dB. The regularization parameter τ is set to 0.001 for the
quadratic programming method and 0.015 for the other schemes.
Experiment I: Sensitivity Analysis to Endmember Initializations of the Six
Learning Strategies
The purpose of this experiment is to show how different initialization methods could affect
the learning processes. We study two methods for the endmember initialization, i.e., random
initialization and the use of the endmembers identified by VCA. The experimental results
in terms of different measures are shown in Fig. 5.2, in which the vertical axis is the quan-
titative measure, and the horizontal axis corresponds to the six learning methods, whose
names are abbreviated as PG (projected gradient), CJ (conjugate gradient), QS (quasi-
Newton’s method), NT (Newton’s method), IP (interior point method), and QP (quadratic
programming with barrier function). It is apparent that VCA initialization generates better
performance than random initialization no matter which learning algorithm is used. It is
also obvious that when initialized with the VCA estimates, different learning schemes ex-
hibit comparable performance. The method of conjugate gradient, quasi-Newton, Newton
method, and quadratic programming perform slightly better than the projected gradient,
and the interior point method performs the worst. However, when initialized with ran-
dom points, the performance of most methods are severely degraded except the conjugate
gradient learning, which is still able to generate close performance as that initialized with
VCA estimates. This shows that the conjugate gradient method is less sensitive to the
initial points than the other gradient methods studied. The big performance variations of
other learning schemes reveal the possibility that the learning is likely to get stuck in local
minima. The computation time is illustrated in Fig. 5.3. It can be seen that both Newton’s
method and quadratic programming, which need the evaluation of Hessian matrix, consume
much time than other methods, and the conjugate gradient learning costs the least amount
of time.
Experiment II: Generalization Analysis to Images with Pure Pixels of the Six
Learning Strategies
Although the proposed method is motivated by unmixing highly mixed images, it is im-
portant to study its generalization to the mixture data containing pure pixels. For this
purpose, we take a 7 × 7 low pass filter to create synthetic mixtures so that the created
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Figure 5.2: Comparisons between different learning algorithms with VCA and random
initializations in terms of (a) SAD (b) SID (c) AAD (d) AID (SNR=20dB). The names
of different methods are abbreviated as PG (projected gradient), CJ (conjugate gradient),
QS (quasi-Newton’s method), NT (Newton’s method), IP (interior point method), and QP
(quadratic programming with barrier function).
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Figure 5.3: Computational time of different learning algorithms
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Figure 5.4: Comparisons between different learning algorithms using images containing pure
pixels (SNR=20dB). (a) SAD (b) SID (c) AAD (d) AID.
images contain pure pixels. The experimental results in terms of different quantitative mea-
sures are illustrated in Fig. 5.4, where the endmembers are randomly initialized. Again,
the conjugate gradient learning yields the smallest means and deviations, which correspond
to the best performance. An evaluation of MVC-NMF using images with various purities
compared to methods based on the pure pixel assumption will be conducted in the next
section.
5.5.2 Comparisons with State-of-the-art Methods
This section compares the proposed MVC-NMF equipped with conjugate gradient learning
with three existing decomposition approaches, namely VCA [Nascimento and Dias, 2004],
NMF with smoothness constraint (SCNMF) [Paura et al., 2006], and the projected gra-
dient NMF method (PGNMF) [Lin, 2005], among which VCA is a deterministic method
based on the pure pixel assumption, and the other two are both NMF-based statistical
approaches. Regarding VCA, since it only identifies endmembers, we use the FCLS [Heinz
and Chang, 2001] to find the abundances. For the two NMF approaches SCNMF [Lin, 2005]
and PGNMF [Paura et al., 2006], the sum-to-one constraint is incorporated by the same
augmenting technique as in (4.23). In addition, the last two steps of SCNMF, i.e., finding
the best match from a signature database, and calculating the abundance matrix using a
least squares method, are eliminated for fair comparison.
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The proposed MVC-NMF algorithm is evaluated through six experiments. The first
experiment aims to conduct an overall comparison of different methods, including an illus-
tration of the approximation error and the effect of the introduced volume constraint. In the
second experiment, we study the performance dependence of the NMF-based approaches
on different methods of initializations. The third experiment is designed to investigate the
algorithm robustness to noise corruptions. In the fourth experiment, we perform sensitivity
analysis of the proposed method to the accurate knowledge of the number of endmembers.
We then vary the number of endmembers to create mixtures in the fifth experiment, aiming
at investigating the algorithm generalizations to data sets with relatively large number of
endmembers. In the last experiment, we study the algorithm performance when the given
data contain pure endmember representations. We compare MVC-NMF, VCA-FCLS with
the MaxEnt approach, NTME, presented in the previous chapter. Similarly, four endmem-
bers are used to create mixture data, except when we investigate the algorithm sensitivity
to the estimated number of endmembers, and the generalization analysis to data sets with
comparatively large numbers of endmembers. All methods are initialized randomly, except
when we study the performance dependence on endmember initializations.
Experiment I: Overall comparison of different methods
In this experiment, we add 20dB white Gaussian noise to the synthetic mixtures and perform
decomposition using different methods. The stopping criteria of PGNMF and MVC-NMF
are the same; that is, the algorithms are terminated when the iteration number of successive
increase of the objective value is greater than 5, or the maximum iteration number, 150,
is reached. The experimental results show that these two learning processes rarely use the
maximum allowable number of iterations. Considering the low convergence of SCNMF, we
allow the maximum number of iteration to be 300. In all the tests, the SCNMF learning ends
up with very large approximation errors at the 300th iteration, when the learning reaches
its stable state. The regularization parameter of MVC-NMF is selected as τ = 0.015. The
parameters in all the other methods follow their original work.
Fig. 5.5 demonstrates the experimental results, in which we show both the mean (bar)
and the standard deviation (error bar). As can be seen, MVC-NMF produces the small-
est means and standard deviations in terms of all measurement metrics used, indicating
that this approach generates the most accurate and stable estimates. In addition, VCA-
FCLS outperforms SCNMF and PGNMF. In terms of abundance estimation (measured by
AAD and AID), SCNMF produces the largest means although with relatively smaller devi-
ations than PGNMF. Regarding the endmember extraction (measured by SAD and SID),
it can be seen that the two measures present inconsistent comparisons between SCNMF
and PGNMF. Overall, SCNMF yields smaller deviations than PGNMF because of the use
of the smoothness constraint, which tends to stabilize the endmember solutions.
We next fix the iteration number to 150 for the NMF-based methods and study the effect
of the constrained volume as well as the approximation error generated. In Fig. 5.6(a), the
two constant profiles correspond to the volume derived by VCA and that calculated using
the real endmember set, respectively. As discussed before, VCA is deterministic and the
endmembers are chosen as the extreme points of the given data set. Therefore, the volume
determined by the VCA estimates is smaller than that of the true endmembers. The other
three curves correspond to the results of the NMF-based algorithms. It can be seen that
during the first few iterations, both the PGNMF and the MVC-NMF learning expand the
simplex rapidly. After that, the introduced volume constraint in MVC-NMF effectively
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Figure 5.5: Performance comparison in terms of different metrics (SNR=20dB) (a) AAD
(b) AID (c) SAD (d) SID.
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Figure 5.6: Comparison of the extracted endmembers and the estimation accuracy in terms
of (a) Simplex volume (b) Approximation error.
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confines the simplex volume to be close to the true value. However, the PGNMF learning
keeps increasing the simplex size, which is much larger than the actual volume. And, the
volume determined by SCNMF grows very slowly as the learning goes. The approximation
error 12‖X−AS‖2F is plotted in Fig. 5.6(b), where we only compare the VCA-FCLS, the
PGNMF, and the MVC-NMF learning, as the SCNMF learning error is comparatively much
larger even after convergence (more than 5 times that of the VCA-FCLS result). Again,
the constant profile illustrates the approximation error of VCA-FCLS. Note that PGNMF
and MVC-NMF yield comparable approximation error, which is smaller than that of VCA-
FCLS.
Based on the above comparisons, we observe that the general smoothness constraint
adopted in SCNMF does not perform as well as the proposed volume constraint. In ad-
dition, SCNMF demonstrates slow convergence rate and much larger approximation error.
Therefore, in the following experiments, we exclude SCNMF for further comparisons and
focus on the comparative analysis between the deterministic (VCA-FCLS) and the statis-
tical (PGNMF and MVC-NMF) methods, and between the unconstrained (PGNMF) and
the constrained (MVC-NMF) NMF approaches.
Experiment II: Dependence analysis on endmember initializations
Again, we test different methods using random initializations and the endmembers identified
by VCA. The experimental results are shown in Fig. 5.7, where we display the determin-
istic results of VCA-FCLS, and the measures of PGNMF and MVC-NMF with different
initialization schemes. The SID value generated by MVC-NMF is too small to tell, we thus
lable the result (mean/stardard deviation) aside its bar plot. One immediate observation
we made is that no matter which initialization methods are used, the proposed MVC-NMF
always generates the smallest means and standard deviations. In addition, PGNMF out-
performs VCA-FCLS when initialized with the endmembers estimated by VCA, which,
however, is not the case when using random initializations. Another important observation
is that MVC-NMF is less sensitive to the selection of the initial points compared to PGNMF.
This observation leads to the conclusion that the introduced volume constraint effectively
confines the solution space and converts the original ill-posed problem to a well-posed one.
Experiment III: Robustness analysis to noise corruptions
In this experiment, a comparative analysis on the issue of algorithm sensitivity to noise
is studied by simulating synthetic data with different noise levels. The SNR is varied to
be 15dB, 25dB, 45dB, and infinity (no noise is added). From the previous results, we see
that the angle distance and the information divergence metrics give similar comparison
trend. It has also been shown that the information divergence measure is more effective in
characterizing the spectral features [Kwan et al., 2006]. Thus, in the following experiments,
we omit the AAD and SAD results. Fig. 5.8 compares the performance of different methods
at various noise levels. We observe, again, that the proposed MVC-NMF outperforms the
others for all SNR cases. As the SNR increases, both VCA-FCLS and MVC-NMF show
improved performance. However, it is not the case for PGNMF, which keeps generating
bad estimates no matter how clean the data are. The reason is related to the ill-posedness
of PGNMF, which is the dominating factor that affects its performance.
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Figure 5.7: Performance comparison when PGNMF and MVC-NMF take random and VCA
initializations (SNR=20dB) (a) AAD (b) AID (c) SAD (d) SID.
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Figure 5.8: Performance comparison at different noise levels in terms of (a) AID (b) SID.
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Figure 5.9: Illustration of sensitivity to the estimated number of endmembers. The actual
number of endmembers is 6 (SNR=20dB). (a) AID (b) SID.
Experiment IV: Sensitivity analysis to the estimated number of endmembers
For a given data set, the number of endmembers cannot be estimated with 100% accuracy,
especially when some of the endmembers are less prevalent and only present in a small set of
pixels. Therefore, it is of importance to analyze the algorithm sensitivity to the estimated
number of endmembers. For this purpose, we create a synthetic image with 6 endmembers
and unmix the generated mixture using different numbers of endmembers, varied from 3
to 9. Denote the actual number of endmembers by m (m = 6) and the estimated value by
mˆ (mˆ = 3, 4, . . . , 9), we compare the extracted endmembers with the corresponding closest
real endmembers when mˆ < m. For the situation of mˆ > m, we choose the m estimates
which mostly resemble the real endmembers and calculate the differences in between. The
abundances of the selected endmembers are then used to compute AID. Fig. 5.9 illustrates
the unmixing performance with different mˆ values. The abundance estimation results shown
in Fig. 5.9(a) demonstrate that the best performance of different methods occur when
mˆ = m. As mˆ deviates from m, the performances of VCA-FCLS and PGNMF decrease
accordingly. For the proposed MVC-NMF, the same trend can be observed when mˆ < m.
However, when mˆ > m, MVC-NMF produces steady estimates regardless of the value of
mˆ. From the endmember extraction point of view, VCA-FCLS renders comparably stable
performance as illustrated in Fig. 5.9(b). This outcome is inherently related to the essence
of the VCA scheme, which finds the extreme-valued pixels based on geometrical projections.
Thus, the identified extreme points solely depend on the data distribution. On the other
hand, the proposed MVC-NMF aims at finding a convex hull to enclose the data set. The
shape of the convex hull is not only dependent on the data distribution, but also affected
by the estimated number of endmembers, which determines the number of extreme points
of the convex hull. This dependence is much obvious when mˆ < m as illustrated by the
worse performance of the NMF estimations in Fig. 5.9(b). When mˆ > m, the NMF-based
methods yield better results compared with the cases when mˆ < m. This phenomenon
can be explained by inspecting the endmember profiles. We have observed that among the
extracted mˆ endmembers, mˆ−m estimates are very similar with the others, indicating that
the true dimension of the estimated endmembers is equal to m. Therefore, the increased mˆ
does not change the shape of the reconstructed convex hull very much, which also explains
why MVC-NMF generates steady abundance estimations when mˆ > m. This example shows
that the success of MVC-NMF relies on the correct knowledge of m.
79
3 4 5 6 7 8 9 10
0
1
2
3
4
5
6
7
Number of endmembers
AI
D
 m
ea
su
re
VCA−FCLS
PGNMF
MVC−NMF
(a)
3 4 5 6 7 8 9 10
0
0.05
0.1
0.15
0.2
0.25
0.3
Number of endmembers
SI
D 
m
ea
su
re
VCA−FCLS
PGNMF
MVC−NMF
(b)
Figure 5.10: Performance comparison when applied to images created by mixing differ-
ent numbers of endmembers (SNR=20dB) (a) AID (b) SID (The SID plot displays the
logarithmic transforms of actual values for better visual comparisons).
Experiment V: Generalization to larger numbers of endmembers
In this experiment, the algorithm is evaluated with images containing different numbers of
endmembers. We vary the number of endmembers from m = 3 to m = 10 and create a set
of synthetic images. Fig. 5.10 illustrates the unmixing performance of different methods,
where the SID measures are the logarithmic transforms given by y = log(1 + x), with x
denoting the actual SID value and y the transformed result. This transformation is used to
suppress the big difference between the PGNMF and the MVC-NMF estimates for better
visual comparisons. As can be seen that MVC-NMF provides the best performance for
images with different numbers of endmembers, while PGNMF displays the worst results.
Examining the results of VCA-FCLS and MVC-NMF, the AID measures increase slightly as
the number of endmembers present in the mixture data increases, while the SID measures is
less dependent of this parameter by illustrating very similar results when different numbers
of endmembers are used.
Experiment VI: Generalization to images at various purity levels
Here, we are interested in comparing MVC-NMF with VCA-FCLS and NTME (both are
unmixing methods based on the pure pixel assumption) using images at different purity
levels. To create such data set, we vary the size of spatial low pass filter from 7 to 13
to create mixtures. The experimental results are illustrated in Fig. 5.11. It can be seen
that MVC-NMF is less sensitive to the purity of image pixels than VCA-FCLS and NTME
since it does not depend on the pure pixel assumption. When the data contain pure pixel
representations for each endmember class (w = 7), MVC-NMF performs slightly worse than
NTME and VCA-FCLS. When some of the endmembers contain pure pixels (w = 9), the
three methods render competitive unmixing performance. But if no pure pixels present
in the image, the performance of VCA-FCLS and NTME shows significant degradation,
while MVC-NMF is still able to provide relatively stable estimates. These results lead to
an important conclusion that MVC-NMF is not specific for unmixing highly mixed data. It
can also produce reliable unmixing results when applied to hyperspectral images containing
pure pixels, which further broadens the application domain of the proposed MVC-NMF
method.
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Figure 5.11: Comparison of MVC-NMF, VCA-FCLS, and NTME using images at various
purity levels (SNR=20dB).
5.6 Evaluation with Real Image Scene
In this section, we apply the MVC-NMF algorithm to the real hyperspectral data described
in Chapter 4. To reduce computation time, we crop a subscene consisting of 150 lines and
150 pixels per line as shown in Fig. 5.12. We have chosen this test site for several reasons.
First, this site has been extensively used for remote sensing experiments since the 1980s, and
many research work have been published with high-accuracy results available [Swayze et al.,
1992, Swayze, 1997,Nascimento and Dias, 2005]; secondly, the Cuprite area is a relatively
undisturbed hydrothermal system with many well exposed minerals. More importantly,
some of the minerals are prevalent, while others are highly mixed in a small set of pixels.
The estimated number of endmembers using the VD method [Chang and Du, 2004] is
equal to m = 9. We use the VCA estimates as the starting points for the MVC-NMF learn-
ing. The extracted endmembers by VCA and MVC-NMF are shown in Fig. 5.13(a) and (b),
respectively. Fig. 5.13(c) displays the closest laboratory spectra to the MVC-NMF results.
We have labelled the endmember classes in Fig. 5.13(b), and the corresponding unlabelled
VCA spectra belong to the same mineral classes. The comparisons of MVC-NMF and VCA
in terms of spectral angles between extracted endmembers and laboratory signatures are
summarized in Table 5.1. Quantitatively, MVC-NMF generates smaller spectral angles than
VCA in most cases, which means its estimates better resemble the laboratory data.
By side-by-side visual comparison of the endmembers extracted by both methods, we
observe that they generally identify similar minerals, such as the first six endmembers viewed
along the top-down direction. However, MVC-NMF has the potential of providing better
results and identifying less prevalent minerals. Specifically, when comparing the Alunite
spectrum (the seventh endmember), we note that the VCA estimate does not clearly show
the characteristic absorption features in the spectral range of 2300nm ∼ 2500nm, while
the MVC-NMF result shows better resemblance to the laboratory spectrum. Of particular
interest are the last two endmembers. VCA identifies Kaolinite and Chalcedony, which
are the same mineral classes as the third and the fifth endmember, respectively. In other
words, VCA only identifies seven endmembers although the desired number of endmembers
is m = 9. The possible cause is that the mineral Kaolinite and Chalcedony are both
prevalent classes, making the data distribution prone to these two endmembers. Therefore,
it is very likely that more than one extreme-valued pixel is close to these endmembers. On
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Figure 5.12: Band 30 of the real hyperspectral scene
(a) (b) (c)
Figure 5.13: Comparison of endmember signatures extracted by (a) VCA, (b) MVC-NMF,
(c) The closest laboratory spectra to the MVC-NMF estimates. The unlabelled VCA spectra
belong to the same minerals as the corresponding endmembers labelled in (b). Note that
MVC-NMF detects Buddingtonite and Muscovite that are not detectable using VCA. The
order of spectra (from up to down) has been rearranged for easier description instead of
using the detection order.
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Table 5.1: Spectral angles between extracted endmembers and library spectra by MVC-
NMF and VCA
MVC-NMF VCA
Sphene 4.22 5.54
Nontronite 7.22 7.59
Kaolinite 7.17 5.29
Montmorillonite 8.42 7.29
Chalcedony 6.86 9.54
Desert varnish 7.70 18.42
Alunite 3.52 5.46
Buddingtonite 3.95 7.45
Muscovite 2.34 8.53
the contrary, the proposed method derives two new classes, Buddingtonite and Moscovite,
which are close to the laboratory spectra shown in Fig. 5.13(c).
Fig. 5.14 illustrates the estimated abundance maps. Compared to the published geologic
maps [Swayze, 1997], these estimations present high level of similarity to the published
results. The last two maps are of interest, in which the abundance maps present big values
in a small area and zero everywhere else. This observation confirms that MVC-NMF is able
to identify less prevalent endmembers, which are, however, not detectable using VCA.
5.7 Summary
This chapter addressed a novel endmember extraction method for highly mixed hyper-
spectral data without the pure pixel assumption. Through the analysis of the connection
between the spectral unmixing analysis and the nonnegative matrix factorization, we de-
veloped an effective and promising constrained NMF algorithm for decomposing mixed
pixels. The experimental results with synthetic mixtures showed that the introduced mini-
mum volume constraint results in more accurate endmember estimates, thus more reliable
abundance estimates as a direct benefit. A comparison with three advanced algorithms
from different perspectives was conducted, which demonstrated that the proposed MVC-
NMF outperforms all the other approaches compared. The volume constraint has made
the MVC-NMF learning less dependent on the initializations, robust to different levels of
noise corruptions, less sensitive to the estimated number of endmembers, and applicable to
images containing larger number of endmembers as well as those with pure pixel represen-
tations. The proposed method has also been applied to a real hyperspectral scene collected
by the AVIRIS sensor. The experimental analyses have indicated that MVC-NMF has the
potential of providing more accurate estimates and identifying less prevalent endmembers.
As with any newly developed techniques, there exist some important issues that are
in need of further research. For example, the current method utilizes all the image pixels
during the learning process, which involves heavy computation burden. We suspect that
the employment of the boundary pixels alone would be able to generate comparable results.
In the future research, we will study how to identify the pixels on or close to the boundary
efficiently.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.14: Abundance maps of different minerals estimated using MVC-NMF. (a) Sphene
(b) Nontronite (c) Kaolinite (d) Montnorillonite (e) Chalcedony (f) Desert varnish (g) Alu-
nite (h) Buddingtonite (i) Muscovite.
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Chapter 6
Image Restoration: A Blind Source
Separation Perspective
Chapters 4 and 5 detail two mixed pixel decomposition methods with and without the pure
pixel assumption. Comprehensive experimental evaluations have been conducted to demon-
strate the merits of the proposed approaches when applied to the unmixing of hyperspectral
data. The primary goal of this chapter is to convey the idea that the proposed methods
have much broad application domain due to the formulation from a blind source separation
perspective. In real world applications, there are rare chances that the observed signal could
be pure. Most measurements are mixture data, whose analysis requires a preprocessing step
to separate individual sources.
In this chapter, we reinvestigate the physical image formation process and interpret
the optical blur as a signal mixing procedure. The new interpretation is conducted in
both the point level and the block level. At the point level, the sensor measurement at
individual pixels is considered as a contribution from the corresponding point source and its
neighboring pixels. When extending the observation domain to an image block of certain
size, each individual block can be considered as a linear combination of a set of shifted
versions of the point spread function (PSF) with the weight coefficients determined by the
actual image. From this sense, the classic image restoration problem is converted to a
problem of BSS. In the extreme case where the entire image is viewed as one block, the
mixing model is then given by the standard matrix-vector notation as will be described in
Section 6.1.1.
The BSS interpretation provides us ample opportunity to exploit the well-developed
BSS methods to solve the clssic blind image restoration problem. We formulate the imag-
ing model as a matrix product based on the block-based interpretation. Considering the
nonnegative property of image contents, we apply the NMF technique to recover both the
actual image and the point spread function. As described in the subsequent sections, the
proposed method interprets the classic image restoration problem from a completely dif-
ferent point of view. This model leads to two immediate benefits to the practice of image
restoration. First, the new formulation enables blind restoration (both the actual image
and the PSF are unknown) by exploring existing well-developed NMF techniques. Second,
like the matrix-vector notation, the new formulation in terms of matrix product has the
equivalent merit in theoretical study of restoration algorithms. Furthermore, the formu-
lation results in a reduced size of blurring matrix compared to the original matrix-vector
notation, make it practically possible for fast implementation.
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The remainder of this chapter is organized as follows. In Section 6.1, we give the classic
interpretation of imaging blur and describe the new BSS interpretation. A brief review of
existing restoration algorithms is then followed in Section 6.2. Section 6.3 addresses the
problem formulation issue. In Section 6.4, we describe the proposed algorithm for solving
restoration problem. A set of learning rules as well as the convergence proof is demonstrated.
Section 6.5 elaborates the effectiveness of the proposed method by comparing with one of the
state-of-the-art restoration method, minimum norm blind deconvolution (MNBD) [Justen
and Ramlau, 2006]. Section 6.6 concludes this chapter.
6.1 Restoration: An Ill-posed Inverse Problem
Image restoration or deconvolution is a process of recovering the original image from a
degraded (blurred and noisy) version. It is a well known ill-posed and nonlinear inverse
problem meaning that small perturbations in the observed image might result in unbounded
variations in the reconstructed image.
6.1.1 Classic Interpretation
Denote the image domain by Ω on which the intensity function is defined, and the discrete
sampling grid by {(x, y);x, y = 0, 1, . . . ,M−1}, whereM is the number of rows and columns
(we assume square images for notation simplicity). Assuming the imaging system is linear
and space invariant, the degradation procedure is well described by the following model (see
Fig. 6.1)
g(x, y) = f(x, y) ∗ h(x, y) + e(x, y) (6.1)
where g(x, y), f(x, y), and e(x, y) denote, respectively, the observed blurred and noisy
image, the actual undistorted image, and the additive white Gaussian noise with unknown
variance. h(x, y) is the point spread function of the imaging system, and ∗ denotes the
convolution operator.
Let g, f , and e denote theM2×1 column vectors obtained by lexicographically stacking
the columns of g(x, y), f(x, y), and e(x, y) into vectors, respectively, and let H denote the
M2 ×M2 block-circulant matrix with the bases determined by the elements of h; that is,
H is partitioned into circulant blocks and each block is a circulant matrix with the basis
vector being one column of h. Then, the observation model can be expressed as
g = Hf + e (6.2)
Note that by using a block-circulant blurring matrix, we have assumed the periodic bound-
ary conditions. This way, we can perform convolution efficiently by means of two-dimensional
fast Fourier transform (FFT).
This classic optical blur interpretation as a linear convolution (6.1) operation has been
applied since the emergence of image restoration, and its mathematical transform into
matrix-vector product (6.2) has been well investigated since the seventies [Andrews and
Hunt, 1977]. Based on this model, great efforts have been devoted to develop and analyze
effective and robust reconstruction algorithms [Kundur and Hatzinakos, 1996]. However,
its physical interpretation has not been given much attention. In the following, we shall
demonstrate a totally different interpretation from a perspective of blind source separation.
86
system
Convolution
h
Observation gSource f
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Figure 6.1: Image degradation model. The observation y consists of the actual source image
f first degraded by a linear space-invariant convolution system h and then corrupted by
zero-mean additive white Gaussian noise e.
(a) (b)
Figure 6.2: Physical interpretation of optical blur (a) Ideal optical system (b) Practical
optical system.
6.1.2 A Blind Source Separation Perspective on Restoration
Let us start from the physical image formation process. For an ideal imaging system, the
response at a point (x, y) depends only on the value of input at the corresponding point as
illustrated in Fig. 6.2(a), where the left diagram denotes the source domain, and the right
diagram is the observation. However, due to the quality of optical systems, the point source
will be spreaded to a certain degree represented by the PSF as demonstrated in Fig. 6.2(b),
where the PSF is assumed to be circularly symmetric and have finite support. Thus, the
measurement at a single point (e.g. the center pixel) is a contribution from several points
of input, which therefore is a mixture. If we consider the 5 × 5 pixel space shown in the
figure as an image block, the observed image block can then be represented as a linear
combination of a set of shifted PSF weighted by the actual image values. In an extreme
case, if we treat the entire image as one block, then the mixing model is exactly the same
as the model in (6.2), which has strong and well-established mathematical foundations.
This new interpretation leads to two immediate benefits. First, the new formulation
enables blind restoration (both the actual image and the PSF are unknown) by exploring
existing well-developed BSS techniques. Second, like the matrix-vector notation, the new
interpretation has the equivalent merit in theoretical study of restoration algorithms. Fur-
thermore, the formulation results in a reduced size of blurring matrix compared with the
original matrix-vector notation H, make it practically possible for fast implementation.
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6.2 Related Work
Given the observation g, the restoration process aims to reconstruct the actual image f . A
common formulation is to minimize the L2 norm
minimize ‖g − f ∗ h‖2L2 (6.3)
which is a classic ill-posed inverse problem in low-level computer vision [Vogel, 2002]. There
is an abundant literature about image restoration; see, for example, the book of [Hansen
et al., 2006] for an introduction. The deconvolution algorithms are basically divided into
two categories: blind and non-blind deconvolution. Non-blind deconvolution assumes the
point spread function can be obtained through experimental measurement or analytical cal-
culation [Markham and Conchello, 1999]. In the experimental methods, images of one or
more point-like objects are collected and used to obtain the PSF. These methods have the
advantage that the obtained PSF closely matches the experimental setting. In the analyti-
cal methods, the degradation is modeled mathematically based on physical characteristics
of imaging systems. Given the obtained PSF, the main focus of non-blind restoration al-
gorithms is to investigate effective regularization to stabilize the solution by incorporating
some prior knowledge of the actual image.
In the maximum a posteriori (MAP) framework, this regularization constraint is nor-
mally expressed as the prior distribution of the unknown actual image. The MAP estimate
is given by
fˆMAP = argmax
f
p(f |g)
∝ argmin
f
{‖g − f ∗ h‖2L2 + λU(f)}
(6.4)
where U(f) is the energy function encoding the expected properties in the actual image.
Usually, the roughness of the solution is penalized based on the assumption that neighboring
pixels should share similar intensities. The challenge is to, at the same time, avoid the
smoothing of edge details, which are important features of the image.
A number of regularization constraints have been studied in the past decades. In
Tikhonov regularization [Tikhonov, 1963,Tikhonov and Arsenin, 1977], a smoothing term
U(f) = ‖f‖2L2 is added to the fidelity function penalizing solutions with large variance
in the intensity distribution. For image restoration, Tikhonov regularization leads to over-
smoothing and loss of important edge information. It induces spurious oscillations or ringing
effects when the image is discontinuous. Another popular regularization is the quadratic
functional U(f) = ‖f ∗ r‖2L2 [Wang et al., 1995] where r is a high-pass filter, which pe-
nalizes solutions with large intensity variations. Similar to Tikhonov regularization, the
quadratic functional also oversmoothes useful edge details. For better edge preservation,
the total variation (TV) functional U(f) =
∫
Ω|∇f |ds [Rudin and Osher, 1994,Dobson and
Santosa, 1996, Vogel and Oman, 1998] replaces L2 norm by L1 smoothing. This regular-
ization prefers solutions with mostly zero gradients interspersed with occasionally strong
changes. But it requires a nonlinear and nonsmooth minimization due to its L1 norm
nature. An efficient computational algorithm based on the lagged diffusivity fixed point
scheme and conjugate gradient iterations is presented in [Vogel and Oman, 1998]. Besides
rich explorations in the spatial domain, similar regularization schemes have been extended
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to the wavelet or Fourier domain to suppress high frequency coefficients [Banham and Kat-
saggelos, 1996,Belge et al., 2000,Figueiredo and Nowak, 2003,Guerrero-Colon and Portilla,
2006]. In order to differentiate between homogenous regions and edge locations, different
adaptive edge-preserving regularization methods have been developed [Charbonnier et al.,
1997,Mignotte, 2006], which only apply local smoothness constraint to the pre-determined
constant-valued regions.
When the system optical parameters are not known or an experimental measurement
is difficult to obtain, it is preferable to estimate the point spread function and the actual
image simultaneously, a process called blind deconvolution (BD). Image restoration becomes
more difficult if the PSF is unknown in advance, since the problem is ill-posed with respect
to not only the image but also the blur kernel [Bar et al., 2004]. To find reliable estimates,
regularization on both parts becomes necessary. The concept of double regularization was
introduced by You and Kaveh [You and Kaveh, 1996], who proposed to jointly recover the
image and the blur kernel with H1 norm regularization of both by considering the following
minimization problem
min
f,h
F(f, h) = 1
2
‖g − f ∗ h‖2L2 + λ1‖f − f¯‖2H1 + λ2‖h− h¯‖2H1 (6.5)
where λ1 and λ2 are positive regularization parameters measuring the tradeoff between
the fidelity on the observation and the regularity of the solutions. f¯ ∈ H1 and h¯ ∈ H1
denote prior estimates of the image and the blur kernel. Following the same idea, Chan
and Wong [Chan and Wong, 1998] investigated the TV regularization to replace the H1
norm in (6.5) and proposed a fast alternative minimization (AM) algorithm based on the
lagged diffusivity fixed point scheme [Vogel and Oman, 1998]. The convergence proof of
AM algorithm for H1 norm is given in a follow-on publication [Chan and Wong, 2000].
This method was then integrated with the Mumford-Shah segmentation in [Bar et al.,
2004] to perform image segmentation and deconvolution simultaneously. Latter, Burger and
Scherzer [Burger and Scherzer, 2001] showed the existence of solution for a wide class of
function spaces except for the L1, L2, and H1 space, and introduced the notion of minimum
norm (MN) solution. Recently, Justen and Ramlau [Justen and Ramlau, 2006] proved
the uniqueness of solution under a weak smoothness condition as well as the existence of
solution. They also derived an explicit form of minimum norm solution without iterative
learning process and made an important observation that blind deconvolution is less ill-
posed than non-blind deconvolution.
Mathematically, the formulation of (6.2) is a BSS problem if we regard g as a mixture
of signal f generated by the mixing matrix H. Therefore, multivariate data analysis, such
as independent component analysis (ICA) [Amari et al., 1996, Bell and Sejnowski, 1995],
might be used to solve a blind deconvolution problem as a BSS problem, where the unknown
blur could be considered as a mixing matrix. However, the multichannel image required by
BSS algorithms is not always available. Therefore, the key to the single-frame image blind
deconvolution using BSS methods is the creation of multichannel data. One such approach
was proposed in [Kopriva, 2005], which uses Gabor filters to produce multichannel filtering
and decompose an image into sparse images. Then, a sparseness constrained nonnegative
matrix factorization method [Hoyer, 2004] is used to find the optimal estimate. Due to
the absorption of the blur kernel into the mixing matrix, the algorithm cannot recover
the actual blur kernel. In addition, the multiple filtered images dramatically increase the
computational burden.
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6.3 Problem Formulation
Here, we present a BSS method to solve the image restoration problem based on the new
interpretation of image formation process. To generate multivariate data, in other words, to
formulate the blur degradation as a matrix product, we partition the image domain Ω into
small rectangular blocks of size B. Then, we lexicographically stack the columns of each
block into a vector, and create a matrix by ordering all the block vectors as its columns,
thus the degradation model reduces to
G = HF+E (6.6)
where G, F, and E ∈ RB2×(bMB c)2 are the block vector representations of the degraded
image, the actual image, and the additive white Gaussian noise. The matrix H ∈ RB2×B2
is a block-circulant matrix.
For example, if we have a simple 6× 6 image g, and assume the blur kernel h is of size
2× 2, and the block size is 3× 3:
g =

g11 g12 . . . g16
g21 g22 . . . g26
...
...
...
...
g61 g62 . . . g66
 , h =
[
h11 h12
h21 h22
]
the degraded image matrix is then given by
G =

g11 g21 g31 g12 g22 g32 g13 g23 g33
g14 g24 g34 g15 g25 g35 g16 g26 g36
g41 g51 g61 g42 g52 g62 g43 g53 g63
g44 g54 g64 g45 g55 g65 g46 g56 g66

T
The actual image F is constructed in the same way, and the block-circulant matrix has the
following structure,
H =
 H1 0 H2H2 H1 0
0 H2 H1
 , Hi =
 h1i 0 h2ih2i h1i 0
0 h2i h1i

Each column of H, when reshaped into a square matrix, is a shifted version of the PSF.
Compared with the blur matrix H ∈ RM2×M2 in (6.2), they have the same structure, but
H is more dense with less number of zeros and the reduced matrix size (M À B). Fig. 6.3
illustrates an example of 144 shifted PSFs of size 12 × 12. Each block corresponds to one
column vector of H.
It can be seen that the multivariate data are obtained from the observed image alone
without any filtering, which results in a small data volume making fast computation possible.
When written in the matrix product form, the restoration problem has been converted to
a problem of blind source separation; that is, given the observed image G, the objective is
to find the underlying source H and the mixing matrix F such that G ≈ HF. Both H and
F are nonnegative matrices.
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Figure 6.3: Illustration of a 144 × 144 H matrix. Each block, a reshaped version of the
column of H, is a shifted point spread function.
6.4 Constrained NMF for Image Restoration
The solutions to the BSS problem can be found in a number of ways, such as ICA [Amari
et al., 1996, Bell and Sejnowski, 1995], NMF [Paatero and Tapper, 1994, Lee and Seung,
2001], and independent factor analysis (IFA) [Attias, 1999]. Both ICA and IFA seek a
transform in which the data are statistically independent. But the recovered sources are
not guaranteed to be nonnegative. Moreover, ICA requires the blur kernel to be non-
stationary, as it is for the blur caused by the atmospheric turbulence but not the case for
the out-of-focus blur. In addition, a critical condition for ICA and IFA to work is that the
sources have to be statistically independent. While, NMF is a popular matrix factorization
method, which finds two low rank matrices with nonnegative elements to approximate the
given data matrix. NMF aims at rendering part-based and nonnegative representations. It
has found a wide range of applications in data analysis, dimensionality reduction, feature
extraction, and target recognition (see Chapter 5 for a brief review). Due to its nonnegative
nature, we adopt NMF technique to perform blind source separation for image restoration.
From the NMF perspective, the columns of H are considered as the basis vectors, which
are the intrinsic structures of the underlying data, and the columns of F the corresponding
weight coefficients to form the blurred image. To measure the quality of the factorization
approximation G ≈ HF, a cost function between G and HF needs to be optimized subject
to the nonnegative constraint. Besides the widely used Euclidean distance, another popular
measure is the divergence between G and HF [Lee and Seung, 2001] defined as
D(G||HF) =
∑
ij
(
gij log
gij∑
k hikfkj
− gij +
∑
k
hikfkj
)
Then, a standard NMF problem is expressed by
minimize D(G||HF)
subject to H º 0,F º 0 (6.7)
where the symbol º denotes componentwise inequality, e.g., H º 0 means hij ≥ 0 for
i = 1, 2, . . . , B2 , j = 1, 2, . . . , B2.
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6.4.1 Regularization
It is apparent that the solution of the formulated problem (6.7) is not unique since the
objective function is not convex. To stabilize the solution, extra constraints need to be
imposed, which could wrap the original objective function to approach a convex function
so that the solution converges to the global optimum. As in most restoration algorithms,
a roughness penalty will be added to the recovered image to achieve local smoothness. In
this thesis, we consider a nonlinear constraint based on the negative Gaussian distribution.
The energy function is defined as
U1(F) = −
∑
ij
exp(− [CF]
2
ij
2τ2
) (6.8)
where C is also a block-circulant matrix constructed from a high pass filter in the same way
as the blur matrix H. In our implementation, a Laplace filter is adopted. The parameter
τ is the variance of the Gaussian model. The superiority of this nonlinear constraint is
that it treats high frequency information differently based on their magnitudes. While a
small τ penalizes only small variations and considers most variations as edge details, large
τ penalizes most variations and only keeps strong edge transitions. In other words, we
implicitly make the assumption that a large value of the variation corresponds to a true
edge while a small value of the variation is an effect of noise. This assumption is not
necessarily satisfied in some real world applications, especially in the strong noise case.
Besides the local smoothness, another regularization we investigate is the spatial correla-
tion between image blocks, which is a direct benefit brought by the block-based formulation.
We assume that different image blocks are uncorrelated especially for images corrupted by
strong noise, then the correlation matrix FFT should be diagonal dominant. For this pur-
pose, we choose to minimize the block correlation, which is formulated as
U2(F) =
1
B2
B2∑
i,j 6=i
[FFT ]ij − 1
B2
B2∑
i=1
[FFT ]ii (6.9)
To provide a reliably recovered PSF, additional constraints on H need to be imposed
besides the nonnegativity. Considering the block-circulant structure of H and the unit L1
norm property of PSF, we know that the sum of columns and the sum of rows of H equal
1, that is ∑
j
hij = 1,
∑
i
hij = 1, i, j = 1, 2, . . . , B2 (6.10)
Moreover, the block-circulant structure needs to be incorporated into the learning process.
For this purpose, we start from a B2 × B2 block-circulant matrix constructed based on
a kernel estimator, then we develop a multiplicative rule to update H so that the block
circulant nature can be preserved. We refer to the proposed method as the constrained
NMF (CNMF).
6.4.2 Learning Algorithm
Combining the objective of minimizing the fitness error to the observation and incorpo-
rating the local smoothness and block-decorrelation constraints, we arrive at the following
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optimization problem
minimize L(H,F) = D(G||HF) + λ1U1(F) + λ2U2(F)
subject to H1 = 1,HT1 = 1
H º 0,F º 0
(6.11)
where the energy function U1(F) and U2(F) are given by (6.8) and (6.9), and λ1, λ2 are the
corresponding regularization parameters, which control the tradeoff between the confidence
on the observation and the regularity of the solution. The automatic selection of these
parameters have been an active research area. In this thesis, an empirical constant will be
used.
To consider the row-sum-to-one constraint, we use the same augmented method dis-
cussed in Chapter 4 and 5; that is, we update H by taking the augmented matrices as
inputs
Gˇ =
[
G ε1
]
, Fˇ =
[
F ε1
]
(6.12)
Then, the columns of H are normalized to satisfy the column-sum-to-one constraint.
The optimal solution of the formulated problem can be found by a steepest descent
procedure. However, the selection of an appropriate learning rate is a critical issue. A large
stepsize is necessary for fast convergence, but too large stepsize may cause the learning to
diverge. When the learning is close to the optimum, a small learning rate is desired to
provide high accuracy. Moreover, the gradient descent does not guarantee the nonnegative
solutions. To mitigate these drawbacks, we resort to the technique of auxiliary function [Lee
and Seung, 2001] to derive the learning rules. For a given objective function L(Y) of variable
Y, its auxiliary function is defined as a function Φ(Y,Y′) which satisfies
Φ(Y,Y) = L(Y), Φ(Y,Y′) ≥ L(Y) (6.13)
where Y′ is a variable different from Y. The auxiliary function Φ(Y,Y′) is very helpful
when minimizing the corresponding objective L(Y) in the sense that L(Y) is non-increasing
under the update
Yk+1 = argmin
Y
Φ(Y,Yk) (6.14)
The proof is easy to see, as L(Yk+1) ≤ Φ(Yk+1,Yk) ≤ Φ(Yk,Yk) = L(Yk) [Lee and
Seung, 2001].
We employ the popular alternating minimization (AM) scheme to update H and F to
minimize the objective function. AM is an iterative scheme, which updates one matrix
while holding the other one fixed; that is, starting from an initial guess F0, the optimal H1
is calculated by minimizing L with fixed F0. Then F1 is obtained by minimizing L with
fixed H1,
Hk+1 = argmin
Hº0
L(H,Fk), Fk+1 = argmin
Fº0
L(Hk+1,F) (6.15)
The process is continued until the desired stop conditions are satisfied. By employing the
auxiliary function technique, we derive the iterative update rules given in the following
theorem.
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Theorem 2 Given a small positive λ2, the regularized cost function (6.11) is monotonically
nonincreasing under the following update rules:
fst =
−b+√b2 − 4ac
2a
hst = hst
∑
i fˇtigˇsi/[HFˇ]si∑
i fˇti
, hst =
hst∑
s hst
(6.16)
where
a = − λ2
B2
,
b =
∑
i
his +
λ1
τ2
∑
i
cis[CF]it exp
(
− [CF]
2
it
2τ2
)
+
λ2
B
B2∑
i=1,i 6=s
fit,
c = −
∑
i
git
hisfst∑
r hirfrt
fˇti and gˇti are the elements of the augmented matrices Gˇ and Fˇ given in (6.12).
Proof To find the update of F, we construct an auxiliary function for L(H,F) with fixed
H (denoted as L(F) in the following description),
Φ(F,F′) =
∑
ij
gij log gij −
∑
ij
gij +
∑
ijk
hikfkj
−
∑
ijk
gij
hikf
′
kj∑
r hirf
′
rj
(log(hikfkj)− log
hikf
′
kj∑
r hirf
′
rj
) + λ1U1(F) + λ2U2(F)
(6.17)
It is easy to verify that Φ(F,F) = L(F). To show Φ(F,F′) ≥ L(F), we note that
log(
∑
k hikfkj) is a convex function, then there exists a set of coefficients µijk satisfying∑
k µijk = 1 for all i, j, such that
log(
∑
k
hikfkj) ≥
∑
k
µijk log
hikfkj
µijk
Setting
µijk =
hikf
′
kj∑
r hirf
′
rj
we immediately obtain
log(
∑
k
hikfkj) ≥
∑
k
hikf
′
kj∑
r hirf
′
rj
(log(hikfkj)− log
hikf
′
kj∑
r hirf
′
rj
)
From this inequality and the definition of L(F) in (6.11), it follows that Φ(F,F′) ≥ L(F).
Based on (6.14), the update of F can be obtained by setting
∂Φ(F,F′)
∂fst
= 0 (6.18)
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that is,
∂Φ(F,F′)
∂fst
=
∑
i
his −
∑
i
git
hisf
′
st∑
r hirf
′
rt
1
fst
+ λ1
∂U1(F)
∂fst
+ λ2
∂U2(F)
∂fst
= 0 (6.19)
where
∂U1(F)
fst
=
1
τ2
∑
i
cis[CF]it exp
(
− [CF]
2
it
2τ2
)
∂U2(F)
fst
=
1
B2
B2∑
i=1,i6=s
fit − 1
B2
fst
(6.20)
Multiplying both sides (6.19) by fst and rearranging the terms, we arrive at
− λ2
B2
f2st −
∑
i
git
hisf
′
st∑
r hirf
′
rt
+
∑
i
his +
λ1
τ2
∑
i
cis[CF]it exp
(
− [CF]
2
it
2τ2
)
+
λ2
B2
B2∑
i=1,i 6=s
fit
 fst = 0
Solving the above quadratic function of fst, we immediately achieve the update rule in
(6.16).
Similarly, we construct an auxiliary function to help update H, which has the form
Φ(H,H′) =
∑
ij
gij log gij −
∑
ij
gij +
∑
ijk
hikfkj
−
∑
ijk
hij
h′ikfkj∑
r h
′
irfrj
(log(hikfkj)− log h
′
ikfkj∑
r h
′
irfrj
) + λ1U1(F) + λ2U2(F)
(6.21)
Following the similar procedure, we can prove Φ(H,H) = L(H) and Φ(H,H′) ≥ L(H). By
setting ∂Φ(H,H
′)
∂hst
= 0, we have
∂Φ(H,H′)
∂hst
=
∑
i
fti −
∑
i
gsi
h′stfti∑
r h
′
srfri
1
hst
= 0 (6.22)
which leads to the update
hst = h′st
∑
i ftigsi/[H
′F]si∑
i fti
(6.23)
In order to consider the row-sum-to-one constraint, the augmented matrices Gˇ and Fˇ are
used. The columns are then normalized to have unit L1 norm. These operations together
with the update (6.23) result in the learning rule (6.16).
¤
From the above analyses, we conclude that the learning steps in (6.16) result in a se-
quence of non-increasing values of L(H,F), therefore, it converges to a local minimum.
However, the convergence to the global minimum cannot be guaranteed. The theoretical
analysis of the conditions under which the algorithm converges to a global optimum needs
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further research. Another important issue is that we have not explicitly impose the nonneg-
ative constraint during the algorithm derivation. However, the nonnegativity of solution has
been guaranteed by the learning rules in (6.16). It is obvious that the learning of H follows
the multiplicative update rule with a positive factor and a nonnegative initial H0, thus its
elements will never become negative. F is calculated by solving a quadratic function. As
can be seen, a < 0, c < 0, and b > 0. For small parameter λ2, we have b2 − 4ac > 0 and√
b2 − 4ac < b since ac > 0. Therefore, fst > 0 is guaranteed.
6.4.3 Practical Implementation Issues
There are several implementation issues that need to be clarified. First, we partition the
image domain into partially overlapped instead of discrete non-overlap blocks. The reason
for doing this is because the independent deconvolution of individual block has a couple of
shortcomings: first, the deconvolution operation induces boundary effects, which result in
a blocking artifact; second, the algorithm is sensitive to the target position in the image
with respect to the block position. The use of overlapping blocks is able to alleviate these
drawbacks, but it unfortunately increases the computational burden due to large data size.
To achieve fast computation and still be able to reduce the boundary artifacts, we choose
blocks with the minimum amount of overlap needed, which is determined by the kernel size
K. The size of overlap between blocks is K − 1. Then, only the center part of the restored
block is kept. If we increase the size of overlapping, we would have more than one estimate
for each pixel, and the mean of these values can be used as the final estimate.
Another issue is also related to the block-based formulation. It is apparent that we
have made the assumption of a limited finite kernel support. In the experiment, two types
of blurs will be investigated, i.e., the atmospheric turbulence blur and the uniform out-of-
focus blur. The atmospheric turbulence blur is caused by long-term exposure through the
atmosphere commonly occurred in remote sensing and aerial imaging. The analytical model
is given by a Gaussian distribution
h(x, y) = ρ exp
(
−κ
√
x2 + y2
)
(6.24)
where ρ is a normalizing constant ensuring that h has unit L1 norm, and x, y vary from
-1 to 1. The parameter κ determines the severity of the blur. The uniform out-of-focus
blur is a simple approximation of optical defocus, which has a uniform distribution within
a circular disk
h(x, y) =
{
1
piR2
, if
√
x2 + y2 ≤ R;
0, otherwise.
(6.25)
For a Gaussian kernel estimator hˆ = ρ exp
(
−κˆ
√
x2 + y2
)
with small κˆ, its nonzero support
is too large for block formulation. Therefore, we only keep 80% of the kernel energy and set
small values to zero. The remaining elements of hˆ is then normalized so that
∑
x,y hˆ(x, y) =
1. Fig. 6.4 shows the horizontal slices of the original kernel and the truncated kernel. The
kernel size K refers to the support of the truncated kernel. After the determination of the
kernel size, the block size B can be approximately selected to reduce the boundary artifacts.
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Figure 6.4: Illustration of the horizontal slices of the original kernel and the truncated
kernel. 80% of the kernel energy is kept.
6.5 Algorithm Evaluation
In this section, we illustrate the performance of the proposed constrained NMF restoration
algorithm (abbreviated as CNMF). We compare the results obtained by CNMF to the
minimum norm blind deconvolution (MNBD) method [Justen and Ramlau, 2006], which
finds the optimal estimates fˆ and hˆ for given functions f¯ and h¯ such that
γ‖fˆ − f¯‖22 + ‖hˆ− h¯‖22 = min{γ‖f − f¯‖22 + ‖h− h¯‖22 | f ∗ h = g} (6.26)
The algorithm deterministically calculates the image and kernel pair without iterative pro-
cess. The noisy data are first smoothed by the Sobolev embedding operator. Under a weak
smoothness condition, the existence and uniqueness of solution have been proved. The al-
gorithm involves two free parameters that need to be selected for a specific experiment, the
regularization parameter γ and the smoothness parameter s; see [Justen and Ramlau, 2006]
for more details.
The stopping criterion of the proposed restoration procedure is given by
‖∇L(Hk,Fk)‖F ≤ ²‖∇L(H1,F1)‖F (6.27)
where ² is a small threshhold, typically 10−4 ∼ 10−3. The initial matrices are F0 = G, and
H0 = bc(hˆ), where bc(·) is a function constructing a block-circulant matrix and hˆ is the
kernel estimator.
The quantitative performance is measured by the improved-signal-to-noise-ratio (ISNR)
defined as
ISNR =SNRfˆ − SNRg
=10 log10
∑
x,y(f(x, y)− g(x, y))2∑
x,y(f(x, y)− fˆ(x, y))2
(6.28)
where fˆ denotes the reconstructed image. SNRfˆ and SNRg represent the SNR of the
restored image and the degraded image, respectively.
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Figure 6.5: The original image f (left) and the actual blur kernel h with κ = 0.4 (right).
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Figure 6.6: The degraded image and two kernel estimators with κˆ = 0.2 and 0.6.
In the following experiments, we shall first evaluate CNMF performance for images
degraded by the Gaussian blur. In the last experiment, different sizes of out-of-focus blur
will be studied. To simulate possible noise corruptions, we add white Gaussian noise to the
blurred image. Following [Justen and Ramlau, 2006], the noise level is measured according
to
nl = ‖g −Hf‖/‖Hf‖ (6.29)
In the experiments, four levels of noisy data with nl = 1%, 2%, 5% and 10% will be tested.
The test image is shown on the left-hand side of Fig. 6.5, and a Gaussian blur kernel with
κ = 0.4 is illustrated on the right-hand side.
Fig. 6.6 shows the degraded image with 2% noise and two kernel estimators with dif-
ferent supports. Note that the kernel estimators are of the same type but describe either
more severe blur (κ = 0.2) or less blur (κ = 0.6) than the actual blur kernel. The recon-
structed images using MNBD and CNMF with different kernel estimators are demonstrated
in Fig. 6.7. The top-row images are results of MNBD with parameters set to s = 1.3 and
γ = 1−10 based on the guide in [Justen and Ramlau, 2006]. Note that as the kernel param-
eter κ increases, the reconstructed images are getting closer to the blurred version. For the
CNMF reconstructions, all the images show a significant quality improvement compared to
the degraded images. The best performance is obtained when the actual blur kernel is used.
Note the detail information around the eye has been recovered.
We then investigate how the algorithm performs for different degrees of blur. For this
purpose, we blur the original image using the kernels with κ equal to 0.2, 0.3, 0.4 and
0.5. The corresponding kernel estimators are κˆ = 0.1, 0.2, 0.3, and 0.4. We again add 2%
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Figure 6.7: Reconstructed images by MNBD (top row) and CNMF (bottom row) using
different kernel estimators κˆ = 0.2, 0.3, 0.4, 0.5, 0.6. The degraded image is shown in Fig. 6.6
blurred by the kernel in Fig. 6.5.
noise to the blurred images. Fig. 6.8 elaborates the experimental results, where the first
row shows the degraded images with reduced effect of blur as κ increases. The second and
third row corresponds to the restoration results of MNBD and CNMF, respectively. Both
methods have the capability of reconstructing image details and exhibit comparable visual
performance. The quantitative measurements in terms of ISNR are illustrated in Fig. 6.9.
As can be seen, CNMF yields higher ISNR than MNBD for various blurs.
To demonstrate the effect of noise, we change the noise level to 1%, 5% and 10%. The
actual kernel is given by κ = 0.4 and its estimator is chosen to be κˆ = 0.3. The optimal
scaling factor for MNBD is selected as γ = 1.5, 1.2, 1 and the smoothing parameter is
s = 1−10 for all three cases. The degraded images and the reconstructions for the three
noise levels are demonstrated in Fig. 6.10. Both MNBD and CNMF show enhanced image
quality, while CNMF performs better in revealing more details along the eyelids.
The last experiment is designed to investigate the algorithm performance for the out-
of-focus blur. The kernel radius R is varied to be 4, 6 and 8, and the corresponding kernel
estimator changes from 6, 8, to 10. The blurred images and the reconstructions are shown
in Fig. 6.11, where the noise level is again set to nl = 2%. It can be seen that the MNBD
reconstructions display obvious artifacts. The reason for this bad performance has been
addressed in [Justen and Ramlau, 2006]. While, the CNMF method again demonstrates
improved image quality by extracting more details.
6.6 Summary
In this chapter, we have reinvestigated the physical image formation process and formulated
the classic image restoration as a problem of blind source separation. The new interpreta-
tion regards the degraded image as a linear combination of a set of shifted version of the
point spread function weighted by the corresponding actual image values. We developed a
smoothness and block-decorrelation constrained NMF method to blindly recover both the
actual undistorted image and the point spread function. A comparison with one of the state-
of-the-art methods, MNBD [Justen and Ramlau, 2006], is conducted, which demonstrated
the merit of the proposed approach.
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κ = 0.2, κˆ = 0.1 κ = 0.3, κˆ = 0.2 κ = 0.4, κˆ = 0.3 κ = 0.5, κˆ = 0.4
Figure 6.8: Degraded (top row) and reconstructed images by MNBD (middle row) and
CNMF (bottom row) for different blur kernels, κ = 0.2, κˆ = 0.1 (first column), κ = 0.3, κˆ =
0.2 (second column), κ = 0.4, κˆ = 0.3 (third column), and κ = 0.5, κˆ = 0.4 (last column).
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Figure 6.9: ISNR comparison of reconstructed images by MNBD and CNMF for different
blur kernels.
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Figure 6.10: Degraded (top row) and reconstructed images by MNBD (middle row) and
CNMF (bottom row) for three different noise levels, nl = 1% (first column), nl = 5%
(second column), and nl = 10% (third column).
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Figure 6.11: Degraded (top row) and reconstructed images by MNBD (middle row) and
CNMF (bottom row) for different sizes of out-of-focus blur, R = 4, Rˆ = 6 (first column),
R = 6, Rˆ = 8 (second column) and R = 8, Rˆ = 10 (third column).
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Chapter 7
Conclusions
This chapter summarizes the study findings of this thesis and discusses possible future
research directions. Section 7.1 addresses the main findings and evaluates to what extent
the goals of this thesis have been achieved. Section 7.2 suggests possible future research
directions.
7.1 Summary and Evaluation
As mentioned in Chapter 1, the objectives of this dissertation are twofold. On one hand, we
attempt to solve a specific technical problem of unmixing hyperspectral data, specifically, to
tackle several unresolved issues in mixed pixel decomposition problem. First, suppose the
correct knowledge of endmembers are known a priori, how could we go beyond conventional
least squares methods to estimate fractional abundances in order to achieve strong robust-
ness to noise corruptions and incorporate the physical nonnegative constraint efficiently.
Second, how to separate the endmembers with very similar signatures, which is the leading
cause of bad abundance estimation performance. Third, if the pure pixel assumption does
not hold, how to extract endmember signatures from the data and estimate the abundance
fractions as well. To tackle these problems, two new algorithms are presented in Chapters
4 and 5, respectively.
In Chapter 4, we employ the MaxEnt principle to estimate the fractional abundances as-
suming the presence of pure pixels in the given image scene. The main goal of this algorithm
is to render robust and effective reconstructions and incorporate both physical constraints
(i.e., nonnegative and sum-to-one) in a natural way. The endmembers are identified au-
tomatically using a least square error criterion to maximize the fitness between the sensor
measurements and the observations. Two learning schemes, SDME and NTME, based on
respectively steepest gradient descent and variation of Newton’s method are described. For
SDME, the application of the MaxEnt formalism yields a sigmoid-like analytical solution to
the abundance distribution, which satisfies the constraints and has some statistical mechan-
ics relevance. NTME is more computationally efficient than SDME due to the exploration
of second-order curvature information. In addition, NTME exhibits better performance
than SDME when applied to images with less number of bands, and when the image scene
contains very similar endmembers. Both theoretical studies and experimental results have
demonstrated that SDME and NTME are more robust than conventional least squares
methods.
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To further relax the assumption on the presence of pure pixels, we present the MVC-
NMF approach in Chapter 5, which integrates the least squares analysis and the convex
geometry model by incorporating a volume constraint into the standard NMF formula-
tion. Different learning schemes have been investigated, among which we observe that the
conjugate gradient method yields fast convergence and good reconstruction performance.
The experimental results have shown that MVC-NMF outperforms the existing algorithms
relying on the pure pixel assumption. Moreover, the introduced volume constraint effec-
tively confine the solution space, which mitigate the inherent local minima problem of
unconstrained NMF algorithms. A comparison with three advanced unmixing methods
from different perspectives was conducted, which demonstrated that the proposed MVC-
NMF outperforms all the other approaches compared. The volume constraint has made the
MVC-NMF learning less dependent on the initializations, robust to different levels of noise
corruptions, less sensitive to the estimated number of endmembers, and applicable to images
containing larger number of endmembers as well as those with pure pixel representations.
Another objective of this dissertation is to pursue a more general goal regarding the
generalization of the proposed idea to conventional image processing problems. In Chap-
ter 6, we reinvestigate the physical image formation process and formulate the classic image
restoration as a blind source separation problem. The measured image block is interpreted
as a linear combination of a set of shifted PSF. This new interpretation provides ample
opportunities to utilize well-developed BSS methods to perform blind image restoration.
We have developed a smoothness and block-decorrelation constrained NMF algorithm to
blindly recover both the image and the PSF. The comparisons with one of the state-of-the-
art methods demonstrate its effectiveness and show that the proposed method is applicable
to both the atmospheric turbulence blur and the out-of-focus blur.
7.2 Future Research
In the preceding chapters, we have already indicated some possible future research topics,
which we will summarize below. The first concern is the measurement metrics used to
evaluate the performance of endmember extraction and abundance estimation. In this dis-
sertation, we have adopted angle distance and information divergence measures. However,
the experiments have reveal the inconsistency between these two measures. This causes a
difficulty in fairly comparing different algorithms. In addition, it is known that both angle
distance and information divergence are global metrics to measure the shape similarity be-
tween two vector data. For endmember signatures, besides the features along a wide range
of spectral wavelengths, the absorption features at certain narrow bands play an impor-
tant role in discriminating the material from other classes. Therefore, there is a need to
develop new performance metrics to evaluate the endmember similarities. The new metrics
should be able to reveal both global and local shape similarity, which should be given to
significantly distinct features along the spectral wavelengths.
The second concern is related to the endmember extraction. In the current algorithms,
to find the endmembers, we utilize all pixel information which is not necessary since the
endmembers only occur on or outside the boundary of data cloud. We suspect that the
boundary pixels alone contain enough information for extracting the endmembers. This
inspire us to investigate efficient algorithms to locate boundary pixels, which could reduce
the computational burden in the following endmember detection process. Another benefit of
this method is that the performance would be less sensitive to the data distribution. For the
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proposed method, if the image data cluster within a corner close to a certain endmember,
it is very hard to precisely locate the other endmembers which are far away from this
endmember. The utilization of boundary pixels alone can alleviate this cluster effect and
improve the algorithm performance.
In addition, the proposed image restoration algorithm has shown the potential of extend-
ing the same idea for solving other classic image processing problems, like image demosaick-
ing, an integration of interpolation and restoration. Moreover, the techniques discussed in
this dissertation have a wide spectrum of applications in other areas as mentioned in Chap-
ter 1.
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