Решение уравнений прикладной электродинамики методом разделения переменных by Жизневский, В. А.





РЕШЕНИЕ УРАВНЕНИЙ ПРИКЛАДНОЙ ЭЛЕКТРОДИНАМИКИ  
МЕТОДОМ РАЗДЕЛЕНИЯ ПЕРЕМЕННЫХ 
 
В.А. ЖИЗНЕВСКИЙ 
(Витебский государственный университет им. П.М. Машерова) 
 
На основе обобщенного метода Фурье разделения переменных развивается методика построения 
аналитических решений краевых задач электродинамики сред с пространственно -временными изме-
нениями параметров. Улучшение метода Фурье в рамках данной работы направлено на преодоление 
математической проблемы его практического использования. Проблема возникала при решении переоп-
ределенных систем обыкновенных дифференциальных уравнений, эквивалентных на определенном классе 
функций исходному уравнению в частных производных. Формируемые системы разделенных уравнений 
содержат большое количество коэффициентов, подлежащих определению из условия совместности. 
Доказанные нами теоремы позволяют уменьшить количество неопределенных коэффициентов и, следо-
вательно, уменьшить многовариативность построения решения. С учетом результатов данных иссле-
дований предложен алгоритм применения метода при решении краевых задач с линейными уравнениями 
второго порядка в частных производных. 
 
1. Введение  
Актуальность поиска аналитических решений краевых задач электродинамики в целях математи-
ческого моделирования и исследования электромагнитного поля не вызывает сомнений. Успех построе-
ния таких решений в прикладных задачах ограничен возможностями используемых методов и математи-
ческими проблемами их применения. 
В основе развиваемого подхода лежит важнейший метод построения аналитических решений за-
дач математической физики – метод разделения переменных. Под разделением переменных будем пони-
мать поиск и сопоставление системы обыкновенных дифференциальных уравнений, эквивалентной на 
определенном классе функций исходному уравнению в частных производных или системе таких уравне-
ний. При этом открываются возможности использовать хорошо развитую качественную теорию обыкно-
венных дифференциальных уравнений для исследования решений уравнений в частных производных. 
Математической основой макроскопической электродинамики являются уравнения Максвелла: 
, , , 0.ст ст
D B
rotH J J rotE divD divB
t t
   (1) 
После дополнения материальными уравнениями ( ,D E ,B H  J E ) систему уравнений 
Максвелла преобразуют к волновым.  
Для линейных неоднородных и нестационарных сред, в которых электродинамические параметры 
представляют собой функции от координат и времени ( , , , , ,r t r t r t ), волновые 
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Суть дальнейших традиционных преобразований выражений (2), (3) состоит в выделении скаляр-
ных волновых уравнений для отдельных компонент полевых векторов или электродинамических потен-
циалов, т.е. разделения (скаляризации) уравнений Максвелла. В случае рассматриваемых сред сама про-
цедура формирования волновых уравнений представляет нетривиальную проблему [1]. В таких средах в 
общем случае разделить уравнения Максвелла в традиционном смысле невозможно, но с точки зрения 
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предлагаемого способа моделирования и исследования электромагнитного поля, основанного на проце-
дуре разделения переменных, необходимость в этом отсутствует. Для успешного построения аналитиче-
ских решений относительно компонент полевых векторов можно работать и с системами скалярных вол-
новых уравнений, вытекающих из (2), (3). Размерность этих систем и вид уравнений в них будут опреде-
лять только последовательность и объем требуемых для получения решения расчетов. При этом доста-
точно выделения независимого уравнения для одного из них. Очевидно (3) позволяет получить уравнения 
для E  в средах с однородными ( 0grad ) или стационарными 0
d
dt
 магнитными свойствами, что 
соответствует большинству реальных сред. 
Для определения электромагнитного поля в области, содержащей сторонние заряды и токи, часто 
оказывается удобным формирование волновых уравнений для вспомогательных функций, называемых 
электродинамическими потенциалами. Используя кулоновскую калибровку, выражения для векторного 






стA A A A gradA grad rotA J
t t t t t
               (4) 
Из анализа выражений (2) – (4) следует, что для поляризованной волны в рассматриваемых средах 
компонента одного из полевых векторов или потенциала в соответственно выбранной системе координат 
должна удовлетворять дифференциальному уравнению в частных производных второго порядка вида: 
24 4
1 4 1 4 1 4 1 4
, 1 1
( ,..., ) ( ,..., ) ( ,..., ) ( ,..., ) 0ij i
i j ii j i
A x x B x x C x x D x x
x x x
,                      (5) 
где Ψ – неизвестная функция, их может быть несколько при неполном разделении уравнений Максвелла, 
A, B, C – непостоянные коэффициенты, в которые входят известные функциональные зависимости или 
их производные параметров среды, а также характеристики источников поля при их наличии. При кон-
кретизации зависимостей параметров среды, а также учета пространственно-временной геометрии зада-
чи при выборе системы координат волновые уравнения упрощаются [1]. 
Из аналитических методов решений уравнений в частных производных метод разделения переменных 
является одним из основных. С одной стороны, его возможности и условия применения достаточно изучены 
вследствие давней истории. Но, с другой стороны, в современной литературе этот метод, как правило, рас-
сматривается на простых примерах и подчеркивается, что успех разделения переменных при его использова-
нии ограничивается задачами простой геометрии. Систематизируя результаты исследований применения 
классического метода Фурье разделения переменных (КМФ), можно утверждать, что успех этого примене-
ния  определяется возможностями следующих преобразований (далее рассматривается двумерный случай): 
1) в исходную задачу, содержащую уравнение с частными производными 
2 2 2
2 2
, , , , , , , 0L x y
x y x y x y
 
и дополнительные условия (начальные, граничные и др.), подставляется формальное частное решение в виде   
, ( ) ( )x y X x Y y ;                                                                         (6) 
2) в получившемся уравнении выделяют части по независимым переменным (предполагается, что 
это возможно): 
1 2, , , , , , 0L x X X X L y Y Y Y ; 
3) строится система обыкновенных дифференциальных уравнений: 
, , , , , , ,L x X X X L y Y Y Y . 
Попытка применить этот метод к уравнению (5) приводит к необходимости решения уравнения 
вида 1 2( ) ( ) 0,i i
i
F x F y  где i – для рассматриваемых сред не менее 4. 
Это билинейное функциональное уравнение. Классический метод разделения переменных, а имен-
но второй этап его применения, для подобных выражений с успехом работает при двух слагаемых, но в 
общем случае не применим. 
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2. Решение билинейных уравнений  
В этой связи представляет интерес работа [2], в которой предложен вариант развития КМФ. Суть 
идеи автора работы [2] состоит в следующем. 
Рассматривается дифференциальное уравнение в частных производных: 
, ,L x y U x y ,                                                                   (7) 
где ,x y  – искомая функция; ,U x y  – неоднородность; L  – дифференциальный оператор.  






x y X x Y y .                                                             (8) 






U x y x y                                                                (9) 
При этом требуется, чтобы оператор уравнения (7) являлся разделяющимся, т.е. существовала совокуп-
ность операторов ,j x j yL L  ( 1, ;  j l l  – некоторое  натуральное число), таких, что ,j x j yL L  действуют только 
по переменным x  и y  соответственно, и для всех функций вида (8), на которых определен оператор ,L  
выполняется тождество: 
1 2 1 2
1
, , , ..., , , ...,
l
i x S i y S
i
L x y L X x X x X x L Y y Y y Y y .    (10) 




i x k i y k
i k
L x y L X x L Y y .                                                   (11) 
Очевидно, что уравнение (7) в результате подстановки (8) приобретает вид билинейного функцио-
нального 
1




f x g y ,                                                                     (12) 
где .N m S t   
Уравнение (12) записывается в матричной форме 0Tf g , 
где                                                       










x S y S
mx m y
mx S m y S
t t
L X L Y
L X L Y
L X L Y
L X L Y
f g
                                                          (13) 
T
f  – матрица, транспонированная к .f  
Далее в [2]  строятся матрицы [ ]ri , элементы которых ija  определяются соотношениями: 
ija
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C использованием введенных матриц в [2] строятся системы разделенных уравнений: 
0, 0r ri iTE A f A g .                                                     (15) 
Здесь E  – единичная матрица порядка N , T[ ]riΑ – матрица, транспонированная кΑ[ ]ri . 














F x G y
i i
F x G y
f A g E A ,                     (16) 
где 
1 ,...,




k k siΑ  – матрицы, образованные столбцами 1,..., Sk k  матриц 
T[ ], [ ]r ri iΑ Α  соответственно; 
1( ),...., ( )rF x F x  – произвольная линейно независимая система функций от переменной x , выступающих в 
качестве базисных для определения остальных функций этой переменной, а 
1( ),...., ( )N rG y G y  – произ-
вольная система функций от y. 
Таким образом, любое решение уравнения (12) можно представить в виде (16) при соответствую-
щем выборе матрицы [ ]ri  и системы функций 1( ),...., ( )rF x F x , 1( ),...., ( )N rG y G y , с указанными свойства-
ми, и наоборот, всякая система функций, имеющая вид (16), является решением уравнения (12). Для нахо-
ждения всех решений уравнения (12) необходимо рассмотреть 2N  систем уравнений, определяемых (16).  
В заключение автор 2  указывает, что данный метод построения решений для практики неудобен вслед-
ствие объемности и громоздкости требуемых вычислений, а также из-за того, что «…необходимо решать 
переопределенные системы уравнений с произвольными свободными членами, которые нужно подоб-
рать так, чтобы системы были совместны» 2, с. 205 . 
Рассматривая данную теорию применительно к прикладным задачам электродинамики, в первую 
очередь стоит подчеркнуть ее потенциальные возможности, которые обусловливают выбор этой теории в 
качестве отправной точки данных исследований и которые не были обнаружены автором работы [2]. 
Возможности эти заложены в представлении искомой функции (8). Для раскрытия этих возможностей 
воспользуемся теоремой Колмогорова [3], которая утверждает, «…что каждая непрерывная функция n 




( , ,..., ) ( )
n n
p
n q q p
q p
f x x x h x , 
где функции h непрерывны, а функции φ, кроме того, еще и стандартны, т.е. не зависят от выбора функции f ». 
Из теоремы Колмогорова следует, что для всякой непрерывной функции двух переменных 
1 2( , )f x x  справедливо представление: 
5 2 5
1 2 1 1 2 2 1 11 1 21 2 2 12 1 22 2
1 1 1
( , ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )q pq p q q q
q p q
f x x h u x h u x x h u x x h u x x  
3 13 1 23 2 4 14 1 24 2 5 15 1 25 2 1 11 1 1 21 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )h u x x h u x x h u x x h u x h u x  (17) 
2 12 1 2 22 2 3 13 1 3 23 2 4 14 1 4 24 2 5 15 1 5 25 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ),h u x h u x h u x h u x h u x h u x h u x h u x  
где u – одна из переменных 1 2,x x . 
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Данный факт позволяет относить операторы уравнений прикладной электродинамики к классу 
разделяющихся. 
Возвращаясь к возможности применения подхода работы [2] для построения аналитических реше-
ний уравнений прикладной электродинамики, следует отметить, что проблема объемности требуемых 
вычислений была решена в работе [4], где исключена необходимость рассмотрения всей совокупности из 
2N  систем разделенных уравнений и доказано, что можно ограничиться решением не более чем 2N систем 
вида (16). В этой же работе впервые был использован термин «обобщенный метод Фурье разделения пе-
ременных» (ОМФ). В работе 5  этого же автора обосновано уменьшение количества систем, подлежа-
щих рассмотрению, до 2N S . 
Не умаляя значимости работ [4, 5], стоит отметить, что полученные результаты позволяют решать 
задачу о разделении переменных, т.е. о построении систем обыкновенных дифференциальных уравне-
ний, эквивалентных исходному. Но с точки зрения создания расчетных моделей для прикладных задач 
интерес представляет возможность получения аналитических решений (16) относительно неизвестных 
функций в замкнутом виде. На пути построения таких решений возникает проблема математического 
характера – переопределенность этих систем, так как каждая из них содержит N r r  постоянных 
разделения ,j i  подлежащих дополнительному определению. 
3. Уменьшение количества неопределенных коэффициентов систем разделенных уравнений 
Решение данной математической проблемы было начато в [6]. В этой работе доказаны три теоре-
мы, позволяющие уменьшить количество неопределенных коэффициентов для различных случаев соот-
ношения между размерностью билинейного функционального уравнения N и количеством базисных 
функций r. Приведем эти теоремы и поясним результаты их применения. 
ТЕОРЕМА 1. Если N  четное, 2r N , то для матриц [ ]riA , определенных (14), существу-
ет невырожденное унитарное преобразование, сохраняющее их структуру и проводящее блок неоп-
ределенных коэффициентов 
i j
 к диагональному виду. 
В этом случае матрица 
riA  заменяется подобной ей B
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Здесь и далее под
i j
 понимается 1, если i j  и 0 если i j . 
Количество коэффициентов, которые необходимо определить, уменьшается  с N r r  до r . 
Например, при 6N , 3r  вместо 9 коэффициентов достаточно найти 3. 
ТЕОРЕМА 2. Если 2r N , то для матриц 
riA , определенных (14), существует невырож-
денное унитарное преобразование, сохраняющее их структуру и проводящее квадратный блок r r  
неопределенных коэффициентов 
i j
 к диагональному виду. 
В этом случае матрица 
riA  заменяется подобной ей 
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    (18) 
Количество коэффициентов, которые необходимо определить, уменьшается с ( )N r r  до 
( 2 )N r r r . Например, при N 9, r 3 вместо 18 коэффициентов достаточно найти 12. 
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ТЕОРЕМА 3. Если 2r N , то для матриц [ ]riA , определенных (14), существует невырож-
денное унитарное преобразование, сохраняющее их структуру и проводящее квадратный блок 
( ) ( )N r N r  неопределенных коэффициентов 
i j
 к диагональному виду. 
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k N r i j j i
j j
                                            (19) 
Количество коэффициентов, которые необходимо определить, уменьшается  с N r r  до 
2r N N r N r . Например, при N 10, r 6 вместо 24 коэффициентов достаточно определить 12. 
Очевидно, что исследования, результаты которых изложены в [6], позволили значительно сокра-
тить многовариативность при решении систем разделенных уравнений. Однако в случаях теорем 2 и 3 не 
удается это сделать в полной степени.  
Дальнейшие исследования свойств матриц коэффициентов для этих случаев привели к следую-
щим двум теоремам. 
ТЕОРЕМА 4. Если 2r N , то для матриц [ ]riB , определенных (18), существует невырож-
денное унитарное преобразование, сохраняющее их структуру и уменьшающее количество неопре-
деленных коэффициентов с ( 2 )N r r r  до N r . 
Доказательство. Рассмотрим невырожденную матрицу Π , для которой выполняется det 1Π  и, 
следовательно, существует однозначно определяемая обратная матрица 1Π . Элементы такой матрицы 
определяются следующим образом: 
, ,
1, ,
0, , , ,
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Осуществляя для матрицы [ ]riB , определенной в (7), преобразование вида B C1Π Π , получим 
для элементов С: 
,
1, ,
0, , , ,
c
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Что и требовалось для доказательства. 
Благодаря этой теореме, например, для случая N 10, 3r  вместо 15 коэффициентов доста-
точно найти 7. 
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ТЕОРЕМА 5. Если 2r N , то для матриц [ ]riB , определенных (19), существует невырож-
денное унитарное преобразование, сохраняющее их структуру и уменьшающее количество неопре-
деленных коэффициентов с 2r N N r N r  до .r  
Доказательство этой теоремы аналогично предыдущей. Отметим только, что в этом случае мат-
рица riB  заменяется подобной ей riC  с элементами 
,
1, ,
0, , , ,
c





i j r r
i j nl n k
r
i j i
i i j i i j
r




Например, при N 11, r 6 вместо 10 коэффициентов достаточно определить 6. 
Как видно из этих примеров, количество коэффициентов, подлежащих определению, уменьшается 
до количества уравнений в системах (16) по одной из переменных. Это позволяет однозначно найти их 
значения при наличии нетривиального решения. 
4. Алгоритм применения ОМФ 
С учетом доказанных теорем ОМФ представляет собой метод, легко реализуемый в системах компью-
терной алгебры, что немаловажно для создания инженерного проблемно-ориентированного программного обес-
печения. В качестве основы алгоритма предлагается схема применения ОМФ, состоящая из следующих этапов: 
1) в исходной задаче, содержащей 
 а) уравнение вида  ( , ) 0i i
i
A x y L , 
 где 
2 2 2
,0 ,1 ,2 ,3 ,4 ,5 ,62 2i i i i i i i i
L a a a a a a a
y x y x y x
; 
,i ja  –  числовые константы; 
б) краевые условия ( , ), ( , ), ( , ), ( , ), , 0a y b y x c x d x y , 
где Φ – функциональный оператор; a, b, c, d – const, 
в случае необходимости осуществляем невырожденную замену переменных ( , ), ( , )x U u v y V u v  для 






A x y A u A v ; 
2) путем подстановки вида частных решений 
1




(u,v) X u Y v , ( 1..10S , значение выбира-
ется из вида уравнения и краевых условий) исходное уравнение приводится к виду билинейного функ-
ционального 
1




f u g v , 
 где ,0 ,1 ,2 ,3
1 1 1
( ) ( ) ( ) ( )
S S S
k k k i k i k i
i i i
f b u b u X b u X b u X , ,0 ,1 ,2 ,3
1 1 1
( ) ( ) ( ) ( )
S S S
k k k i k i k i
i i i
g c v c v Y c v Y c v Y ; 
3) выбираем r S  линейно-независимых функций на множестве kf  и формируем матрицы функ-
ций 1 1 1 1( ,... ); ( ,... ); ( ,... ); ( ,... );r r N r N rf f f f g g g g
T T T T
r N r r N r
F F G G  
4) формируем матрицу rA параметров разделения с учетом обоснованного уменьшения количест-
ва коэффициентов систем разделенных уравнений по одному из следующих правил: 
а) 2r N       
,
1, ,
0, , , ,
a





i j r r
i j l k n k
r
i j i
i i j i i j
i j j i
j j
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б) 2r N        
,
1, ,
0, , , ,
a







i j l k n k
r
i j i
i i j i i j
N r




в) 2r N           
,
1, ,
0, , , ,
a





i j r r
i j nl n k
r
i j i
i i j i i j
r






– произвольные числовые коэффициенты; ,
r ri j  такие, что 
0 0
1 1,.., ; ,.., ; ; 1,2,.., ,
r r
r N ri i i j j j i j N  
1 2 1 21 ... ; 1 ... ;r N ri i i N j j j N  
1,2,..., ; ;r r r ri j N i j  
5) для выбранных S и r  формируем системы разделенных ОДУ: 
а) по переменной u  ;
N r r r
F A F  
б)  по переменной v 0;T
r r N r
G A G  
6)  на основании краевых условий с учетом представления искомой функции (пункт 3) записываем 
требования вида: 
а)  по переменной u 1 1 1 1( ),..., ( ), ( ),..., ( ), ( ),..., ( ), ( ),... ( ) 0u S S S SX u X u X u X u Y a Y a Y b Y b ; 
б)  по переменной v 1 1 1 1( ),..., ( ), ( ),..., ( ), ( ),..., ( ), ( ),... ( ) 0v S S S SX c X c X d X d Y v Y v Y v Y v , 
где ,u v – функциональные операторы; a, b, c, d – const; 
7)  решая задачу (пункты 5а, 6а), находим собственные значения параметров разделения 
, , , 1,2,...i j n n  
и соответствующие им наборы собственных функций по переменной u 1, ,,...n S nX X ; 
8)  решая задачу (пункты 5б, 6б), находим наборы функций по переменной v 1, ,,...n S nY Y , соответ-
ствующие уже известным собственным значениям параметров разделения 
, ,i j n
; 
9)  в случае несовместности полученных систем уравнений (пункты 7, 8) повторяем этапы по-
строения решения, начиная с пункта 3, с другим значением r  из диапазона от S  до N S ; 
10) в случае неудачи повторяем этапы построения решения, начиная с пункта 2, с другим значени-
ем S  из диапазона от 1 до 10; 
11) общее решение исходной задачи ищем на основе принципа суперпозиции в виде ряда 
, ,, n n i n i
n i
u v h X Y , где коэффициенты nh  определяются из требований краевых условий; 
12) на заключительном этапе исследуем сходимость ряда в заданной области изменения аргумен-
тов. При необходимости осуществляется переход, обратный пункту 1, к старым переменным. 
Следует отметить, что при реализации предложенного алгоритма, помимо традиционных арифме-
тико-логических процедур, необходимо выполнение большого объема символьных (аналитических) вычис-
лений. Это явилось основным аргументом при выборе в качестве программной оболочки для реализации 
метода системы компьютерной алгебры «MAPLE». Программная реализация ОМФ, а также тестирование 
достоверности установленных закономерностей на ряде модельных задач [7 – 9] свидетельствуют об эф-
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SOLUTIONS OF APPLIED ELECTRODYNAMICS EQUATIONS BY MEANS  




With a view of construction of analytical decisions for regional problems of electrodynamics of environ-
ments with existential changes of parameters the approach on the basis of generalized method Fourier of divi-
sion of variables develops. Improvement of this method, within the limits of the given work, is directed on over-
coming of a mathematical problem of its practical use. The problem arose at the decision of the redefined sys-
tems of the ordinary differential equations, equivalent functions on the certain class to the initial equation in 
private{individual} derivatives. Formed systems of the divided equations contain a considerable quantity of the 
factors which are subject to definition from a condition of compatibility. The proved theorems have allowed to 
reduce quantity of uncertain factors, and, hence, to reduce multivariability of construction of the decision. Tak-
ing into account results of the given researches the algorithm of application of a method is offered at the deci-
sion of regional problems with the linear equations of the second order in private derivatives. 
 
