This paper presents a new approach to the frequency-domain analysis of multiloop linear feedback systems. The properties of the return difference equation are examined using the concepts of singular values, singular vectors and the spectral norm of a matrix. A number of new tools for multiloop systems are developed which are analogous to those for scalar Nyquist and Bode analysis. These provide a generalization of the scalar frequency-domain notions such as gain, bandwidth, stability margins and M-circles, and provide considerable insight into system robustness.
Introduction
A critical property of feedback systems is their robustness; that is, their ability to maintain performance in the face of uncertainties. In particular, it is important that a closed-loop system remain stable despite differences between the model used for design and the actual plant. These differences result from variations in modelled parameters as well as plant elements which are either approximated, aggregated, or ignored in the design model. The robustness requirements of a linear feedback design are often specified in terms of desired gain and phase margins and bandwidth limitations associated with loops broken at the input to the plant actuators ( [ I ] , [ 2 ] ) . These specifications reflect in part the classical notion of designing controllers which are adequate for a set of plants constituting a frequency-domain envelope of transfer functions [3] .
The bandwidth limitation provides insurance against the uncertainty which grows with frequency due to unmodeled or aggregated high frequency dynamics. provides a means of assessing these quantities at a glance. For multiloop systems, individual loops may be analyzed using scalar techniques, but these methods fail to capture the essentially multivariable nature of many system. For example, scalar methods may ignore variations which simultaneously affect multiple loops.
There are a number of other possible ways to extend the classical frequency-domain techniques. One involves using compensation or feedback to decouple (or approximately decouple) a multiloop system into a set of scalar systems which may be treated w#th scalar techniques (i.e., "Diagonal Dominance", bsenbrock [ 4 ] ) .
Another method uses the eigenvalues of the loop transfer matrix (G(s) in Figure 1 ) as a function of frequency (i.e., "Characteristic Loci", MacFarlane, et. al. [SI, [SI) . While these methods may provide legitimate tools for dealing with some multivariable systems, they can lead to highly optimistic conclusions about the robustness of multiloop feedback designs. Examples in Section I11 will demonstrate this. This paper develops an alternative view of multiloop feedback systems which exploits the concepts of singular values, singular vectors, and the spectral norm of a matrix. ( [ 7 ] - [IO] ). This approach leads to a reliable method for analyzing the robustness of multivariable systems.
Section 2 presents a basic theorem on robustness and sensitivity properties of linear multiloop feedback systems. Multivariable generalizations of the scalar Nyquist, Inverse Nyquist and Bockanalysis methods are then developed from this same result.
Two simple examples are analyzed in Section 3 Using the tools of Section2. Pspromised,the inadequacies of the existing approaches outlined earlier will be made clear.
Section 4 contains a discussion of some of the implications of this work.
The goal of this paper is to focus on the analysis of robustness and sensitivity aspects of linear multiloop feedback systems. Some new approaches emerge vhich yield important insights into their behavior. The mathematical aspects of these topics are fairly mundane at best, so rigor and generality are most always sacrificed for simplicity.
Preliminaries and Definitions
A brief discussion of singular values and vectors follows. Although the concepts apply more generally, only square matrices will be considered in this paper. A more thorough discussion of these topics may be found in It is well known that
Where U and V consist of the left and right singular vectors, respectively, and C = diag. are important in that they characterize the effect that A has as a mapping on the magnitude of the vectors x. They may be thought of as generalizing to matrices the notion of gain. The singular values also give a measure Of how "close A is to being singular .(in a parametric sense). In fact, the quantity and it is possible for the smallest eigenvalue to be much larger than a.
. Basic Results
Consider the feedback system in Fig. 2 where G(s) is the rational loop transfer matrh and L(s) is a perturbation matrix, nominally zero, which represents the deviation of G(s) from the true plant. While this deviation is unknown, there is usually some knowledge as to its size. A reasonable measure of robustness for a feedback system is the magnitude of the otherwise arbitrary perturbation vhich may be tolerated without instability. The folloving theorem characterizes robustness in this way. The "magnitude" of L ( s ) is taken to be the spectral nom. Only stable perturbations are considered since no feedback design may be made robust wi&h respect to arbitrary unmodeled unstable poles.
Robustness theorem: Consider the perturbed system in Figure 2 with the following assumptions i) G(s) and L ( s ) are nxn rational square matrices For the perturbed system where Q2(s) is the perturbed closed-loop characteristic polynomial and Q3(s) is the characteristic polynomial of L ( s ) .
Let D be a large contour in the s-plane consisting of the imaginary axis from -jR to +jR, together with a semicircle of radious R in the right half-plane. The radious R is chosen large enough so that all finite roots of I / J~( s ) have magnitude less than R.
*It is possible that this requirement may be relaxed somewhat. See Section 4 .
Let the contour r be the image of D under the map JI (e) det (I +OG(s)-l).
Since H is stable, ii follows f r w the principle of the argument that ro will not encircle the origin. 
for s m e s in D and some q on the interval o<q<l.
When (10) is sitisfied then a (I*-€-+ qL) must (Recall that $ (5) has no right ha1 plane roots).
also be zero. However, as a consequence of (5) Thus riq) does not encircle the origin for o~c l . In particular, the perturbed contour r(1) does not encircle the origin, and the perturbed closed-loop system is stable. 0 Similar theorenre hold for additive rather than multiplicative perturbations (with I + G substitad for I + G-l) as well as a number of other configurations.
This theorem points out the importance of singular values. In partic lar, the smallest singular value g(I + G(jw) ) gives a reliable frequency-dependent measure of robustness. Stability is guaranteed for all perturbations whose spectral norm is less than a. As will be seen in the examples, eigenvalues do not give a similarly reliable measure.
-Y
The singular values also have useful graphical interpretations. Consider the dyadic expansion n i= 1 The quantities in (14) at some frequency w are related as in diagram in Fig. 3a . Since vio is of unit length a complex plane may be constructed as in, Fig. 3b , to lie in the plane formed by the triangle of vi,aiui and Bigi.
Define z to be the complex number at the point of the triangle as in Fig. 3c . Then, by rotating the complex plane with the triangle as a function of frequency, a z (jw) may be obtained which is a continuous function of I JJ (Fig. 3d) . This allows the important quantities in (13) and (141, that is, the ai and 6. to be represented in convenient graphical fod. As noted in Fig. 3d , there is an ambiguity to zi depending on which side the plane is viewed. (To be more precise, the z represent a multivalued function of s which coufd be defined on appropriate Riemann sheets. However, this will be ignored.) The zi may be calculated by finding the roots of the quadratic equation
By plotting the z (jw) ii = l,.. .m) for frequencies of interesf a plot analogous to the scalar Inverse Nyquist plot is generated. Wile phase does not have the conventional meaning on these plots, the more important notion of distance from..the critical point preserves its importance. Gain and bandvidth may also interpreted in the conventional manner. plots will be referred to as z-plots. 
Examples
Two simple examples are presented and analyzed using the approaches developed in the previous section. For the purpose of comparison, the methods of loop-breaking, direct eigenvalue analysis of G, and diagonalization by compensation are also used. The advantage of the interpretation of robustness given in this paper is clearly illustrated. and 2/(9+2) a r e i d e n t i c a l .
The first example is an oscillator with
The tempting conclusion that might be reached from these plots is that the feedback system is ermninently robust with apparent margins of f mdb i n g a i n a n d 9 0 ' i n phase. The closedloop pole locations would seem t o s u p p o r t t h i s .
This conclusion, however, would be wrong.
The z -p l o t f o r I + G-1 i s shown i n F i g u r e 8 and t h e r e is c l e a r l y a s e r i o u s l a c k of robustness.
The ( k l , k2) -p l a n e s t a b i l i t y p l o t f o r t h i s example is shown i n F i g u r e 9. Neither the diagonal dominance nor eigenvalue approaches indic a t e t h e c l o s e p r o x i m i t y of an unstable region. This f a i l u r e c a n b e a t t r i b u t e d t o two causes. F i r s t , t h e e i g e n v a l u e s o f a m a t r i x d o n o t , i n general, give a reliable measure of i t s d i s t a n c e ( i n a parametric sense) from singularity, and so computing the eigenvalues of G(s)(or I+G(s)) does n o t g i v e a n i n d i c a t i o n of robustness. Using e i g e n v a l u e s r a t h e r t h a n s i n g u l a r v a l u e s w i l l always detect unstable regions that l i e a l o n g t h e k l = k2 diagonal, but may miss regions such as t h e one i n Figure 9 .
Second, when cmpensation and/or feedback i s used t o a c h i e v e dominance, t h e "new plant" includes t h i s c m p e n s a t i o n and feedback. Because of t h i s , n o r e l i a b l e c o n c l u s i o n s may be drawn from t h i s "new plant" concerning the robustness of the final d e s i g n w i t h r e s p e c t t o v a r i a t i o n s i n t h e a c t u a l p l a n t . It is important to evaluate robustness
where t h e r e i s u n c e r t a i n t y .
Another important property of multiloop feedback is that, unlike scalar feedback, pole l o c a t i o n s a l o n e are n o t r e l i a b l e i n d i c a t o r s of robustness. This was demonstrated in the last example and may be explained as follows. Consider a state feedback prob1.a where the plant i s c o n t r o l l a b l e from each of two inputs. One i n p u t may b e u s e d t o p l a c e t h e p o l e s f a r i n t o t h e r i g h t half plane and t h e o t h e r u s e d t o b r i n g them back t o t h e d e s i r e d l o c a t i o n .
Such a high-gain c o n t r o l d e s i g n of "opposing" loops will b e extremely sensitive to parameter variations regardless of the nominal pole locations.
It is i n t e r e s t i n g t o examine the 5-plot of H = G ( I + G)-1 for the second example shown i n Figure 10 . Recall that the singular values of H a r e e q u a l t o t h e i n v e r s e s of t h e s i n g u l a r values of I + G-I. There i s a r a t h e r l a r g e p e a k in the frequency response at approximately 3 r a d i a n s . T h i s c o u l d n o t o c c u r i n s c a l a r -u n i t y feedback systems without there being a pole relatively near the imaginary axis. It can happen in multiloop systems because of the high gains possiblewithout corresponding large pole movement.
Further Comments and Conclusions
The approach t o t h e a n a l y s i s of robustness presented here appears to yield useful insight i n t o t h e p r o p e r t i e s of multiloop feedback systems. One p o s s i b l e d i f f i c u l t y w i t h t h e a p p r o a c h is t h a t i t can lead to overly pessimistic views of robustness because it considers perturbations which may not be physically possible. This problem exists as well with gain and phase margin evaluations. Of course, some of t h i s d i f f i c u l t y can be alleviated by examining the specific p e r t u r b a t i o n s l e a d i n g t o i n s t a b i l i t y .
These may b e e a s i l y computed from equation (12).
On t h e other hand, i t might be argued that a l i t t l e healthy pessimism would b e r e f r e s h i n g i n t h e f i e l d of m u l t i v a r i a b l e l i n e a r c o n t r o l r e s e a r c h .
The r e s u l t s i n t h i s p a p e r c o n c e r n i n g dominance methods and use of characteristic loci of t h e loop t r a n s f e r m a t r i x a r e n o t meant t o imply that design procedures employing these methods are u s e l e s s . However, simply designing "in the frequency domain" is no guarantee that resulting c o n t r o l l e r s will have no undesirable properties.
A l t h o u g h f o r s i m p l i c i t y ' s s a k e o n l y r a t i o n a l t r a n s f e r f u n c t i o n s were c o n s i d e r e d t h e r e s u l t s i n t h i s p a p e r should extend to nonrational t r a n s f e r f u n c t i o n s . I n p r a c t i c a l a p p l i c a t i o n i t should be possible to use frequency response data d i r e c t l y . The r e s u l t s may also be extended to include nonlinear perturbations by e x p l o i t i n g t h e g e n e r a l s t a b i l i t y t h e o r y d e v e l o p e d by Safonov [13] *.
I n t h i s s e t t i n g , n o n l i n e a r i t i e s may be l o o s e l y viewed as linear time-invariant elements with time-varying parameters.
A mathematically more rigorous treatment of t h e s e i s s u e s may be found i n Zames ([14] , [lS] ), as well a s i n [13].
A l i m i t a t i o n t o t h e r o b u s t n e s s theorem a s s t a t e d i s t h e requir.ement t h a t L ( s ) be stable.
I n p r a c t i c e , i t is not uncommon for physical systems to have parameter variations which cause p o l e s t o m i g r a t e a c r o s s t h e i m a g i n a r y axis. It a p p e a r s l i k e l y t h a t i f s u c h p o l e movements a r e r e s t r i c t e d t o some region of the complex plane, and a n o t h e r r e s t r i c t i o n i s made on the system zeroes, a modified robustness theorem may be obtained. This would depend, of course, on the n a t u r e of t h e o t h e r s o u r c e s of system uncertainty as w e l l as t h e n a t u r e of the feedback employed. The s i g n i f i c a n c e of the approach presented h e r e i n seems t o be i n t h e n a t u r a l way i t gives m u l t i v a r i a b l e i n t e r p r e t a t i o n s t o many important classical control concepts. Preliminary multivariable feedback designs using methods based on t h e s e r e s u l t s a r e most encouraging [18] , and t h i s t o o a p p e a r s t o be a promising area for research.
*Recently, i t has been shown t h a t t h e r e s u l t s i n t h i s p a p e r may be derived from t h o s e i n [13] , and t h e r o b u s t n e s s r e s u l t s i n 1131 can be expressed in terms of singular values [17] . 
