We derive a Fourier formulation of coded-aperture x-ray phase contrast imaging, based on the wave theory of optics in the Fresnel approximation. We use this model to develop a very flexible, efficient and general simulation algorithm that can be easily adapted to other implementations of x-ray phase contrast imaging. Likewise, the algorithm enables a simple extension to 2D aperture designs, different acquisition schemes, etc. Problems related to numerical implementation of the algorithm are analyzed in detail, and simple rules are derived that enable us to avoid or at least mitigate them. Finally, comparisons with experimental data and data obtained with a different simulation algorithm are presented to validate the model and demonstrate its advantages in practical implementations. This also enabled us to demonstrate an increase in computational speed of more than one order of magnitude over previous algorithm.
Introduction
Over recent years, many techniques have been developed to increase the performance of x-ray imaging methods; among these, x-ray phase contrast imaging (XPCi) is one of the most promising and fastest developing. XPCi includes all techniques in which phase effects increase image clarity and contrast [1, 2] . The list is becoming increasingly longer and includes, among others, Bonse/Hart interferometry [3, 4] , free-space propagation [5, 6] , analyser-based methods [7, 8] , Talbot [9, 10] and Talbot-Lau interferometry [11] .
Among all XPCi approaches, the "CodedAperture" (CA) implementation [12] of the edge The CA XPCi setup is schematically shown in Fig. 1 . From the geometrical optics point of view, the operating principle of CA XPCi is easily understood: the first mask (sample mask) creates a series of secondary beams each of which propagates towards a single detector pixel; the second mask (detector mask) intercepts a fixed portion of each beam, so that the intensity measured without a sample would be equal for each pixel (flat field). The fraction of each secondary beam power that reaches the detector is called the illuminated frac-tion. When a sample is placed between the two masks, each secondary beam is deflected by an angle α (in the direction x perpendicular to the mask lines) proportional to dϕ/dx, where ϕ is the integral of the difference from unity of the real part of the refractive index of the sample along the x-ray propagation direction; this increases or decreases the signal of each pixel in proportion with dϕ/dx [17] .
While this description provides an intuitive explanation of the working principle of CA XPCi, it does not take into account the wave nature of x-rays, the effects of which become stronger as propagation distances, coherence and wavelength increase; a numerical simulation, based on the wave theory of optics, is thus needed.
It should be noticed that the presented formalism for simulations based on wave optics can be easily extended also to other areas of research. To give just one example, in electron diffraction the theoretical description of electron wave function propagating through a sample provided by the multislice method [18] is effectively analogous to the one we discuss in the following section.
In the first part of this paper, we recall the theoretical description of CA XPCi system based on the Fresnel-Kirchoff theory of diffraction and, in the Fresnel approximation, we derive an algorithm capable of simulating a plurality of x-ray imaging systems and, in particular, the CA XPCi method. We then provide a detailed discussion and a series of possible solutions to the implementation problems that are encountered when the imaging method is described through this approach. Finally, we validate our findings through a comparison with both a different CA XPCi simulation algorithm [17] , and with experimental data [19] . This shows that a simulation code based on this new model can predict experimental results with high accuracy while achieving a gain of more than one order of magnitude in computation time.
Theory
A CA XPCi system can be effectively described as a series of free space propagations and transmissions through objects (an "object" being a mask or the sample).
To describe free space propagation, let us consider in the reference frame shown in Fig. 1 , a monochromatic wave with wavelength λ propagating in the z direction, and let E A (x, y) and E B (x, y) be the complex amplitude of the electric fields on two planes described by z = z A and z = z B respectively, with no objects in between. The Fresnel- Kirchhoff integral [20] allows us to write:
and α is the angle between r and the z axis.
In the Fresnel approximation [20] , Eq. (1) becomes
where ∆z = z B − z A , * indicates the convolution operation and H z is the Fresnel propagator:
A detailed analysis of the accuracy of the Fresnel approximation can be found in [20] and leads to the conclusion that Eq. (2) is generally valid for distances and wavelengths involved in typical x-ray imaging experiments. For a CA XPCi system, Eq. (2) allows us to describe the free space propagation of x-rays between the source and the sample mask and between the two masks.
In the so called paraxial and thin-object approximations [21] , the presence of an object can be taken into account through a complex transfer function T obj :
where E in and E out are the complex amplitudes of the incoming and outgoing fields, respectively. T obj can be calculated from the complex refractive index of the object, n = 1 − δ + iβ, as:
where, if L is the length of the object in the propagation direction z,
for an ideal mask, T M (x, y) = 1 within the apertures and T M (x, y) = 0 in the absorbing septa. Let us assume, for simplicity's sake, that the system we want to describe has no dependence upon y; in this case, neglecting a constant factor arising from the integration over y [17] , we can consider the one-dimensional case (y = 0). With reference to Fig. 1 , it is possible to write the expression for the complex amplitude of the electric field at the detector mask, in the case of a point source placed in the position
, where δ D is the Dirac delta), as:
where
and the object and the sample mask are assumed to be in the same plane. In the general case of x s ̸ = 0, H 1 (x) must be replaced with H 1 (x − x s ) to obtain the complex amplitude of the electric field on the detector mask
it is possible to express E M 2 (x, x s ) in terms of E M 2 (x) as:
where C(x) is a phase factor:
Eq. (9) is important for taking into account an incoherent source of finite size; in this case, in fact, the intensity on the detector can be expressed as:
where S(x s ) is the source spatial intensity distribution. Indicating by I p (x) = |E M 2 (x)| 2 the intensity that would be measured on the detector mask with a point source placed in x s = 0, and with S r (x) = (z 1 /z 2 )S(−xz 1 /z 2 ) the rescaled source intensity distribution, Eq. (11) becomes:
and the final intensity measured by the n-th pixel will be given by:
where x n is the pixel position and P is the pixel dimension. By means of simple approximations commonly used in x-ray imaging, it is therefore possible to describe the entire CA XPCi setup by means of a series of convolutions and products. Finally, it is important to remember that the convolution theorem allows calculating convolution products by means of the Fourier Transform (FT):
where F is the FT operator. The convolution theorem plays a basic role in the development of a computationally efficient simulation.
Implementation
To simulate a CA XPCi experiment it is necessary to solve Eq. (7), Eq. (12) and Eq. (13); this can be done by sampling each of the considered functions and performing convolutions and products numerically. Convolutions can be performed by means of the Fast Fourier Transform (FFT) algorithm, which is computationally very efficient. Nonetheless, it is important to pay attention to some problems that are typically encountered when using this approach.
3.A. Sampling considerations
Let us consider a bandlimited function f (x) and let W f be the width of its frequency spectrum. Sampling f (x) at a rate 1/∆x implies that its FFT is confined to the frequency range [−1/(2∆x), 1/(2∆x)] of width 1/∆x: if 1/∆x < W f aliasing will occur. One way to avoid aliasing problems is to increase the sampling rate until 1/∆x > W f . The first step is thus to identify the frequency bandwidth of each function considered in the algorithm in order to set a high enough sampling rate. Let us consider the Fresnel propagator and its Fourier transform:
) ,
H z (ξ) is not bandlimited, which means that it should not be possible to use the FFT without altering the original frequency spectrum. Since H z (x) is an imaginary exponential of argument x 2 , the frequency at which it varies increases with the position x; however, the simulated object and masks typically have finite dimensions, so that only a limited portion of space needs to be considered in the simulation. We can therefore assume that the frequency spectrum we are considering is effectively limited. Mathematically, it is possible to describe the limited portion of space by introducing the rect(x) function, which is equal to 1 for |x| ≤ 0.5 and 0 for |x| > 0.5. If the width of the simulated space is L, the function we are dealing with is:
and thuŝ
We are interested in calculatingĤ z,ef f (ξ) for high frequency values (i.e. ≫ 1/L) and, at the same time, due to the sin(πLη)/(πη) term, the main contribution inside the integral is due to values of η of the order of 1/L. We can then make the approximation (ξ − η) 2 ≈ ξ 2 − 2ξη for small values of η, and the modulus of Eq. (17) becomes
The convolution product in the Fourier space acts here as a "low-pass" filter with a cut-off frequency ξ cut = L/(2zλ). Fig.  2 shows a comparison between the functions |Ĥ z,ef f (ξ)| (calculated numerically) and rect(zλξ/L); the approximation made to perform the analytical calculation does not allow describing the oscillations of |Ĥ z,ef f (ξ)| around its mean value, but it does allow the correct derivation of its average behaviour. Furthermore, it provides an important parameter, ξ cut = L/(2zλ), which is the frequency at which |Ĥ z,ef f (ξ)| reaches half its average value near ξ = 0. For frequency values greater than 2ξ cut , |Ĥ z,ef f (ξ)| can be effectively considered equal to 0; for this reason we consider the frequency bandwidth of the effective Fresnel propagator to be: 
Let us consider now the complex transfer function of a sample mask with a single aperture of width A and its Fourier transform:
T M (ξ) is also a non-bandlimited function. However, |T M (ξ)| < 10 −3 |T M (0)| for ξ > 10 3 /(πA); the error made by neglecting frequencies greater than 10 3 /(πA) can be therefore considered negligible. This leads us to set:
note that the above condition also holds for the general case of a mask with several apertures of width A.
Let us now consider a general object obtained as the convolution of a rect function with a Gaussian function and its Fourier transform:
the rect function allows us to take into account the object dimension O, while the Gaussian function does the same for its smoothness through σ o . Following the previous argument,
We can then set:
Comparing Eq. (21) In a typical CA XPCi system, A ≈ 1 ÷ 50 µm and we can therefore conclude that, for objects with micrometric internal structures, W obj < W M ; hereinafter this condition will be assumed to be true.
Let us finally consider a Gaussian distributed source with standard deviation σ s . The rescaled source intensity distribution is then:
where σ r = (z 2 /z 1 )σ s . Following the previous argument, it is then possible to set:
Studying every function separately does not ensure that aliasing problems are avoided; when we multiply two functions, in fact, the frequency bandwidth changes. Let us consider two bandlimited function f (x) and g(x) and the product h(x) = f (x)g(x); in the Fourier spaceĥ(ξ) =f (ξ) * ĝ(ξ) and W h = W f + W g . In this case it is then necessary that (W f + W g ) < 1/∆x. Taking into account all the multiplications in the algorithm, one obtains the following conditions:
In the first inequality the term W H1 + 2W M 1 is derived from the multiplication of H 1 , T M 1 and T obj in Eq. (7) difference being the sampling rate. As the sampling rate decreases, aliasing increasingly alters the original signal and only when the conditions expressed in Eq. (26) are satisfied, correct results are obtained from the simulation.
3.B. Circular convolution considerations
Let us consider Eq. (14) and let f l = f (l∆x) and g l = g(l∆x) be sampled version of the functions f and g, with −N/2 ≤ l ≤ N/2−1; where the number of sampling points N is assumed to be even. The discretized version of the convolution theorem can be expressed as:
where * indicates a type of discrete convolution operation, called circular convolution. Circular convolution implicitly assumes periodicity at the boundaries of the sampled space: rather than a sampled version of f * g, f l * g l is a sampled version of f p * g p , where f p is a periodic function consisting of the repetition of a series of infinite copies of f (x)rect(x/L) shifted by the length L = N ∆x of the sampled space, i.e.
The presence of the rect(x/L) term in the previous equations derives from having sampled a limited portion of space of width L.
Thus, the result of the discrete convolution between f and g, performed through the discrete Fourier transform, is f p * g p rather that f * g. To obtain correct results from the simulation, it is thus necessary to understand in which circumstances
Let the support of f and g be finite and let R f and R g be the widths of their support; if the support of one of the functions, for example f , is not finite or if it is greater than L, the sampling procedure allows us to consider
If the last condition is not met, f p * g p ̸ = f * g in two regions at the boundaries of the sampled space, where the different copies in f p interfere with each other due to the convolution with g p ; the total width of these regions is equal to
In the case of our simulations, two convolution products are performed in Eq. 7 and in Eq. 12. In Eq. 7 the support of H 1 T M 1 T obj is equal to the dimension of the sample mask R M 1 , while H 2 extends over the entire sampled space L; in this condition, the width of the region of error is equal to R M 1 . In Eq. 12 the support R Sr of the rescaled source intensity distribution S r is limited due to the finite source size, while I p extends over the entire sampled space L; the width of the region of error here is then equal to R Sr . Let L D be the width of the detector we want to simulate. In order for the simulation to give a correct result, it is then necessary to extend the sampled space width L until the entire detector length L D is contained in the zone within which circular and conventional convolution provide the same result, so that Eq. (13) can be evaluated correctly. It is easy to demonstrate that, if L > L D +R M 1 +R Sr , the simulation gives correct results. Fig. 4 shows a comparison between results obtained by simulating the same experimental conditions, with the only difference being the sampled space. Artefacts induced by circular convolution are evident in the profile calculated using an insufficient sampled space (green curve), while they do not affect the profile calculated with a sufficiently large sampled space (blue curve). By appropriately handling sampling and circular convolution problems along the lines described above, we can ensure that numerical implementation errors do not affect the results of our simulations. 
Comparison with another algorithm
In this section, we compare our algorithm with the one described in reference [17] . Both algorithms are based on wave optics, but strongly differ for the way in which the model is implemented.
Although different samples and acquisition conditions are considered in Figs. 5(a,b) , no appreciable differences can be seen between the results provided by the two algorithms. Such comparison has been repeated for a large number of cases simulating a wide range of different experimental conditions, and the same agreement was obtained. This is an expected result, as the algorithm described in reference [17] was validated experimentally several times; rather than different results, we are aiming here for achieving the same results with a substantial gain in computation time, as well as higher flexibility and adaptability to different experimental conditions. Fig. 6 shows the ratio between the computation times required by the two algorithms as a function of the dimensions of the simulated sample: for the investigated cases, the time reduction obtained through the new algorithm was between 20 and 110 fold. The algorithm in [17] , in fact, uses Gaussian quadrature numerical integration to solve diffraction integrals, which is computationally inefficient compared to computing convolution products using FFT. The gain in terms of computational time is higher than one order of magnitude, which is crucial when the sample dimension increases or when it is necessary to simulate a large number of images like, for example, in computed tomography.
Comparison with experimental data
Finally, we compare the results of our simulation with experimental measurements performed at the SYRMEP beamline of the Elettra synchrotron facility (Trieste, Italy). A detailed description of the used experimental setup and acquisition conditions can be found in reference [19] . Fig. 7 shows an image acquired for a series of different wires. These were chosen as their symme- Fig. 8 . Comparison between experimental data (intensity profiles along the black vertical line in Fig. 7) and simulation results. try properties enable a straightforward comparison with the one-dimensional simulation approach described here. The vertical FWHM of the virtual x-ray source was 80 µm, and a Si (1,1,1) crystal reflection was used to select a quasi-monochromatic beam with an energy of 20 KeV (bandwidth 0.2%). The image was acquired through a scanning procedure [19] , and two single slits were used as sample and detector masks with apertures in the vertical direction equal to 20 µm and 150 µm, respectively. The source to sample distance was 20 m, the sample to detector distance was 0.55 m, and the detector featured a single row of pixels with dimensions equal to 300×50 µm 2 in the vertical and horizontal directions, respectively. The specifications for the wires highlighted with white circles in Fig. 7 are listed in Table 1 .
To test the developed method under a wide range of conditions, we selected wires with very different characteristics: titanium presents very strong absorption, PEEK is almost transparent, and the boron wire presents an additional complication in the fact that it contains a tungsten core. The comparison between the intensity measured along the black vertical line in Fig. 7 and the intensity simulated with our code is shown in Fig. 8 ; a very good agreement is found for all the considered wires.
Conclusion
We have presented a simulation algorithm, based on Fresnel wave optics, capable of simulating CA XPCi systems. This method is very general and can therefore be easily adapted to a wide range of other x-ray imaging techniques. Numerical implementation problems such as sampling rate and sampled space have been studied in detail, and simple rules to avoid simulation errors and artefacts have been provided.
Comparisons with both a previously validated, different algorithm [17] and experimental data [19] have been performed, resulting in very good agreement in both cases. The presented algorithm is therefore able to accurately predict experimental results, and presents the advantage of a gain greater than one order of magnitude in terms of computa-tion time compared to previous implementations.
Finally, we would like to point out that Eq. (7), Eq. (12), Eq. (13) and Eq. (14) can be used to describe a two-dimensional system by just adding the dependency on the y coordinate, performing the integration in Eq. (13) over the entire pixel area and considering the two-dimensional FT in Eq. (14) . In this case, each function is sampled along x and y at sampling rates 1/∆x and 1/∆y respectively, and an area L x × L y is considered in the simulation. The conditions introduced in section 3 for the sampling rate 1/∆x and the length L x still hold, provided that each term W f is defined as the maximum width of the frequency spectrum of f along the first coordinate in the Fourier space, and each term R f is equal to the maximum width of the support of f along the coordinate x. Following the same procedure, it is straightforward to derive equivalent conditions for 1/∆y and L y . The main practical limitation in this case would be the additional computational requirements (memory, etc.), which could be very demanding; however, we would still expect the proposed method to be more computationally efficient than the other approach mentioned in the paper.
