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The probability generating function ( pgf) of an n-variate negative binomial 
distribution is defined to be v(sr ,..., s,)]-” where g is a polynomial of degree n 
being linear in each s( and k > 0. This definition gives rise to two charac- 
terizations of negative binomial distributions. An n-variate linear exponential 
distribution with the probability function h(xl ,..., x,) exp(& t?,xJ/f(t$ ,..., 0,) 
is negative binomial if and only if its univariate marginals are negative binomial. 
Let St, t = I,..., m, be subsets of {sr ,..., s,} with empty fly-, St. Then an 
n-variate pgf is of a negative binomial if and only if for all s in St being fixed the 
function is of the form of the pgf of a negative binomial in other s’s and this is 
true for all t. 
1. INTRODUCTION 
Guldberg [4] has introduced a bivariate negative binomial distribution of 
random variables X, and Xs with the probability generating function (pgf) 
Wl , s2) = (ql + Vl + a2S2Fk, (1.1) 
where a, , k > 0, and a, , ua < 0. This has been generalized to a bivariate 
distribution with the pgf 
Wl 3 s2) = (a, + %Sl + a2s2 + %?w2)-le, (14 
where a, , k > 0, and a, , us, uI2 f  0 by Edwards and Gudand [3] in a study of 
accidents. Although (1.2) admits negative binomial marginals, it fails to include 
the case of independence of the random variables. This is because of the restric- 
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uon on uia . If we let u’s in (1.2) assume any real values as long as it represents a 
pgf, then it does include the case of independence of random variables. Moreover, 
this generalization lends itself to several characterizations, two of which are 
considered in this paper. 
The first characterization we can obtain as a consequence of extension of the 
definition of the bivariate negative binomial to a larger class of distributions is 
that a bivariate linear exponential family of distributions is negative binomial if 
and only if the marginals are negative binomial. A similar characterization has 
been established for the normal, Poisson, and binomial distributions by Doss 
and Graham [l, 21. 
The second characterization is similar to the one obtained by Teicher [6] for 
the family of Poisson distributions. That is, a bivariate pgf is of a negative 
binomial if and only if, for every fixed sj , the function has the form of the p& 
of a univariate negative binomial. In fact, both the characterizations can be 
derived for an n-variate negative binomial family if such a family of distributions 
is appropriately defined as a multivariate extension of the bivariate one given by 
(1.2). This family includes all the distributions known as the negative binomial 
in the literature, e.g., see Patil and Joshi [5]. 
In Section 2 we present a definition of multivariate negative binomial distribu- 
tion. We establish the above mentioned characterizations for n-variate distribu- 
tions in Section 3. 
2. DEFINITION AND PRELIMINARIES 
We assume throughout this paper that all the random variables we consider 
are nonnegative integer valued and that each variable takes on at least two 
distinct values with positive probabilities. The first assumption enables us to 
make use of &f’s and the second one avoids a constant random variable. 
DEFINITION 1. A random vector (Xi ,..., X,) is said to have an n-variate 
negative binomial distribution if and only if its joint pgf is of the form 
for k > 0. 
In the literature, for instance, Patil and Joshi [5], is found the restriction that 
all u’s but a, in (2.1) are negative, which does not permit the independence of 
any components of the random vector. But, our definition includes the case 
where some or all of X’s are independent. We observe that every nonempty 
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subset of {X1 ,..., X,} having a negative binomial distribution has a negative 
binomial distribution. We close this section with a brief introduction to linear 
exponential families. 
A family of probability functions {g(x: w), w E Q} is said to be linear exponen- 
tial in w if 
g@: w) = w4 e”“>/f(~)~ x = 0, 1, 2 )..., (2.2) 
in which h(x) is nonnegative and free from W. The function 
f(w) = f h(x) ew= 
2-O 
(2.3) 
is positive and finite; it is commonly known as the generating function (gf) 
since the pgf is given by 
w = fb + 1% 4/f(W)’ (2.4) 
From (2.2) it is obvious that two gf’s of the same distribution may differ only 
by a positive constant multiple. Therefore, we can ignore or adjust the constant 
multiple of a gf. If X is a random vector, then w and s are vectors; it should be 
understood that wx is the inner product of two vectors and w + log s stands for 
(al+ log $1 ,.a*, % + log s,). 
Given random variables X,, i = l,..., n, each being linear exponential in 
wi , wi E Qi , we can construct a linear exponential family of their joint distribu- 
tions in a parameter vector 0 by using the main theorem in [l]. Let fi(wi) be the 
gf’s of X, . Let 
@i = @p,Pl ,***, h-1, 4+1 ,..‘, en), i = l,..., n, 
be analytic functions so that, i, j = l,..., n, 
wi = ei + a+ , Ui2(ei + pi) ~ iXJj = ujvj + @j) x , (2.5) 
3 i 
where ots(wl) are variances of X,. Then the gf of the joint distribution linear 
exponential in e is given as 
(2.6) 
where Qc are evaluated at B = (0, ,. . . , e,-, , 0,. . . , 0). 
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3. MULTIVARIATE NEGATIVE BINOMIAL DISTRIBUTION 
Let Xi , i = 1, 2 ,..., n, be rz univariate negative binomial distributions with 
parameters pi , 0 < pi < 1, and a common parameter R > 0. The pgf of X, is 
pik(l - qis)-k h w ere pi = (1 - p,). If we reparametrizep( = 1 - ea‘, we obtain 
fi(wi) = (1 - P<)-~, where wi = log(1 --pi), i = I,..., ft. Then from (2.6) the 
gf of the multivariate family is obtained as 
f (4 ,*‘a, 0,) = fj [ 1 + (1 - e”‘) e@’ 
i=l 1 - @i 
I-“, (3.1) 
where each Qi is evaluated at (0, ,..., B&-r, 0 ,,.., 0). If we write 1 - eei = qi 
so that ei = log(1 - Ti), i = l,..., n, then we can express e@‘/(l - e”r) in (3.1) as 
functions of (Q ,..., vieI) and write them as 
94 = A(7 1 ,-*a, Q-1 1 > i = l,..., 72. (3.2) 
Now we can recast (3.1) as 
We observe the second partial derivative 
(3.3) 
(3.4) 
Since the subscripts of X, are arbitrary and we could have considered some X, 
other than X,, as X, , we arrive at the same expression of the left-hand member of 
(3.3). Moreover, since fl(O ,..., 0) = + 1 or possibly -1, we conclude that 
Bh ,***t 7,) remains the same except for the sign. 
Then the second order partial derivatives 
y$ = 0, i = l,..., 71. 
Since p is analytic, B(Q ,..., v,J is a polynomial of degree not exceeding n and 
linear in each qi . 
Using (2.4) we can find the pgf of the multivariate family as 
I. /3(1 - 51Sl ,a**, 1 - 5&J /3(1 - 41 ,*a*, 1 - 5,) I -k, (3.6) 
where & = 1 - qt , i = I,..., tl. Since (3.6) is of the form (2.1), we conclude 
that our multivariate family is a negative binomial. Thus we arrive at 
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THEOREM 1. An n-variate linear exponential distribution is negative binomial 
if and only if its univariate marginals are negative binomial. 
We shall consider another characterization for the multivariate negative 
binomial distribution. 
THEOREM 2. Let {S, ,..., S,} be a nonempty class of subsets of (sl ,. . . , s,} 
such that nTCI S, is empty. A necessary and suficient condition that an n-variate 
pgf is of a negative binomial is as follows: That for all s in Sj being Jixed the pgf 
have the form of that of a negative binomial in other s’s is true for all t, t = l,..., m. 
The sufficiency part of the theorem follows from the fact that [I’(& ,..., S,)]-l/k 
is analytic and linear in each s where P(S, ,..., S,) is the pgf. 
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