Abstract. We examine tests for stability of the dynamics of a time series against alternatives that cover both local-stationarity and break points. One key feature of the tests is that the asymptotic distribution are functionals of the standard Brownian Bridge sheet in [0, 1] 2 . The tests have nontrivial power against local alternatives converging to the null hypothesis at a T −1/2 rate, where T is the sample size. We examine an easy-to-implement bootstrap analogue and present the finite-sample performance in Monte-Carlo experiment. Finally, we implement the methodology to assess the stability of the inflation dynamics in the United States and on a set of neuroscience tremor data.
INTRODUCTION
Weak stationarity -the property that the structure of the data in its first two moments is independent of time -plays an important and key role when invoking asymptotic arguments, making inferences on a time series sequence or accurate predictions of future values. However, the assumption of weak stationarity could be difficult to justify a priori and it is possible that some sequences show nonstationary behaviour. In economics, a well-known example is the Lucas's (1976) critique. The justification being the belief that the parameters of macroeconometric models might depend implicitly on agents' expectations and so are unlikely to remain stable as policymakers change their behaviour. The possibility of data exhibiting nonstationary behaviour is not constrained to economic data sets, see examples in Paparoditis (2009) or Dahlhaus (2009) . Thus the purpose of this paper is to present easy-to-implement tests for weak stationarity. We are not concerned with the situation when the change on the dynamics is due to a random variable as in SET AR, Threshold or Markov switching models, as the latter models are regarded as nonlinear, and within this type of models one is often more concerned with testing for linearity.
Testing for weak stationarity is not a new endeavour. There are two main approaches or lines of research. A first one, focused on change point alternatives, assumes that the practitioner knows the family of parametric model that generates the data. See for example Picard (1985) , Davis et al. (1995) and the surveys by Perron (2006) or Aue and Horvath (2013) . A second and more recent approach describes testing procedures when the practitioner has not a parametric model in mind or she is not confident in a particular one. See Paparoditis (2009) 2013) is based on the empirical function similar to Dahlhaus and Polonik (2009) .
In this paper we are interested in testing procedures when the practitioner has not a parametric model in mind. Our tests parallels recent work by Dwivedi and Subba Rao (2011) or Jentsch and Subba Rao (2015) . More specifically we use, among other properties, that under weak stationarity the periodogram at two different Fourier frequencies are asymptotically independent, whereas Dwivedi and Subba Rao (2011) relies on a similar result but for the the discrete Fourier transform. Although the implementation of their test differs quite substantially from ours (see Section 2 for details) both approaches share the feature that their asymptotic distribution does not depend on the second order dependence of the sequence, contrary to those mentioned in the previous paragraph.
However a major difference between our approach and those described above is that our tests are easier to implement requiring the choice of only one smoothing parameter, which is a minimal requirement due to the non-specification of the model even under the null hypothesis. On the other hand, tests proposed in Dwivedi and Subba Rao (2011) or Paparoditis (2009) require the choice of 3 or even 4 different bandwidths for their implementation. So our methodology reduces the sensitivity of the test and makes its implementation easier. Second, our tests detect local alternatives of order T −1/2 , being T the sample size and so comparable to the test of Preuß et al.
(2013), although we do not need to assume Gaussianity which rules out from the outset many examples with real time series data. So our tests are more efficient than those which only detect local alternatives of order T −α for some α < 1/2 as is the case using Härdle and Mammen's (1993) methodology.
Finally, as our Monte-Carlo experiment suggests that the asymptotic distribution does not provide a good approximation for the finite-sample one, we present a valid bootstrap to the tests which does not require the choice of any additional bandwidth parameter, in contrast to the methodology suggested in the aforementioned work, as in Preuß et al. (2013) or Dwivedi and Subba Rao (2011) . Our bootstrap algorithm echoes the approach in Hidalgo (2007) and Hidalgo and Seo (2015) for data collected in a lattice model and that exhibit long memory dependence which is well-known not to be strong mixing, see Ibragimov and Rozanov (1978) . As a by-product, we present a very simple estimator of the fourth cumulant, although we do not pursue its comparison to those in Grenander and Rosenblatt (1957) or its time domain analogue in Fragkeskou and Paparoditis (2016) . This is beyond the scope of this paper.
We now describe our null hypothesis. Let {x t,T } T t=1 , t ∈ N, denote a sequence of zero mean random variables (1.1)
x t,T = ∞ j=0 β t,T (j) ε t−j ; β t,T (0) = 1, to be more specific in Condition C1 below. Model (1.1) allows for local stationarity as well as breaks in some of the coefficients β t,T (j), say β t,T (j) = δ (j) I (t < t 0 ) + β (j) with δ (j) = 0. We define our null hypothesis as H 0 : β t,T (j) = β (j) for all j ∈ N and t = 1, ..., T , T ∈ N, being the alternative hypothesis the negation of the null. We alternatively formulate our hypothesis in the spectral domain as follows. If {ε t } t∈Z is a stationary sequence, there exists a Cràmer-representation
where ξ (λ) has zero mean and orthogonal increments, see Brillinger (1981) . So the (timevarying) spectral representation of (1.1)
see Dahlhaus (1997) , where B t,T (λ) denotes the transfer function A second example is when there is an abrupt change on the values of the parameters at some particular time t 0 and x t,T = α (t) x t−1,T + ε t , where α (t) = α 1 I (t < t 0 ) + α 2 I (t ≥ t 0 ) ; α 1 = α 2 and |α 1 | , |α 2 | < 1. Then B (u; λ) =: (2π) −1/2 (1 − α 1 exp (−iλ)) −1 when u = t/T < u 0 = t 0 /T and =: (2π) −1/2 (1 − α 2 exp (−iλ)) −1 when u ≥ u 0 . Given (1.6) we can alternatively write H 0 as (1.7)
H 0 : f (u; λ) = f (λ) for all u ∈ [0, 1] a.e. in [0, π] , being the alternative hypothesis the negation of the null. That is, denoting by µ (·) the Lebesgue measure,
where (U, Λ) = {u ∈ [0, 1] ; λ ∈ [0, π] : f (u; λ) = f (λ)}. At the end of Section 2.3 we comment that our tests are consistent against heteroscedastic alternatives, say x t,T = σ t ε t , with σ t = σ(t/T ). The remainder of the paper is organized as follows. The next section describes and examines a test for H 0 in (1.7), as well as a modification such that the asymptotic behaviour does not depend on any unknown quantity and in particular on the unknown f (λ) =: f (u, λ). We also discuss regularity conditions and the type of local alternatives for which the test has no trivial power. Section 3 presents a valid bootstrap algorithm for our hypothesis testing. Section 4 presents a Monte-Carlo experiment to shed light on the finite-sample performance of the test. We show that our test has a more robust performance (both in terms of size and power) across data-generating processes than other comparable test such as Preuß et al. (2013) . We also apply our test to two real data sets. Section 5 concludes, whereas the proofs are confined to the Appendix.
THE TEST AND REGULARITY CONDITIONS
We first describe and discuss the motivation of the tests for H 0 in (1.7). Given a stretch of data {x t,T } T t=1 , where T denotes the sample size, we split it into B blocks, each of them of length n, assuming without loss of generality that B = T /n. Thus, the b − th block is based on the observations x t+(b−1)n,T n t=1
, and we denote its periodogram by (2.1)
where λ j = 2πj/n, j = 1, ..., [n/2] =:ñ, and where we abbreviate in what follows g (λ j ) by g (j) for a generic function g (λ). Similarly, the periodogram of ε t+(b−1)n n t=1
, b = 1, ..., B, is given by I ε,b (j) = n −1 n t=1 ε t+(b−1)n e −itλ j 2 . Our definition of the periodogram in (2.1) is similar to that in Dahlhaus (1997) 
which has the interpretation of being the periodogram over a segment of length n with midpoint at t + (b − 1) n. There is no difference with ours from an asymptotic point of view, and we prefer (2.1) for notational simplicity. Alternatively we might have employed the so-called "preperiodogram", see (3.7) in Neumann and Von Sachs (1997), given by
which is regarded as a closer counterpart of the evolutionary spectra function
which, as noticed by Dahlhaus (1997) , satisfies that lim T →∞ f T (u, λ) = f (u, λ) defined in (1.6).
However it appears to have worst finite sample properties when compared to that in (2.1) or (2.2), so that we have decided to use the latter. We now describe the tests. Suppose that we were interested in the null hypothesis H 0 given in (1.7) but only at some frequency λ j , j = 1, ...,ñ. Because I x,b (j) /f (j) I ε,b (j) /E ε 2 t using Bartlett's decomposition, see e.g. Brockwell and Davis (1991) , and for all j = 1, ..,ñ,
behaves as a sequence of uncorrelated centered χ 2 2 random variables, we suggest the CUSUM-type of statistic
is the estimator of the spectral density function f (j) proposed by Welch (1967), which appears more natural in our context than the standard smooth periodogram estimator. The previous arguments were given for a particular frequency λ j . However since
As we pointed out in the introduction, our statistic (2.4) draws some similarities to those given in Dwivedi and Subba Rao (2011) see also Jentsch and Subba Rao (2015) and Bandyopadhy et al. (2017) . More specifically, denote ω k = 2πk/T and J x (ω k ) = T −1/2 T t=1 x t e −itω k , k = 1, ...T , and compute
for some finite chosen m with f (λ k ) being the weighted average periodogram estimator. Then using the fact that under the null hypothesis
behaves as a sequence of independent random variables, they propose To that end, we borrow ideas from Anderson and Walker (1964) , who observed that the asymptotic distribution of the estimator of the correlation coefficient depends only on the first two moments, compared with the dependence on the fourth cumulant when examining the estimator of the covariance. Then we propose the following statistic (2.5)
is given in (2.23) below. We now introduce regularity conditions. Condition C1 : {x t,T } T t=1 , T ∈ N, is a sequence of random variables defined as (2.6)
such that sup t |β t,T (j)| < υ (j), ∞ j=0 jυ (j) < ∞, where {ε t } t∈Z is an independent and identically distributed sequence with E (ε t ) = 0, E ε 2 t = σ 2 ε and sup t E |ε t | = µ < ∞ for some > 8. In addition, |B t,T (λ)| is bounded away from zero for all λ ∈ [0, π]. Finally, we denote the fourth cumulant of ε t /σ ε as κ 4 . Condition C1 is standard and very mild. It entails to weak dependence of the sequence, although not necessarily stationary as β t,T (j) may depend on t. The condition allows for many models such as when with jumps and smooth transitions as local-stationary sequences used to model nonlinearities with time series data. It appears that we can relax Condition C1 to allow the conditions stated in Dalla, Giraitis and Hidalgo (2005) or the independence assumption of the innovations {ε t } t∈Z to be only martingale differences in its first and second moments at the expense of complicating the technical apparatus. In this way, the condition would become very similar to Assumption A1 in Dwivedi and Subba Rao's (2011), which plays a central role in their results. In addition, as we comment below, we can allow the fourth moments of the innovations to depend on time, relaxing the condition of stationarity among the first four moments needed in Dwivedi and Subba Rao (2011) .
It is worth pointing out that C1 implies that the sequences {x t,T } T t=1 have also an autoregression representation as Dahlhaus (1996) showed. Replacing (2.6) by (2.7)
then, as was first shown by Dahlhaus (1996) , the tv AR model
under standard regularity conditions on {α (u; j)} j≥0 for all u ∈ [0, 1], cannot be represented as in (2.7) . Under H 0 the latter model collapses to the standard AR (P ). Condition C2 : β t,T (j) satisfies that
Condition C2 indicates that β t,T (j) can be well approximated (locally) by a smooth function β (u; j) and that observations which are close in time are regarded as stationary. The bound sequence υ (j) does not need to be the same as that in Condition C1. However we keep it for notational simplicity as both satisfies the upper bound υ (j) = O j −2−δ for some δ > 0. Another implication of Condition C2 is that B t,T (λ) and B (u; λ) given in (1.3) − (1.4) satisfies (1.5). Under H 0 , (2.8) holds trivially.
Thus, under H 0 , Condition C1 implies that the sequence has a spectral density function
where B (z) = ∞ j=0 β (j) e −ijz . Also, using the autoregressive representation we can write the spectral density function as
: n is such that as T increases to infinity,
T 2 → 0 and B = T /n. We finish this section with a couple of comments. First, it is worth noticing that in view of the similarity of T n,B b * B ; j with the CUSUM tests, we could have employed a recursive version of the statistic,
The motivation of this modification, as given in Brown et al. (1975) when testing for constancy of the parameters, is to avoid the dependence of the distribution of the test on the estimator of the parameters of the model under the null hypothesis. This modification is most often known as Khamaladze's transformation (1981) . Notice that we can regard I x,b (j) / f (j) as an estimator of the standardized mean f (b/B;j) /B −1 B b=1 f (b/B; j). To simplify the exposition we focus on T n,B Second, if we were interested in testing the null hypothesis that some specific parametric model explains the dynamics of the sequence, say f (λ, θ 0 ), then a test for this specification is easily implemented as
for some estimator θ of θ 0 , say the Whittle estimator.
2.1. Asymptotic properties of (2.4).
For reasons which will become clear, it is convenient and useful to examine first the behaviour ofT
We have the following result.
Theorem 1. Assuming C1 to C3, we have that as T → ∞,
where BS [0, 1] 2 is a Gaussian process in [0, 1] 2 with covariance structure
Proof. The proof of this theorem, or any other result, is given in the appendix.
We have the following corollary.
Then, under H 0 and assuming Conditions C1 and C3, we have that
Standard functionals ϕ (·, ·) are the Kolmogorov-Smirnov and the Cràmer von Mises given respectively as (2.11) KS n,B = max
The first conclusion that we draw from Corollary 1 is that when {ε t } t∈Z are Gaussian, we have that
where (2.10) becomes
, where ω * 1 ≤ ω * 2 and υ * 1 ≤ υ * 2 , which can be regarded as the covariance structure of the "product" of a standard Brownian Bridge and a Brownian motion. The implication is that the asymptotic distribution of
is pivotal, and valid critical values can be easily computed regardless of the true underlying dependence structure of the sequence {x t } t∈Z . This is a major difference compared to the test proposed in Dette et al. (2011) . In addition, as we show below, our tests have nontrivial power when the alternative converges to the null at the rate T 1/2 , which is faster than the T 1/4 obtained elsewhere in Dette et al. (2011) or using nonparametric fits, although the same rate as that in Preuß et al. (2013) . However, the latter depends on the assumption of the innovation sequence {ε t } t∈Z being Gaussian and it needs bootstrap procedures for its implementation.
2.2. Asymptotic properties of (2.5).
Theorem 1 shows that when the Gaussianity assumption is dropped, the asymptotic covari- Because the implementation of T P n,B b * B ; j * n in expression (2.5) requires to obtain {ε t } t∈Z , which are also needed to compute our estimator of κ 4 or the bootstrap, we first provide a simple method to obtain the innovation sequence. For this purpose, given a generic sequence {z t } T t=1 , denote the discrete Fourier transform (DFT ) of z t+(b−1)n n t=1 by (2.13)
It is well known, see expression (10.3.12) of Brockwell and Davis's (1991) , that under the null hypothesis H 0 and Condition C1, the DFT s of ε t+(b−1)n n t=1
and x t+(b−1)n,T n t=1 satisfy the relation (2.14)
where B (−j) =: B e −iλ j and
Under C1, (2.14) and (2.15) become ; e iλ j and
Using the inverse transformation of the DFT,
and noting that Y n,b (j; a) is negligible compared to B (−j) J ε,b (j) in (2.14), we obtain {ε t }
T t=1
as
where "≈" should be read as "approximately" and by definition we have that A (j) =: A (λ j ) =:
Similarly we should expect that
Thus, under H 0 , the problem to obtain ε t+(b−1)n n t=1
becomes a problem of how to compute an estimator of A (j). To that end, using (2.3) we compute ε t+(b−1)n n t=1 as (2.19)
where
Note that σ Moreover, denoting a = 1 nñ
we could have estimated A (j) as A (j) = 1 + a 1 e −iλ j + ... + añe −iñλ j . This is because f (λ) = exp
c r e −irλ 2 and a is the th Fourier coefficient of exp ∞ r=1 c r e −irλ . In fact, one implication of the canonical decomposition is that exp
in (2.19), we compute our estimator of κ 4 as
where either σ
Notice that σ . Another estimator might be based on the sieve estimator. However, once again the methodology involves the choice of an additional smoothing parameter, i.e. the degree p T of the AR polynomial approximation. On the contrary, κ 4 does not require the choice of any additional bandwidth.
Once we obtain κ 4 , the critical values of
j * n are computed as suggested above. This method might introduce substantial noise in small samples, so that it is desirable to see if our statistic T P n,B b * B ; j * n would no longer depend on κ 4 . This is confirmed in the following result. Theorem 2. Under H 0 and assuming C1 and C3, we have that
. As before, we can apply the Kolmogorov-Smirnov and the Cràmer von Mises type of test using (2.11) and (2.12) but replacing T n,B
Local Alternatives and Consistency.
We finish describing the local alternatives for which our tests have no trivial power. For that purpose, we show that T n,B b * B ; j * n will have a mean different than zero under the alternative hypothesis. Indeed, under suitable regularity conditions, say C1 − C3,
where λ (j) = lim n(T )→∞ λ j . So as the set (U, Λ) given after (1.8) has positive Lebesgue measure, the last displayed expression suggests that
The first term on the right of the last displayed expression is o p (1) proceeding similarly as with the proof of Theorem 1, whereas the second term on the right develops a "mean" different than zero since f
We now examine the behaviour of the tests under local alternatives, say
λ is different than zero in the set (U, Λ). It is worth observing that when the local alternative corresponds to an abrupt change at some point in time, t 0 , we have that g t T ; λ = g (λ) if t > t 0 and we could allow C/T 1/2 < t 0 /T < 1−C/T 1/2 for some finite positive constant C. Introduce the function d (·; ·) defined as
Proposition 1.
Under H l and assuming C1 to C3, we have that
The conclusion from the previous proposition is that the test has power comparable to parametric counterparts. The consistency of the tests is standard as the "drift" function D (ω * ; υ * ) is non-zero everywhere.
We conclude the section indicating that our tests are able to detect departures from weak stationarity due to heteroscedasticity. Indeed, for illustration purposes we consider the example given in Dwivedi and Subba Rao (2011) , that is x t,T = σ t ε t , where σ t = σ (t/T ). In this case, standard algebra implies that EI x,b (j) = 1 n n t=1 σ 2 ((t + bn) /T ) and
From here it is standard to conclude that T n,B b * B ; j will have a mean given by
which is clearly different than zero unless σ 2 t = σ 2 , for all t = 1, ..., T . So our tests are consistent against this type of alternatives. It is worth remarking that in view of (2.25), we can regard I x,b (j) as an unbiased estimator of σ 2 (b/B) for all j = 1, ...,ñ.
BOOTSTRAP
We now focus on the bootstrap approach for our testing procedure based on either
is pivotal under Gaussianity or it only depends on the fourth cumulant of ε t , our Monte Carlo experiment suggests that the asymptotic critical values do not provide a good approximation for the finite sample ones. In any case, as Gaussianity appears as a rather restrictive assumption with many real data sets, bootstrap algorithms might be a useful tool when making inferences. In those circumstances the practitioner hopes that bootstrap algorithms provides better finite-sample approximations. So, the main aim of this section is to present the bootstrap algorithm and examine its validity. As usual E * or Pr * {·} indicate the expectation or the probability in bootstrap sense.
We now describe the bootstrap. To that end, the key is to recall that the asymptotic distri-
is independent of the underlying dependence of x t . That is, the
n , is exactly the same (asymptotically) as if we were using ε t instead of x t in its computation. So, our bootstrap algorithm is based on 2 STEPS. STEP 1 : We compute ε t+(b−1)n n t=1
, b = 1, ..., B, as in (2.19). We then obtain
, where
STEP 2 : Obtain a random sample of size T from the empirical distribution of { ε t } T t=1 . Denote the sample as {ε * t } T t=1 and compute the bootstrap statistics
where j * = 1, . . . ,ñ and
and J ε * ,b (j) as was defined in (2.13) with z t being replaced by ε * t there. Then compute the bootstrap analogues of (2.11) and (2.12), replacing T n,B
there.
Remark 1. (a)
We can replace ε t by ε t in STEP 2. The reason being that n t=1 εe itλ j = 0 and
and obtain {ε
is a random sample from the empirical distribution of ε t+(b−1)n n t=1 as in STEP 2, but random sampling in each "block" b = 1, .., B. Under stationarity in fourth moments, both procedures are valid. However, in view of our comments at the end of the previous section, we should expect that this bootstrap would be valid even when we do not assume that κ 4 is constant, but it depends on time, i.e.
We now have the following result on the validity of the bootstrap.
Theorem 3. Assuming C1 and C3, we have that
(in probability).
MONTE-CARLO EXPERIMENT: EMPIRICAL EXAMPLES
The purpose of this section is to present a Monte Carlo experiment to shed some light on the finite-sample performance of the tests. We considered sample sizes of T = 256, 512 and 1024. For each combination of T , n and models considered in the experiment, we have conducted 1,000 simulation runs. To save computational time, for each run we compute only one bootstrap counterpart. The bootstrapped distribution is obtained by stacking those statistics across iterations, which is then used to construct critical values and confidence regions at the desired levels. This is the idea behind the WARP algorithm of Giacomini et al. (2013).
Level considerations and choice of block sizes.
We study the nominal level of the bootstrapped modified statistic, given in equation (b) of Theorem 3, with the following ARM A(2, 1) model. We simulate
for several combinations of the parameter vector (φ 1 , φ 2 , θ). In all specifications, ε t ∼ N ID(0, 1). Model Table  1 .
1 Even at small sample sizes, such as T = 256, the rejection probabilities are, as expected, close to the 5% and 10% values. As T grows, size distortion are very small especially when |φ 1 | is close to zero. The behaviour of the Cràmer von Mises (CvM) and Komolgorov-Smirnov (KS) functionals appear similar. While no statistic clearly dominates the other, the latter emerged as slightly more robust at small parameter values.
2
Since the choice of block size is an inherent aspect of the test, 3 we experiment with the performance of the statistic at different values of n. We choose combinations of T and n to approximately minimize condition C3, with states that
converges to zero as T grows. We consider three block sizes for every sample size. 4 In this sense, the optimal block size for T = 256 is n = 32; for T = 512, n = 32; and, finally, for T = 1024, n = 128. For the sake of clarity, in the tables that follow we mark those pairs with the " " sign. We note that size distortions of both statistics are relatively small and invariant to the choice of block sizes. As expected, best performance was achieved at choices of n such that criteria (4.2) is approximately satisfied at most parameter values. We thus suggest this choice as a practical implementation rule. Table 2 reports rejection probabilities at alternative parameter values of the data-generating process (4.1). Assuming φ 1 = φ 2 = 0.3 and θ = 0, we obtain an autoregressive process with real roots; the process at parameters φ 1 = 0.4, φ 2 = −0.3 and θ = 0 exhibits complex roots. The remaining cases contemplate two ARM A(1, 1) and a ARM A(2, 1) process. Again, size is again well-approximated at small sample size, block sizes and parameters values.
Overall, Monte-Carlo results show that size distortions for the CvM and KS are limited at small sample sizes and have comparable performances. We observe, however, very significant size distortions in Preuß et al. 
Power considerations.
We study the power performance of the test with recourse to the following five DGPs
3)
x t,T = 0.4x t−1,T − 0.7x t−2,T + e t,T , t = 2, . . . ,
The first DGP is a simple break of the AR(1) coefficient. The break in the second DGP is such that roots switch from complex to real. The third model considers a change in the order of the autoregressive model. Finally, the fourth and fifth models have changing coefficients with t and originate from Dette et al. (2011) , equations (4.6) and (4.7).
From Table 3 we observe that deviation from the null hypothesis is detected at a reasonable frequency which increases quickly as T grows. For T = 2048 rejection probabilities are either very close to one or rejection of the null was obtained at every simulation run. At smaller 2 We also present the distribution of the non-bootstrapped statistics in Table 4 . As previously mentioned, at small sample sizes the asymptotic distribution does not provide a reasonable approximation. Note: Rejection probabilities for several combinations of T and n, represented by the notation T /n. DGPs implemented for size assessments are grayed out and DGPs (4.3)-(4.7) are individually labelled.
sample sizes, power is naturally higher for those DGPs that imposed a large change in the spectral density functions, particularly (4.4). KS functional showed slightly higher power than CvM in small sample sizes, particularly DGPs (4.3) and (4.5).
For data generated according to DGP (4.3), Dette et al. (2011) achieved comparable power relative to CvM, followed by KS functional; Preuß et al. (2013) obtained higher power at small sample sizes. A similar pattern is observed in DGP (4.5). The ordering, however, appears inverted for DGP (4.4) and approximately so for (4.6) and (4.7). We note that our test achieved reasonable power for all data generating processes and more stable results compared to the tests above.
We summarize the size and power simulation results in Figure 1 . The complete set of results is shown in appendix Tables 1-3. 4.3. Empirical examples. We employ the proposed tests to check the constancy of the dynamics for two real data sets. The choice of a model for the inflation dynamics is a necessity prior to empirical analysis. On our first application, we present evidence that inflation dynamics is not constant over time in the United States. We use data on the baseline Consumer Price Index (CPI), produced by the U. To ensure stationarity, for both series the first-difference ∆x t,T = x t,T − x t−1,T is analyzed. Figure 2 presents the smoothed spectral density estimatê From the figures, it is apparent that spectral densities tend to strong vary across time, especially at lower frequencies.
In Table 5 , we show the Cràmer-von-Mises (CvM) and Kolmogorov-Smirnov's (KS) test statistics for the CPI data, along with the bootstrapped 10%, 5% and 1% critical values. 7 The block sizes considered are in line with simulations presented in the previous subsection. In all the cases the null hypothesis of model stability is rejected at the 1% level. We have that the outcome of the test is not very sensitive to the choice of the bandwidth parameter and clearly the p-value is smaller than 1%.
For the neuroscience application, in line with Dette et al. (2011) and others, we reject the null hypothesis of model stability at 1% level, with the expectation of a singular block size of the CvM test where significance is achieved at 5% level only. Bootstrapped critical values and test statistics are presented in Table 6 .
CONCLUSION
In this paper, we described and examined a simple test for the hypothesis of stability of the dynamics without assuming any parametric family under the null hypothesis. One interesting aspect of the test is that, even without knowledge of the spectral density function under the null hypothesis, there is no need to choose any bandwidth or smoothing parameter for its implementation, besides the choice of the length of the block size n. A second interesting aspect of the test is that its asymptotic distribution only depends on the fourth cumulant κ 4 of the innovation sequence. We suggest a very simple estimator of κ 4 based on the canonical decomposition of the spectral density function as given in Whittle (1963), see also Hannan (1970) or Brillinger (1981) . We also present and investigate a modification of the test such that its asymptotic distribution becomes pivotal. For the implementation, we do not need any type of "bias" adjustments, and we are able to detect local alternatives converging to the null at the parametric rate T −1/2 . Table 1 . Rejection probabilities, model (4.1) with φ 2 = θ = 0 Table 2 . Rejection probabilities, model (4.1), various parameters Table 4 . Rejection probabilities, non-bootstrapped CvM and KS statistics, model (4.1) with φ 2 = θ = 0 
APPENDIX I: TABLES AND FIGURES
Observe that under H 0 we have thatI x,b (j) = f −1 (j) I x,b (j). In addition for notational simplicity we assume that σ 2 ε = 1 without loss of generality. We also introduce the following definition: We say that a process X n,B
Recall that by Bickel and Wichura (1972), a sufficient condition for BW is that for some α ≥ 1 and δ > 0,
. 
Finally recall thatT

Proof of Theorem 1.
Using Taylor's expansion around 1 ofI x (j) −1 , we obtain the following decomposition foȓ
where α =: α (j) ∈ (0, 1). Notice that Lemma 4 and well known inequalities sup j I ε (j) = O p n 1/4 B −1/2 and so by C3, it implies that inf j I x (j) −1 < C for some finite positive constant C and hence (5.4) sup
We first examine the second term of (5.3), and in particular
. Now because (5.4) we have that the contribution due to .5) is
which satisfies (5.2) and hence Condition BW because
From here the proof is standard after observing thatI ε,b (j) andI ε,v (j) are independent if b = v and C3 implies that B −2 = o B −1/2 T −1/2 . Next, the first term of (5.3), which is
We first show the first term of (5.6) satisfies Condition BW . Indeed, by Lemmas 4 and 5,
we have that the contribution due to 2 k=1Ȓ k n (j) into the term satisfies Condition BW . So,
, it suffices to show that
satisfies (5.2). When k = 0 it is a direct consequence of Lemma 5. Next because C1 implies that E I ε (j) 2k = O B −k , Cauchy-Schwarz inequality, and then Lemma 5, yields that the contribution of the first absolute moment of the terms due to k = 2 in (5.7) is bounded by 1 Bñ
So, it satisfies (5.2) because C2 implies that for some δ > 0, B −1/2 ≤ T −δñ−δ .
To finish that the first term of (5.6) satisfies Condition BW , it remains to do so for (5.7)
To that end, using (5.29) but with (2.16), (2.17) and (2.18) instead of (2.14) and (2.15) there, it suffices to examine that
satisfy Condition BW , whereẎ n,b (j; 0) =Y n,b (j; 0) +Ÿ n,b (j) and
it standard to conclude that the contribution into (5.8) or (5.9) ofŸ n,b (j) satisfy the sufficient condition (5.2). So, it suffices to examine the behaviour of (5.8) or (5.9) withẎ n,b (j; 0) replaced byY n,b (j; 0). Now, standard inequalities yield that the first absolute moment of (5.8) is bounded by 
using that ∞ =n 1/2 |β (u; )| = o n −1/2 by C1 and independence of the sequence {ε t } t∈Z . So the first term of (5.9) satisfies Condition BW . Finally the second term of (5.9). Using the definition ofY n,b (j; a) in (2.17), it suffices to consider
= o n −1 , so the second moment of the last displayed expression is
/B 2 n and hence it satisfies Condition BW by Condition C3. This completes the proof that the first term of (5.6) satisfies Condition BW . Next the second term of (5.6), i.e.
1 n
Proceeding as with the first term of (5.6), the contribution due toȒ n (j) + E (R n,b (j)) satisfies Condition BW . So, we only need to examine
The contribution due to k = 2 is o p T −1/2 uniformly in j * and b * , because sup j *
Next, the contribution due to k = 1 in (5.11), which is
n b * /B. So, it suffices to examine the behaviour of 
Recall that C1 implies thatI ε,b 1 (j) andI ε,b 2 (k) are independent for all j, k if b 1 = b 2 . So, we conclude that uniformly in j * and b * , the first and second terms of (5.6) satisfy Condition BW and hence (5.3) is
as we showed above that the second term of (5.3) satisfied (5.2). So the proof is completed if we show that the first term of the last displayed expression (5.12) 1
To that end, it is standard to show that
where we have assumed without loss of generality that j * 1 ≤ j * 2 and b * 1 ≤ b * 2 and independence ofI ε,b (j) andI ε,v (j) for b = v by Condition C1. So, the covariance structure of (5.12) is, after standard algebra, given by (2.10).
From here the proof concludes by standard arguments if we show that
converges in distribution to a normal random variable. But this is the case asñ −1/2 j * j=1I ε,b (j) is a triangular array of independent identically distributed random variables with finite second moments. This completes the proof of the theorem.
Proof of Corollary 1.
Part ( n . The proof of part (b) is omitted as it follows by standard arguments.
Proof of Corollary 2.
We begin showing the statistical properties of σ 
recall that we assumed σ 2 ε = 1 for notational simplicity, where
From here and Lemma 7 is obvious that σ
Now the first term on the right of the last displayed expression converges to zero in probability by Lemma 8, whereas by Condition C1 and weak law of large numbers, the second term converges to 3σ 4 ε + κ 4 in probability. Now standard arguments conclude that κ 4 − κ 4 = o p (1).
Proof of Theorem 2.
It suffices to examine the difference
To that end, we first examine
where the right side is due to Taylor's expansion because Theorem 2 and C3 imply that
is uniformly in j * and b * , and where
First we examine (5.19). The contribution due to the terms when k = 2, 3 is easily shown that they satisfy (5.2) and hence Condition BW , so we will only handle k = 1, which is
using the notation in (5.13).
by Cauchy-Schwarz's inequality and then Condition C3. Now due to Lemma 7, the first term of (5.20) is
where using notation before Lemma 6,
we can conclude then by C3, that the first term of (5.20) satisfies condition BW if the first term of (5.21) does. So, we need to examine the behaviour of
by C1 and using (5.55) in Lemma 7. On the other hand,
The first term of the last displayed expression satisfies Condition BW by a routine used of the Cauchy-Schwarz's inequality, whereas Condition C1 implies that the second moment of the second term is
From here and a standard used of (5.55) of Lemma 7 it follows that it satisfies Condition BW . So, this concludes that (5.24) and hence the first term of (5.20) satisfies (5.2), i.e. Condition BW . Next (5.18). As with (5.19) the contribution due to the terms when k = 2, 3 satisfies (5.2) with α = 1 there and hence Condition BW . So we will examine 1 nB
Using (5.29) and definition in (5.31), we have that it suffices to show (5.2) for 1 nB
n,b (−j) 2 = O n −2 and then Theorem 2 and Condition C3. Now because EZ
n,b (−j) = O n −1 , it implies that it suffices to show that 1 nB
2) and hence Condition BW . Clearly the second term of the last displayed expression satisfies (5.2) using Lemma 1 part (a) and that E σ 
uniformly in j * and b * . Then proceed step by step as with (5.24) but withI ε,b (j) replaced by Z
n,b (−j). So, it remains to examine the behaviour of (5.17), which is
We first examine the second term of (5.25). The contribution due to σ
so it is the contribution due to
because B −3/2 = o T −1/2 by C3 and using (5.55). So, we have that the second term of (5.25) satisfies Condition BW . Next the first term of (5.25), which is using (5.22)
by Lemma 7. The second term is
from our comments made after (5.19). The second moments are
Now use (5.55) to conclude that it is o T −1/2 . So, we have obtained that, uniformly in b * and j * , (5.16) is
and hence (5.15) becomes
proceeding as in the proof of Theorem 1 and because the second term of (5.26) is independent of b. From here we then conclude that
using the proof of Theorem 1. But, standard algebra gives that
The proof now follows by routine arguments, and so they are omitted.
Proof of Proposition 1.
We shall look at part (a), part (b) follows identically using Theorem 2 instead of Theorem 1 when needed and that σ 2 ε (b) = σ 2 ε . The proof is similar to that of Theorem 1 but we employ Lemmas 4 and 5 instead of Lemmas 2 and 3 when needed. Abbreviatingf 
Now, using Taylor's expansion of x −1 around 1 and the arguments in the proof of Theorem 1, we have that 1 is governed by
Now, except terms of smaller order of magnitude, the expectation of the last displayed expression is
using the definition off bn T ; j under H l . Now the proof of the proposition proceeds as that of Theorem 1 and so it is omitted.
Let's introduce some notation. In what follows, we denote
Notice that E * I ε * ,b (j) = 0. Also {H n } n≥1 is a sequence of strictly positive O p (1) random variables.
Proof of Theorem 3.
We shall handled only part (a), part (b) follows similarly. We need to show that
Now, using Taylor's expansion of I −1 ε * (j) around 1, we obtain the following decomposition of
Notice that Lemma 9 yields that sup jI ε * (j)
So, proceeding as in the proof of Theorem 1 but using now Lemma 9, we easily conclude that T * n,B
Next, we examine the contribution due to k = 1, 2 in (5.27), and in particular
To that end, we write
Now, becauseI ε * ,b 1 (j) andI ε * ,b 2 (k) are independent for all j, k when b 1 = b 2 , we have that
by standard arguments. So, the latter two displayed expressions imply thatİ ε * (j) andÏ ε * (k) are independent and hence
Next, to finish that the contribution due to k = 1, 2 in (5.27), we need to examine
because by Condition C3, B −3 = o T −1 and Lemma 9. But by Lemma 9 and standard arguments the right side of the last displayed expression is
Now, proceeding similarly with
we have that its second moments are
which implies that
The proof is then completed if
j * n = 0, whereas by independence of the sequence I ε * ,b (j)
Finally the tightness of [T /2]
n , for which a sufficient condition is that
But this proceeds by Lemma 7 in a standard way.
APPENDIX III: AUXILIARY LEMMAS
Before we present our lemmas, it is useful to introduce some notation. First from (2.14) and (2.15) we have that
Also, we shall denote
Lemma 1. Assuming C1 and C3 , under the null hypothesis we have that
Proof. We begin with part (c). We shall look at p = 2 being the case for p = 1 similarly handled. Because n,b (−j), we have that the left side of the expression is bounded by
Finally the proof of part (b) proceeds similarly.
Lemma 2. Assuming C1 and C3 , under the null hypothesis we have that, q = 1, 2,
Proof. Because Brockwell and Davis's (1991) Theorem 10.3.1 and then C1 and H 0 imply that E (R n,b (j)) = O n −1 and E |Y n,b (j; 0)| 4q = O n −2q , (5.32) and (5.33) hold true if
Recall that C −1 < |B (λ)| 2 < C for some positive finite constant C. But (5.34) follows by Lemma 1 and that Z
(1) n,b 1 (j) and Z
(1) n,b 2 (−k) are independent if b 1 = b 2 by Condition C1. Next we examine (5.35) which follows easily because its second moment is bounded bỹ
This completes the proof of the lemma.
Lemma 3. Assuming C1 and C3 , under the null hypothesis we have that for q = 1, 2,
Proof. We examine q = 1, the proof for q = 2 is similarly handled. By (5.29), (5.36) holds true if it is so for the second moments of 
converge to a Gaussian process, we have that (5.38) satisfies the right side of (5.36). Observe that the sequence is uniform integrable, by Serfling (1980), we have that the second moment of the sequence converges to that of the limiting distribution. Finally (5.37) when k = 1. Because
where J ε,b (j, ) = −1 n t=n− ε t+(b−1)n e −itλ j satisfies the right side of (5.36). But using Lemma 1 part (b), we have that it is
, for some δ > 0.
Lemma 4. Assuming C1 − C3 , we have that,q = 1, 2,
Now the proof proceeds straightforwardly after noticing that if b 1 = b 2 we have that E R n,b 1 (j; 0, n)R n,b 2 (j; 0, n) = 0, >n υ ( ) < Cn −1 and β t,T ( ) ≤ Cυ ( ) /n −1/2 by (5.10). Details are omitted.
Let |p| + = max {1, |p|} and denote
where ς pj = |p − j|
v. independent of j * and b * and EΦ 2 n,2 (j) = O B −2 . Also,
Lemma 6. Assuming C1 and C3 , under H 0 we have that
Proof. First because Taylor's expansion of log z yields that
The second term on the left of (5.46) is Φ n,1 Φ n,2 (j), where Φ n,1 = O p (1) and E |Φ n,2 (j)| 2 = O B −3 uniformly in j. Indeed Lemma 2 and 
by Lemma 2 and C3 and that sup p I ε (p) + R n (p) = o p (1), we obtain that it is Ξ n (j). Now we conclude the proof of part (a) by Taylor's expansion of exp z.
Next part (b). To that end, because log f (λ) is three times continuously differentiable, exercise 1.7.14 part (b) in Brillinger (1981) implies that c ,n − c = log f (0) n + O n −3 , and then we conclude that, uniformly in j,
Now using (5.48) instead of (??), we obtain part (b). This concludes the proof.
Lemma 7. Assuming C1 and C2 , we have that under H 0 for all b = 1, ..., B,
given in (5.14). Proof. First by standard algebra, we have that Cauchy-Schwarz's inequality. Next the contribution due to ψ k,n (j) + ϕ k,n (j), for k = 1, 2, 3. Now since (a + b) 4 ≤ 8 a 4 + b 4 and E |ψ k,n (j)| 2 + E |ϕ k,n (j)| 2 = O B −k , we have that this contribution is also Ψ n,1 Ψ n,2 (b). Recall again that sup j |ψ k,n (j)| = o p (1) and sup j |ϕ k,n (j)| = o p (1).
Next we examine the behaviour of the second term of (5.53). To that end and using (5.31),
we first notice that Condition C1 implies that E Z To finish the proof of the lemma, we shall now examine the third term of (5.53). First using (5.43) and that E |ψ k,n (j)| 2p + E |ϕ k,n (j)| 2p = O B −3 when p + k ≥ 3, the third term of (5.53) is 
n,b (j) and Z (2) n,b (j) respectively. Next, we examine the contribution into (5.56), i.e. the third term of (5.53), due to 1 n But it is easy to see that the fourth moment of the first term is O B −2 , whereas the second term has a second moment of order O B −2 . So, using that sup =1,...,ñ |a | q ≤ |a | q , for
