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To every Markov process with a symmetric transition density, there correspond 
two random fields over the state space: a Gaussian field (the free field) $ and the 
occupation field T which describes amount of time the particle spends at each state. 
A relation between these two random fields is established which is useful both for 
the field theory and theory of Markov processes. 
0. INTRODUCTION 
0.1. Let p,(x, y) be a symmetric transition density in a measure space E 
(see the definition in Section 4). Two random fields over E are associated 
with p: 
(i) A Gaussian field 4, (the free field) with moments 
((4) means the mathematical expectation of 4; g(x, y) is called Green’s 
function). 
(ii) The occupation field 
TX = \’ 6,(X,) dt 
-0 
which characterizes the total time spent by a particle at point x between the 
birth-time 0 and the death-time c. 
The central point of this paper is an identity which connects the fields 4 
and T. This identity can be used in two ways: 
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(a) To investigate non-Gaussian random fields of interest for physics 
(classical spin systems, the Ising model, the P(#)* fields) by the means of the 
Markov theory (additive functionals, local times,...). 
(b) To study local times, self-crossings and multiple points of Markov 
paths by applying the techniques of Euclidean quantum field theory 
(Feynman’s diagrams, hypercontractivity and so on). 
The idea that local times and self-crossings of the Brownian motion can be 
a useful tool in quantum field theory is due to Symanzik [ 11 1. A number of 
authors contributed to rigorous implementation of Symanzik’s idea. Wolpert 
[ 121 showed that the probability law for Wick’s powers of the free field can 
be obtained as the limit law for certain functionals of the occupation tield for 
n independent particles. “The random walk representation”’ of classical spin 
systems by Brydges, Frohlich, and Spencer 111 is closely related to our 
fundamental identity. However, only discrete Markov chains, not Markov 
processes with a continuous time parameter appeared in 111. The relation 
between the fields d and T was established in [ 7 1 for the case of finite or 
countable index space. Now we extend it to the general case which covers. in 
particular, the fields associated with the Brownian motion. 
0.2. The fundamental identity which connects the fields e and T can be 
written as 
(0.1) 
Here 
r, = q:/2 : (0.2) 
con W is the space of configurations in the path space W. i.e.. 
con W= W”U W’U...U W”U..., where IV” consists of a single element 
(the empty configuration) and W” is the set of all n-tuples M’ = (u., . . . . . it’,,). 
II’ , ,..., M’, E w; 
T(w) = T(w,) + ... + T(w,) for )I’ = ~+(fil, ,.... kc,); 
F and q are positive measurable functionals of the fields e and r, respectively 
and P, is a measure on con W. 
The measure PE is concentrated on W” if degree (F) = 2n (i.e.. if F is a 
homogeneous polynomial of degree 2n of the values of the field e or if it is 
an L2-limit of such polynomials). The measure P, vanishes if the degree of F 
is odd. 
A special role belongs to measures P,, on W which correspond to the 
functionals F(4) = #,$,. Up to the factor &x, y), the measure P,, is equal to 
the probability law for a path conditioned to be born at x and to die at y (cf. 
Subsection 6.2). The measure corresponding to F = @,, ... (jlzn is the sum of 
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the product measures PXilXj, x ... X PXinx,” over all (unordered) partitions of 
the points x1 ,..., xln into n (unordered) pairs. 
The correspondence F -+ PF is linear and therefore it is possible to express 
PF in terms of the measures P,, for a wide class of functionals F. The 
following particular case presents special interest. To every finite measure P 
on W, there corresponds a probability measure 
Q,(F) = f -$ e-p(wy) 1 F(wl ,..., w,J ~(dw,) . . . ~(dw,) 
n=O * W” 
on con W. This is the probability distribution of a random configuration 
( W 1 ,**-, w,), where the number of particles N has the Poisson distribution 
and, given N, w, ,..., w, are conditionally independent and have the identical 
probability distribution P”(.) = P(.)/P(W). The measure Q, is called the 
Poisson expansion of P (or the Poisson point process with the characteristic 
measure P). We put 
4, = j Lox) 4*, p,, = I‘ Nx) Pu(dY) px, * 
The measure on con W corresponding to the function exp(#, - s(#i)) is the 
Poisson expansion of P,,/2. 
0.3. The fundamental identity (0.1) can be interpreted as an 
isomorphism theorem. For all positive measurable F and Y, we put 
n(Y) = (Y). flAY> = (F(4) 0. 
The random fields 
((7 flF> and (r + TV, n x PF) 
are isomorphic (i.e., identical in law); the first field is defined on a space LJ 
and the second one on the product space 0 X con W. 
0.4. All these statements are true if Green’s function g(x, y) is finite. 
However, for the Brownian motion in more than one dimension g(x, x) = co 
for all x. In this situation both 4 and T are generalized fields indexed not by 
points of E but by measures on E. We have 
$.a = ‘$ j” 4s.x Wxh (0.3) 
T”,r T,, as UT co. (0.4a) 
Here h., is the Gaussian field such that (#,.,) = 0, (4S,X#U,y) = 
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.I’$ ,, P,(K Y> & and 6,,,0) = P,(x, Y> is an approximation of the S-function 
at point x. Both limits (0.3) and (0.4) exist in L2 if 
J +x) g(x, y) W) < 00. (0.5 1 
The field r is defined by the formula 
t = ‘$ if WWf.,P - (~:..J/2)~ 
The L2-limit exists if 
(0.6) 
1. W9g(w)2 Wy) < co. (0.7 1 
We denote by N the set of all measures 2 subject to conditions (0.5) and 
(0.7). Formula (0.1) holds if q(c) = Q(&, ,..., & “,... ), where Q is a measurable 
function on R” and A, ,... A”,... E N. F can be an arbitrary polynomial in 
0.5. In computations, it is more convenient to deal. with the 
“meaningless” expressions 4,) <, ,..., than with the well-defined quantities 
$.I 2 5, ?a... For this reason we describe in Section 2 an algebraic formalism 
which is applicable to “Gaussian random variables with infinite variances.” 
In Section 3, we show how this formalism can be applied to computing the p- 
point functions of generalized random fields. Basic facts on Markov 
processes and their additive functionals are presented in Sections 4 of 5. A 
central theorem on additive functionals is proved in the Appendix. In 
Section 6, we introduce the free field and the occupation fields and we prove 
the fundamental identity (0.1). 
Some applications of identity (0.1) are outlined in [S 1. More complete 
presentations will be given in the next publication. In 114). Yang gave, using 
(0. l), a short proof of the inequalities of Frohlich, Simon, and Aizenman. 
1. GAUSSIAN SYSTEMS 
1.1. We fix a probability space (n,.F, ZZ). Measurable real-valued 
functions on 0 are called random variables. The integral of X with respect to 
17 is called the expectation of X and is denoted by (X). 
A random variable X is normal if (e’“) = eQ”‘, where Q(t) is a quadratic 
polynomial of t. It is centered normal if, in addition, (X) = 0. We evaluate 
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Q(t) by developing both sides into Taylor’s series and comparing the coef- 
ficients at t” for n = 0, 1, 2. We get 
(e’“) = etw9/2* (1.1) 
Let A be an arbitrary set. A collection of random variables #,, a E A is 
called a (centered) Gaussian system if the random variable 
X=U~$~,+ ... + u,#,,, is centered normal for all a,,...,a,~A, 
u ,,..., u, E R. We have 
(eX) = exp (z gCai T  uj> ui ‘j) /29 
where 
da, 6) = (4L14b). (1.2) 
Hence the joint probability distribution of d,,,..., #,, is uniquely determined 
by g. A function g(a, b) determines a Gaussian system if and only if it has 
the following properties: 
1.1.A. g(a, b) = g(b, a) for all a, b EA. 
l.l.B. For all u ,,..., a, E A, U, ,..., U, E R, 
1 g(Uf, aj) ui”j > O* 
iJ 
(1.3) 
1.2. LEMMA 1.1. Let (E, 59) be a measurable space and let a function 
g(x, y), x, y E E satisfies condition 1. l.A,B and the following conditions: 
1.2.A. g(x, y) is 9 x 9-measurable. 
1.2.B. g(x, y) is continuous in x, y in a separable topology. 
Then there exists a Gaussian system I$,, x E E such that 
b%h> = g(x, Y>Y (1.4) 
and the function q4.J~) is 9 x jr-measurable. 
Proof. According to Subsection 1.1, there exists a Gaussian system wX, 
x E E subject to condition (1.4). Let E, be a countable set everywhere dense 
in E in a topology with respect to which g is continuous. We have 
II wx - Kl12 = g(x, xl + g@, c> - 2&Y cl. 
Hence for every c and every E > 0, 
UC,, = Ix: II wx - VA < El E JfiY* 
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The union of U,,, over c E E, coincides with E. It is easy to construct 
disjoint measurable sets V,,, c U,,, with the same property. The function 
G = vc for x E V,,, 
is .%’ x ,F-measurable and 114; - ~~11 < E for all x. By Chebyshev’s 
inequality, n{l~‘,-w,l~s}~(&/~)‘, Let S,,=K’, c,,=2-“. Then 
C(E,/~,)* < co and, by the Borel-Cantelli lemma, 
a.s. for each x. 
The function 4, = lim sup 4: has the properties stated. 
1.3. We denote by /1X11, the LP-norm (IXip)“” of X and we write ‘1x1~ 
instead of /IX/I,. 
Let 4,, a E A be a Gaussian system and let H,, be the minimal subspace 
of L’(n) which contains all random variables f($,,,..., $,,), n = 1, 2,...; 
a, ,...’ a, E A and f is a polynomial of degree <d. By Nelson’s hypercontrac- 
tivity bounds (see, e.g., [ 11, p. 381) 
iI y//p < (P - lY2 I/ YII for all YE H,,,. p > 1. (1.5, 
2. GAUSSIAN ALGEBRAS 
2.1. Let I be a finite set. A Gaussian algebra G is a graded free 
commutative associative algebra with generators 
xi, iE 2 of degree 1 
and 
(X,X~) = (x&J, a, P E I of degree 2. 
We call xi the principle generators. We denote by G” the set of all 
homogeneous elements of degree n. i.e., the linear space spanned by the 
monomials 
xi, *” xik(xaIx~I) ‘*’ (xmmxO,>~ k+2m=n (2.1) 
(Go consists of constants). Each element F of G has a unique representation 
of the form 
F=F’+ . . . +F” + . . . , F” E G”. (2.2) 
We consider also formal series of the form (2.2) with infinite-many nonzero 
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terms. An equation F” + . . . + F” + . . . = 2’ + . . . + p + . . - , is equivalent 
to the system of equations F” = 3’ for II = 0, l,.... The most important 
formal series is 
ey = f Y”/n!, YE G’. 
0 
(2.3) 
2.2. We denote by Q the minimal subalgebra of algebra G which 
contains 1 and (x,xq) for all a, p = 1, 2 ,.... A linear transformation is deter- 
mined by its action on the monomials xi, . . . xik. This action can be described 
by the images of the formal series ey, YE G’. We introduce two such 
transformations by the formulas 
and 
(eY)= e(Y912, YE G’ (2.4) 
:,Y.~,Y-(Y9/2 .- > YE G’. (2.5 ) 
Formula (2.4) is equivalent to the equations 
Cxi, . . * Xi,) = 0 for p odd, 
= 
1 (xia,xio,> ” ’ txiekxiDk) for p = 2k, (2.6) 
pairings 
where the sum is taken over all pairings (a,, p,) ,..., (ok, Pk) of 1, 2 ,..., 2k (i.e., 
all (2k)!/k!2k unordered partitions into unordered pairs). Formula (2.5) is 
equivalent to the relations 
ty’ tm” 
et,Xi, + . . . +tnq,= 2 -... n:x(n, I ml. I m?? * 
11 . . . xy:, 
m,,...,mn 
where 
n = 1, 2 ,...; t, )...) t, E IR, (2.7) 
e, = e Y-(Y9/2 > YE G’. (2.8) 
By applying (2.4) and (2.5) to Y = t, Y, + ... + t, Y, we establish that 
(2.6) and (2.7) hold for all Yi,..., Y,, E G’, , and so does any relation 
between the generators Xi written in terms of addition, multiplication and the 
operations ( ) and : :. In other words, the mapping xi + Yi E G’ determines 
a homomorphism preserving ( ) and : :. 
We denote by G, the minimal subset of G which is closed under addition 
and multiplication and which contains all positive constants and all elements 
. :xi, -.. xi P:, I, ,..., i, E 1, p = 1, 2 ,..., and (xi xi), i, j E I. 
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2.3. Since (2.7) is true for all elements of G’, we have 
:Y, .‘* Y, : = Ic(e tlY,t...+fJIYD >, Y, ,..., Y, E G’, (2.9) 
where K(J) means the coefficient at t,... tP in the Taylor series for a function 
.f(t ,,..., f,,). Let Yij, i= l,..., r, j= l,... k, belong to G’. By (2.9) 
(2.10) 
where 
We see that (2.10) vanishes if p = k, + ... + k, is odd and it is equal to 
(I/k!) I if p = 2k. Hence 
(2.11) 
where the sum is taken over all pairings ((i,, j,), (id,)) of the pairs (i,j) 
subject to the condition i, # i,. A conventional tool to describe such 
pairings are Feynman’s diagrams. We consider vertices labeled 1, 2,..., r. 
Legs labeled (i, j), j = I,..., ki belong to the vertex i. A Feynman’s diagram is 
obtained by pairing all the legs in such a way that the legs in each pair 
belong to different vertices. Formula (2.11) can be rewritten in the form 
(2.12) 
where D runs over all Feynman’s diagrams and the product is taken over all 
pairs of legs. 
2.4. We consider graphs which consist of a finite number of vertices and 
a finite number of bonds: each bond connects two different vertices. The 
multiplicity of a vertex is the number of bonds to which it belongs. A 
connected graph is called a loop if all vertices have multiplicity 2. It is called 
Q chain if all vertices have multiplicity 2 except two end points of 
multiplicity 1. 
If all vertices have multiplicity 1 or 2, then each connected component of 
the graph is either a chain or a loop. We denote by r,, the class of all graphs 
of this type with vertices 1 ,..., p of multiplicity 1 and vertices p + l,.... r of 
multiplicity 2. 
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LEMMA 2.1. Let Yi E G’ and Zi = : Yf :/2, i = l,..., r. Then 
(Y, ... ypz,+, -..Z,)= y 2-‘2 n (Y,Y,), (2.13) 
rcrpr bonds 
where the product is taken over all bonds (a, /I) of r and 1, is the number of 
2-loops in I-. 
Proof. First we evaluate, by (2.12), (Y, ... UP: Y,+i YA+,: ... : Y,Y;:), 
where Yi belong to G’ and then we put Yh = Y, which means that two legs 
at every vertex of multiplicity 2 become indistinguishable. 
We get a graph r from a Feynman’s diagram D by replacing each pair of 
legs by a bond. Let B be a subset of the set p + l,..., r. If we transpose the 
pair of legs at each vertex i E B, we do not change r but do change D except 
in the case: B consists of vertices of 2-100~s. Hence the number of the 
diagrams D which correspond to a given graph r is 2r-pP’2. Therefore (2.13) 
follows from (2.12). 
2.5. LEMMA 2.2. Let Y, ,..., Y,. E G’. For every subset S = {a ,,..., a,) 
of the set {l,..., r} and for every i, j we put 
(2.14) 
where the sum is taken over all permutations (i ,,..., i,) of l,..., m. 
For Zi = : Y’ :/2 and for p = 2k, we have 
(Y, **. Ypzp+l ... Z,) 
=\‘ 2 
( i n za ci,j,(sl> .” cikjk(sk), (2.15) pairings partitions aes, 
the first sum is taken over all pairings (iI, j,),..., (ik, j,) of elements l,..., 2k 
and the second sum is taken over all partitions of p + I,..., r into disjoint sets 
s s,. 0 ,.‘., 
2.6. Now we consider the set T(r) of all graphs with vertices l,..., r such 
that each vertex has multiplicity 0, 1, or 2. (Beside chains and loops, such 
graphs can contain isolated vertices.) For every r E r(r), we denote by Jk, 
k = 0, 1, 2, the set of vertices of multiplicity k. 
LEMMA 2.3. We have 
Z, . ..z.= 1 n 2-q~~~~): n ~;2/2 rl yj: 
Ter(r) bonds jeJ0 jeJ, 
where Yj, Zj, and 1, have the same meaning as in Lemma 2.1. 
(2.16) 
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ProoJ We note that 
rJe,Yj=ef,Y,+...t,rY,exP p;q fPlq(IlpYqh 
By (2.5) and (2.17), 
(2.17) 
FI:e '7, := : rIe’jYj: rT exp(Y, Y,) t,t,. 
PC9 
By comparing the coefficients at tf 9.. rf in the Taylor series, we get 
2, . . . z = y KJ7,P~4~ ... wp, Y,,>‘““~ Y? YF’ r 
- c ! 
: __ ... --:. t (2.18) 
PI41 
c ! 
Pk41 ml. 
m,! 
where the sum is taken over all products which contain each Yi exactly 
twice. Obviously (2.18) is equivalent to (2.16). 
2.7. We denote by G, the linear space spanned by the elements 
qxi, ..* xi,, q E Q, i, ,..., i, E 1 
and we denote by G,, the sum of G,, m < n. It follows from (2.9) that 
:Y, ... Y,: -Y, ... Y, E GG+,,. Hence 
F- :F: E G<,,-,, for FE G,. (2.19) 
By (2.12), (:Y, ... Y,: :Y; . . . Y&) = 0 if m # it and therefore 
(:F: F’) = 0 if FE G,, F’ E G,(,- ,). (2.20) 
2.8. Let X i ,...,X, be random variables on a probability space (on,.?-, ZZ) 
and let G(n) be the Gaussian algebra with n principal generators X, ,.... s,, 
For every FE G(n) we get: 
(a) a real number (F), by substituting g(a, b) = (X,X,) for (.x~,x~): 
(b) a random variable F(X,,..., X,) by substituting Xi for si and 
g(a, b) for (x,xb) (in particular, (F) (X, ,..., X,) = (F),). 
The mapping F + F(X, ,...,X,) is a homomorphism from G(n) to the 
algebra A of random variables generated by Xi. We note that 
(F(X, ,..., X,)) = (F), for all FE G(n) (2.2 1) 
if and only if X, ,..., X, is a Gaussian system. (This follows from comparison 
of (1.1) and (2.4).) 
Let A, and A<(,,-,, be the images in A of G, and G<(,,, ,) and let H,, be 
the orthogonal complement of A <(,,- ,) in A, (in L ‘(ZZ)). For every U E A,, 
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we denote by : U: the orthogonal projection of U on H,. It follows from 
(2.19)-(2.21) that, for a Gaussian system, 
:F(X, )...) X,) : = :F:(X, )...) X,). (2.22) 
Suppose that $,, x E E is a Gaussian system and let F be an element of 
G(n). To every x = (x1 ,..., x,J E E” there corresponds a Gaussian system 
X, = 4, ,,..., X, = 4,“. We call CD: = F(#, ,,..., fi,,) a random field subordinate 
to the Gaussian field #,, x E E. We note that, for all F, E G(n,) and 
x(i) E E”‘, i = l,..., p, 
(4(4x,,,) ..a Fp($xd) = @‘,(x(l)) e-s FpW))),. (2.23) 
The expression in the right side is evaluated in the Gaussian algebra with the 
principal generators xi(i), i = l,..., p, j = l,..., n,. 
3. L-FIELDS AND GL-FIELDS 
3.1. We say that a function is positive if it takes values in [O, +co] and 
we say that it is positive finite if its values belong to [0, +a). 
We denote by L the intersection of the spaces LP(17) over all p and we 
write Lim Y, = Y if 11 Y, - YllP + 0 for all p (or, equivalently, if 
((Y,-Y)P)+Of or all p). This implies (Yi) -+ ( Yp) for all p. It follows from 
HGlder’s inequality that L is closed under multiplication and that 
Lim X, Y, = Lim X, Lim Y, . 
An L-field over a measurable space (E, 9) is a collection of random 
variables 0%) x E E which belong to L and satisfy the following conditions: 
3.1.A. Qx(o) is 3 X .F-measurable. 
3.1 .B. For every p = 1, 2 ,..., and all x, ,..., xp E E, 
up&, >a**, xp> = (@ Xl . . . cDp,,) > 0. 
Obviously the functions vp(x, ,..., xp) are measurable, symmetric, and 
positive finite. We call them the moment functions. We also call v, the p- 
point function of the field 4. 
3.2. Let a finite-positive function g(x, y), x, y E E satisfy conditions 
l.l.A, B and 1.2.A, B. Let #,, x E E be the Gaussian system described in 
Lemma 1.1. By (2.6) and (2.21) 
VP(XI ,...) x,) = 0 if p is odd, 
= 2: gCxi,5 xj,> ‘*’ dxik3 xjk> for p = 2k. (3-I) 
pairings 
Hence i is an L-field. 
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Let @c, x E E” be a random field subordinate to 9. Suppose F E G(n) + 
By (2.12) and (2.21), QF‘ satisfies condition 3.1.B. Since it satisfies also 
3.1 .A, it is an L-field. 
3.3. A GL-field (generalized L-field) is a collection of random variables 
@,% E L indexed by o-finite measures of a class /1 such that: 
3.3.A. If A, p E A and a, b > 0, then aA + b,u E A and Qp,, hu = 
a@., + b@, . 
3.3.B. For all p = 1, 2 ,..., and all 2, ,..., ;I,, E n 
WI, ... ” @.I,> = (.0,(x , ,.... xp) A ,(dey,) . . . &(dx,), (3.2) 
where vg are measurable symmetric positive functions. 
We say that @ is a natural GL-field if every u-finite measure 2 such that 
1 %(x,y)Wx)A(dy) < co (3.3) 
belongs to /i. 
3.4. Let a function g(x, y), subject to conditions l.l.A and 1.2.A be 
positive but not necessarily finite and let 
(L42 < (4 ~>cu. PI for all measures kpu, (3.4) 
where 
(A P) = 1. A(dx) g(x, .v) p(b). ., 
We put 1 E M if 
(A, ;i) = )_ l(dx) k(dy) g(x. y) < co. (3.5 1 
Let A, ,..., An E M, u, ,..., U, E R and let 
356 E. B. DYNKIN 
Hence there exists a Gaussian system #A, L E M such that 
It follows from (2.6) and (2.21) that #*, 1 E M is a natural GL-field with the 
p-point function given by (3.1). 
If g(x, x) < co for all x, then the probability measures 6, concentrated on 
one-point sets belong to M, and (3.4) implies (1.3). 
3.5. LEMMA 3.1. To every L-field QX, x E E subordinate to a Gaussian 
L-field there corresponds a natural GL-field Qn, 1 E A with the same 
moment functions. 
If @ii, ;li E Ai are natural GL-fields corresponding to L-fields #i, x E Ei, 
i= 1 ,..., p, then 
(@A, .a- @‘Q = j 
(CJ;, ..a a”,,) l,(dx,) .a. $(dx,) (3.6) 
for all A, E Al,..., A, E A,. 
Proof. We put A E A0 if k(E) < co and 
I II @xl1 Wx) < ~0. 
By Holder’s inequality and (1.5) 
By Fubini’s theorem, 
I ax A(dx) E L for all A E A0 
and (3.2) holds with vp(xI ,..., x,) = (a,, . . . CD& for all 1, ,..., A, in A’. 
If A is a a-finite measure which satisfies (3.3), then we choose sets E, T E 
such that A(E,) < co and we put EL = E, f7 {II @XII < n}. Let A, be the 
restriction of A to EA. Then A,, E A0 and 
A&) WKQi, @J as m, n -+ 00. 
Hence 
II @,I, - @,I,II~ < const II QA3, - @,IJ + 0 as m, n + 03 
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and Lim Qp,” = @, exists. We have 
(@:)=lim (CP:“)=j (@,, ... @,,)~(dx,)~~~~(dx,). 
Hence (3.2) holds with v,,(x, ,..., x,) = (@,, ... @,,). 
To prove (3.6) we note that, by Fubini’s theorem, it holds for li E /1y. For 
arbitrary Izi E/ii, we consider measures ,Ii, E Ap constructed in the last 
paragraph. By Subsection 3.1, 
On the other hand, this limit is equal to the right-hand side of (3.6). 
3.6 THEOREM 3.1. Suppose that for every s > 0 a finite positive function 
gS(x, y) is given which satisfies conditions l.l.A, 1.2.A, B and the following 
conditions: 
3.6.A. For all s, ,..., s, > 0, x, ,..., x, E E and all real u, ,..., u,, 
3.6.B. &(X3 Y> < &(X3 Y> for s > t. 
Then there exists a natural Gaussian GL-field oA, 1 E A4 with the 2-point 
function 
g(x* Y> = yg &(X3 Y) (3.7) 
and the p-point functions given by (3.1). The field o,, can be obtained by the 
formula 
$.I = L;\y 4s.n * (3.8) 
where 4,.,, s > 0, x E E is a Gaussian system such that 
@,,x h,,) = &+,kY) (3.9) 
and oS,l, A E M, is the natural GL-field corresponding to o,,,, x E E by 
Lemma 3.1. 
Let G(n) be the Gaussian algebra with n principal generators. TO every 
FE G(n)+ there corresponds a natural GL;field @T, A E AF over (E”, .S’“) 
defined by the formula 
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where @:.A is the natural GL-jield with the same moment functions as 
64 s,x ,,..., #,,,,). For all Fi E G(ni)+, Izi E /iFi, i= I,..., p, 
(q -** @z) = 1 @‘,(x(l)) ... F,(xW), W-W) ..a WWD (3.11) 
ProoJ The existence of a Gaussian system $,,, subject to condition (3.9) 
follows from 3.6.A. By Lemma 1.1 we can choose #S,X(o) to be (3 X Sr)- 
measurable for each s. For every s > 0 we have a Gaussian L-field $,,,, 
x E E. We consider its subordinate L-field @S,X = F(#,,,, ,..., gi,,,“) (for the 
sake of brevity we drop the superscript F). Using Lemma 3.1, we construct a 
natural GL-field #S,l, ,I E M, with the same moment functions as $,,, and a 
natural GL-field cD~,~, 2 E (is,F with the same moment functions as @,,,. By 
(3.6) 
@s,,t 4t.J = I g,+,(x,y> Wx)&G) 
which implies 
Hence $S,A converges in L’(L7) to a limit $1 which by (1.5) is also a limit in 
L. We see from (3.12) that g(x, y) is the 2-point function for the field 4A. For 
every s > 0, +A,,,, . . . $,,,,,) is given by (3.1) with g replaced by gS. Passing 
to the limit as s 1 0, we get that (3.1) describes the p-point function for #,I. 
By (2.21) and (2.12) G,,,(x, y) = (@J~,,@,,~) is monotone in s and t. Let 
G(x, Y> = ?ityo G&, v) 
and let /iF consist of all u-finite measures k on E” such that I G(x, y) 
A(dx) A(dy) < 0~). For every &p E /iF, 
(The proof is the same as for (3.12). This implies the existence of the limit 
(3. lo).) 
By (2.23) and (3.6), 
(@“’ s,A, **. @?A,> = ,f (F,(x(l)) e.. F,(x@N),sWx~) .a. Wx,). 
Passing to the limit, we get (3.11). 
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3.7. If the function g(x,y) defined by (3.7) is finite, the GL-field 0 
corresponds to an L-field d,, x E E and QF corresponds to the L-field 
@c = F(dXI ,..., #,,), x = (x1 ,..., xn) E E”. In this case 
(Q, .** @2p,> = (P,@(l)) ... qx@))), (3.13) 
and 
@; = -1 m,, I..., 4,“) wx, ..... dx,) (3.14) 
for the class r1’ of measures 1 defined in the proof of Lemma 3.1. In general 
case, it is convenient to use (3.14) as a symbolic description of @’ and 
(3.13) as a short form for (3.11). 
In particular, we write 
:@n:A = [ :c;: /I(dx) (3.15) 
for the field corresponding to F(x) = :x” :. We get an expression for the p- 
point function of the field :#“: by formula (2.12). In particular, the 2-point 
function is given by the formula 
(:$q: :$d;:> = n! g(x,y)“. (3.16) 
Hence : 4” :A is defined for all a-finite measures 1 such that (A, A),, < cc. 
where 
(4 Pu>, = (_ Wx) g(x, J’Y Pu(4,). (3.17) .’ 
We denote this class by M,. (Th e c ass M, coincides with the class A4 1 
introduced in Subsection 3.4.) 
3.8. A special role is played by the field 
&, = : 42/2 :.% = 1 : #z/2 : A(dx), ~EMz. (3.18) 
The p-point function of the field r can be evaluated by formula (2.13). In 
particular, 
W,) = &3 .w (3.19) 
(cf. (3.16)). By (2.15) and (2.23) 
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where the first sum is taken over all pairings (i,J,) ,..., (i,,j,) of 1, 2 ,..., p; 
the second sum is taken over all partitions of the set S = { 1,2,..., 1) into 
disjoint sets S, ,..., S,; 2, means the collection {za, a EA}; &, = n,,A <,,, 
and 
C&A) = c (3.21) 
(iI,...,i,) 
g(-% ?&aq*~ %J *-* g(zq,7v> 
if A = {a, ,..., a,} (the summation is over all permutations of indices 
1) 2,. . . ) r). 
For p = 2, (3.20) takes the from 
the sum is taken over all subsets A of S. We put 
C,” = 1  ^c,, Pu(dX) WY). 
(3.22) 
(3.23) 
It follows from (3.22) that, for all ,ui, ,u, E M,, A, ,..., A, E M,, 
I crr,11z(z1’...‘z,)Iz1(dz1) ... &(dz,> < ($,, $,,C, -.a &,> < co. (3.24) 
4. MARKOV PROCESSES 
4.1. Let (E, 9, m) be a measure space. We say that a positive function 
pl(x, y), t > 0, x, y E E is a symmetric transition density if: 
4.1.A. p,(x, y) is measurable with respect to 9,+ x 9 x 9, where 
9,+ is the Bore1 a-algebra in R, = (0, +co). 
4.1.B. For all s, t > O,x,z E E, 
1 P&Y> m(dy)p,(y, z) =~s+r(x, z). 
4.1.C. For all t > 0,xE E 
.i PJX, Y) m(dy) < 1 
and the left side tends to 1 at t 1 0. 
4.1.D. For all t > 0, x, y E E, p,(x, y) =pt(y, x). 
4.1.E. Ifp,(x,z) =pl(y, z) for all t,z, then x=y. 
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All conditions 4.1.A-E are satisfied for the Brownian density 
pf(x, y) = (2zt) -d/2 exp(-kc - k /x - y 1’). (4.1) 
Here E = Rd, m is the Lebesgue measure, Ix - y 1 means the Euclidean 
distance between x and y and k > 0 is called the killing rate. 
A fundamental role in our constructions belongs to the function 
&(XY Y> = irn Pf(X> Y) 4 s>O,x,yEE; (4.2) 
‘S 
g(x, y) = g,(x, y) is called Green’s fun&on. 
We put 
P(% xi GY) =Pt-s(X,Y) for s < t, 
=o for s > t. 
Formulas 
P(s, x; 6 B) = JBp(s, x; t, y> m(dy), 
W(x) = I_ pf(x, YMY) m(49 
‘E 
(4.3 1 
(4.4) 
define the transition function and the Markov semi-group corresponding to p. 
We put pl(x, B) = ~(0, x; t, B). 
A positive g-measurable function h(x) is called excessive if 
TAX) T h(x) as t 1 0. (4.5) 
Positive constants and h(x) = g(x, y) are examples of such functions. 
We call h’(x) a time-dependent excessive function if it is ‘9Yp x & 
measurable and if 
\p(s, x; t, dy) h’(y) T h”(x) as t 1 s. 
An example is given by the function h’(x) =p(t, x: u, B). 
4.2. A path in E is a mapping from an open interval A = (a, 4’) to E: 
a > - co and [< + co are called the birth- and death-times. Suppose that, 
for every element w of a space W, a path X,(w), a(w) < t < i(w) is given. We 
denote by .T(Z) the minimal u-algebra in W which contains the sets (a < t \. 
{i> t), (X,EB} for all lEZ,BE9. 
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Suppose a measure P on (W,Sr(R)) is given such that, for every 
t, < ..* < t,, B, ,..., B, E 9, 
=! P(t* 2 Xl ; tz 3 -4 . ..p(tn-l.xn-l;tn,xn) B,X...XB, 
x m(dx,) . . . m(dx,). (4.6) 
Then we say that X = (Xt, P) is a Markov process with the transition 
density p. 
For every interval (t, u) we denote by &(t, U) the collection of all sets of 
F(t, u) which are subsets of the set {a < t, u < [}. We denote by g>s the 
union of R(t, u) over all 24 > t > s. 
Let h be an excessive function. The formula 
P:,,(C) = jcp(s, x; t, X,) W,) df’, s <t < u,CE9-(t,u) (4.7) 
defines a measure on &,s. We assume that it can be continued to the o- 
algebra *Fas =x[s, co) in such a way that X, = x Pf,,-a.s. (For instance, 
this is true if W consists of all paths and X,(w) = w(t).) We call the measures 
Pf,x the transition probabilities. 
It follows from (4.7) and (4.6) that 
P~,xW’l = h(x). (4-g) 
Hence P,,, = Pi,, is a probability measure. We interpret it as the probability 
law for X,, s < t < [ given that X, = x. Every excessive function indicates a 
certain behavior of X, as t T c. If 0 < h(x) < co, then h(x)-’ P,“,x can be 
interpreted as the probability law for X,, s < t < c conditioned by this 
behavior. 
We put 
P:,,(C) = \ P:,,W> @xl (4.9) 
4.3. The following condition is traditionally introduced to simplify the 
theory without any substantial loss of generality: for every u E R, there 
exists a transformation 8, of W (the shift operator) such that 
4.3.A. QB, w) = c(w) - u for u < c(w). 
4.3.B. X,(~,W) = Xt+Jw) for t < c(w) - u. 
4.3.C. Pt,xY = Pt+u,x8,Y for every Y Ejr>s. (Here 8, Y(w) = 
yceu WI.1 
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We put P{,, = PE, Pt., = P:. 
Shift operators make it possible to identify all measure spaces 
(W,L~,,,P~,,> with (W,F>,,, Pi). 
4.4. We denote by 2@ the completion of a u-algebra ,iT with respect to 
a measure P. If Q is a class of measures, then YQ means the intersection of 
it’ over all P E Q. 
We say that a set C c W is P-certain if C E ,Pp and P( W/C) = 0. A set C 
is Q-certain if it is P-certain for all P E Q. 
We denote by K the class of all measures PE with o-finite p. A .,8& x W- 
measurable function f(t, x) is called right if there exists a K-certain set W’ 
such that. for each vv E W’, the function S(t, X,(w)) is right continuous on 
[O, c(w)). We say that a Markov process X is right if the functionf(t, x) = 
p(t, x;, u, B) is right for any u > 0, B E .Y. This implies (see 
13. Theorem 5.1 I): all time-dependent excessive functions are right. 
4.5. If (E, ,S) is standard Borel, then, for every transition density subject 
to conditions 4.1.A-E, there exists a Markov process with the shift operators 
8,. Not always this process can be chosen to the right. The following 
conditions are sufficient: E is a Polish space, .9 is the Bore1 o-algebra in E 
and the operators Tt preserve the space of continuous functions tending to 0 
at infinity. These conditions are always satisfied if E is finite. They hold also 
for the Brownian density (4.1). 
5. ADDITIVE FUNCTIONALS 
5.1. Let X be a Markov process and let, for every M’ E W, a continuous 
measure A(., w) on (If?, ,9,+) be given which is concentrated on 
A(w)flIT We say that A is an additive functional of X if: 
5.1 .A. For every open interval I c R + , A(Z) E ,F,O n .P”(Z). 
5.1.B. There exists a K-certain and P-certain set W’ such that 
A(B,o,w)=A(B +u, w) forallwE W’,BEs9,*,u>0. (5.1) 
For every c E ,%“, the formula 
A(B)= j c(X,)dt 
“B 
(5.2) 
defines an additive functional for which 5.1.A holds with .FK(I) replaced by 
.F(1) and 5.1.B holds with W’ = W. 
‘Writing c E .8’ means that c is a positive .9-measurable function. 
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For every positive (gR+ x 9)-measurable function Y,(w), 
4 J YJ,W) = (” 8, yt-,A,W for all u > 0, w  E w’, (5.3) 
Rt ” 
where W’ is the set in condition 5.1.B. Indeed (5.6) follows from (5.1) if 
Y, = lB(f) Y(w) and it is true in general by Lemma A. 1 in the Appendix. 
5.2. We denote by M the class of measure ;C on (E, 9) such that 
I Wx) .dx, Y> WY) < 00 
(cf. Subsection 3.7). 
THEOREM 5.1. Let X be a right process with a symmetric transition 
density p,(x, y). To every A E M there corresponds an additive functional A, 
of X with the following properties: 
5.2.A. For every finite interval I c R + , 
A,(I) = ‘$ j,, d(x,) dt in L’(P), 
where 
dC4 = ,f p,(x> v> WY). (5.4) 
5.2.B. Let n be an arbitrary measure and h be an excessive function 
such that 1 {h = 03 } = 0. Then for every Y E ;“; 0 
pi 1,1,8, YA,(dt) = j ,a(dx) g(x, z) l(dz) P: Y. (5.5) 
Theorem 5.1 is proved in the Appendix (see Theorem A.2 and Corollary 
to Theorem A. 1). 
5.3. We put 
g(x; Z) ,*.a, zn) = dx, z,) g(z, 7 22) --* g(z,- I9 zn). (5.4) 
THEOREM 5.2. If the set {h = co} does not charge measures A,,..., A,, 
then 
= 
I x g(X; zi, 3*‘*> Zi,,> h(zi,) a,(dz,) ‘.* an(dzn), (5.7) (ij,...,i,) 
where the sum is taken over all permutations of l,..., n. 
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ProoJ By the polarization, the general case can be reduced to the case 
2, = . . . = A,, = A. We note that 
A,(lR+)” = x 
J A,l(dri,) “’ A,(dfjn)* (iI,...,i,) Oi~il<...<l~n 
Hence we get (5.7) if we show that 
P:Jo<, <.,,<f AAWl) .*. ~.~W,) 
I ” 
= g(x; z, )...) 
i 
ZJ h(z,) A(dz,) ‘. . A(dz,). 
Let 
Yo(u> = 1, Y,(u) = i A,@Jt,) ‘. . A,(&,). 
-u<I,<...<t” 
We note that 
Y,(u) = jrn Y,-1(~)A,(dl). (5.8) u 
It follows from (5.3) and (5.8) that Y,(U) = 8, Y,,(O) for all u E R t, w  E W’. 
and, by (5.Q 
= I’g(x,z)I(dz)P: Y,_ ,(O). (5.9) 
Formula (5.7) follows from (5.9) and (4.8). 
6. RANDOM FIELDS ASSOCIATED WITH MARKOV PROCESSES 
6.1. Let p,(x, y) be a symmetric transition function and let g,(x, y) be 
given by (4.2). We note that, for all s, ,..., S, E R + , U, ,..., u, E R. 
x1 ,.*., x, E E, 
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Hence g&y) satisfies condition 3.6.A. It satisfies also condition 3.6.B and, 
by Theorem 3.1, there exists a natural Gaussian GL-field #,, , h E M with the 
2-point function g(x, y). (M consists of all measures 1 subject to condition 
(3.5).) We call 4 the free field corresponding to p. 
6.2. We assume that there exists a right Markov process X with the tran- 
sition probability p (cf. Subsection 4.4). 
The formula 
TA =A,(R+), /IEM 
defines the occupation field for X. 
If g(x, x) < co, then the measure 6,(B) = l,(x) belongs to M and we put 
TX = Ts,. This quantity is known as the local time at point x. 
To every y E E there corresponds an excessive function h,(x) = g(x, y). 
We denote the corresponding measure P? by P,,. Heuristically 
P,,(C) =g(x,Y)p{cIx,=x,x,~=YJ. 
Properly interpreted, this formula can be rigorously proved. We put 
P,, = j /@xl VW) P,, - 
LEMMA 6.1. For all p, v, A, ,..., A, E M, 
LA, *.* L,= I Cwv(zl,..., z,J A,(dz,) ++I AJdz,), (6.1) 
where C,, is defined by (3.23). 
Proof. Since j Ai g(x, v) v(dy) < CO, the set {x: g(x, y) = 03 } does not 
charge the measures Ai,..., A,, for v-almost all y. By Theorem 5.2, 
Px,TA, *‘* TA, = J Cx,>(zI,..., z,) 4&z,) --. 4@z,) 
for v-almost all y. By integrating with respect to ,D x v, we get (6.1). 
6.3. The expression (6.1) can be infinite. However, it follows from (3.24) 
that it is finite if L 1 ,..., A,, belong to N = M n M,. Hence T,, A E N is a GL- 
field. 
We denote by Z? the class of all signed measures L = A, - A,, A,, A, E N 
and we put TA = TA, - TA2, & = &, - &,. It follows from (6.1) that, for 
every J. E IV, 
P,,“T; = I A(dz,) .a. A(dz,) C,,(z, ,..., z,J. (6.2) 
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THEOREM 6.1. Let f be a bounded measurable function on (IF? r*. ,r/:’ ) 
and let 1, ,..., 2, ,... E N. Then, for every ,u, v E N. 
(&hf(O) = p,u(f(t + T)), (6.3 ) 
where 
f(4; + T) =f(L, t T,,v.., 5,t, + Ti,,v..). 
ProoJ It is suflicient to show that, for every k = 1, 2,..., and all 
f , ,..., t, E R, A, ,..., 1, E N, 
2 
(#Ue 
itll.~,+...tilk~~~)=p*l~ (ei/~(l,~,+r\,l- ..' *ifk(iikt71k)). (6.4 1 
We get (6.4) if we prove that, for every A E fl, the measures 
VIVG = (4: lB(cl>) 
are identical. 
and VA@ =P,JL + T, E Bl 
Let CA, = n,,, &,, TA,4 = HOeA T.l,, where A, = ... = A,, = A. It follows 
from (3.22) and (6.2) that 
Hence 
f s”v,(ds)= [ s”v,(ds). 
. ,z -R 
It is well known (see, e.g., [9, p. 4871) that, if 
(j ,sj”v,(ds)]“’ Q const. n, 
then every measure v2 with the same moments as v, coincides with 11,. 
By the Schwartz inequality and (1.5), 
where c,, does not depend on n. 
6.4. We extend the occupation field to Wk by the formula 
r.i(w) = T,i(w,) + *.- + T,t(wJ for w = (w, ,..., wk) (6.5 1 
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and we introduce measures 
(6.7) 
THEOREM 6.2. In the notations of Theorem 6.1, 
@,, . * * !&J(r)) = p, ,. ..WZk WC + T)) 
for all iul ,..., pZk E M. 
Proof. By (3.20) and (6.2), for every A E N, 
(6.8) 
=P .,...,&A + TJ)- 
We get (6.8) from (6.9) in the same way as (6.3) has been deduced from 
(6.4). 
6.5. THEOREM 6.3. For every ~1 E M, A E N, f E Sg , 
(e m~-cm*~)‘2f(<)) = P’(f(( + T)), (6.10) 
where Ip” is the Poisson expansion of the measure P,,/2. 
This statement follows immediately from Theorem 6.2 and the definition 
of the Poisson expansion given in the Introduction. 
APPENDIX: CHARACTERISTIC MEASURES OF 
ADDITIVE FUNCTIONALS 
A.1. Let A be an additive functional of a right Markov process X. By 
5.1.B, the measure M(dt, dw) = P(dw)A(dt, w) is invariant under transfor- 
mations (t, w) --t (r + 6, B-, w), 6 > 0, and therefore 
P jau e-, Y,+,A(dt) = PJm Y,A(dt) 
0 8 
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for every 6 > 0 and every YE SR+ x 3->0. In particular, 
(A.1) 
Formula (A.l) implies that the measure 
v(B)=(u-s)-‘Pj-U l,(X,)A(&) 
s 
does not depend on s, u. We call it the characteristic measure of A. 
For every fE ~8~ i x 9, 
P !u” f(r, X,> APtI = .$ dt ,@h z) VW). (A.21 
If v is the characteristic measure of A, then, for every p E ‘9, 
F((dx) = p(x) v(dx) is the characteristic measure of the functional 
‘qdt) = p(X,) A(dt). 
A.2. We use many times the following general lemma. 
LEMMA A. 1. Let %F be a family of real-valued functions closed under 
multiplication. Suppose that a linear space R of real-valued functions 
contains all constants and is closed under bounded convergence. If Z 
contains @‘, then 02? contains all bounded functions which are measurable 
with respect to the o-algebra generated by GY’. 
The proof follows easily from Lemma 1.1 of [ 21 or from Theorem 20. 
Chap. II in [IO]. 
In particular, Lemma A.1 makes it possible to get the following properties 
of the measures P and P,“,, from their definitions (4.6) and (4.7): 
A.2.A. P(Ul,,,<, V) = P(UP,,,,V) for UEL~&t=‘~(-03,tI. 
VEF>,. 
A.2.B. P, Vl,,, = Pp;(X,) V for VE~F>U, u > 0, 
where 
PXZ) = 1 /@x)p,(x, ~1. (A.3) 
A.2.C. P,V=P(l,<,.,,V) for VER>o. 
A.2.D. P~(UIS>tV)=P,(UP:,,IV)for UESr[O, t], VE&,. 
A.2.E. P~(Ul,,,B, V) = P,,(UPt,V) for UEF[O, t], VE.F>,. 
A.2.F. P; U1 C,l=PuUh’(X,) for UES~[O, tl. 
370 E. B. DYNKIN 
A.3. Let 9 be the u-algebra in [0, co) x W generated by the functions 
Y,(w) = 1 t<u lB(XU)~ BEB,O<u<v. (A.41 
A function Yt(w), t E [0, co), w  E W is called reconstructable if there exists 
an S-measurable function yt(w) with the property: for every s > 0, there is a 
K-certain set W, E x,, such that Yt(w) = fr(w) for all w  E W,, t E [s, CD). 
We note that: 
A.3.A. If Y, is reconstructable, then so are Y,l = Yt+ s and 
Yt=O-,Ytts for any s>O. 
A.3.B. Y, =f(t, X,) is reconstructable for every right function J: 
Prooj Put 
y(n) = 7 t 
k?l 
1 
k-1$t2”<kf(k/2”,Xk,2”)’ 
We choose a K-certain set W, E J+‘& such that f(t, X,(w)) is right 
continuous on [0, co) for all w  E W,,. If w  E W, = 8, W,, then f(t, X,(w)) is 
right continuous on [s, co) and therefore 
Y,(w) = n’ilt Yj”‘(w) for all t > s, w  E W, E X&. 
A.3.C. Y, =f(t, X,) is reconstructable for every (2.8’n X 28)mea- 
surable f: 
Proof By A.3.B, this is true for the functions f(t, x) =~(t, x; u, B) and 
therefore also for the functions 
f(x) = 1” m e t-“p(t, x; u, B) dt = jm pt(x, B) dt 
0 
which generate 9 by (4.1.E). 
A.3.D. Y, = tYt Y is reconstructable for every 2Qmeasurable Y. 
This follows from A.3.C and A.3.A since fl>o is generated by Y =f(X,), 
s>O,fE9. 
THEOREM A.l. Let A be an additive functional with a a-finite charac- 
teristic measure v. Let h be an excessive function such that v{h = oo} = 0. 
Then for every positive reconstructable function Y and for an arbitrary 
measure p 
where p is given by (A.3). 
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COROLLARY. For every YE ,9& 
P; J,8, YA (dt) = - ) p(dx) g(x, 2) v(dz) P; Y. (A.6 1 
Formula (A.6) follows from (A.5), A.3.D and 4.3.C. 
A.4. To prove Theorem A.1 we need some preparation. 
LEMMA A.2. Let c(x) be a bounded right function. Then the function 
vt = TAX,) 
is, P-as.. right continuous with left limits. 
ProuJ Let q be a strictly positive function such that m(q) = 1. For every 
P E R. P(dw) = q(X,) P(dw) is a probability measure. By A.2.B, for all 
t < u < ~1, V E ;7(u, ZI), P(v, V) = P(q, V) and therefore (q,, F(t, v), p) is a 
(reversed) martingale. We conclude that the one-side limits vt+ and V, 
along the set of rationals exist on (- co, v) for p-almost all ~1. 
Obviously the function 
F(L x) = T,c(x) = P,c(X,) 
is continuous in I and therefore, for r > t, 
P,,XrllC = l$ P,,,r], = F(2r - t. x). 
This implies 
and the statement of Lemma A.2 follows from Theorem 3.1 in 14 1. 
LEMMA A.3. Let ,u(dx) = c(x) m(dx) with a bounded c(x) and let A be 
an additive functional with a finite characteristic measure v. Then for ever?> 
bounded right function f (t, z) and every u > 0, 
P, lUf(t, X,) A(dt) = 1” dt 1 p;(z) f (t, I) v(dz). 
>ll ‘0 ‘E 
(A.7) 
ProoJ: By 4.4.B, for each 0 < s < t, 
P,A(s, Of(t,x,> = PP:(x,)A(s, t)f (t, x,). (A.8) 
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If a is an upper bound for c(x), then p:(z) < a and, by (A.3), 
P,A (s, t) < aPA(s, t) = (t - s) w(E). (A.91 
Hence PA(0, u) and P,A(O, u) are finite for each finite u. 
We denote R the class of all bounded functions c(x) for which (A.7) is 
true and by GF the set of all bounded right functions. Since 9 is generated by 
g’, it is sufficient, by Lemma A.l, to check (A.7) for c E GF?. 
We fix n and we put 
t,=k/2”;i=t, for tkel<t<tk; J=tkpl for tkp,<t<tk. 
vt = PXXJ = I&- 
BY (A.0 
P, 1 I R+ o,l,,,.f(r,X,)A(dt)=PI~+ lo<t<r<u ~fGX,MW. 
Passing to the limit as II -+ co and using Lemma A.2 and the dominated 
convergence theorem, we get 
f-‘, (‘f(4 X,) A (dt) = P (’ vt- f(t, X,) A (dt). 
0 0 
Since the measure A is continuous, (A.lO) and (A.2) imply (A.7). 
AS. The first step in proving Theorem A.1 is to reduce the general case 
to the case when the measure ,LI is absolutely continuous with respect to m. 
Let Yt=O-,Ylts. By 5.1.B, 4.3.C and A.2.E, 
p:: lrn Y,A(dt)=P;8,jR: y,A(dt)=P;,j-m FtA(dt), s 0 0 
where ,u’(dz) =py(z) m(dz). By 4.1.B, ~7’ =py+;. If (AS) holds for p’, then 
P;, ,fm Y,A(dt) =jm dtp;(z) P,,, Y,v(dz). 
0 s 
Passing to the limit as s 1 0, we prove that (A.5) holds for ,K 
If (A.5) is true for p,, and Y, and if p, T p, Y, T Y, then (A.5) is true for 
fi, Y. Thus we lose no generality by assuming that Y is bounded and vanishes 
for all sufficiently large t and that ,D is finite and has a bounded density with 
respect to m. If (A.5) holds for A, it holds also for J(dt) = p(X,) A(dt) with 
an arbitrary p E 9. Thus we can assume that v(E) < co and v(h) < co. 
Under these assumptions, py is bounded and the integrand in the right side of 
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(AS) is dominated by a constant times h’(z) which is integrable on 
10, U] X E with respect to dt v(dz). 
By Lemma A.l, it is sufftcient to check (AS) for functions (A.4), i.e.. it 
suffices to prove that 
Pj:A(O, u) l&f,>) = )_ 
. Ip_ 
dt j_ p:(z) v(dz) P:,; lR(XI.) 
-IT 
for all B E .%‘, 0 < u < t’. By A.2.F, we need only to show that, for every 
VE.i7,,, 
P,A (0,~) v = i” dt p;(z) P,,, Vv(dz). 
-0 
(A.1 1) 
Without any loss of generality, we can assume that V is bounded. 
By A.2.D, for every 0 < s < t < U, 
P, A(s, t) V = P, A(s, t) P,,x, V, 
and using the notations introduced in the proof of Lemma A.3, we have 
P, VA(O,g) = P, 1” P,,,VA(dt). 
-0 
Passing to the limit as n -+ co, we get 
P,A(O, u) V= P, fU P,,,l VA(dt). 
-0 
(A.12) 
Formula (A.1 1) follows from (A.12) and (A.5). 
A.6. THEOREM A.2. Every measure A subject to the condition 
1. Wx) g(x, y> WY) < 03. (A.13) 
is o-Jinite and it is the characteristic measure of an additive functional A , 
subject to condition 5.2.A. 
To prove Theorem A.2, we use 
LEMMA A.4. Let q(I, w) be a function of an open interval I c R * and a 
point w  E W such that, for every w  E W, 
A.6.A. q(Z) E R(Z). 
A.6.B. q(I) < q(J)for I c J. 
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A.~.c. q(l,) 5 q(1) as I, T I. 
A.6.D. q(1) = q(Z n (0, c)). 
IfPq(1) = Ofor all I = (s, u), 0 < s < 24 < co, then Phq(l) = Ofor all p, h and 
all IciR,. 
Proof. If 0 <s < u < 03, then Piq(s,u) l(,,=O by (4.12) and A.6.A; 
hence Piq(O, u) ll>U = 0 by A.6.C. In the notations of Lemma A.3, 
Passing to the limit as n + co and using A.6.C, we get that PhA(O, [) = 0, 
and our Lemma follows from A.6.B, D. 
A.7. Proof of Theorem A.2. By Lemma 4.3 in [5], condition (A.1 1) 
implies that 1 is a-finite. In Section 4 of [6], we have constructed a 
continuous measure A,(., w) on R + concentrated on R + rid(w) and a 
sequence 6,l 0 such that: 
(a) (5.2.A) holds; 
(b) A,(I) E sT>o for all open interval I c R + ; 
(c) the set 
W,& = w: P;, K>dt -AA@,, b) (A. 14) 
is P-certain and it belongs to Y(I) if s,, s2 belong to an open interval I. 
For each IclF?,, we denote by W(I) the intersection of Wslsz over all 
rational si , s2 E I. Obviously, 
qv, w> = 1 - l,,,,(w) 
satisfies conditions A.S.A-D and, by Lemma A.4, W(I) is P-certain and K- 
certain. Hence A, satisfies 5.1.A. If w  E W(0, a), then 
lim 
!’ 
’ pt,(X,) dt = A,@, u) 
5 
for all 0 < s < u < co. Hence A, satisfies 5.1.B. 
It has been proved in [6] (see (5.27)) that 
P,A(O, u> = j” dt j pt(x, y) Wy) m - a.e. 
0 E 
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On the other hand, by Theorem A. 1, 
P,A(O, u) = i” dt [ p,(x, y) v(dy). 
-0 . E 
Hence, for every fE 3, 
or 
(A.15) 
Let c be a bounded m-integrable strictly positive function and let n(dx) = 
c(x) m(dx). By 4.1.C the function 
q(x) = [ dr e-‘T, c(x) 
2 n-+ 
is strictly positive. By 4.1.B, ep’T,q T q as t 10. Hence (A.15) implies that 
l(q) = v(q). The quadratic form 
Q(4 A) = f 
. R. 
dt e-’ 1 L(dx)p,(x, J,) ,l(dy) 
‘b 
is positive semi-definite and therefore A(q) = Q(A. n) < Q(l, A)’ ’ Y 
Q(n, n)‘.12 < co. 
We consider the class % of all positive bounded right functions. Iff= hq 
and h E F’, then T, f ,< const T,q = const. e’q. Since q’(x) = em’q(x) is 
excessive, f&Y,) -f(X,) as t 10 K-a.s. and (A.15) implies that Jb(f) = v(f). 
By Lemma A.l, k(j) = v(f) for all boundedfE .9; hence I, = r. 
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