1. Introduction 1.1. Overview and main theorem. Let us first fix some notations that will be used throughout the paper. Let p be a prime, let k be a perfect field of characteristic p, and let W (k) be the ring of Witt vectors. Let K 0 := W (k)[1/p], and let K be a totally ramified finite extension of K 0 . Write e := [K : K 0 ]. We fix an algebraic closure K of K and set G K := Gal(K/K). Let C p be the p-adic completion of K. Let v p be the valuation on C p such that v p (p) = 1. For any subfield Y ⊂ C p , let O Y be its ring of integers.
Let V be a finite dimensional Q p -vector space equipped with a continuous Q p -linear G Kaction. In [Car13] , using the theory of field of norms for the field K ∞ , Caruso associates to V anétale (ϕ, τ )-module (if one uses the field K p ∞ instead, one would get the usualétale (ϕ, Γ)-module); this induces an equivalence between the category of p-adic representations of G K and the category ofétale (ϕ, τ )-modules. Anétale (ϕ, τ )-module is a tripleD = (D, ϕ D ,Ĝ) (see Def. 6.2.2 for more details). Here, we only mention that D is a finite free module over the ring B The following is our main theorem.
Theorem 1.1.2. For any finite free Q p -representation V of G K , its associated (ϕ, τ )-module is overconvergent.
Remark 1.1.3.
(1) Thm. 1.1.2 is originally proposed as a question by Caruso in [Car13, §4] , as an analogue of the classical overconvergence theorem forétale (ϕ, Γ)-modules by Cherbonnier and Colmez ([CC98] ).
(2) In a previous joint work by the first named author and T. Liu, Thm 1.1.2 is established when K is a finite extension of Q p , using a completely different method (see [GL] ); a key ingredient in loc. cit. is the construction of "loose crystalline lifts" of torsion Galois representations, which requires the finiteness of k (see e.g., [GL, Rem. 1.1.2]). (3) There does not seem to be any obvious comparison between the proof in this paper and that in [GL] . The main idea in [GL] is to "approximate" a general p-adic Galois representation by torsion crystalline representations; whereas we do not use any torsion representations in the current paper.
Remark 1.1.4.
(1) In an upcoming work [Gao] by the first named author, the overconvergence property will also be established for (ϕ, τ )-modules attached to an arithmetic family of Galois representations V S over a rigid analytic space S (we need to assume K/Q p finite there). Furthermore, these family of overconvergent (ϕ, τ )-modules will be used to confirm a conjecture of Bellovin, which says that the sheaves of Fontaine periods D st (V S ) and D cris (V S ) are coherent sheaves (cf. [Bel15, Conj. 4.3.8]). Let us remark that it seems almost impossible to settle the conjecture by only using the corresponding family of (ϕ, Γ)-modules.
(2) Using ideas and methods in this paper, it also seems very plausible to formulate and prove overconvergence results for geometric families of (ϕ, τ )-modules, in analogy with results in [KL] . These results in turn will have applications similar to those in [Gao] . (3) In contrast, the methods in [GL] can not be generalized to families (either arithmetic or geometric) of Galois representations.
Remark 1.1.5. We refer to [GL, §1.2] for some discussions of the importance and usefulness of overconvergence results in p-adic Hodge theory. In particular, in loc. cit., we mentioned about the link between the category of all Galois representations and the category of geometric (i.e., semi-stable, crystalline) representations. Indeed, in loc. cit., we used this link to prove the overconvergence theorem. In the current paper, we do not use any semi-stable representations; instead, some results we obtain in the current paper will be used to study semi-stable representations. One result worth mentioning is Thm. 3.4.4(4) (see also Rem. 3.4.5), where we show certain ring of locally analytic vectors is related with the ring O [0,1) in [Kis06] . We will report some progress (in particular, on the theory of (ϕ,Ĝ)-modules) in a future work by the first named author and T. Liu.
1.3. Structure of the paper. In §2, we study the rings B I and B I (where I is an interval), as well as their Gal(K/K ∞ )-invariants which are denoted as B I K∞ and B I K∞ . In §3, we compute locally analytic vectors in B I K∞ ; and in §4, we need to carry out similar calculations when we replace K ∞ with a finite extension. In §5, we compute theĜ-locally analytic vectors in B I L . All these calculations will be used in §6 to carry out the descent of locally analytic vectors, giving us the desired overconvergence result.
1.4. Notations.
1.4.1. Convention on ring notations. In this paper, we will use many rings. Let us mention some of the conventions about how we choose the notations; it also serves as a brief index of ring notations.
(1) In §1.4.2, we define some basic rings. We also compare them with notations commonly used in integral p-adic Hodge theory (see Rem. 1.4.3). (2) In §2.1, we define the rings A I and B I (where I is an interval), which are exactly the same as A I and B I in [Ber08] (which are A I and B I in [Ber02] Colmez and Kedlaya) . (3) When Y is a ring, X ⊂ K is a subfield, we use Y X to denote the Gal(K/X)-invariants of Y . Some examples include when Y = A I , B I , A I , B I and X = L, K ∞ , M where M/K ∞ is a finite extension. This "style of notation" follows that of [Ber08] , which uses the subscript * K to denote G p ∞ -invariants. (4) In §2.2, we define the rings A I and B I and study their G ∞ -invariants: A I K∞ and B I K∞ . These rings "correspond" to those rings studied in [Col08, §6.3, §7]. Our A I and B I are different from A I and B I in [Col08] (cf. Rem. 1.4.3); fortunately, we are mostly interested in A I K∞ and B I K∞ , and since we are using K ∞ as subscripts, confusions are avoided.
1.4.2. Period rings. Let E + := lim ← − O K /pO K where the transition maps are x → x p , let E := Fr E + . An element of E can be uniquely represented by (x (n) ) n≥0 where x (n) ∈ C p and (x (n+1) ) p = (x (n) ); let v E be the usual valuation where v E (x) := v p (x (0) ). Let
where W (·) means the ring of Witt vectors. There is a unique surjective projection map θ : A + → O Cp , which lifts the projection E + → O K /p onto the first factor in the inverse limit. Let B + dR be the usual period ring (so the θ map extends to B + dR ). Let ε = {µ n } n≥0 ∈ E + , let [ε] ∈ A + be its Teichmüller lift, and let t := log([ε]) ∈ B + dR as usual.
, and let E be the separable closure of E K∞ in E. By theory of field of norms (cf. §4), Gal(E/E K∞ ) ≃ G ∞ . Furthermore, the completion of E with respect to v E is E. 
Let [π] ∈
Remark 1.4.3.
(1) The following rings (and their "B-variants") that we defined above,
are precisely the following rings which are commonly used in integral p-adic Hodge theory (e.g., in [GL] ):
(2) The rings A and B (and their variants, e.g., A I , B I , in §2.2) are different from the "A" and "B" in [Ber08] or [Col08] . Indeed, they are the same algebraic rings, but with different structures (e.g., Frobenius structure). In the proof of our final main theorem (Thm. 6.2.6), we will use the font A, B to denote those rings in the (ϕ, Γ)-module setting.
Valuations and norms. A non-Archimedean valuation of a ring
for all x, y. All the valuations in this paper are sub-multiplicative (some are multiplicative). Given a matrix T = (t i,j ) i,j , let v(T ) := min{v(t i,j )}. A non-Archimedean valuation v on A induces a non-Archimedean norm where a := p −v(a) , and vice versa.
1.4.5. Some other notations. Throughout this paper, we reserve ϕ to denote Frobenius operator. We sometimes add subscripts to indicate on which object Frobenius is defined. For example, ϕ M is the Frobenius defined on M. We always drop these subscripts if no confusion arises. We use M d (A) (resp. GL d (A)) to denote the set of d × d-matrices (resp. invertible matrices) with entries in A.
A study of some rings
In this section, we study some rings which are denoted as B I and B I (where I is an interval). In particular, we study their G ∞ -invariants (see 1.1.1 for G ∞ ), which are denoted as B I K∞ and B I K∞ . The results will be used in Section 3 to further determine the link between these rings. All results in this section are analogues of their G p ∞ -versions, established in [Ber02, Col08] ; the proofs are also similar.
2.1. The ring B I and its G ∞ -invariants. Let π = ε − 1 ∈ E + (this is not π), and let [π] ∈ A + be its Teichmüller lift. When A is a p-adic complete ring, we use A{X, Y } to denote the p-adic completion of A[X, Y ]. As in [Ber02, §2], we define the following rings.
Definition 2.1.1.
(1) Let
(2) If I is one of the closed intervals above, then let
If I is one of the closed intervals above, then A I is p-adic complete; we use V I to denote its p-adic valuation (which is sub-multiplicative). When I ⊂ J two closed intervals as above, then A J ⊂ A I , and the completion of B J with respect to the induced topology from V I is B I . where s n ∈ Z >0 [1/p] is any sequence converging to +∞.
Remark 2.1.4.
(1) For any interval I such that A I and B I are defined, there is a natural bijection (called Frobenius) ϕ : A I → A pI which is valuation-preserving.
(2) For n ∈ Z ≥0 , let r n := (p − 1)p n−1 . Let
By item (1), in many situations, it would suffice to study A I (and B I ) for I ∈ I c or I = [+∞, +∞]. The cases for I a general closed interval can be deduced using Frobenius operation; the cases for I = [r, +∞) can be deduced by taking Fréchet completion.
There 
.1] for the properties of w k ; in particular, we have w k (x + y) ≥ inf{w k (x), w k (y)} with equality when w k (x) = w k (y). For s ≥ r and s > 0, let
{k}.
For I ⊂ [r, +∞) a non-empty closed interval, let
Lemma 2.1.6. Suppose r ≤ s ∈ Z ≥0 [1/p], then the following holds.
( 
Proof. Item (1) is easily deduced from [Ber02, Prop. 2.17], because E(u) and ϕ −1 (q) generate the same ideal in A + . Item (2) is easy consequence of (1).
Lemma 2.1.9. Suppose ℓ ≤ k, then we have the following short exact sequence
Proof. 
Take G ∞ -invariants, and consider the long exact sequence, it suffices to show that the map K∞ and a i ∈ A + K∞ as follows:
K∞ by Prop. 2.1.8. Then it is easy to check that x = i≥0 a i (E(u)/p) i with a i → 0.
For Item (2), again it suffices to consider the case ℓ = 0. Let where s n ∈ Z >0 [1/p] is any sequence increasing to +∞.
be the set consisting of Laurent series f = k∈Z a k T k where a k ∈ W (k) such that f is a holomorphic function on the annulus defined by
(Note that when r = 0, it implies that
(1) When s ≥ r, s > 0, let
(2) When r = 0, let
(3) For I ⊂ [r, +∞] a non-empty closed interval, let
is the set consisting of Laurent series f = k∈Z a k T k where a k ∈ K 0 such that f is a holomorphic function on the annulus defined by
Proof. This is easy.
(1) The map f (T ) → f (u) induces bijections
, when r = 0;
(2) The map f (T ) → f (u) induces isometric homeomorphisms
K∞ , when r > 0.
Before we prove the lemma, we introduce the section s and use it to build an approximating sequence.
The section s. Denote
the section where for
where the first identity holds because
, and we have that
Iterate the above process, we get
Proof of Lem. 2.2.6. Lem. 2.2.6 is an analogue of [Col08, Prop. 7.5], and the proof uses similar idea. It suffices to prove Item (1). Note that when s = 0 (in the case r = 0), then everything is trivial; so in the following, we suppose s > 0.
so the expression for s(x n ) would be of the form
, and so
. Combined with Part 1, this concludes the proof.
Corollary 2.2.9. We have
Proof. This easily follows from Lem. 2.2.6 and Lem. 2.2.5. 
Locally analytic vectors of some rings
The main result in this section is to calculate locally analytic vectors in ( B I ) G∞ = B I K∞ . Actually, there is no group action on ( B I ) G∞ since G ∞ is not normal in G K ; what we do instead is to calculate locally analytic vectors in B I L := ( B) Gal(K/L) (with respect to the Gal(L/K)-action) that are furthermore G ∞ -invariant. 
Keep notations in §3.1.3. Suppose w ∈ W Gn-an , then for all m ≥ n, w ∈ W Gm-an and w Gm ≤ w Gn . Furthermore, w Gm = w when m ≫ 0.
3.1.5. Let W be a Fréchet space, whose topology is defined by a sequence {p i } i≥1 of seminorms. Let W i denote the Hausdorff completion of W for p i , so that W = lim ← −i≥1 W i . If W is a Fréchet representation of G, then a vector w ∈ W is called pro-analytic if its image π i (w) in W i is a locally analytic vector for all i. We denote by W pa the set of such vectors. We can extend this definition to LF spaces (cf. [Ber16, §2] ).
Proposition 3.1.6. Let G be a p-adic Lie group, letB be a Banach (resp. Fréchet) G-ring, and B ⊂B a subring (but not necessarily G-stable). Let W be a free B-module of finite rank, letŴ :=B ⊗ B W , and suppose there is aB-semi-linear G-action onŴ . Let B la := B ∩B la and W la := W ∩Ŵ la (resp. B pa := B ∩B pa and W pa := W ∩Ŵ pa ).
If W has a B-basis w 1 , . . . ,
pa · w j ), then we can take intersections with W to conclude.
In the following, we give a useful criterion to determine analytic vectors for the p-adic Lie group Z p . Lemma 3.1.7. Suppose (W, · ) is a Q p -Banach representation of Z p . Let τ be a generator of Z p . Given x ∈ W , then x ∈ W Zp-an if and only if the following hold:
(1)
If the above holds, then log τ (x) ∈ W Zp-an , and for all a ∈ Z p , we have (log τ a )(x) = a · log τ (x).
Proof. This is standard, cf. [ST02, §3] .
If there exists some r < inf{1/e, p −1/(p−1) } (here e is Euler's number 2.718 . . .), some R > 0 and k 0 ∈ Z ≥0 , such that
Proof.
Step 0: Partial log. Let A be a Q p -algebra. Given a ∈ A, denote log m a :=
If A is furthermore a Banach algebra, and
(and say log a is well-defined). Suppose a, b ∈ A such that ab = ba, then we have the identity:
So we have (cf. [Car13, Eqn. (3.4)]):
Apply the above identity with X = 1 − a, then we get
where f j (X) ∈ Z p [X] are some polynomials.
Step 1: Logarithm of x. Using condition (3.1.2) and (3.1.3), it is clear that for any a ∈ Z p , (log τ a )(x) is well-defined. Furthermore, there exists some r ′ > 0, such that
We claim that
To prove (3.1.6), we first show that
Using (3.1.4), we have (3.1.8)
Since · is an invariant norm, it is easy to see that
When p m /2 ≥ k 0 (so max{j, p m − j} ≥ k 0 , ∀j), the norm of the right hand side of (3.1.8) is bounded by p m r p m /2 (using (3.1.3) and (3.1.9)). Let m → +∞, and so (3.1.7) is proved.
Use (3.1.5), and let m → +∞, we can conclude (3.1.6).
Step 2: General term of a summation. Consider the summation
where a ∈ Z p , then its "general term" is of the form:
Note that we have
Fix a k, consider the function f (X) = r X · X k with X ≥ k. Its logarithm is X ln r + k ln X, which has derivative ln r + k/X < 0 since r < 1/e. Thus we conclude that
This implies that r k < +∞, ∀k. Furthermore,
and so lim k r k → 0 since r < p
converges absolutely.
Step 3: Conclusion. Using Step 2 and (3.1.6) in
Step 1, it is easy to show that all the itemized conditions in Lem. 3.1.7 are satisfied; in particular, the equality (3.1.1) holds because by Step 2, we can "re-arrange" the order of the summation. Thus x ∈ W Zp-an .
3.2. Locally analytic representations ofĜ. LetĜ = Gal(L/K) be as in Notation 1.1.1. In this subsection, we mainly set up some notations with respect to representations ofĜ.
Notation 3.2.1.
(1) Recall that: •
is not necessarily pro-cyclic when p = 2.
LetĜ n ⊂Ĝ be the subgroup topologically generated by τ n and γ ′ n . TheseĜ n satisfy the property as in §3.1.3. Notation 3.2.2.
(1) Given aĜ-representation W , we use
And we use
(2) Let
be the two differential operators (acting onĜ-locally analytic representations).
Remark 3.2.3. Note that we never define γ to be an element of Gal(L/K ∞ ); although when p > 2 (or in general, when Gal(L/K ∞ ) is pro-cyclic), we could have defined it as the topological generator of Gal(L/K ∞ ). In particular, although "γ = 1" might be slightly ambiguous (but only when p = 2), we use the notation for brevity.
Proof. This can be deduced from the fact that any element g ∈Ĝ (or g ∈Ĝ ′ when K ∞ ∩ K p ∞ = K, cf. Notation 3.2.1) can be uniquely written as a product g 1 g 2 for some
We do not know if the inclusion WĜ -la ⊂ W γ-la ∩ W τ -la is an equality (very probably not, see next item). (3) We thank Laurent Berger for informing us of the following example. Let G 1 = G 2 = Z p , and let G = G 1 ×G 2 . Let W be the space of continuous Q p -valued functions on G with the action of G by translations. Let f (x, y) = 0 if (x, y) = 0 and f (x, y) = (x 2 ·y 2 )/(
(Note that by Hartog's theorem, the analogous phenomenon does not happen over usual complex numbers). 
where χ is the p-adic cyclotomic character. Since the co-cycle c(g) becomes trivial over C p , there exists α ∈ C p (indeed, α ∈L) such that c(g) = g(α)χ(g) − α. This implies g(α) = α/χ(g) + c(g)/χ(g) and so α ∈LĜ -la . Now similarly as in the beginning of
(see Notation 3.2.1 forĜ m ). We can furthermore suppose that {r(n)} n is an increasing sequence. Definition 3.3.1. Let H be a commutative Q p -algebra with a Hausdorff norm, and W ⊂ H a Q p -subalgebra. For T ∈ H, let W {{T }} n be the vector space consisting of k≥0 a k T k with a k ∈ W , and p nk a k → 0 when k → +∞. One can view W {{T }} n as a subset of H. Proposition 3.3.2.
(
Proof. Item (1) is [BC16, Prop. 4.12]; we quickly recall the proof here. Suppose x ∈LĜ n-an . For i ≥ 0, let
. Then the fact ∇ τ (y i ) = 0 will imply that y i ∈ K(µ m , π m ), concluding (1).
Consider Item (2). By [BC16, Prop. 6.3], there exists a non-zero element β ∈ C p ⊗ LieĜ such that β = 0 onLĜ -la ; this implies that ∇ τ and ∇ γ satisfy a non-trivial linear relation (as operators onLĜ -la ). Thus ∇ γ = 0 implies ∇ τ = 0, and so y i = 0 for i ≥ 1, concluding (2).
Item (3) easily follows from (2). 
Locally analytic vectors in B
is easy analogues [Ber16, Lem.
3.2(2)], (3) is vacuous, and (4) easily follows from (1).
For I a closed interval, note that ( B I L , W I ) is a Q p -Banach representation ofĜ (in particular, note that W I (p) = 1); also note that the valuation W I is invariant under Galois action.
(1) There exists m 0 ≥ 0 such that
(2) Suppose m ≥ m 0 , then ϕ −n (u) ∈ ( B I L ) τ n+m -an . Thus:
Proof. Consider Item (1). Denote F := ϕ k (E(u)). Since F is the generator of Ker(θ • ι k :
By increasing m 0 if needed, we can further assume that
, ∀s ≥ 0.
When s = 0, simply let f 0 = 1. Suppose (3.4.2) is valid for s − 1, then
Note that
It is easy to see that (τ as − 1)(
, so we can simply let
concluding the proof of (3.4.2). By (3.4.2),
Thus it is easy to see that for the group generated by p m 0 τ (≃ Z p ), the conditions (3.1.2) and (3.1.3) in Lem. 3.1.8 are satisfied (if needed, we can increase m 0 to increase α), and we can conclude (1). Item (2) can be easily deduced using (3.4.1) and Lem. 3.1.8. For Item (3), one can assume that n = 0 (the general case is similar 
L . Using this, and the fact that (1 − τ a )(tx) = t · (1 − τ a )(x), it is easy to see that if tx satisfies the itemized conditions in Lem. 3.1.7, then so does x.
For Item (4), suppose y ∈ B I L such that
· ϕ k (E(u)) · y = ty is an analytic vector, and we can conclude by Item (3). (1) Let m 0 be as in Lem. 3.4.2, then (
Proof. The proof of Item (1) follows the same strategy as in [Ber16, Thm. 4.4]. (Some error of loc. cit. is corrected in the errata, posted on Berger's homepage.) Suppose x ∈ ( A I L ) τ m+k -an,γ=1 . Suppose k n ≥ 0 such that we have
(Note that when I = [0, r k ], we can choose k n = 0). Then by Lem. 3.4.2(2) (and Lem. 3.1.2(1)),
where the last identity follows from similar argument as in [BC16, Thm.
By Lem. 2.1.8, x n − y n,0 = (F/p) · x n,1 with x n,1 ∈ A I , where
. Applying this procedure inductively gives us a sequence {y n,i } i≥0 where y n,i ∈ W (k)[ϕ −m (u)] such that
Note that the left hand side of (3.4.3) belongs to
), and so it further belongs to
, and so x ′ n ∈ ( A I L ) τ m+k -an,γ=1 . Apply to x ′ n the same procedure that we applied to x n , and proceed inductively. In the end, we will get {ỹ n,i } i≤jn for some j n ≫ 0 whereỹ n,i ∈ W (k)[ϕ −m (u)], and
) and z n converges to x as elements in A [r k ,r k ] (with respect to W [r k ,r k ] ), and so
). By Cor. 2.2.10, we have 
where B † rig,K p ∞ is the ring "B † rig,K " in [Ber08] . (As we mentioned in Rem. 1.4.3, we use the font "B" to denote the "B"-rings in (ϕ, Γ)-module setting).
Field of norms, and locally analytic vectors
In this section, when K ∞ ⊂ M ⊂ L where M/K ∞ is a finite extension, we calculateĜ-locally analytic vectors in B I which are furthermore invariant under Gal(L/M ); the results are parallel with the case for M = K ∞ .
4.1. Field of norms. In this subsection, we briefly recall the theory of field of norms developed by Fontaine and Wintenberger (cf. [FW79, Win83] ). To save space, we refer the readers to [Win83] for more details.
In this subsection, let E 1 be a complete discrete valuation field with a perfect residue field of characteristic p. Let E 1 be a fixed algebraic closure, and let E ur 1 be the maximal unramified extension of E 1 contained in E 1 .
If E 2 /E 1 is an algebraic extension, let E(E 2 /E 1 ) be the poset consisting of fields E such that E 1 ⊂ E ⊂ E 2 and [E :
where the transition maps from E ′ to E (for E ⊂ E ′ ) are the norm maps [Win83, §1.2] for the definition of APF (and strict APF) extensions), then there exists an element u E 2 /E 1 ∈ X E 1 (E 2 ) such that v(u E 2 /E 1 ) = 1, and there exists a (valuation-preserving) isomorphism
, where k E 2 is the residue field of E 2 (which is a finite extension of k E 1 ), and k E 2 ((u E 2 /E 1 )) is equipped with the u E 2 /E 1 -adic valuation.
Example 4.1.2. Let K, K p ∞ , K ∞ be as in Notation 1.1.1.
(1) When K = K 0 , the elements µ := {µ n } n≥1 defines an element in X K (K p ∞ ), and µ − 1 is a uniformizer of X K (K p ∞ ). (2) The elements π := {π n } n≥1 defines an element in X K (K ∞ ), which is a uniformizer.
Let E 1 ⊂ E 2 ⊂ E 3 where E 2 /E 1 is an infinite APF extension, and E 3 /E 2 is finite extension (so E 3 /E 1 is also an APF extension). Then by [Win83, §3.1.1], we can naturally define an embedding X E 1 (E 2 ) ֒→ X E 1 (E 3 ) (and we identify X E 1 (E 2 ) with its image).
Theorem 4.1.3. [Win83, Thm. 3.1.2] If E 3 /E 2 is furthermore Galois, then X E 1 (E 3 ) is Galois over X E 1 (E 2 ), and there exists a natural isomorphism
Remark 4.1.4. We can also construct a natural separable closure of X E 1 (E 2 ), see [Win83, Cor. 3 
.2.3].
For any complete valued filed (A, v A ) with a perfect residue field of characteristic p, let
is a perfect field of characteristic p, complete with respect to v R . Theorem 4.1.5. [Win83, Thm. 4.2.1] Suppose E 2 /E 1 is an infinite strict APF extension. LetÊ 2 be the completion of E 2 . There exists a natural k E 2 -algebra embedding
Example 4.1.6. Note that R(C p ) is precisely E. Using notations in Example 4.1.2, we have (1) when K = K 0 , for the embedding X K (K p ∞ ) → E, we have µ − 1 → ε − 1; (2) for the embedding X K (K ∞ ) → E, we have π → π. 
Finite extensions of K
.1] for some properties of c(E). In particular, we have c(K n ) = n − 1 (here (1) When n ≥ c( M ) + 1 (where c( M ) is the conductor), M n+1 / M n is totally ramified of degree p.
where e(A/B) (resp. f (A/B)) is the ramification degree (resp. inertial degree) of a finite extension. Denote the common numbers as e ′ (resp. f ′ ), then e ′ f ′ = [M :
4.2.3. Construction of u M . Let k ′ be the residue field of K ′ , and let M 0 := ∪K ′ (π n ). Then by §4.2.2 and Examples 4.1.2 and 4.1.6, we have
] be any lift of a i , and let P (X) = X e ′ + a e ′ −1 X e ′ −1 + · · · + a 0 . By Hensel's Lemma, P (X) has a unique root (which we denote as u M ) in A M which reduces to u M modulo p. (Note that u M depends on the choices of u M and a i .)
, then we have
and so (cf. [Ber10, Lem. 24.5]), 
Proof. The equivalence between (1) and (2) is proved in [Col08, Lem. 5.9]; see the proof of Lem. 2.1.6 for comparison of notations. The equivalence between (2) and (3) is trivial.
Lemma 4.2.5.
(1) There exists some constant r M > 0 which depends only on M (and not on the construction of u M as in §4.2.3), such that:
, and
Proof. Item (1) follows from exactly the same argument as [Col08, Lem. 6.4, Lem. 6.5] (where Item (1b) uses Lem. 4.2.4). Item (2) follows from exactly the same argument as [Col08, Lem. 6.11] (i.e., an argument using the trace operator).
Proof. By Lem. 3.1.2, it suffices to show that
) τ -la ; the proof uses the same argument as in [Ber16, Thm. 4.4(2)]. Indeed, consider the minimal polynomial Theorem 4.2.7. Suppose 0 < r ≤ s < +∞, then
Proof. It suffices to prove Item (1).
, it suffices to consider the case when r > r M . In this case,
3.1.6 and Lem.4.2.6, and so we can conclude by Thm. 3.4.4 (i.e., the M = K ∞ case).
4.3. Structure of A I M . In this subsection, we study the concrete structure of A I M ; these results will be used in §6.
Definition 4.3.1.
(1) For 0 < r < +∞, let A
, and s ∈ [r, +∞), let 
Computation ofĜ-locally analytic vectors
In this section, we compute theĜ-locally analytic vectors in B I L . The strategy is very similar to [Ber16, Thm. 5.4]: we need to find a "formal variable" (denoted as b in the following) which plays the role as the y in [Ber16, Thm. 5.4] (or the α in Prop. 3.3.2(1)). Indeed, the discovery of b is the key observation for our calculations. In the following, we define b, and then use Tate's normalized traces to build an approximating sequence b n , and use them to determine the set ofĜ-locally analytic vectors in B I L .
5.1. The element b. Let λ := n≥0 ϕ n ( 
Proof. Since γ acts on b (resp. 1/b) via cyclotomic character (resp. inverse of cyclotomic character), it suffices to show that b (resp. 1/b) is τ -locally analytic (cf. the argument in Lem. 3.2.4). The result for 1/b follows from Lem. 3.4.2(3). Then Lem. 3.1.2(2) implies that b is also locally analytic. 
L )Ĝ -la for r ≥ r(b), because the element λ/(ϕ k (E(u))) is locally analytic; this (partial) proof of Lem. 3.4.2(1) avoids use of Lem. 3.1.8. However, we need the full result of Lem. 3.4.2(1) for the calculation in Thm. 3.4.4.
5.2.
Tate's normalized traces. Recall (see e.g., [Col08, §5.1]) that the weak topology on A is the one defined by the semi-valuations w k , for k ∈ N, meaning that x n → x for the weak topology in A if and only if for all k ∈ N, w k (x n − x) → +∞. In particular, the set {p n A + u k A + } n,k≥0 forms a basis of neighbourhood of 0 in A for the weak topology. The following lemma is very useful.
Lemma 5.2.1. Let r ′ > 0 and x n ∈ A [r ′ ,+∞] , ∀n ≥ 1. Suppose x n → 0 in A with respect to the weak topology. Then for any r ′ < s < +∞ (note that it is critical s = r ′ ),
Proof. This is implied by [Col08, Prop. 5.8]. Indeed, we can let the "C" in loc. cit. to be 0 (see the proof of our Lem. 2.1.6 for comparison of notations).
In this subsection, we let K ∞ ⊂ M ⊂ L where M/K ∞ is a finite extension. For n ≥ 1 and I an interval, let
(1) Every element x ∈ E M,n admits a unique writing x = i∈Jn u i a i (x) where a i (x) ∈ E M . (2) Every element x ∈ E M admits a unique writing x = i∈J u i a i (x) where a i (x) ∈ E M and a i → 0. (3) Every element x ∈ A M,n admits a unique writing x = i∈Jn u i a i (x) where a i (x) ∈ A M . (4) Every element x ∈ A M admits a unique writing x = i∈J u i a i (x) where a i (x) ∈ A M and a i → 0 for the weak topology.
Proof. These are easy analogues of [Col08, Prop. 8.3, Prop. 8.5].
We now define, for n ∈ Z ≥0 , R M,n :
Proposition 5.2.3.
(1) For x ∈ A M , we have R M,n (x) ∈ A M,n and R M,n (x) → x for the weak topology. 5.3. Approximation of b. We now build a sequence {b n } to approximates b, which furthermore satisfies ∇ γ (b n ) = 0. In the following, we use K ∞ ⊂ fin M ⊂ L to mean that M is a middle extension which is finite over K ∞ .
Lemma 5.3.1. Let W be a Q p -Banach representation ofĜ. Then . Thus x ∈ W τ -la,Gal(L/M )=1 for some large M . 
Pick any r ′ such that 0 < r ′ < r. By Prop. 5.2.3(2), we can choose some N ≫ 0 (in particular, we require p N r ′ > r Mn ), such that if we let w := R Mn,N (y), then we have
We claim that a ∈ A [r,s] . Since p n a = y − w − u k b ∈ A [r,s] , it suffices to show that W [r,s] (a) ≥ 0. But we have
where we use the assumption
and necessarily
L )Ĝ -la,∇γ=0 by Lem. 5.3.1 (and Thm. 4.2.7). 
So in particular, we have 
, so there exists n ≥ 1 such that for all k ∈ Z ≥0 , we have
then similarly as [Ber16, Thm. 5.4], they satisfy the desired property.
6. Overconvergence of (ϕ, τ )-modules
In this section, for a p-adic Galois representation V of G K of dimension d, we show that its associated (ϕ, τ )-module is overconvergent. We will construct
2), which is a finite free module over B I L of rank d equipped with aĜ-action. The key point is to show that ( D I L (V )) τ -la,γ=1 is also finite free over ( B I L ) τ -la,γ=1 of rank d, i.e., D I L (V ) has "enough" (τ -la, γ = 1)-vectors; these vectors will further descend to "overconvergent vectors" in the (ϕ, τ )-module, via Kedlaya's slope filtration theorem. Using the classical overconvergent (ϕ, Γ)-module, we already know that ( D I L (V ))Ĝ -la is finite free over ( B I L )Ĝ -la of rank d. So we need to take (γ = 1)-invariants in ( D I L (V ))Ĝ -la , and show it keeps the correct rank; this is achieved by a Tate-Sen descent or a monodromy descent (followed by anétale descent).
In §6.1, we will carry out the descent of locally analytic vectors: the Tate-Sen descent and etale descent uses an axiomatic approach taken from [BC08] ; the monodromy descent (in Rem. 6.1.7) follows some similar argument as in [Ber16] . In §6.2, we prove the overconvergence result.
6.1. Descent of locally analytic vectors. Since we will use results from [BC08] , it will be convenient to use valuation notations.
Notation 6.1.1. Suppose W is a Q p -(or Z p -) Banach representation of a p-adic Lie group G such that W G-an = W . Let val G denote the valuation on W associated to the norm · G (cf. §1.4.4).
Proposition 6.1.2. Let ( Λ, val Λ ) be a Z p -Banach algebra equipped with a sub-multiplicative valuation val Λ . Let H 0 be a profinite group which acts on Λ such that val
Suppose H ⊂ H 0 is an open subgroup, and suppose there exists some a > c 1 > 0 such that the following conditions are satisfied:
Then there exists M ∈ GL d ( Λ) such that val Λ (M − 1) ≥ a − c 1 and the cocycle where 
such that the following holds:
• val τn (α) = W I (α) > −c 1 , here val τn = val <τn> (cf. Notation 6.1.1); 
is by definition; the existence of n ≫ 0 such that val τn (α) = W I (α) is by Lem. 3.1.4. 6.1.4. Let B be a Q p -Banach algebra, equipped with an action by a finite group G. Let B ♮ denote the ring B with trivial G-action. Suppose that (1) B is a finite free B G -module; (2) there exists a G-equivariant decomposition B ♮ ⊗ B G B ≃ ⊕ g∈G B ♮ ·e g such that e 2 g = e g , e g e h = 0 for g = h, and g(e h ) = e gh .
Proposition 6.1.5. Let B and G be as in §6.1.4. Suppose N is a finite free B-module with semi-linear G-action, then
Proof. This is [BC08, Prop. 2.2.1].
Proposition 6.1.6. Let I = [r, s] ⊂ (0, +∞). Let M be a finite free ( B I L )Ĝ -la -module of rank d, with a semi-linear and locally analyticĜ-action. Then (M) Gal(L/K∞) is finite free over ( B I L ) τ -la,γ=1 of rank d, and
Proof. The following proof is via Tate-Sen descent; see Rem. 6.1.7 for another proof via monodromy descent. Since Gal(L/K ∞ ) is topologically generated by γ, there exists a basis e 1 , · · · , e d of M such that the co-cycle c associated to the Gal(L/K ∞ )-action on M (with respect to the basis) is of the form g → U g where Remark 6.1.7. Keep the notations in Prop. 6.1.6 above. Suppose furthermore that r ≥ r(b) (see §5 for r(b)), then we can give another proof of Prop. 6.1.6 via monodromy descent. The proof follows similar ideas as in [Ber16, §6] .
In this second proof, we only reprove the statement (*) above, namely, we show that there
For n large enough, the series given by
to a solution of the equation ∂ γ (H) + D γ H = 0. Moreover, for n big enough, we have W I (D k · (b − b n ) k /k!) > 0 for k ≥ 1, so that H ∈ GL d (( B I L ) la ). Remark 6.1.8. The condition r ≥ r(b) in the proof of Rem. 6.1.7 is actually harmless for application in our main theorem Thm. 6.2.6 (i.e., in the proof of Thm. 6.2.6, we could equally apply Rem. 6.1.7 instead of Prop. 6.1.6). Indeed, at the very beginning of the proof of Thm. 6.2.6, we could assume the "r 0 " there to be bigger than r(b).
6.2. Overconvergence of (ϕ, τ )-modules. , then V (D) ∈ Rep Qp (G K ).
• 
K∞ . This implies the overconvergence of the τ -action (i.e., Def. 6.2.5(2) is verified).
