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Abstract
In a recent paper by Jonasson and Steif, definitions to describe the
volatility of sequences of Boolean functions, fn : {−1, 1}
n → {−1, 1} were
introduced. We continue their study of how these definitions relate to
noise stability and noise sensitivity. Our main results are that the set of
volatile sequences of Boolean functions is a natural way "dense" in the
set of all sequences of Boolean functions, and that the set of non-volatile
Boolean sequences is not "dense" in the set of noise stable sequences of
Boolean functions.
1 Introduction
This paper will be concerned with the volatility of sequences of Boolean func-
tions as defined in [2], and in particular with the relation between the set of
volatile sequences of Boolean functions and the sets of noise stable and noise
sensitive sequences of Boolean functions respectively (see e.g. [3]). All of these
definitions can be said to describe aspects of the behaviour of the value of a
Boolean function when its input evolves according to a simple Markov chain
(Xt).
The Markov chain (X
(n)
t )t≥0, X
(n)
t = (X
(n)
t (1), . . . , X
(n)
t (n)), with which we
will be concerned will have {−1, 1}n as its state space. We define the Markov
chain by letting each coordinate update independently according to an expo-
nential clock with rate one, setting the value at an updating coordinate to 1
with probability pn and to −1 with probability 1 − pn. Clearly, the stationary
measure πpn for this process will be {1 − pn, pn}n, and whenever nothing else
is written explicitly we will pick X
(n)
0 according to this measure. To stress the
dependence of (pn) we sometimes add pn as a subscript to P , and write Ppn ,
Covpn etc..
If we compare the value of the process (X
(n)
t ) at a coordinate i for t = 0 and
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t = ε, we get

Ppn
[
X
(n)
ε (i) = 1 | X(n)0 (i) = 1
]
= e−ε + (1− e−ε)pn
Ppn
[
X
(n)
ε (i) = −1 | X(n)0 (i) = 1
]
= (1− e−ε)(1 − pn)
Ppn
[
X
(n)
ε (i) = −1 | X(n)0 (i) = −1
]
= e−ε + (1− e−ε)(1 − pn)
Ppn
[
X
(n)
ε (i) = 1 | X(n)0 (i) = −1
]
= (1− e−ε)pn.
Consequently, X
(n)
ε can be thought of as being obtained by resampling each
coordinate according to {1− pn, pn} with probability 1− e−ε.
Whenever the dependency on n is clear, we will drop n in the superscript of
(X
(n)
t ).
The concept of noise sensitivity of sequences of Boolean functions was first
defined in [1] as a measure of to what extent knowledge about fn(X0) would
help to predict fn(Xε). Our definition is the same as the definition used is
e.g. [3], and is equivalent to what is called being asymptotically noise sensitivity
in [1].
Definition 1.1. A sequence of Boolean functions fn : {−1, 1}n → {−1, 1} is
said to be noise sensitive with respect to (pn) if for all ε > 0
lim
n→∞
Covpn [fn(X0), fn(Xε)] = 0.
In the same paper, the authors also introduced the concept of noise stability,
which captures a possible opposite behaviour.
Definition 1.2. A sequence of Boolean functions fn : {−1, 1}n → {−1, 1} is
said to be noise stable with respect to (pn) if
lim
ε→0
sup
n
Ppn [fn(Xε) 6= fn(X0)] = 0. (1)
Note that as {−1, 1}n is finite for every n ∈ N , (1) is equivalent to
lim
ε→0
lim sup
n→∞
Ppn [fn(Xε) 6= fn(X0)] = 0.
When using these definitions, one generally assumes that the sequence (fn) of
Boolean functions is nondegenerate, meaning that
−1 < lim inf
n→∞
E[fn(X0)] ≤ lim sup
n→∞
E[fn(X0)] < 1.
It is easy to show that if (fn) is not nondegenerate, then it is both noise sensitive
and noise stable.
In [2], another measure of the stability of a sequence of Boolean functions
was introduced. One motivation was that the two definitions above, although
giving information about fn(Xt) at two distinct times t = 0 and t = ε, gives no
information about fn(Xt) for intermediate times t.
Definition 1.3. A sequence of Boolean functions fn : {−1, 1}n → {−1, 1} is
said to be volatile with respect to (pn) if for all δ > 0,
lim
n→∞
Ppn [τ∂fn > δ] = 0,
where τ∂fn is the hitting time of the set {x : fn(x) 6= fn(X0)}.
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It is shown in [2] that the property above is independent of δ.
When introducing a new definition, it is natural to ask how it relates to
earlier and by now well established definitions. Some results in this direction
were given in [2], such as that all nondegenerate, noise sensitive sequences of
Boolean functions are volatile. Throughout this paper we will say that two
sequences of Boolean of functions, fn, gn : {−1, 1}n → {−1, 1}, are o(1)-close
with respect to (pn) if
lim
n→∞
Ppn
[
fn(X0) 6= gn(X(n)0 )
]
= 0.
Using this terminology, our first result complements the results in [2] by stating
that any sequence of Boolean functions is o(1)-close to a volatile sequence of
Boolean functions, and hence, in some sense the set of volatile Boolean functions
is dense in the set of all Boolean functions.
Theorem 1.4. If
lim
n→∞
npn(1− pn) =∞ (2)
then any sequence of Boolean functions fn : {−1, 1}n → {−1, 1} is o(1)-close to
a volatile sequence of Boolean functions with respect to (pn).
Note that an analogous result does not hold if we replace the word volatile
above with the word noise sensitive, as all sequences that are o(1)-close to a
noise stable sequence of Boolean functions will be noise stable, and hence not
noise sensitve.
The condition that limn→∞ npn(1− pn) =∞ might seem odd, but is in fact
quite natural. To see this, note that given the definition of (X
(n)
t ), the expected
number of coordinates whose value has changed at least once between time 0
and time ε is given by
n ·
(
pn
(
1− e−ε(1−pn)
)
+ (1− pn)
(
1− e−εpn))
≤ n ·
(
pn · 2ε(1− pn)e−ε(1−pn) + (1− pn) · 2εpne−εpn
)
= 2ε · npn(1− pn) ·
(
e−ε(1−pn) + e−εpn
)
= 2ε · npn(1− pn)
If npn(1 − pn) is bounded from above, then this expression will tend to 0 as
ε → 0, uniformly in n, hence any sequence of Boolean functions will be noise
stable, and no sequence of Boolean functions will be volatile.
Throughout this paper, we will say that a set F of sequences of Boolean
functions is dense in a set G of sequences of Boolean functions if for each (gn) ∈ G
there is (fn) ∈ F such that (fn) and (gn) is o(1)-close. Note that we have not
assumed that F ⊆ G. With this terminology, we think of Theorem 1.4 as saying
that the set of all volatile sequences of Boolean functions is dense in the set of
all sequences of Boolean functions.
One consequence of Theorem 1.4 is that for any sequence of Boolean func-
tions, by just disturbing the functions in the sequence a little, we can make the
sequence volatile. A natural question to ask is then if the reverse also holds, that
is whether we can disturb any volatile function by a little to make it non-volatile,
or in other words, if the set of non-volatile sequences of Boolean functions is
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dense in the set of all Boolean functions. However, as we already know that
all nondegenerate, noise sensitive sequences of Boolean functions are volatile,
and any nondegenerate sequence of Boolean functions which is o(1)-close to a
noise sensitive sequence of Boolean functions must also be noise sensitive, such
a converse cannot exist. On the other hand, we could still ask if there could be
a converse for all sequences of Boolean functions that are not noise sensitive, or
even weaker, for Boolean functions that are noise stable. The main purpose of
the next theorem is to show that no such converse can exist.
Theorem 1.5. When pn = 0.5 there is a nondegenerate and noise stable se-
quence of Boolean functions fn : {−1, 1}n → {−1, 1} that is not o(1)-close to
any non-volatile sequence of Boolean functions. Moreover, (fn) can be chosen
to be either
1. symmetric and monotone, or
2. invariant under permutations of the coordinates.
In terms of denseness, this theorem says that for pn = 0.5, the set of non-
volatile sequences of Boolean functions is not dense in the set of noise stable
sequences of Boolean functions. Even stronger, it says that for pn = 0.5, the
set of non-volatile sequences of Boolean functions is not dense neither in the
set of monotone noise stable sequences of Boolean functions nor in the set of
noise stable Boolean functions that are invariant under permutations of the
coordinates.
Remark 1.6. Similar constructions as the constructions used in the proof of this
theorem do work for more general sequences (pn) as well, at least as long as
0 < lim infn→∞ pn ≤ lim supn→∞ pn < 1. A proof of this will however not be
included in this paper.
Remark 1.7. In comparison to Theorem 1.5, it is quite easy to see that when
pn = 0.5, any sequence of Boolean functions (fn) is arbitrarily close to a non-
volatile sequence (f ′n) of Boolean functions. Given (fn) and k ∈ Z+, define
f ′n(x) =
{
1 if x(1) = . . . = x(k) = −1
fn(x) else.
Then
P [fn(X0) 6= f ′n(X0)] ≤ P [X0(1) = . . . = X0(k) = −1] = 2−k.
This shows that (fn) and (f
′
n) can be made arbitrarily close by choosing k large.
However, for any fixed value of k,
P
[
τ∂f ′n > δ
] ≥ P [X(n)t (1) = . . . = X(n)t (k) = −1 for all t ∈ [0, δ]]
≥ 2−ke−δk
and hence (f ′n) will not be volatile.
Remark 1.8. The example in the previous remark can easily be extended to more
general sequences (pn). If pn → 0 but we still have that limn→∞ npn(1− pn) =
∞, then with a bit more careful analysis the proof above works if we let k
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depend on n and set k(n) = Cp−1n for some constant C > 0. If instead pn → 1,
a similar construction works, but we will also have to replace the definition of
f ′n by setting
f ′n(x) =
{
1 if x(1) = . . . = x(k(n)) = 1
fn(x) else
instead.
The rest of this paper will be structured as follows. In Section 2 we give a
proof of Theorem 1.4 and in Section 3 we give a proof of Theorem 1.5.
2 Proof of Theorem 1.4
In this section we will give a proof of Theorem 1.4, that is we will show that if
lim
n→∞
npn(1− pn) =∞,
then any sequence of Boolean functions fn : {−1, 1}n → {−1, 1} is o(1)-close to
a sequence of Boolean functions which is volatile with respect to (πpn).
The main idea in the proof of this result is to, for each n, construct a function
gn by changing the value of fn on certain level sets. By level sets, we mean sets
of the form {x ∈ {−1, 1}n : ‖x‖ = ℓ} for some value of ℓ, where ‖x‖ :=∑i x(i)+12 .
If these level sets are sparse enough, then (fn) and (gn) will be o(1)-close, and if
the level sets are at the same time close enough, then the Markov chain (X
(n)
t )
will almost surely hit two adjacent such level sets very quickly, and hence be
volatile. If we set the value of gn to 1 on every second such level set and to −1
on the other level sets, then this would guarantee that (gn) is volatile.
{x : ‖x‖ = ℓ1}
{x : ‖x‖ = ℓ2}
{x : ‖x‖ = ℓ3}
{x : ‖x‖ = ℓ4}
{x : ‖x‖ = ℓ5}
Figure 1: The figure above depicts the Hamming cube {−1, 1}n with some level
sets. The dashed lines represents level sets where the function gn, as defined
in (6), is equal to 1, and the dotted lines represents level sets where the value
of gn is equal to −1.
In the proof of this theorem, as well as in the proof of Theorem 1.5, we
will use well known results on the distribution of Ornstein-Uhlenbeck processes.
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An Ornstein-Uhlenbeck process (Zt) with infinitesimal mean µ(z) = −z and
infinitesimal variance σ2(z) = 1 is defined as the solution to the stochastic
differential equation
dZt = −Zt dt+
√
2dWt,
where Wt is a Wiener process. This stochastic process is useful to us at it arises
as the limit of ‖X(n)t ‖ as n tends to infinity, after a suitable normalisation given
in the first part of the lemma below. The results in this lemma are well know,
and can be found e.g. in [4], pp.170–173.
Lemma 2.1. Suppose that limn→∞ npn(1−pn) = 0 and let (Zt) be an Ornstein-
Uhlenbeck process with infinitesimal mean µ(z) = −z and infinitesimal variance
σ2(z) = 1. Then (
‖X(n)t ‖ − npn√
2npn(1 − pn)
)
t≥0
converges to (Zt)t≥0 in distribution. Moreover, for such an Ornstein-Uhlenbeck
process (Zt), we have that
E [Z(t+ s) | Z(t) = z] = ze−s, s, t ≥ 0
and
Var[Z(t+ s) | Z(t) = z] = 1− e
−2s
2
, s, t ≥ 0.
Proof of Theorem 1.4. For n ∈ N, define (αn) by
αn := (2npn(1− pn))1/4
and note that by assumption,
lim
n→∞
αn =∞. (3)
Now note that∣∣∣‖X(n)0 ‖ − ‖X(n)t ‖∣∣∣ > 2αn
⇔
∣∣∣∣∣ ‖X
(n)
0 ‖ − npn√
2npn(1 − pn)
− ‖X
(n)
t ‖ − npn√
2npn(1− pn)
∣∣∣∣∣ > 2αn√2npn(1− pn) = 2α−1.
Combining this with (3) and Lemma 2.1, we obtain that for any fixed t > 0 we
have that
lim
n→∞
P
[∣∣∣‖X(n)0 ‖ − ‖X(n)t ‖∣∣∣ > 2αn] = 1.
This implies in particular that for all ε > 0,
lim
n→∞
P
[
sup
t∈(0,ε)
∣∣∣‖X(n)0 ‖ − ‖X(n)t ‖∣∣∣ > 2αn
]
= 1. (4)
Now given a sequence fn : {−1, 1}n, for each n let an < αn be a non-negative
integer and set
Ln := {an + i · αn, i = 0, 1, 2, . . .} ∩ {0, 1, . . . , n}.
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For notational simplicity we assume that αn is an integer. Now note that for
each n, there are exactly αn possible ways to choose an, and the sets Ln we get
for different an form a partition of [n]. Consequently, there will be at least one
way to choose (an) such that
P
[
‖X(n)0 ‖ ∈ Ln
]
≤ α−1n (5)
for all n. Fix such a sequence (an) and for x ∈ {−1, 1}n define
gn(x) :=


fn(x) if ‖x‖ 6∈ Ln
1 if ‖x‖ = an + i · αn for i odd
−1 if ‖x‖ = an + i · αn for i even.
(6)
Then
P [fn(X0) 6= gn(X0)] ≤ α−1n
and hence (fn) and (gn) are o(1)-close by (3) and (5). Finally, it follows
from (4) and (6) that (gn) is volatile.
3 Proof of Theorem 1.5
The proof of Theorem 1.5 will be divided over the following two subsections.
In the first subsection, we will prove that there is a symmetric, monotone,
nondegenerate and noise stable sequence of Boolean functions that is not o(1)-
close to any non-volatile sequence of Boolean functions. In the second subsection
we will prove that there is a nondegenerate and noise stable sequence of Boolean
functions that are invariant under permutations of the coordinates, that is not
o(1)-close to any non-volatile sequence of Boolean functions.
3.1 Proof of the first part of Theorem 1.5 (monotone and
symmetric)
Let (ℓi)i≥1 be a strictly increasing sequence of positive integers with ℓ1 = 1, and
for i = 1, 2, 3, . . . define sets Si ⊆ N by
Si = {1 +
i−1∑
j=1
ℓj , 2 +
i−1∑
j=1
ℓj, . . . , ℓi +
i−1∑
j=1
ℓj}.
For x ∈ {−1, 1}n, let i(x) be the largest index i such that x(Sj) = x(Sk) for all
j, k ∈ Si and
∑i
j=1 ℓj ≤ n. Define fn(x) by
fn(x) = sgn(x(Si(x))).
In other words, let fn(x) be the sign of x in the last constant block Si(x).
We will prove the following proposition, from which the first part of Theo-
rem 1.5 follows.
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Proposition 3.1. Let (ℓi) and (fn) be as above. Then (fn) is symmetric,
nondegenerate and monotone. Further, if∑
2−ℓi ≪∞ (7)
and ∑
ℓi2
−ℓi =∞. (8)
then (fn) is noise stable, volatile and not o(1)-close to any non-volatile sequence
of functions.
In the proof of Proposition 3.1 we will use the following lemma, whose proof
is essentially due to Anders Martinsson.
Lemma 3.2. Let τ be the hitting time of the state x = (1, 1, . . . , 1) ∈ {−1, 1}n
and let δ > 0. Then
P [τ ≤ δ] ≥ 1− e
−δ
2
· n2−n.
Proof. Let 1n denote the element (1, 1, . . . , 1) ∈ {−1, 1}n. Then
δ2−n = E
[∫ δ
0
1Xt=1n dt
]
= P [τ ≤ δ] · E
[∫ δ
0
1Xt=1n dt | τ ≤ δ
]
= P [τ ≤ δ] · E
[∫ δ
τ
1Xt=1n dt | τ ≤ δ
]
≤ P [τ ≤ δ] · E
[∫ δ
0
1Xt=X0 dt
]
= P [τ ≤ δ] ·
∫ δ
0
P [Xt = X0] dt = P (τ ≤ δ) ·
∫ δ
0
(
1 + e−t
2
)n
dt
= P [τ ≤ δ] · 1
n
∫ δn
0
(
1 + e−s/n
2
)n
ds.
For s ≤ δn we have that(
1 + e−s/n
2
)n
=
(
1− 1− e
−s/n
2
)n
=
(
1− s
2n
· 1− e
−s/n
s/n
)n
≤
(
1− s
2n
· 1− e
−δ
δ
)n
≤ exp
(
−s
2
· 1− e
−δ
δ
)
and hence ∫ δn
0
(
1 + e−s/n
2
)n
ds ≤
∫ ∞
0
exp
(
−s
2
· 1− e
−δ
δ
)
ds
=
[
− 2δ
1− e−δ exp
(
−s
2
· 1− e
−δ
δ
)]∞
0
=
2δ
1− e−δ .
Rearranging, we obtain
P [τ ≤ δ] ≥ 1− e
−δ
2
· n2−n
which is the desired conclusion.
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We now give a proof of Proposition 3.1.
Proof of Proposition 3.1. Note first that symmetry and monotonicity is immidi-
ate from the definiton, and that any symmetric function is nondegenerate with
respect to pn = 1/2.
To see that (fn) is volatile, note first that if we define
µn(i) := P [Si is the last constant block in X0]
then
µn(i) = 2 · 2−ℓi
∏
j=i+1
(1− 2 · 2−ℓi) ≤ 2 · 2−ℓi
and hence it follows from (7) that (µn) is tight.
Now for any m ∈ N, let 1m denote the element (1, 1, . . . , 1) ∈ {−1, 1}m.
Then for any fixed i ∈ N we have that
lim
n→∞
P
[
there is no j > i and t < δ such that Xt(Sj) = 1
|Sj|
]
≤ lim
n→∞
∏
j>i
(
1− 1− e
−δ
2
· ℓj2−(ℓj+1)
)
≤ lim
n→∞
exp

−1− e−δ
2
·
∑
j>i
ℓj2
−(ℓj+1)

 = 0
where the first inequality is obtained by using Lemma 3.2 and the limit follows
from (8). Together with the fact that (µn) is tight, this implies that (fn) is
volatile.
To see that (fn) is noise stable, note first that
P [fn(Xε) 6= fn(X0) | i(X0) = i]
≤ P [Xε(Si) 6≡ 1 | X0(Si) ≡ 1]
+
∑
j>i
P [Xε(Sj)) ≡ −1 | X0(Sj) 6∈ {(−1)n, 1n}]
=
(
1−
(
1+e−ε
2
)ℓi)
+
∑
j>i
2·2−ℓj
1−2·2−ℓj
(
1−
(
1−e−ε
2
)ℓj − ( 1+e−ε2 )ℓj
)
≤
(
1−
(
1+e−ε
2
)ℓi)
+
∑
j>i
2·2−ℓj
1−2·2−ℓj
(
1−
(
1+e−ε
2
)ℓj)
≤
(
1−
(
1+e−ε
2
)ℓi)
+ 4
∑
j≥2
2−ℓj
(
1−
(
1+e−ε
2
)ℓj)
.
Using (7) and the fact that (µn) is tight, it now follows directly that (fn) is
noise stable.
It now remains only to argue that if gn : {−1, 1}n → {−1, 1} and (fn) and
(gn) are o(1)-close, then (gn) must be volatile. To this end, fix δ > 0 and let
ε > 0 be chosen arbitrarily. We can then pick N = N(ε, δ) such that
(i) P [τ∂fn > δ] < ε for all n > N (this follows from the volatility of (fn)).
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(ii) P
[
maxSi(X0) > m
]
< ε for all m > M (this follows from the tightness of
(µn))
(iii) For allm > N and n ≥ m, P [fm(X0([m])) 6= fn(X0) | X0([m]) = x([m])] <
ε
Now fix m > N . Then
lim inf
n→∞
P [τ∂gn < δ]
≥ lim inf
n→∞
P
[
τ∂fm < δ, maxSi(X0) < m, fn(X0) = gn(X0)
and fm(Xτ∂fm ([m])) = fn(Xτ∂fm ) = gn(Xτ∂fm )
]
= lim inf
n→∞
P
[
τ∂fm < δ, maxSi(X0) < m and fm(Xτ∂fm ([m])) = fn(Xτ∂fm ) = gn(Xτ∂fm )
]
(i)
≥ lim inf
n→∞
P
[
maxSi(X0) < m and fm(Xτ∂fm ([m])) = fn(Xτ∂fm ) = gn(Xτ∂fm )
] − ε
(ii)
≥ lim inf
n→∞
P
[
fm(Xτ∂fm ([m])) = fn(Xτ∂fm ) = gn(Xτ∂fm )
]− 2ε
(iii)
≥ lim inf
n→∞
P
[
fn(Xτ∂fm ) = gn(Xτ∂fm )
] − 3ε
As τ∂fm only depends on the first m coordinates of Xt, and (fn) and (gn) are
o(1)-close, we obtain
lim inf
n→∞
P [τ∂gn < δ] ≥ 1− 3ε.
As ε > 0 was arbitrary, it follows that (gn) is volatile.
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3.2 Proof of the second part of Theorem 1.5 (permutation
invariance)
The goal of this subsection is to give an example of a nondegenerate, noise stable
and volatile sequence of Boolean functions fn : {−1, 1}n → {−1, 1} that is not
o(1)-close to any non-volatile sequence of Boolean functions. We will do this by
first constructing a sequence of functions fn : Zn → {−1, 1}, where Zn = Z/nZ,
with the analogous properties for Zn and then translating this construction to
the hypercube. To be able to do this we must first extend the definitions of noise
stability and volatility to the setting of continuous time simple random walks
on Zn. To this end, define Y
(n)
t to be continuous time simple random walk on
Zn which takes steps with rate n
2. The rate n2 is chosen so that the relaxation
time for this Markov chain is the same as the relaxation time for the random
walk (X
(n)
t ) on the hypercube {−1, 1}n. The stationary distribution for this
Markov chain is the uniform distribution on Zn and we will always choose Y
(n)
0
according to this distribution. We now define what we mean by being noise
stable and volatile in this setting.
Definition 3.3. A sequence of functions fn : Zn → {−1, 1} is said to be noise
stable if
lim
ε→0
sup
n
P
[
fn(Y
(n)
0 ) 6= fn(Y (n)ε )
]
= 0
Definition 3.4. A sequence of functions fn : Zn → {−1, 1} is said to be volatile
if for all δ > 0,
lim
n→∞
P [τ∂fn > δ] = 0
where τ∂fn is the hitting time of the set {x ∈ Zn : fn(x) 6= fn(Y0)}.
Using these two definitions, we can formulate the following proposition.
Proposition 3.5. There is a nondegenerate, noise stable and volatile sequence
of functions fn : Zn → {−1, 1} that is not o(1)-close to any non-volatile sequence
of functions fn : Zn → {−1, 1}.
Proof of Proposition 3.5. We first construct sets of functions {Fi}i∈N as follows.
• Let I10 = C1. We say that f : C1 → {−1, 1} is in F1 if
P [f(Y ) = 1] = P
[
f(Y ) = 1 | Y ∈ I10
]
= 2−1,
where Y ∼ unif(C1). We say that F1 is defined by the interval I10 with
associated density 2−1.
• Let I20 = [0, 0.5) be the upper half of the unit circle and let I21 = [0.5, 1)
be the lower half. We say that f : C1 → {−1, 1} is in F2 if
P
[
f(Y ) = 1 | Y ∈ I20
]
= 2−2
and
P
[
f(Y ) = 1 | Y ∈ I21
]
= 1− 2−2.
F2 is thus defined by the intervals I20 and I21 with associated densities 2−2
and 1−2−2. Note that I20 and I21 form a partition of C1 and that F2 ⊆ F1.
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• For k ≥ 3, given Fk−1 we construct Fk as follows. For each interval Ik−1i
with associated density 2−(k−1), pick a centered subinterval Ik3i+1 ⊆ Ik−1i
with length 2
−k
1−2−(k−1)
· ∣∣Ik−1i ∣∣ and associated density 1− 2−k. Let the two
remaining intervals be called Ik3i and I
k
3i+2 and have associated densities
2−k. Similarly, for each interval Ik−1i with associated density 1− 2−(k−1),
pick a centered interval Ik3i+1 with length
2−k
1−2−(k−1)
·
∣∣Ik−1i ∣∣ and associated
density 2−k and let the remaining intervals be called Ik3i and I
k
3i+2 and
have associated densities 1− 2−k. Let f ∈ Fk if for each such interval Iki
with associated density pki we have that
P
[
f(Y ) = 1 | X ∈ Iki
]
= pki . (9)
Note that with this choice of interval lengths, we have Fk+1 ⊆ Fk.
(a) All functions f ∈ F1 has
P [f(X0) = 1] = 2
−1.
(b) All functions f ∈ F2 has den-
sity 2−2 on the upper half of the
circle, and density 1− 2−2 on the
lower half.
(c) All functions f ∈ F3 has den-
sity 1−2−3 in the darker segments
of the circle above, and density
2−3 in the lighter segments.
(d) All functions f ∈ F4 has has
density 1− 2−4 in the darker seg-
ments of the circle above, and
density 2−4 in the lighter seg-
ments.
Figure 2: The four figures above shows the first four steps in the construction
of {Fi}i∈N.
For k ∈ N, define F ′k by saying that a function f : Zn → {−1, 1} ∈ F ′k if for
each interval Iki with associated density p
k
i we have that
P
[
f(Y0) = 1 | 1nY0 ∈ Iki
] ∈ (pki − 2−(k+1), pki + 2−(k+1)) . (10)
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Recall that pki ∈ {2−k, 1− 2−k}, hence the interval in the right hand side of the
previous equation is either (2−(k+1), 3 · 2−(k+1)) or (1− 3 · 2−(k+1), 1− 2−(k+1)).
One can verify that there is at least one f : Zn → {−1, 1} ∈ F ′k for n ≥ 2k
2+k.
Now let (fn), fn : Zn → {−1, 1}, be a sequence with fn ∈ F ′an for some
sequence an → ∞. We will show that (fn) is nondegenerate w.r.t. pn = 1/2,
noise stable and volatile, but not o(1)-close to any non-volatile function.
Claim 3.6. (fn) is nondegenerate.
Proof. To see that (fn) is nondegenerate with respect to pn = 0.5, simply note
that
P [fn(Y0) = 1] =
∑
i
P
[
1
nY0 ∈ Iani
] · P [fn(Y0) = 1 | 1nY0 ∈ Iani ]
≥
∑
i
P
[
1
nY0 ∈ Iani
] · (pani − 2−(an+1))
=
∑
i
P ( 1nY0 ∈ Iani ) · pani −
∑
i
P
[
1
nY0 ∈ Iani
] · 2−(an+1)
= 0.5− 2−(an+1)
and that analogously,
P [fn(Y0) = 1] =
∑
i
P
[
1
nY0 ∈ Iani
] · P [fn(Y0) = 1 | 1nY0 ∈ Iani ]
≤
∑
i
P
[
1
nY0 ∈ Iani
] · (pani + 2−(an+1))
=
∑
i
P
[
1
nY0 ∈ Iani
] · pani +∑
i
P
[
1
nY0 ∈ Iani
] · 2−(an+1)
= 0.5 + 2−(an+1).
Consequently, (fn) is nondegenerate.
Claim 3.7. (fn) is noise stable.
Proof. Let k ∈ N be arbitrary and suppose that n is large enough to have
an > k. Let ℓ = mini |Iki |. By the Central limit theorem, for all δ > 0 we have
that
lim
ε→0
lim sup
n→∞
P
[∣∣ 1
nY0 − 1nYε
∣∣ > δℓ] = 0.
From this it follows that
lim
ε→0
lim inf
n→∞
P
[∃i : { 1nY0, 1nYε} ∈ Iki ] = 1
and consequently, using (10), we obtain
lim
ε→0
lim sup
n→∞
P [fn(Y0) 6= fn(Yε)] ≤ 3 · 2−k.
As k was arbitrary, we can conclude that (fn) is noise stable.
Claim 3.8. (fn) is volatile.
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Proof. Note first that
∣∣Iki ∣∣ ≤ 2−(k−1) for all i and k. Also, if an > k we have
that F ′an ⊆ F ′k. Moreover, as pki ± 2−(k+1) ∈ (0, 1) for all i and k, if all states
x ∈ Z such that 1n · x ∈ Iki has been visited for some i and k, then at least one
state with fn(x) = 1 and at least one state with fn(x) = −1 must have been
visited. Consequently, if an > k we have that
P [τ∂fn > δ] ≤ P
[∣∣ 1
nY0 − 1nYδ
∣∣ < 2 · 2−(k−1)] .
and as an →∞ by assumption, it follows that
lim sup
n→∞
P [τ∂fn > δ] ≤ lim sup
n→∞
P
[∣∣ 1
nY0 − 1nYδ
∣∣ < 2 · 2−(k−1)]
for all k ∈ N. By the Central limit theorem, the right hand side of the last
equation can be made arbitrarily small by choosing k to be large, and hence
(fn) must be volatile.
Claim 3.9. (fn) is not o(1)-close to any nonvolatile sequence f ′n : Zn → {−1, 1}.
Proof. To that the claim is true, let k be arbitrary, suppose that (fn) and (f ′n)
are o(1)-close and pick n large enough such that
P
(
f ′n(Y0) 6= fn(Y0)) | 1n · Y0 ∈ I
)
< 2−(k+2)
for all intervals I ⊂ C1 of length ℓ = mini Iki . Using (10), it follows that
P
[
f ′n(Y0) = 1 | 1n · Y0 ∈ Iki
] ∈ (pki − 2−(k+1) − 2−(k+2), pki + 2−(k+1) + 2−(k+2))
and hence, as pki ∈ {2−k, 1− 2−k}, we have that
P
[
f ′n(Y0) = 1 | 1n · Y0 ∈ Iki
] ∈ (2−(k+2), 1− 2−(k+2)) .
Repeating the argument we used to show that (fn) was volatile, it follows that
(f ′n) must also be volatile.
Putting the claims together, Proposition 3.5 follows.
We will now continue to the proof of Theorem 1.5. Before we do this however,
we will state and prove the following lemma.
Lemma 3.10. Let pn = 0.5, Y0 ∼ unif(Z2n) and X0 ∼ unif({−1, 1}4n2). Fur-
ther, let ϕ and Φ be the probability density function and the cumulative density
function of a standard normal distribution. Then for all large enough n, and
any function h2n : Z2n → {−1, 1}, we have that
2(1− Φ(2)) · P [h2n(Y0) = 1]
≤ P [h2n(‖X0‖ mod 2n) = 1]
≤ (1 + 4ϕ(0)) · P [h2n(Y0) = 1] .
(11)
Proof. To simplify notation, define ρ by
ρ := P [h2n(Y0) = 1] .
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Then
P [h2n(‖X0‖ mod 2n) = 1]
≤ P [‖X0‖ mod 2n ∈ (0, ρ · 2n) | ‖X0‖ ≥ 2n2]
and
P [h2n(‖X0‖ mod 2n) = 1]
≥ P [‖X0‖ mod 2n ∈ ((1− ρ) · 2n, 2n) | ‖X0‖ ≥ 2n2]
and hence it suffices to give upper and lower bounds for the last expressions in
the inequalities above respectively.
For the lower of these bounds, we have that
P
[‖X0‖ mod 2n ∈ ((1− ρ) · 2n, 2n) | ‖X0‖ ≥ 2n2]
= 2
∞∑
k=1
P
[‖X0‖ ∈ (2n2 + k · 2n− ρ · 2n, 2n2 + k · 2n)]
→ 2
∞∑
k=1
(Φ(2k − 2ρ)− Φ(2k)) > 2
∞∑
k=1
2ρ · ϕ(2k)
= ρ · 4
∞∑
k=1
ϕ(2k) > ρ · 2(1− Φ(2)).
Similarly, for the upper bound we have that
P
[‖X0‖ mod 2n ∈ (0, ρ · 2n) | ‖X0‖ ≥ 2n2]
= 2
∞∑
k=0
P
[‖X0‖ ∈ (2n2 + k · 2n, 2n2 + k · 2n+ ρ · 2n)]
→ 2
∞∑
k=0
(Φ(2k + 2ρ)− Φ(2k)) < ρ · 2
∞∑
k=0
2ρ · ϕ(2k)
= ρ · 4
∞∑
k=0
ϕ(2k) < ρ · (1 + 4ϕ(0)).
From this the desired conclusion follows.
We will now give a proof of Theorem 1.5, which will more or less be a direct
translation of the previous proof to our original setting on the hypercube.
Proof of Theorem 1.5. . With (fn) as in the proof of Proposition 3.5, define
gn : {−1, 1}4n2 → {−1, 1} for x ∈ {−1, 1}4n2 by
gn(x) := f2n (‖x‖ mod 2n) .
The main idea of this proof is that as with the scaling above, a random walk
on the level sets of {−1, 1}4n2 and a simple random walk on Z2n move around
about as much, hence all the properties we verified for (fn) in the proof of
Proposition 3.5 should transfer to (gn).
We now do this formally.
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Claim 3.11. (gn) is nondegenerate.
Proof. By combining Lemma 3.10 with Claim 3.6 it follows directly that (gn) is
nondegenerate.
Now recall that by Lemma 2.1,(
‖X(n)t ‖ − 2n2√
2n
)
t
⇒ (Zt)t (12)
where (Zt)t is an Ornstein Uhlenbeck process. Note also that by the same
lemma, for all ε > 0 we have that
E[Zε | Z0 = z] = ze−ε (13)
and that
Var[Zε | Z0 = z] = 1− e
−2ε
2
. (14)
Claim 3.12. (gn) is noise stable.
Proof. With the notation of Claim 3.7, for all δ and ℓ we have that
lim
ε→0
lim sup
n→∞
P
[∣∣ 1
2n‖Xε‖ − 12n‖X0‖
∣∣ mod 1 > δℓ]
= lim
ε→0
P
[
|Zε − Z0| mod
√
2 >
√
2δℓ
]
≤ lim
ε→0
P
[
|Zε − Z0| >
√
2δℓ
]
≤ lim
ε→0
E
[
(Zε − Z0)2
]
2δ2ℓ2
= lim
ε→0
(1 − e−2ε)/2 + (e−ε − 1)2
2δ2ℓ2
= 0
where the second inequality follows by applying Markov’s inequality and the
next to last equality follows by using (13) and (14).
From this it follows that for all k,
lim
ε→0
lim inf
n→∞
P
(∃i : { 12n (‖X0‖ mod 2n), 12n (‖Xε‖ mod 2n)} ∈ Iki ) = 1. (15)
Combining (10) and Lemma 3.10 (for each i and k we apply this lemma to either
f or −f depending on pki ), we get that
P
[
f(‖X0‖ mod 2n) = 1 | 12n (‖X0‖ mod 2n) ∈ Iki
]
∈
(
2(1− Φ(2)) · 2−(k+1), (1 + 4ϕ(0)) · 3 · 2−(k+1)
)
∪
(
1− (1 + 4ϕ(0)) · 3 · 2−(k+1), 1− 2(1− Φ(2)) · 2−(k+1)
)
.
(16)
and consequently, using (15), we obtain
lim
ε→0
lim sup
n→∞
P [fn(Y0) 6= fn(Yε)] ≤ 2 · (1 + 4ϕ(0)) · 3 · 2−(k+1)
As k was arbitrary, we can conclude that (fn) is noise stable.
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Claim 3.13. (gn) is volatile.
Proof. Using the same argument as in the proof of Claim 3.8, for any k ∈ N we
have that
lim sup
n→∞
P [τ∂gn > δ]
≤ lim sup
n→∞
P
[∣∣ 1
2n‖X0‖ − 12n‖Xδ‖
∣∣ mod 1 < 2 · 2−k]
= P
[
|Z0 − Zδ| mod
√
2 < 2
√
2 · 2−k
]
.
As k was arbitrary it follows that (gn) is volatile.
Claim 3.14. (gn) is not o(1)-close to any nonvolatile sequence g′n : Z2n →
{−1, 1}.
Proof. Let (gn) and (g′n) be o(1)-close. For ℓ ∈ [4n2], define Lℓ := {x ∈
{−1, 1}4n2 : ‖x‖ = ℓ}. Furthermore, for ℓ, ℓ′ ∈ [4n2], let Eℓ,ℓ′,δ be the event
that ‖Xt‖ hits the level sets Lℓ and Lℓ′ before time δ. Note that if for some
ℓ, ℓ′ ∈ [4n2] and some ε > 0 we have that{
P [g′n(X0) = 1 | X0 ∈ Lℓ] > 1− ε
P [g′n(X0) = 1 | X0 ∈ Lℓ′ ] < ε
(17)
then
P
[
τ∂g′n < δ | Eℓ,ℓ′,δ
]
> 1− 2ε.
As (gn) and (g
′
n) are o(1)-close and (gn) are constant on level sets, for all
ε > 0 we have that
lim
n→∞
Pℓ∼Bin(4n2,0.5) [P [g
′
n(X0) = 1 | ‖X0‖ = ℓ] ∈ [0, ε) ∪ (1− ε, 1]] = 1. (18)
For any k ≥ 2, let et Fk,i,δ be the event that ‖Xt‖/2n mod 1 has hit every
level set of the interval Iki , i ∈ [2 ·3k−1] before time δ. Using the same argument
as in the proof of Claim 3.8, we get that
P [∪iFk,i,δ] ≥ P
[∣∣ 1
2n‖X0‖ − 12n‖Xδ‖
∣∣ mod 1 > 2 · 2−(k−1)] .
and hence
lim
k→∞
lim inf
n→∞
P [∪iFk,i,δ] = 1. (19)
Now by (18),
lim
n→∞
P [∃ℓ, ℓ′ : (17) holds and Eℓ,ℓ′,δ occur | ∪iFk,i,δ] = 1
and hence
lim inf
n→∞
P
[
τ∂g′n < δ | ∪iFk,i,δ
]
> 1− 2ε.
As k and ε were arbitrary, (19) implies that
lim
n→∞
P
[
τ∂g′n < δ
]
= 1,
which is the desired conclusion.
The claims now together imply the conclusion of the theorem.
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