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Information on an uncertain real variable is oftentimes conveyed using upper and lower distribution functions, which
deﬁne a credal set,M. The paper explores the properties of a random set (random interval) approximation, R, to the upper
and lower distribution functions carried out using the outer discretization method (ODM) introduced by the author as a
generalization to an algorithm proposed in Williamson and Downs [R.C. Williamson, T. Downs, Probabilistic arithmetic.
i. Numerical methods for calculating convolutions and dependency bounds, Int. J. Approx. Reason. 4 (1990) 89–158]. It is
shown that probability bounds calculated using the ODM random sets, R, always contain the probability bounds calcu-
lated usingM. This result holds even in the multivariate case (when each marginal is ODM discretized into a random set,
R) regardless of the concept of dependence or independence adopted. The bound inclusion is also true for the image of a
function deﬁned on those variables. Finer discretizations of the original credal sets yield tighter or equal probability
bounds. Since the ODM yields a random set, R, the information can be modeled either using probability measures of
the measurable selections or the credal set of the belief and plausibility of R. It is proven that both models yield the same
probability bounds and that the Choquet integrals of the belief and plausibility of R are the inferior and superior, respec-
tively, of the expectations calculated using the measurable selections. However, the probabilistic information conveyed by
the measurable selections may be more restrictive than the information contained in the credal set of the belief and
plausibility of R.
 2007 Elsevier Inc. All rights reserved.
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Oftentimes, upper and lower cumulative distribution functions (F and F ) are used to constrain information
on a variable of interest, X, which takes values on the real line. This happens, for example, whenever paramet-
ric probability distribution functions are given using interval parameters, as exempliﬁed in the challenge0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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F. Tonon / Internat. J. Approx. Reason. 48 (2008) 174–184 175problems issued by Sandia National Laboratories [23]. Walley ([28, p. 203]) gives conditions for the assessment
of F and F to avoid sure loss and to be coherent. The natural extension,M, consists of all linear previsions, P,
whose distribution function F ðxÞ ¼ P ðX 6 xÞ lies in the band between the upper and lower distribution func-
tions, F ðxÞ 6 F ðxÞ 6 F ðxÞ for all real x [28].M is called credal set after Levi [17], or p-box after Ferson [10].
They were also studied from the point of view of coherence in [20]; while this paper was being reviewed, the
relationship between p-boxes and random sets was studied in [7,8].
When two or more variables are deﬁned in this way, calculating convolutions and dependency bounds for
binary arithmetic operations may be computationally diﬃcult. In order to make arithmetic computations
tractable, Williamson and Downs [29] introduced the idea of discretely approximating F and F . Regan
et al. [24] present a comparison of four methods for the reliable propagation of uncertainty through calcu-
lations involving arithmetic binary operations. The authors show that these four methods converge to equiv-
alent methods when they are restricted to cumulative distribution functions on the positive reals, and can be
extended to deal with unknown dependencies and perfect positive and negative dependence among variables.
Tonon [26] introduced the Outer Discretization Method (ODM), which generalizes Williamson’s and
Downs’ algorithm, casts it within the theory of Random Sets, and can be applied to any function, not just
binary arithmetic operands.
Consider a function, f: R! R : X 7!Z. In the applications, f may represent, for example, the response of a
system to uncertain input data [23]. One open question is whether the probability bounds on Z obtained using
the ODM approximation always contain the probability bounds obtained using the original credal set, M.
Indeed, several authors have used either Williamson’s and Downs’ algorithm or the ODM to propagate uncer-
tainty through general functions (e.g., [14,11,26]), tacitly assuming that this bound inclusion was true.
If this bound inclusion is true and if, in addition, calculations are performed either with inﬁnite precision or
by using Interval Analysis, then ODM would yield automatically veriﬁed bounds on the probability of events
in Z. In the applications, these bounds, which are cheaper to compute, may be enough to make decisions [9].
In the paper, this issue is solved together with its generalization to several variables, and the issue of discret-
ization reﬁnements.
For the ODM random set that discretizes F and F , the paper then addresses the relationship between the
class of probability distributions of the measurable selections [30,19], and the set of probabilities bounded
between the upper and the lower probabilities of the random set.
2. Deﬁnitions and the outer discretization method (ODM)
A ﬁnitely generated random set ðA;mÞ [9] consists of a ﬁnite class A ¼ fA1; . . . ;Ang of focal sets, Ai  R,
and of a weight functionm :A! ½0; 1 :Ai 7!mðAiÞ
with
Pn
i¼1mðAiÞ ¼ 1, where n is the number of focal sets. Then, the plausibility measure, Pl, or upper proba-
bility, P , of an event Q is deﬁned byP ðQÞ ¼ PlðQÞ :¼
X
A\Q6¼£
mðAÞ ð1Þand the belief measure Bel or the lower probability P byP ðQÞ ¼ BelðQÞ :¼
X
AQ
mðAÞ: ð2ÞPlausibility and Belief are conjugate, i.e. BelðQÞ ¼ 1 PlðQcÞ, and yield upper and lower cumulative distribu-
tion functions, respectively,F uppðxÞ :¼
X
infðAiÞ<x
mðAiÞ ð3Þ
F lowðxÞ :¼
X
supðAiÞ<x
mðAiÞ ð4Þ
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i
FC ¼ fPAig be the set of all such
probability measures for the focal set Ai. Fetz and Oberguggenberger [12–14] have interpreted a random set as
the set, MRS, of probability measures, PRS, of the formPRS :¼
Xn
i¼1
mðAiÞPAi ; ð5Þ
MRS :¼ PRS : PRS ¼
Xn
i¼1
mðAiÞPAi
( )
: ð6ÞDeﬁne probability measure, P, associated to a cumulative distribution, F, asP ðð1; xÞ :¼ F ðxÞ ð7Þ
In this paper, the starting point is a pair of cumulative distribution functions, F and F (assumed to be con-
tinuous and strictly monotonically increasing), which will be discretized using a random set. It is assumed that
F and F come from a coherent assessment, and thus they deﬁne by natural extension a convex set of ﬁnitely
additive probability measures:M ¼ fP : F ðxÞ 6 P ðð1; xÞ 6 F ðxÞg: ð8Þ
This set is called credal set after Levi [17], or p-box after Ferson [10].
Let P uniform be the probability measure on R associated to the uniform distribution on (0,1]. Following
Alvarez ([1, p. 250]), a p-box generated by F and F on a subset of R can be represented as an inﬁnite random
set R :¼ ðAinf ;minfÞ deﬁned as follows:Ainf ¼ fAinf :¼ ½F 1ðaÞ; F 1ðaÞ; a 2 ð0; 1g; ð9Þ
minfðfAinf : Ainf $ a;Ainf 2Ainf ; a 2 GgÞ ¼
Z
G
dP uniformðaÞ ¼ P uniformðGÞ; ð10ÞwhereF 1ðaÞ :¼ inffx : F ðxÞP ag; ð11Þ
F 1ðaÞ :¼ inffx : F ðxÞP ag; ð12Þare the inverse functions of F and F , respectively; the symbol ‘‘$’’ denotes the fact that Ainf is the correspond-
ing focal set associated to a; and G  ð0; 1 contains the subindexes a of the focal sets evaluated by P uniform.
Consider now Fig. 1. The overall idea behind the Outer Discretization Method (ODM) is to generate focal
sets Ai and a weight function, m, in such a way that their Belief (F low) and Plausibility (F upp) on semi-intervals
ð1; x are envelopes to F and F , respectively. In the ODM, the ½0; 1 ordinate intervals of F and F are both
discretized into n ordered subintervals of length mi > 0 (i ¼ 1; . . . ; n); for example, n ¼ 5 in Fig. 1. By deﬁni-
tion, let m0 :¼ 0. The optimal choice of the discretization interval lengths mi (and thus of the focal elements Ai)
is still an open question currently being investigated by the author.
As a second step, the focal sets are calculated: the focal set Aj corresponding to mj is the interval:Fig. 1. Outer discretization method.
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Xj1
i¼0
mi
 !
; F 1
Xj
i¼1
mi
 !" #
; ð13ÞwhereF 1ð0Þ :¼ lim
y!0þ
F 1ðyÞ; ð14Þ
F 1ð1Þ :¼ lim
y!1
F 1ðyÞ; ð15ÞThe only algorithmic diﬀerence between the discretization method of Williamson and Downs [29] and ODM is
that Williamson and Downs divide the [0,1] ordinate interval into segments of equal length, which is not re-
quired by the ODM. On the other hand, a completely diﬀerent approximation algorithm was proposed by Hall
and Lawry [15] under the name of Iterative Rescaling Method. Hall’s and Lawry’s algorithm discretizes den-
sity functions, as opposed to cumulative functions discretized by ODM.
3. Monotonicity of probability bounds mapped through a function
Let X be a set on which two random sets, ðAi;miÞ, i ¼ 1; 2, are deﬁned, and letMi be the credal set (p-box)
of ﬁnitely additive probability measures, P i, deﬁned by the upper and lower distributions in Eqs. (3) and (4):Mi ¼ fP i : F low;iðxÞ 6 P iðð1; xÞ 6 F upp;iðxÞg: ð16Þ
Call P i and P i the upper and lower probabilities associated to F upp;i and F low;i, respectively.
Suppose that, for a given set Q  X :
P 2ðQÞ 6 P 1ðQÞ 6 P 1ðQÞ 6 P 2ðQÞ ð17ÞLet Xi be the r-algebra where P i is deﬁned. Let Zi be a r-algebra on a set Z. Let f : X ! Z be a measurable
mapping on X, i.e., for every E 2Zi there is a T 2 Xi: T ¼ f 1ðEÞ. Let bP i be the probability measure induced
by f on ðZ;ZiÞ as:bP iðE 2 ZiÞ ¼ P iðf 1ðEÞÞ ð18Þ
The question arises as to whether the images of P 1 and P 2 on Z, cP 1 and cP 2 , produce bounds similar to (17) on
Z, i.e. ifbP 2ðf ðQÞÞ 6 bP 1ðf ðQÞÞ 6 bP 1ðf ðQÞÞ 6 bP 2ðf ðQÞÞ: ð19Þ
Lemma 1. (a) If f is injective (i.e. x1 6¼ x2, xi 2 X ) f ðx1Þ 6¼ f ðx2Þ), then if Q  X satisfies Eq. (17) then Eq. (19)
is satisfied. (b) If f is not injective, then if Q  X satisfies Eq. (17) then Eq. (19) may not be satisfied.
Proof
(a) Recall thatbP iðf ðQÞÞ ¼ X
Aj:f ðAjÞf ðQÞ
miðAjÞ; i ¼ 1; 2 ð20ÞSince f is injective, fAj : f ðAjÞ  f ðQÞg=fAj : Aj  Qg. As a consequence,bP iðf ðQÞÞ ¼ X
Aj:AjQ
miðAjÞ ¼ P jðQÞ; i ¼ 1; 2 ð21ÞLikewise for the upper bounds.
(b) Consider the non-injective mapping, f, and the example in Fig. 2, where B is the subset of X mapped into
f ðAÞ, with m1ðAÞ < m2ðAÞ, m1ðBÞ > m2ðAÞ  m1ðAÞ, and m2ðBÞ ¼ 0. Then
Q
Q
Fig. 2. Non-injective mapping.
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whereasbP 2ðf ðQÞÞ ¼ 0 6 bP 1ðf ðQÞÞ ¼ m1ðBÞ 6 bP 1ðf ðQÞÞ ¼ m1ðAÞ þ m1ðBÞ > bP 2ðf ðQÞÞ ¼ m2ðAÞ ð23Þ
On the other hand, if m1ðBÞ 6 m2ðAÞ  m1ðAÞ, then inequalities in Eq. (19) are satisﬁed. h
However, the ODM always produces a random set whose probability bounds are conserved by a mapping.
More precisely:
Lemma 2. Let P 1 and P 1 be upper and lower probabilities associated to the assigned F and F , respectively. Let P 2
and P 2 be upper and lower probabilities generated by ODM applied to F and F , respectively. Then Eq. (17)
implies Eq. (19) for all sets Q.
Proof. Let us recall the deﬁnition of random set inclusion in Ref. [9].
R1  R2 if:
(1) 8 focal set A 2 R1, 9B 2 R2 such that: A  B;
(2) 8 focal set B 2 R2, 9A 2 R1 such that: A  B;
(3) There exists a non-negative matrix W with entries W ðA;BÞP 0, A 2 R1 and B 2 R2 such that:8A 2 R1;m1ðAÞ ¼
X
B:AB
W ðA;BÞ ð24Þ
8B 2 R2;m2ðBÞ ¼
X
A:AB
W ðA;BÞ ð25Þ
W ðA;BÞ ¼ 0: if A 6B:
In Proposition 2 in Ref. [9], Dubois and Prade showed that, if a random set R2 includes a random set R1,
then Eq. (17) implies Eq. (19) for all sets Q. The strategy of the proof is to ﬁrst ﬁnd a reﬁnement, R1, to
R2 such that R1  R2, and then to show that R1 ! R, where R is the inﬁnite random set that represents
the assigned p-box (Eqs. (9) and (10)).
Let R2 ¼ ðfBg;m2Þ be an ODM discretization of the inﬁnite random set R. Consider a focal element, B,
obtained from the ODM with weight m2ðBÞ ¼ y2  y1, where y1 and y2 are the extremes of the y-interval that
deﬁnes B via the ODM (Fig. 3). Consider a further discretization of the ½y1; y2 interval in s segments of length
Dy :¼ ðy1  y2Þ=s, and let RðsÞ1 be the relevant ODM discretization. RðsÞ1 is composed of focal elements, such as
A in Fig. 3, with mðsÞ1 ðAÞ ¼ Dy. It is evident that RðsÞ1 and R2 satisfy conditions (1) and (2) above. As for
condition (3), let us put: W ðA;BÞ ¼ Dy. One obtains for Eqs. (24) and (25)8A 2 RðsÞ1 ;mðsÞ1 ðAÞ ¼
X
B:AB
W ðA;BÞ ¼ Dy ð26Þ
8B 2 R2;m2ðBÞ ¼
X
A:AB
W ðA;BÞ ¼
Xs
i¼1
Dy ¼ y2  y1 ð27Þ
Fig. 3. Proof of ODM monotonicity.
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Now, let us show that RðsÞ1 ! R when s!1. Let F ðsÞlow;1 and F ðsÞupp;1 be calculated using mðsÞ1 in Eqs. (4) and
(3), respectively. Since R is completely deﬁned by F ðxÞ and F ðxÞ, we need to show that F ðsÞlow;1 converges
pointwise to F ðxÞ and that F ðsÞupp;1 converges pointwise to F ðxÞ. Indeed, let us show that F ðsÞlow;1 converges
uniformly (and thus pointwise) to F ðxÞ. We need to show that [16] 8e > 0 9s:sup jF ðsÞlow;1  F j < e 8s > s ð28Þ
Since F ðxÞ is continuous, just use s ¼ INT ðmaxfBgfm2ðBÞg=eÞ þ 1 to obtainjF ðsÞlow;1  F j < ðmaxfBg fm2ðBÞgÞ=s < e 8s > s
: ð29ÞLikewise, one can show that F ðsÞupp;1 converges uniformly to F ðxÞ. h
Recall that each random set can be interpreted as a set of probability measures given by Eqs. (5) and (6).
The inclusion of the relevant sets of probability measures for ODM approximation is established by the fol-
lowing lemma.
Lemma 3. Let P 1 and P 1 be upper and lower probabilities associated to F and F , respectively, whose credal set is
M. Let P 2 and P 2 be upper and lower probabilities generated by ODM applied to F and F . LetMRS;2 be the set of
probability measures generated by ODM. ThenM MRS;2, and (17) implies (19).
Proof. From the proof of Lemma 2: (i) 8 focal element A 2 RðsÞ1 , 9B 2 R2 such that: A  B; B ¼
S
AiB
Ai. Point
(i) implies that the set of probability measures deﬁned on A is a subset of the set of probability measures
deﬁned on B, i.e.: 8i 9j :MiFC;1 MjFC;2. This, together with point (ii), implies that 8PRS;1 ¼
Pn1
i¼1m
ðsÞ
1 ðAiÞPAi
9PRS;2 ¼
Pn2
j¼1m2ðBjÞPBj : PRS;1 ¼ PRS;2 (just take PBj ¼ ð
P
AiB m
ðsÞ
1 ðAiÞPAiÞ=m2ðBjÞÞ; and that there are
PRS;2 2MRS;2. Hence, MRS;1 MRS;2. Since F ðsÞlow;1 converges uniformly to F 1 and F ðsÞupp;1 converges uniformly
to F 1 (proof of Lemma 2), M ¼ lims!1MðsÞRS;1. By the deﬁnition in Eq. (8): M MRS;2. h
Consider now the case of several real variables X 1; . . . ;Xp, whose marginals are each constrained by upper
and lower CDFs. Let Mi be the credal set for the ith variable. Let P be a joint probability measure on
X ¼ pi¼1X i. Let C be a rule for combining probability measures: CðP 1; . . . ; PpÞ, P i 2Mi. This rule can be for-
malized as a set of constraints of the kind:cjðP ; P 1; . . . ; PpÞ ¼ 0; j ¼ 1; . . . ; nc; P i 2Mi ð30Þ
For example, a special subset of rules are the several notions of independence and dependence available
in the case of imprecise probabilities (e.g., [4,27,14,25,2]). The set of joint probability measures, M, is
deﬁned as the largest set of joint probability measures, P, on X ¼ pi¼1X i, which has the given marginals,
Mi, and such that each P also satisﬁes constraints (30). The relationship between the probability bounds on
X ¼ pi¼1X i calculated using the original marginals and using the ODM marginals is established by the fol-
lowing lemma.
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F i and F i. Let Ri be the random set obtained by applying the ODM to F i and F i, where a different ODM
approximation can be used to obtain each Ri. LetMRS be the largest set of joint probability measures which has
the given ODM marginals, MRS;i, and also satisfies the constraints (30). Then, for any combination rule of the
original marginals that produces a joint distribution on X ¼ pi¼1X i using constraints (30):
(i) The probability bounds on X ¼ pi¼1X i calculated with the original marginals fF i and F i, i ¼ 1; . . . ; pg are
contained in the probability bounds calculated using the relevant ODM approximations fRi, i ¼ 1; . . . ; pg.
(ii) Let f: Rp ! R : X 7!Z. Let bP ðEÞ ¼ P ðf 1ðEÞÞ, E  Z and let bP RSðEÞ ¼ PRSðf 1ðEÞÞ, PRS 2MRS. Then,
for all E  Z:bP RSðEÞ 6 bP ðEÞ 6 bP ðEÞ 6 bP RSðEÞ: ð31ÞProof
(i) By Lemma 3 applied to each variable, X i, the set of probability measures of the ODM approximation
contains the credal set for that variable, i.e.8i;Mi MRS;i ð32Þ
LetM be the largest set of joint probability measures which has the given marginals,Mi, and also sat-
isﬁes the constraints (30). LetMRS be the largest set of joint probability measures which has the given
ODMmarginals,MRS;i, and also satisﬁes the constraints (30). Eq. (32) implies thatM MRS. The prob-
ability bounds calculated with the original marginals are thus contained in the probability bounds cal-
culated using the relevant ODM approximations.
(ii) Immediate from (i) and Lemma 2. hLemma 5. Let R2 be an ODM approximation. Let R1 be a finer ODM approximation obtained by subdividing any
y2  y1 ordinate interval of a focal element B 2 R2 into subintervals of any length, as shown in Fig. 4. In Eq. (17),
let P 2 and P 2 be upper and lower probabilities generated by R2. Let P 1 and P 1 be upper and lower probabilities
generated by the finer ODM approximation R1. Then, Eq. (17) holds and it implies Eq. (19) for all sets Q.
Proof. In the proof of Lemma 2, for any focal element B 2 R2, let R1 be a ﬁner ODM approximation obtained
by subdividing any y2  y1 ordinate interval of focal element B 2 R2 into subintervals of any length, as shown
in Fig. 4. Then R1  R2. As a consequence of the results in (Ref. [9, p. 95]), Eq. (17) holds. Then per Propo-
sition 2 in Ref. [9], Eq. (17) implies Eq. (19) for all sets Q. h
This lemma ensures that, by reﬁning a ﬁrst ODM approximation as shown in Fig. 4, the calculated prob-
ability bounds on X and on Z are not larger than the bounds obtained using the ﬁrst ODM discretization. This
monotonicity extends to the multivariable case as well.Fig. 4. Reﬁnement of ODM discretization.
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An alternative deﬁnition of random set hinges on the concept of multi-valued mapping [5,6,21]. Consider a
probability space ðX;H; eP Þ, a measurable space ðX ;H0Þ, and a multi-valued mapping into the power set of X,
C: X! PðX Þ. A multi-valued mapping is called compact (resp., closed, open, complete) when CðxÞ is a com-
pact (resp., closed, open, complete) subset of X for every x 2 X. A multi-valued mapping, C, is called strongly
measurable if 8H 2H0, CðHÞ :¼ fx 2 XjCðxÞ \ H 6¼£g 2H [22]. A random set is a strongly measurable
multi-valued mapping.
Consider now a random variable U 0 : X! R, with distribution function F U0 : R! ½0; 1, and induced
probability measure PU0 : bR ! ½0; 1, where bR is the Borel r-ﬁeld on R. A random set can be interpreted
as a model to be used if the image of an element from X mapped by U 0 is not precisely known, but, rather,
only a set CðxÞ is known.
As explained by Yager [30] and Miranda [18,19], there are two ways to study the information conveyed by
the multi-valued mapping C about the distribution of the random variable U 0. Under one interpretation, one
knows that U 0 belongs to the class of the random variables whose values are included in the images of the
multi-valued mapping, i.e. the classSðCÞ :¼ fV : X! X measurablej8x; V ðxÞ 2 CðxÞg ð33Þ
The elements of SðCÞ are called measurable selections of the random set C. The probability measure associated
to U 0, PU0 , belongs to the setP ðCÞ :¼ fPV jV 2 SðCÞg ð34Þ
Under the second interpretation, the probability induced by U 0 is bounded between the upper probability [5]P C :H
0 ! ½0; 1 : H 7!P ðCðHÞÞ=P ðCðX ÞÞ ð35Þand the lower probabilityP C :H
0 ! ½0; 1 : H 7!P ðCðHÞÞ=P ðCðX ÞÞ ð36Þwhere CðHÞ :¼ fx 2 Xj£ 6¼ CðxÞ  Hg.
These upper and lower probabilities are equivalent to the probabilities in Eqs. (1) and (2), respectively [22],
and thus the credal set in Eq. (6) can be expressed asMRS :¼ fP :H0 ! ½0; 1 probabilityjP ðHÞ 6 P CðHÞ8H 2H0g: ð37Þ
The relationship between the interpretation of a random set in terms of measurable selections [30,18,19] and
Fetz’s and Oberguggenberger’s interpretation of a random set in terms of sets of probability measures [12–14]
(Eqs. (5) and (6)) is best explained with an example. As in Ref. [30], let X ¼ fx1; x2; x3g, A1 ¼ fx2; x3g,
A2 ¼ fx1; x3g, A3 ¼ fx1; x2; x3g, and mðA1Þ ¼ 0:5, m1ðA2Þ ¼ 0:3, m1ðA3Þ ¼ 0:2. According to Fetz’s and Ober-
guggenberger’s interpretation of a random set, PAi is any probability measure that is zero outside Ai. There-
fore, each MiFC contains an inﬁnite number of probability measures. In this example, the probability of
elementary events may be assigned as: M1FC ¼ fð0; k; 1 kÞ : k 2 ½0; 1g; M2FC ¼ fðk; 0; 1 kÞ : k 2 ½0; 1g;
M3FC ¼ fðkð1 nÞ; ð1 kÞ; nkÞ : k; n 2 ½0; 1g. For example, the possible values for the probability of
A ¼ fx2g is the entire real interval [0,0.7], whose extremes can be directly found by using Eqs. (1) and (2).
Using Fetz’s and Oberguggenberger’s notation, measurable selections distribute the weight mðAiÞ only onto
one element of Ai. This is equivalent to using only Dirac measures, each centered on one element of Ai, as
probability measures, PAi , in Eq. (5). (A Dirac measure centered at A  X is deﬁned on the power set of X
and places probability 1 onto any event B : A 2 B and probability 0 onto an event B 6¼ A [14].) Let dð1;0;0Þ
be the Dirac measure centered at fx1g, let dð0;1;0Þ be the Dirac measure centered at fx2g, and let dð0;0;1Þ be
the Dirac measure centered at fx3g. One has: M1FC;select ¼ fdð0;1;0Þ, dð0;0;1Þg, M2FC;select ¼ fdð1;0;0Þ, dð0;0;1Þg,
M3FC;select ¼ fdð1;0;0Þ, dð0;1;0Þ, dð0;0;1Þg. According to Eqs. (6) and (27), P ðCÞ ¼MRS;select is thus composed of
2 · 2 · 3 = 12 measures. Therefore, the possible values for the probability of A ¼ fx2g are {0, 0.2, 0.5, 0.7}
[30].
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MRS because, in general, P ðCÞ M. It turns out that the ODM random set approximation has strong
properties.
Lemma 6. Let G : X ! R be a bounded random variable, let ðCÞ R indicate the Choquet integral [3]. Let an
upper bar indicate closure of a set, and let ‘‘ConvðAÞ’’ indicate the convex hull of set A. When using ODM:
(i) P CðHÞ ¼ max P ðCÞðHÞ 8H 2 bR;
(ii) P CðHÞ ¼ min P ðCÞðHÞ 8H 2 bR;
(iii) ðCÞ R GdP C ¼ supfR GdPV jV 2 SðCÞg;
(iv) ðCÞ R GdP C ¼ inffR GddPV jV 2 SðCÞg;
(v) MRS is convex and closed; moreover: MRS ¼ ConvðP ðCÞÞ;
(vi) MRS ¼ P ðCÞ () P ðCÞ is convex.
Proof
(i) and (ii) : In ODM, the variables are deﬁned on a Eucledian space. The Euclidean space equipped with
the Euclidean topology is separable (i.e. has a countable dense subset) because it has the lattice
of rational numbers as a countably dense subset and thus every open ball contains a point whose
coordinates are all rational. The multi-valued mapping, C, is compact and complete because
ODM generates compact and complete focal elements (a set, A, is complete if every Cauchy
sequence of points in A has a limit that is also in A). Thus, random sets generated by ODM sat-
isfy the hypotheses of Theorem 1 in [18], which ensures that (i) and (ii) are true.
(iii) and (iv) : Random sets generated by ODM satisfy the hypotheses of Theorem 2 in [18], which ensures
that (iii) and (iv) are true.
(v) : The multi-valued mapping of the ODM generates random closed intervals. They constitute a
particular case of compact random sets on Polish spaces, and Theorem 3.2 in [19] states (v).
(vi) : Theorem 1 in [18] ensures that ODM random sets satisfy the hypotheses of Theorem 4 in [18],
which states (vi). hLemma 6(i)–(iv) ensure that the probability bounds calculated using the credal setMRS are the same as the
bounds calculated using the measurable selections. As a consequence, calculations of probability bounds can
be safely carried out using the extension principle for random sets [9], which uses Eqs. (1) and (2), and thus the
credal setMRS. This result is important in the applications because operating withMRS is much easier than
operating with the measurable selections, P ðCÞ.
Lemma 6(v) indicates that, in general, the closure of the credal setMRS is only equal to the closure of the con-
vex hull of the set of measurable selections, P ðCÞ. Thus, although the probability bounds are the same, the prob-
abilistic information conveyed by the measurable selections is more restrictive than the information inMRS.
Stronger results than in Lemmas 6(v) and (vi) could be obtained if additional knowledge were available on
set X [19], especially with regard to the convexity of P ðCÞ. For example, if the initial space ðX;H; eP Þ is atomic,
then P ðCÞ 6¼MRS because all of the probabilities induced by the measurable selections are discrete, andMRS
contains probabilities which are not discrete. In general, if X is atomic, P ðCÞ may not be convex; Lemma 6(vi)
indicates that P ðCÞ 6¼MRS, and 6(v) indicates that only the closure of the convex hull of P ðCÞ is equal to the
closure ofMRS. In the other extreme case, one could consider a non-atomic initial space ðX;H; eP Þ. If the initial
space is non-atomic, P ðCÞ is convex, and Lemma 6(vi) ensures that PðCÞ ¼MRS. However, any of these choices
for the initial space seems to be arbitrary because the ODM algorithm does not provide these details on X.5. Summary and conclusions
The paper explored the properties of a random set approximation to upper and lower distribution functions
carried out using the Outer Discretization Method (ODM) introduced by the author. It showed that
probability bounds calculated using the ODM random sets always contain the probability bounds calculated
F. Tonon / Internat. J. Approx. Reason. 48 (2008) 174–184 183using the original credal set dominating the lower distribution function (or dominated by the upper distribu-
tion function). This result holds even in the multivariate case (when each marginal is discretized using the
ODM) regardless of the concept of dependence or independence adopted. The bound inclusion is true also
for the image of a function deﬁned on those variables. Finer discretizations of the original credal set(s) yield
tighter or equal probability bounds. All of these results allow for the calculation of guaranteed bounds on
probability intervals by adopting the powerful tools of Interval Analysis to map uncertain variables through
a function using the extension principle for random sets [9], thus greatly simplifying calculations with upper
and lower distribution functions.
Since the ODM yields a random set, the information can be modeled either using probability measures of
the measurable selections or the credal set of the upper and lower probabilities. It was proven that the prob-
ability bounds calculated using both models are the same, and thus no loss in the degree of imprecision is
incurred when using the credal set of the upper (or lower) probability, which is much easier to handle, e.g.,
using the extension principle for random sets. Although the probability bounds are the same, the probabilistic
information conveyed by the measurable selections is more restrictive than the information contained in the
credal set of the upper and lower probabilities.Acknowledgements
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