Abstract-In this paper, an energy harvesting dual-hop relaying system without/with the presence of co-channel interference (CCI) is investigated. Specifically, the energy constrained mutliantenna relay node is powered by either the information signal of the source or via the signal receiving from both the source and interferer. In particular, we first study the outage probability and ergodic capacity of an interference free system, and then extend the analysis to an interfering environment. To exploit the benefit of multiple antennas, three different linear processing schemes are investigated, namely, 1) Maximum ratio combining/maximal ratio transmission (MRC/MRT), 2) Zero-forcing/MRT (ZF/MRT) and 3) Minimum mean-square error/MRT (MMSE/MRT). For all schemes, both the systems outage probability and ergodic capacity are studied, and the achievable diversity order is also presented. In addition, the optimal power splitting ratio minimizing the outage probability is characterized. Our results show that the implementation of multiple antennas increases the energy harvesting capability, hence, significantly improves the systems performance. Moreover, it is demonstrated that the CCI could be potentially exploited to substantially boost the performance, while the choice of a linear processing scheme plays a critical role in determining how much gain could be extracted from the CCI.
I. INTRODUCTION
Energy harvesting technique, as an emerging solution for prolonging the lifetime of the energy constrained wireless devices, has gained significant interests in recent years. The conventional energy harvesting techniques rely on the external natural resources, such as solar power, wind energy or thermoelectric effects [1] [2] [3] . However, due to the randomness and intermittent property of external natural resources, communication systems employing the conventional energy harvesting technique can not guarantee the delivery of reliable and uninterrupted communication services. Recently, the wireless energy transfer technique, first demonstrated by Nikola Tesla, has rekindled its interest in the context of energy harvesting communication systems where radio-frequency (RF) signals are used as an energy source [4] [5] [6] [7] [8] . Since RF signals can be under control, it is much more reliable than external natural resources, hence, wireless energy harvesting using RF signals is a promising technique to power communication devices [9] .
Since RF signals are capable of carrying both the information and energy, a new research area, namely simultaneous wireless information and power transfer (SWIPT), has recently emerged. The seminal works [6, 7] have characterized the fundamental tradeoff between the harvested energy and information capacity. Nevertheless, it was assumed in [6] that the receiver can decode the information and harvest energy from the same signal simultaneously, which is unfortunately impossible due to practical circuit limitations. To this end, the work in [10] proposed two practical receiver architectures, namely, "time-switching", where the receiver switches between decoding information and harvesting energy, and "power-splitting", where the receiver splits the signal into two streams, one for information decoding and the other for energy harvesting. Since then, a number of works have appeared in the literature investigating different aspects of simultaneous information and energy transfer with practical receivers [11, 12] . Specifically, in [11] , an opportunistic RF energy harvesting scheme for single-input-single-output systems with co-channel interference (CCI) was investigated, where it was shown that the CCI can be identified as a potential energy source. Later on, an improved receiver, i.e., the dynamic power splitting receiver was studied in [12] . The extension of [10] to the scenario with imperfect channel state information (CSI) at the transmitter was studied in [13] . For multiple-input singleoutput (MISO) channels, the optimal beamforming designs for SWIPT systems with/without secrecy constraint have been investigated in [14, 15] , and the optimal transmission strategy maximizing the system throughput of MISO interference channel has been studied in [16] . Moreover, the application of RF energy transfer technique in cognitive radio networks with multiple antennas at the secondary transmitter was considered in [17] . Finally, cellular networks with RF energy transfer were considered in [8, 18] . It is worth noting that all these prior works focus on the point-to-point communication systems.
The RF energy harvesting technique also finds important applications in cooperative relaying networks, where an energyconstrained relay with limited battery reserves relies on some external charging mechanism to assist the transmission of source information to the destination [2] . As such, a number of works have exploited the idea of achieving simultaneous information and energy transfer in cooperative relaying systems [4, 9, [19] [20] [21] . Specifically, [20] studied the throughput performance of an amplify-and-forward (AF) relaying system for both time-switching and power-splitting protocols and [21] considered the power allocation strategies for decode-andforward (DF) relaying system with multiple source-destination pairs. More recently, the performance of energy harvesting cooperative networks with randomly distributed users was studied in [4, 9] . However, all these works are limited to the single antenna setup and all assume an interference free environment.
Motivated by this, we consider a dual-hop AF relaying system where the source and destination are equipped with a single antenna while the relay is equipped with multiple antennas. 1 The energy constrained relay collects energy from ambient RF signals and uses the harvested energy to forward the information to the destination node. The power-splitting receiver architecture proposed in [10] is adopted. Specifically, we first study the performance of the multiple antenna relay system without CCI, which serves as a benchmark for the performance in the presence of CCI. Then, we present a detailed performance analysis for the system assuming a single dominant interferer at the relay. It is worth pointing out that, in the energy harvesting relaying system, while CCI provides additional energy, it corrupts the desired signal. In order to exploit CCI as a beneficial prospect, three different linear processing schemes, namely, 1) Maximum ratio combining/maximal ratio transmission (MRC/MRT), 2) Zeroforcing/MRT (ZF/MRT), 3) Minimum mean-square error/MRT (MMSE/MRT) are investigated.
The main contributions of this paper are summarized as follows:
• For the scenario without CCI, we derive an exact outage expression involving a single integral, and a tight closedform outage probability lower bound. In addition, we present a simple high signal-to-noise ratio (SNR) approximation, which reveals that the system achieves a diversity order of N , where N is the number of relay antennas. A new tight closed-form upper bound for the ergodic capacity is also derived. Finally, the optimal power splitting ratio minimizing the outage probability is characterized.
• For the scenario with CCI, we present tight closedform outage probability lower bounds and capacity upper bounds for all three schemes. In addition, we also characterize the high SNR outage behavior and show that both the MRC/MRT and MMSE/MRT schemes achieve a diversity order of N , while the ZF/MRT only achieves a diversity order of N − 1. Moreover, the optimal power splitting ratio minimizing the outage probability is studied.
• The presented analytical expressions provide an efficient means to evaluate key system performance metrics, such as the outage probability and ergodic capacity, without resorting to time-consuming Monte Carlo simulations. Therefore, a fast assessment of the impact of various key system parameters such as the energy harvesting efficiency η, the number of antennas N , the source transmitting power ρ 1 and the interference power ρ I on the optimal power splitting ratio is enabled.
• Our results demonstrate that the CCI could be potentially exploited to significantly improve the system's performance. However, the actual performance gain due to CCI depends heavily on the choice of linear processing schemes. It is shown that the MMSE/MRT scheme is always capable of turning the CCI as a desired factor, and can achieve higher performance gain when the CCI is strong. On the other hand, CCI is not always beneficial when the MRC/MRT and ZF/MRT schemes are used. The performance degrades significantly in the strong CCI scenario if the MRC/MRT scheme is applied. In contrast, a weak interferer degrades the performance of the ZF/MRT scheme, which on the other hand achieves almost the same performance as the MMSE/MRT scheme in the presence of strong CCI. The remainder of the paper is organized as follows: Section II introduces the system model. Section III investigates of the performance of the system without CCI. Section IV addresses the scenario with CCI. Numerical results and discussions are provided in Section V. Finally, Section VI concludes the paper and summarizes the key findings.
Notation: We use bold upper case letters to denote matrices, bold lower case letters to denote vectors and lower case letters to denote scalars. h F denotes the Frobenius norm; E{x} stands for the expectation of the random variable x; * denotes the conjugate operator, while T denotes the transpose operator and † denotes the conjugate transpose operator; CN (0, 1) denotes a scalar complex Gaussian distribution with zero mean and unit variance; Γ(x) is the gamma function; Ψ (a, b; z) is the confluent hypergeometric function [24, 
II. SYSTEM MODEL
We consider a dual-hop multiple antenna AF energy harvesting relaying system as shown in Fig. 1(a) , where both the source and the destination are equipped with a single antenna, while the relay is equipped with N antennas [5] . The source sends information to the destination through an energy constrained relay node. Throughout this paper, the following assumptions are adopted: 1) It is assumed that direct link between the source and the destination does not exist due to obstacles and/or severe fading. 2) The channel remains constant over the block time T and varies independently and identically from one block to the other, and has a Rayleigh distributed magnitude. 3) As in [27] [28] [29] , no CSI is assumed at the source, full CSI is assumed at the relay, and local CSI is assumed at the destination. We focus on the power splitting protocol proposed in [10] . Specifically, the entire communication consists of two time slots with duration of T 2 each. At the end of the first phase, each antenna at the relay node splits the received source signal into two streams, one for energy harvesting and the other for information processing as depicted in Fig. 1(b) . As in [12, 21] , we consider the pessimistic case where power splitting only reduces the signal power, but not the noise power. Hence, our results provide a lower bound on the performance for practical systems. We now consider two separate cases depending on whether the relay is subject to CCI or not.
A. Noise-limited Case
Let θ denote the power splitting ratio 2 , then the signal component at the input of the information receiver is given by
2 The optimality of uniform θ can be established by using similar methods as in [12] .
where P s denotes the source power, h 1 is an N × 1 vector with entries following identically and independently distributed (i.i.d.) CN (0, 1), d 1 denotes the distance between the source and the relay, τ is the path loss exponent, x is the source message with unit power, n r is an N × 1 vector and denotes the additive white Gaussian noise (AWGN) with E{n r n † r } = N 0 I. At the end of the first phase, the overall energy harvested during half of the block time T 2 , can be expressed as
where η denotes the RF-to-DC conversion efficiency.
B. Interference plus Noise Case
We assume that the relay is subjected to a single dominant interferer and AWGN while the destination is still corrupted by the AWGN only. 3 It is worth pointing out the single dominant interferer assumption has been widely adopt in the literature, see [31, 32] and references therein. Moreover, such a system model enables us to gain key insights on the joint effect of CCI and multiple antennas in an energy harvesting relaying system.
In such case, the signal at the input of the information receiver at the relay is given by
where P I is the interference power, d I denotes the distance between the interferer and the relay, s I is the interference symbol with unit power, and h I is an N × 1 vector with entries following i.i.d. CN (0, 1). Also, according to [11] , at the end of the first phase, the overall energy harvested during half of the block time given by
For both cases, during the second phase, the relay transmits a transformed version of the received signal to the destination using the harvested power. Hence, the signal at the destination can be expressed as
where h 2 is a 1 × N vector and denotes the relay-destination channel and its entries follow i.i.d. CN (0, 1), d 2 denotes the distance between the relay and the destination, n d is the AWGN at the destination with E{n * d n d } = N 0 , W is the transformation matrix applied at the information receiver at the relay with E{ Wy r 2 F } = P r . Obviously, the performance of the system depends on the choice of W, which will be elaborated in the ensuing sections.
III. THE NOISE-LIMITED SCENARIO
In this section, we consider the scenario where the relay is corrupted by AWGN only. In such case, it can be shown that the optimal transformation matrix W has the following structure:
where ω is the power constraint factor, i.e., the information receiver first applies the MRC principle to combine all the signals from N antennas, and then forward the signal to the destination by using the MRT principle. To guarantee the transmit power constraint at the relay, ω can be computed as
where P r is the available relay power. Since the relay communicates with the destination for half of the block time
F . Hence, the end-to-end SNR of the system can be expressed as
where ρ 1 is defined as ρ 1 = P s /N 0 . In the following, we give a detailed performance analysis in terms of the outage probability and ergodic capacity. In addition, the optimal θ minimizing the outage probability is investigated.
A. Outage Probability
The outage probability is an important performance metric, which is defined as the instantaneous SNR falls below a predefined threshold γ th . Mathematically, outage probability can be expressed as
Theorem 1: The outage probability of the multiple antenna energy harvesting relaying system can be expressed as
where a =
. Proof: Substituting (8) into (9) , the outage probability of the system can be expressed as
which can be evaluated as
Since the squared Frobenius norm of a complex Gaussian vector is Chi-square distributed, h 1 2 F and h 2 2 F are i.i.d. gamma random variables. After some simple algebraic manipulations (10) is obtained.
Theorem 1 presents the exact outage probability of the of the system with arbitrary number of antennas. For the special case with a single antenna at the relay, Theorem 1 reduces to the result derived in [20, Proposition 3] . To the best of the authors' knowledge, the integral in (10) does not admit a closedform expression. However, this single integral expression can be efficiently evaluated numerically using software such as Matlab or MATHEMATICA. Alternatively, we can use the following closed-form lower bound for the outage probability, which will be shown to be tight across the entire SNR range in the Section V.
Corollary 1: The outage probability of the multiple antenna energy harvesting relaying system can be lower bounded as
Proof: See Appendix I. While Theorem 1 and Corollary 1 are useful to study the system's outage probability, the expressions are in general too complex to gain insight. Motivated by this, we now look into the high SNR regime, and derive a simple approximation for the outage probability, which enables the characterization of the achievable diversity order.
Theorem 2: In the high SNR regime, i.e., ρ 1 → ∞, the outage probability of the multiple antenna energy harvesting relaying system can be approximated as
where C is the Euler-Mascheroni constant [24, Eq. (9.73)].
Proof: See Appendix II. We observe that the system achieves a diversity order of N , which is the same as the conventional case with constant power relay node [22] . However, we notice that P out decays as ρ
as in the conventional case [22] . This important observation implies that, in the energy harvesting case, the slope of P out converges much slower compared with that in the constant power case. Please note that similar observations have been made in prior work [21] . The possible reason is that, in SWIPT systems, the available transmit power at the relay is a random variable, which results in higher outage probability compared to the conventional constant relay power case.
B. Ergodic Capacity
Noticing that the end-to-end SNR given in (8) can be alternatively expressed as
where
F . The ergodic capacity is given by
Unfortunately, an exact evaluation of the ergodic capacity is generally intractable, since the cumulative distribution function (c.d.f.) of (8) can not be given in closed-form. Motivated by this, we hereafter seek to deduce a tight bound for the ergodic capacity.
Starting from (16), the ergodic capacity can be alternatively expressed as
, and
is a convex function with respect to x and y, we have
We now establish the ergodic capacity upper bound of the system using the following theorem:
The ergodic capacity of the multiple antenna energy harvesting relaying system is upper bounded by
Proof: See Appendix III. Theorem 3 presents a new upper bound for the ergodic capacity of the system, which is quite tight across the entire SNR range as shown in the section V, hence, providing an efficient means to evaluate the ergodic capacity without resorting to Monte Carlo simulations. In addition, as we show in the next subsection, it enables the study of the optimal power splitting ratio.
C. Optimization of the Parameter θ in High SNR Value
The right selection of the power splitting ratio θ is crucial for the system's performance. A high value of θ could provide more transmission power at the relay, which benefits the relaydestination transmission. Nevertheless, a large θ also deteriorates the quality of the source-relay transmission. Hence, there exists a delicate balance, which we now investigate. For tractability, we only focus on the outage performance in the high SNR region, and the impact of θ on the ergodic capacity will be numerically illustrated in the Section V.
Starting from the high SNR approximation of P out in (14), the optimal θ, which is the solution of the optimization problem min 0<θ<1 P out , can be obtained by solving the equivalent problem in (20) shown on the top of the next page.
Proposition 1: The optimal θ is the root of the following polynomial
η N Γ(N ) and 0 < θ < 1 . Proof: It is easily to prove that, when ρ 1 → ∞, there is only one root (denoted by θ * ) on the interval of (0, 1) for the equation f ′ (θ) = 0, and we can also note that f
, which means that f (θ) first decreases as θ from 0 to θ * and then increases as θ from θ * to 1. Therefore, the global minimum of f (θ) can be obtained by solving f ′ (θ) = 0. Due to the presence of logarithmic function ln (1 − θ), a closed-form expression for the root of (21) can not be obtained. However, it can be efficiently solved numerically.
IV. THE INTERFERENCE PLUS NOISE SCENARIO
We now assume that the relay is subject to the influence of a single dominant interferer. In the presence of CCI, the optimal relay processing matrix W maximizing the end-to-end signal-to-interference-and-noise ratio (SINR) of the system is the solution of the following optimization problem:
Due to the non-convex nature of the problem, a closed-form solution for W is hard to find. Hence, in the following, we consider three heuristic two-stage relay processing strategies proposed in [23] , i.e., the matrix W admits the rank-1 structure
h2 F w 1 , where w 1 is a 1 × N linear combining vector, which depends on the linear combining scheme employed at the relay and will be specified in the following subsection.
A. MRC/MRT Scheme
For the MRC/MRT scheme, w 1 is set to match the first hop channel given in (6). To meet the transmit power constraint at
the relay, the power constraint factor ω 2 should be given by
F . Therefore, the end-to-end SINR of the MRC/MRT scheme can be expressed as
where γ
F and ρ I is defined as
1) Outage Probability:
Since the exact analysis appears to be difficult, in the following we focus on deriving an outage lower bound and a simple high SNR outage approximation. According to [22, 23] , the end-to-end SINR in (24) can be tightly upper bounded by
the outage probability of the MRC/MRT scheme is lower bounded by
We have the following key result: 4 the outage probability of the MRC/MRT scheme can be lower bounded as
with
can be expressed as in (28) shown on the top of the next page.
Proof: See Appendix IV. While Theorem 4 is useful for the evaluation of the system's outage probability, the expression is too complex to yield much useful insights. Motivated by this, we now look into the high SNR region, and derive a simple approximation for the outage probability, which enables the characterization of the achievable diversity order of the system.
Theorem 5:
In the high SNR region, i.e., ρ 1 → ∞, the outage probability of the MRC/MRT scheme can be approximated as
Proof: See Appendix V. For the special case where the relay is equipped with a single antenna, i.e., N = 1, with the help of [24, Eq. (9.121.6)], (29) reduces to
Theorem 5 indicates that a full diversity order of N is still achievable in the presence of CCI for the MRC/MRT scheme. Moreover, from (30), we see that the effect of CCI could be either beneficial or detrimental, depending on the relationship between ρ I , d
τ 2 η and θ, i.e., when
is positive, the CCI is detrimental, while when
is negative, the CCI becomes beneficial, which suggests that, in wireless powered relaying systems, CCI could be potentially exploited to improve the performance.
2) Ergodic Capacity: Utilizing similar techniques as in Section III-B, we establish the following ergodic capacity upper bound:
Theorem 6: If ρ 1 = ρ I , the ergodic capacity of the MRC/MRT scheme is upper bounded by
and E ln γ are given by (32) - (35) shown on the next page.
Proof: See Appendix VI.
3) Optimal θ Analysis: We now study the optimal value of θ minimizing the outage probability. Based on the high SNR approximation for P MRC Iout in (29) , the optimal θ can be found as:
Proposition 2: The optimal θ is a root of the following
and 0 < θ < 1.
Proof: The result is derived by following the same steps as in the proof of Proposition 1.
In the special case of N = 1, the optimal solution can be given in closed-form as follows:
.
This simple expression is quite informative, and it can be observed that the optimal θ in (37) is a decreasing function of η and ρ I , and an increasing function of ρ 1 , which can be explained as follows:
• As η increases, more transmission power can be collected at the relay, hence the bottleneck of the system perfor-
mance lies in the SINR of the signal at the input of the information receiver. As a result, we should choose a smaller θ to improve the first hop performance.
• A large ρ I provides more energy, while at the same time reduces the SINR of the first hop transmission. Hence, a smaller θ should be chosen to compensate the loss of the SINR.
• For large ρ 1 , in general the first hop transmission quality is quite good, hence, it is beneficial to have more energy at the relay, i.e., a larger θ is desirable.
B. ZF/MRT Scheme
For the ZF/MRT scheme, the relay utilizes the available multiple antennas to completely eliminate the CCI. To ensure this is possible, the number of the antennas equipped at the relay should be greater than the number of interferers. Hence, for the ZF/MRT scheme, it is assumed that N > 1. According to [23] , the optimal combining vector w 1 is given by
, where
h † I . Therefore, the end-to-end SINR of the ZF/MRT scheme can be expressed as
1) Outage Probability:
We first present the following outage lower bound:
Theorem 7: If ρ 1 = ρ I , the outage probability of the ZF/MRT scheme can be lower bounded as
Proof: According to [23] , the c.d.f. of γ ZF I1 is given by
Then, the desired result can be obtained by following the similar lines as in the proof of Theorem 4.
To gain further insights, we now look into the high SNR region, and present a simple and informative approximation for the outage probability.
Theorem 8: In the high SNR region, i.e., ρ 1 → ∞, the outage probability of the ZF/MRT scheme can be approximated as
Proof: With the help of the asymptotic expansion of incomplete gamma function given in [24, Eq. (8.354.2)], it is easy to note that the c.d.f. of γ ZF I1 can be approximated as
Then, utilizing (42) and following the similar lines as in the proof of Theorem 5, we can obtain
The desired result follows by noticing that the second term is negligible compared with the first term in (43). Theorem 8 indicates that the achievable diversity order of the ZF/MRT scheme is N − 1. Compared with the MRC/MRT scheme, the ZF/MRT scheme incurs a diversity loss of one. This is an intuitive and satisfying result since one degree of freedom is used for the elimination of the CCI.
2) Ergodic Capacity: We now look into the ergodic capacity of the system, and we can establish the following upper bound of the ergodic capacity:
Theorem 9: If ρ 1 = ρ I , the ergodic capacity of the ZF/MRT scheme is upper bounded by
and E ln γ 3) Optimal θ Analysis: We now study the optimal θ minimizing the outage probability. Based on the high SNR approximation for P ZF Iout in (43), the optimal θ can be found as:
Proposition 3: The optimal θ is a root of the following polynomial
and 0 < θ < 1. Proof: The result is derived by following the same steps as in the proof of Proposition 1.
C. MMSE/MRT Scheme
The ZF scheme completely eliminates the CCI at the relay, which however may cause an elevated noise level. In contrast, the MMSE scheme does not fully eliminate the CCI, instead, it provides the optimum trade-off between interference suppression and noise enhancement. According to [23] , w 1 is given by
Therefore, the end-to-end SINR of the MMSE/MRT scheme can be expressed as
(1−θ)ρI I and γ
1) Outage Probability:
Theorem 10: If ρ 1 = ρ I , the outage probability of the MMSE/MRT scheme can be lower bounded as
Proof: According to [23] we know that the c.d.f. of γ MMSE I1 is given by
Then, following the similar lines as in the proof of Theorem 4, we can obtain the desired result.
To gain further insights, we now look into the high SNR region, and present a simple approximation for the outage probability.
Theorem 11: In the high SNR region, i.e., ρ 1 → ∞, the outage probability of the MMSE/MRT scheme can be approximated as
Proof: After some simple manipulation the c.d.f. of γ
MMSE I1
can be approximated as
Then, following the similar lines as in the proof of Theorem 5, we can obtain the desired result.
Theorem 11 indicates that the MMSE/MRT scheme achieves a diversity order of N , the same as the MRC/MRT scheme.
A close observation of (29), (43) and (50) reveals that the difference among all three schemes only lies in their first terms, which can be expressed as follows:
It can be easily observed that a MMSE is strictly smaller than a MRC , since a MMSE only includes the first two terms of a MRC . As such, we conclude that the MMSE/MRT scheme always achieves a strictly better outage performance than the MRC/MRT scheme due to the higher array gain. For the ZF/MRT scheme, although a diversity loss leads to its inferior performance in the high SNR region, it should be noted that a ZF is generally smaller than a MRC , which means that the ZF/MRC scheme has a larger array gain than the MRC/MRT scheme. Therefore, in the low SNR region, the ZF/MRT scheme may achieve better outage performance than the MRC/MRT scheme.
2) Ergodic Capacity: Theorem 12: If ρ 1 = ρ I , the ergodic capacity of the MMSE/MRT scheme is upper bounded by
and
as well as E ln γ given in (49) and follows the similar lines as in the proof of Theorem 6 yields the desired result.
3) Optimal θ Analysis: We now study the optimal θ minimizing the outage probability. Based on the high SNR approximation for P MMSE Iout in (50), the optimal θ can be found as:
Proposition 4: The optimal θ is a root of the following equation
where B have been defined in (36) and 0 < θ < 1.
V. NUMERICAL RESULTS AND DISCUSSION
In this section, we present numerical results to validate the analytical expressions presented in Section IV, and investigate the impact of various key system parameters on the system's performance. Unless otherwise specified, we set γ th = 0 dB, η = 0.8, θ = 0.5, ρ I = 9.5 dB, τ = 2 and 2 illustrates the impact of antenna number N on the outage probability and ergodic capacity. It can be readily observed from Fig. 2(a) that for all the three considered schemes, the proposed lower bounds in (27) , (39) and (48) are sufficiently tight across the entire SNR range of interest, especially when N is large, and become almost exact in the high SNR region, while the high SNR approximations in (29) , (41) and (50) work quite well even at moderate SNR values (i.e., ρ 1 = 20 dB). In addition, we see that both the MRC/MRT and MMSE/MRT schemes achieve the full diversity order of N , while the ZF/MRT scheme only achieves a diversity order of N − 1, which is consistent with our analytical results. Moreover, the MMSE/MRT scheme always attains the best outage performance among all three proposed schemes, and the ZF/MRT scheme outperforms the MRC/MRT scheme in the low SNR region, while the opposite holds in the high SNR region.
A. Effect of Multiple Antennas
From Fig. 2(b) , we see that, for all three schemes, the proposed ergodic capacity upper bounds in (31) , (44) and (53) are sufficiently tight across the entire SNR range of interest. In addition, we observe the intuitive result that increasing N results in an improvement of the ergodic capacity. Moreover, the MMSE/MRT scheme always has the best performance, while the ZF/MRT scheme is slightly inferior, and the performance gap between them disappears as N increases. On the other hand, the MRC/MRT scheme always yields the lowest ergodic capacity, and as N increases, the performance gap becomes more pronounced. 3 investigates the impact CCI on the system performance. The scenario without CCI is also plotted for comparison. It can be readily observed from Fig. 3(a) that the outage probability of the MRC/MRT scheme decreases slightly for smaller ρ I (i.e., ρ I < 0 dB), and then increases as the interference becomes stronger. This phenomenon clearly indicates that the CCI can cause either beneficial or harmful effect on the system's performance. This is because that CCI provides additional energy but at the same time corrupts the desired signal. For the MRC/MRT scheme, when the CCI is too strong, the disadvantage of the CCI becomes the dominant performance limiting factor. However, with sophisticated interference mitigation schemes, e.g., the ZF/MRT and MMSE/MRT schemes, such undesirable effect could be eliminated. As shown in these two schemes, the outage probability decreases monotonically as ρ I increases. Moreover, for the MMSE/MRT scheme, CCI is always desirable, while for the ZF/MRT scheme, whether CCI is beneficial or not depends on its power. 4 shows the effect of the node distances on the system's outage probability. Unlike the conventional dual-hop system, where it is in general desirable to place the relay in the middle of the source and the destination, Fig. 4(a) indicates that in the energy harvesting scenario, the optimal relay location tends to be close to the source. This observation implies that, the quality of the first hop channel is more important than that of the second hop channel. This is quite intuitive since the quality of the first hop channel not only affects the received signal power at the relay but also determines the available power for the second hop transmission. As shown in Fig. 4(b) , as the distance of the CCI increases, the outage performance of ZF/MRT and MMSE/MRT schemes deteriorates. In contrast, the outage performance of the MRC/MRT scheme improves. This is also intuitive, since increasing the distance reduces the received power at the relay, which in turn deteriorates the performance of the ZF/MRT and MMSE/MRT schemes, since strong CCI is desirable for the both the ZF/MRT and MMSE/MRT schemes as illustrated in Fig. 3 . 5 investigates the the impact of the power splitting ratio θ on the outage performance. We observe that there exists a unique θ which gives the best outage or ergodic capacity performance. For all three schemes, we see a similar trends on the impact of θ, i.e., when θ increases from zero to the optimal value, the performance improves; when θ exceeds the optimal values, the performance deteriorates gradually. This phenomenon is rather intuitive, since performance of dualhop systems is limited by the weakest hop quality. Moreover, we see that the optimal θ is in general different for different schemes and performance metrics, as shown in Fig. 5(a) , the MMSE/MRT scheme requires a smaller θ compared with the MRC/MRT scheme, and the capacity optimal θ is larger than the outage optimal θ for the MMSE/MRT scheme. Fig. 6 examines the effect of various key system parameters such as η, N , ρ 1 and ρ I on the choice of optimal θ. Specifically, Fig. 6(a) illustrates the effect of η, and we can see that, the outage optimal θ is a decreasing function of η. A large η implies higher energy conversion efficiency, which in turn suggests that less portion of the signal is needed for energy harvesting, hence, a smaller θ is required. A similar trend is observed in Fig. 6(b) on the impact of N . As N increases, the additional antennas improve the energy harvesting capability, i.e., more energy could be harvested, which implies that the optimal θ should decrease. The effect of ρ 1 is shown in Fig.  6(c) , it is interesting to see that, for the MRC/MRT and MMSE/MRT schemes, the optimal θ is an increasing function of ρ 1 , while for the ZF/MRT scheme, the optimal θ increases first along ρ 1 and decreases when ρ 1 exceeds certain value. Finally, Fig. 6(d) investigates the effect of ρ I . For all three schemes, the optimal θ is a decreasing function of ρ I . This is intuitive since the CCI serves as the energy source, when the CCI power increases, a smaller θ is sufficient to fulfill the energy requirement at the relay. Similar trends could be observed for the capacity optimal θ, which are not presented here due to space limitation. VI. CONCLUSION In this paper, we studied the performance of a dual-hop AF energy harvesting system with multiple antennas and CCI. Analytical expressions for the outage probability, ergodic capacity, as well as the diversity order were presented, which provide efficient means for the evaluation of the system's performance. In addition, the optimal power splitting ratio minimizing the outage probability was analytically characterized while the capacity optimal power splitting ratio was studied numerically. Moreover, the impact of various key system parameters, such as η, N , ρ 1 and ρ I on the optimal θ were examined, which provided useful design insights on the choice of a proper power splitting ratio under different system configurations.
B. Effect of CCI

C. Effect of the Distance
D. Effect of Power Splitting Ratio
E. Effect of Key System Parameters on the Optimal θ
Our results demonstrate that both the MRC/MRT and MMSE/MRT schemes achieve a full diversity of N while the ZF/MRT scheme only attains a diversity order of N − 1. We showed that the CCI could be potentially exploited to significantly improve the system's performance. With the MMSE/MRT scheme, the CCI is always a desirable factor, and the stronger the CCI, the better the performance. Nevertheless, this is not the case for the MRC/MRT and ZF/MRT schemes, where the CCI could be detrimental. For instance, strong interference degrades the system performance of the MRC/MRT scheme, whereas the performance worsens in the presence of weak interference with the ZF/MRC scheme.
APPENDIX I PROOF OF COROLLARY 1
We first notice that the end-to-end SNR of the system can be tightly upper bounded by
Hence, we get the following the outage probability lower bound:
which can be computed as
Noticing that h 1 2 F and h 2 2 F are i.i.d. gamma random variables, we have
Then, making a change of variable cx − d = t, (60) can be alternatively written as
Invoking the series expansion of incomplete gamma function [24, Eq. (8.352.4) ] and applying the binomial expansion
61) can be further expressed as
To this end, with the help of [24, Eq. (8.432.7)], the desired result can be obtained.
APPENDIX II PROOF OF THEOREM 2
Starting from (8), we observe that, as ρ 1 → ∞, the end-toend SNR can be tightly bounded by
We now study the c.d.f. of γ up . Noticing that
F , we first look at the c.d.f. of Y , which can be expressed as
Therefore, the c.d.f. of Y can be finally expressed as
Having obtained the c.d.f. of Y , we are ready to compute the c.d.f. of γ up as follows:
which can be expressed as
Now, applying the asymptotic expansion of incomplete gamma function [24, Eq. (8.354.2) ] to (68) yields
Please note, due to the omission of the higher order items of the asymptotic expansion of incomplete gamma function, the expression given in (69) is no longer a bound, but a very tight asymptotic approximation, and matches well with the exact value in the high SNR region, i.e., P
Prob (γ < γ th ). .1)] , we obtain the following closed-form expression for The ergodic capacity can be upper bounded by
Note that C γ1 is the ergodic capacity of the SIMO Rayleigh channel, which has been given in [37] as
and C γ2 is the ergodic capacity of the SIMO keyhole channel, which has been given in [38] as
Next, we observe that E (ln γ 1 ) = ln
and E (ln γ 2 ) = ln
F . It is easy to show that
To this end, pulling everything together yeilds the desired result.
APPENDIX IV PROOF OF THEOREM 4
From (26), the outage lower bound can be evaluated as < γ th in the whole SNR region as shown in Fig 7(a) . As a matter of fact, the same approximation has been adopted in [39] . Therefore, the remaining task is to compute Prob γ MRC I1 < γ th and Prob γ MRC I2 < γ th . can be expressed as
where U =
, which is an exponential random variables with parameter
. Hence, we have
Then, applying the binomial expansion and invoking [24, Eq.
(8.312.2)], we arrive at
Similarly, the c.d.f. of γ MRC I2
can be expressed as
F , which is a sum of two independent gamma random variables. According to [35] , if ρ 1 = ρ I the probability density function (p.d.f.) of Z can be given by < γ th (it can be justified through Fig 7(b) ).
Therefore, the high SNR approximation for the outage probability can be given by
where F 
Averaging over y I , we have 
To this end, substituting (84) and (90) into (83) yields the desired result.
APPENDIX VI PROOF OF THEOREM 6
Similar to the proof of Theorem 3, we note that the ergodic capacity upper bound can be computed as (1 − θ)ρ I .
The expectation of ln γ MRC I1
can be derived using E (ln x) = dE(x k ) dk k=0
. To proceed, we find it convenient to use (99) (shown on the top of the next page) as an alternative expression of (98) where T 1 (k) = Ψ m + k, m + k − n; can be computed as
It is easy to show that ds 1 (k) dk k=0 = ln ((1 − θ) ρ 1 ) − ln d 
where we have utilized the identity Γ 1, , it is easy to observe that the key task is to compute dkT1(k) dk k=0
Noticing that when m ≥ 1,
< ∞ is a constant, we have k can be obtained.
D. Calculation of E ln γ MRC I2
The expectation of E ln γ 
E (γ
MRC I1 ) k = e
