Abstract-We show that it is possible to design botnet structures called CRESTBOT based on extractor graphs which are highly resilient to command-and-control (C&C) take-downs, yet do not require significant changes to existing botnet designs and codes, and do not suffer from the implementation complexity of P2P-based and hybrid structures. The UDP family of CRESTBOT is shown to be able to send commands from the botmaster much faster than traditional botnet. Our analyses are validated by extensive experiments on Emulab.
I. INTRODUCTION
Bot networks (botnets) are an extremely serious problem of today's networking infrastructure, economy, and national security. These networks of large numbers of compromised machines (bots) are used by attackers (botmasters) to profit from DDoS attacks, spam relaying, identity theft, click fraud, malwares, etc. Industry estimates have suggested that botnets have become ever-so prevalent involving more than 10 million Internet hosts [1] Most current botnets employ a hierarchical design with the botmaster controlling the compromised machines using Internet Relay Chat (IRC). Commands are issued by the botmaster to a small number of specially designated nodes called command-and-control (C&C) nodes where they are relayed to the remaining bots. The botmaster's identity is thus hidden behind a layer of C&C, making source-traceback very difficult.
Recent defense solutions have focused on C&C node detection and take-down to disrupt and limit botnets' scope. A C&C node taken down means all the bots subscribing to it are pruned, thereby reducing the botnet's size and capacity. Moreover, as each C&C node serves a relatively large number of bots, it is possible to track them using honeypots and DNSbased analysis.
Consequently, sophisticated botnet variants have recently emerged which adopt peer-to-peer (P2P) structure using some well known P2P-based protocol such as Kademlia [2] , Gnutella, etc. Unlike C&C-based botnets, P2P-based botnets are more resilient to node failures. Compromising a node only gives out its neighbors. Though effective, direct adoption of P2P-based botnets is not straightforward due to the complex and resource-demanding nature of P2P protocols. A hybrid P2P-based botnet has also been proposed [3] which draws on the advantages of P2P-based protocol while having C&C like nodes to assist in faster and efficient command propagation. However, implementation of such a hybrid approach is rather unconventional, requiring significant changes to the existing botnet design and code.
We will show that it is possible to design botnet structures which are highly resilient to C&C take-downs, yet do not require significant changes to existing botnet designs and codes, do not suffer from the implementation complexity of P2P-based and hybrid structures. Our proposed structure is named CRESTBOT, for C&C-based RESilienT Botnet. Resiliency often requires some degree of redundancy, which may demand other resources such as time and space. We will show that the space requirement of CRESTBOT is negligible; and, more importantly, it is possible to keep command broadcast time almost as fast as non-resilient structures by using UDP commands instead of TCP as before. CRESTBOT is designed based on extractors, a kind of expanding graphs very pervasive in computer science nowadays [4] . We verify our results both analytically and experimentally using Emulab [5] .
The drive-home points of this research are as follows. First, C&C-takedown solutions are ineffective against CRESTBOT, which is very simple to implement and requires minimal changes to existing botcodes. Second, with properly designed dissemination structures, short UDP commands can be as reliable as TCP commands with much less time consumption. This could potentially be used in other areas of networking. Third, extremely fast command issuing is possible, which at first glance might seem beneficial to the attacker; however, it might also be beneficial to the "good guys" when certain race conditions are desired (patching, bot takedowns, etc.).
The remainder of the paper is organized as follows. Section 2 reviews selected related works. Section 3 analyzes the resiliency of existing C&C-based botnet and proposed new structures with strong resiliency guarantee. In Section 4, we experimentally validate the analyses. Finally, we conclude and discuss defense approaches drawn from our work in Section 5.
II. SELECTED RELATED WORK
Existing studies on botnets fall under the following two main categories: (i) Perform case-study of botnet behaviors and structures; (ii) Propose techniques for botnet detection and disruption. For example, Freiling et al. [6] infiltrated a real botnet to identify C&Cs and study bot commands. Rajab et al. [7] employed a multifaceted and distributed infrastructure to study botnet behaviors. Others works focused on measuring botnet size by various techniques such as by DNS redirection [8] or DNS cache snooping [9] . Recently, several techniques have also been proposed to detect botnet existence: anomaly detection [10] , traffic or network activity statistics analyses [11] .
To the best of our knowledge, this paper is the first to analyze traditional botnet and their variances' resiliency and show how command issuing can be made very fast. Incidents from the past have showed us that malicious programs always evolve into instances with more and more advanced features and techniques (the UDP worm Slammer is a good example). In fact, botnets with more resilient topologies using P2P structures have already arisen [12] . Research on hypothetically powerful botnets such as ours is thus important to prepare for the worst, to develop, test, and benchmark counter-measure systems in advance.
III. BOTNET RESILIENCY AND CRESTBOT

A. Resiliency of a Traditional Botnet Topology
For a traditional C&C botnet (Figure 1(a) ), the botmaster first infects (directly or indirectly) vulnerable PCs with malicious softwares called bots. Each bot then contacts a central server through which the botmaster relays commands as well as collects feedback information from the bots. The C&Cs can either be public servers (often Internet Chat Protocol or IRC servers) or dedicated machines set up by the botmaster to function as C&Cs. Depending on how the botmaster commands reach the bots, botnets can also be categorized into "push" or "pull" style. In a push style C&C, the C&Cs forward commands from the botmaster to the bots in real time, while in a pull style, bots contact the C&C for new commands. Most common bot families such as AgoBot, PhatBot, GTBot [6] belong to this category. HTTP-based botnets on the other hand are pull-style botnets, where bots query (e.g using GET and POST) a web server for new commands from the botmaster.
Whichever the botnet's type is, its resiliency can be measured by the expected number of bots who still receive commands (in push-style botnets) or still can reach the botmaster (in the pull-style botnets) given the probability that C&Cs are down (or the fraction of C&Cs which are down). C&C based botnets can be viewed as a 3-level tree topology shown in Figure 1 (b). Node v 0 represents the botmaster, x i , 1 ≤ i ≤ M represents the C&Cs and y j , 1 ≤ j ≤ N represent the bots.
For the sake of clarity, we assume that each C&C is in charge of d bots, though our analysis applies for any C&C degree. Let p r be the probability that a C&C is taken down, the expected number of unreachable bots is then N (1 − p r ). This traditional topology is thus not very resilient: the number of affected bots is linearly proportional to 1−p r . An adversary (e.g a system administrator or security analyst) with the right removal strategy of the C&Cs (e.g. remove heavily loaded C&C) can isolate a major portion of the botnet. Since the number of C&Cs is much smaller than the number of bots, an adversary then needs relatively little effort to cripple a large botnet.
B. First Attempt at a More Resilient Structure
One potential way to improve resiliency is to employ P2P topologies or to rely on existing P2P networks. For example, Peacomm [12] employs a P2P network for its C&Cs. However, P2P protocols impose extra routing and maintenance overhead, making the botnet more prone to being detected. On the other hand, the communication supportive nature of IRC, the availability of public IRC servers or web servers make it much easier for the botmaster to organize a C&C-based botnet. We thus believe C&C-based botnets and the likes will remain popular in the near future.
To increase the traditional structure' resiliency, a natural approach is to increase the number of paths from the root to each bot. It is thus sensible to let each bot connect to b C&Cs. Let Z denote the number of reachable bots, then v0 c copies
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The negative effect of removed C&Cs on the number of bots is now reduced exponentially while the botcode changes required are minimal.
In order to guarantee that (1 − )N bots are reachable with probability at least (1 − δ), how large should b be? The distribution of Z is binomial with parameter (1 − p b r ). Thus, it will be concentrated around the mean. To guarantee that Z > (1 − )N with high probability, we thus will need p b r to be quite a bit less than . More concretely, by Chernoff bound
which is at most δ if, after simple calculus,
This guarantee may not even be possible with parameters for which
(like when is relatively small). Even when is not too small, the required value of b may be too large to be useful practically. Firstly, the physical capacity of C&Cs is usually limited. For example, a chat channel typically hosts around a hundred users or less, and a chat server normally handles only several thousand users. Secondly, higher values of b increase the risk of being detected for the bots. We will next design a more resilient structure to provide the above "epsilon-delta" guarantee.
C. The extractor-based CRESTBOT design
A (w, )-extractor is a bipartite graph H = (L ∪R, E) with left part |L| = M ≥ w and right part |R| = y, such that every subset of at least w left vertices has at least (1− )y neighbors on the right. It is known that, for any and any w ≤ M , there exist (w, )-extractors in which all left vertices have degree d = Θ(log M), y = Θ(wd), and the distribution of right degrees are close to uniform, i.e. of degree Md/y = Θ(M/w) [13] .
We now construct a new resilient structure R (Figure 2 ) as follows: for i = 1, . . . , c, let Proof: The important point to notice here is that, by definition of extractors, if less than a (1 − )-fraction of bots are reachable, then more than M − w = αM C&Cs are down. Let S be the number of unavailable C&Cs, then, noting that Here the corresponding ratios of alive bots are computed using the worst case value. At b = 1, R degrades back to the traditional topology where p r is inversely proportional to the ratio of the remained bots. As b increases, the impact of p r is reduced exponentially. In particular, for b = 5, when 80% C&Cs are down, only 30% of bots are affected, compared to 80% of the traditional topology. At b = 7, more than 90% of the bots are still reachable even when up to 70% of the C&C are down.
IV. A NEW CLASS OF UDP BOTNET
We define CRESTBOT (C&C-based RESilienT Botnets) as a family of botnets using the above topology construction. The existence of resilient topologies give rise to a potential class of CRESTBOT using UDP as the underlying transmission protocol. UDP CRESTBOT employ resilient topologies to compensate any potential loss caused by using UDP. UDP offers two powerful weapons: speed and flow stealth against defense systems, especially those relying on stable flow information [11] . We name such botnets as UCRESTBOT. In the following sections, we will evaluate and compare the broadcast time of UCRESTBOT with that of a tradition TCP botnet. The broadcast time is defined as the amount of time from when the botmaster sends the first bit of a message until the last bit of that message disappears from the network.
1) Lossless Transmission:
To simplify the estimation, we consider the case when the bandwidth of each link is uniform, denoted as r. We also assume the latency of all links in each layer (between the botmaster and C&Cs, between C&Cs and bots) are the same, denoted as L 1 , L 2 respectively. Denote the length of a message as m, and denote the message broadcast time as T UCRES . Each C&C can send any message to its subscribed bots in a consecutive manner without little or no delay between each transmission. The following lemma states the expected message broadcast time of UCRESTBOT.
Lemma 2:
The expected broadcast time of a UCRESTBOT can be approximated as:
Here d is the left degree of each C&C as defined in the previous section, L p is the processing delay at each node. Proof: Let x I be the last C&C that remains at the second layer. I is a random variable with probability Prob[
(1−p r ). Denote Z I as the time the last bot connected to x I receives the message. The broadcast time of UCRESTBOT is:
. We then have:
We now compute the broadcast time for a TCP botnet using the traditional topology, denoted as T T CP . In general, the overall end-to-end delay for a TCP link is dependent of the specific features of the underlying TCP stack such as window size, acknowledgment method, congestion control algorithm etc. However, we observe that most bot commands are short (less than a few hundred bytes) thus can fit in a transmission window or even in one data segment. Since we are not considering packet loss, a single message end-to-end delay will consist mainly of one direction propagation delay and the Round Trip Time for the connection setup. In addition, we assume that the C&C servers can multiplex simultaneous connections during the connection setup (e.g by using multiple threads, a common technique used by many worms) to reduce the waiting time. The result in the previous lemma can then be modified to compute the message broadcast time for a traditional TCP botnet:
Lemma 3: Define Q as before. The expected propagation time for TCP is:
Note the coefficient 3 associated with each L 1 , L 2 term come from the three way handshake process in TCP.
2) Lossy Transmission:
Denote p e as the packet loss rate on each link. Since UDP provides no retransmission, the endto-end delay for each successful connection remains the same. The new expected broadcast time of CRESTBOT can then simply be upper bounded (it can be smaller when there's no transmission at the second layer) as in (1), (3) with a new failure probability p a = p e + p r − p e * p r . The delay for TCP botnet however is fairly complicated. We borrow the well established TCP model in [14] to estimate the delay of a short TCP connection. The expected delay of a short TCP connection over a link with latency L is modeled as:
where
are the expected value of handshake, slow start, retransmission timeouts or fast recovery, remaining data transmission, and delayed acknowledgment time respectively. The exact formula of each term can be found in [14] . The expected time for TCP can then be lower bounded as:
where T T CP (L) = M r + 3L is the approximated delay of a short TCP link with latency L when there is no packet loss.
V. EXPERIMENT
To evaluate the accuracy of our estimation, we conducted extensive experiments on Emulab [5] . Emulab is a network testbed that offers realistic experiments with both actual hardware and software platforms. Compared to traditional simulation methods, Emulab provides a testing environment with much higher fidelity to the real world.
A. Experiment Setup
In practice, the effective size (the number of live bots) for a botnet is just around several thousands, as pointed out by Rajab et al [9] . However, Cooke [15] noted that botnets of size a few hundreds are also common because they are difficult to detect and easier to sell or rent. We hence consider two small botnets of size 300 and 600, with 10 and 20 C&Cs respectively. Note that in this setting a C&C controls 30 bots on average. For this setting, the set of C&Cs is roughly 3% of the bot population (Wang's resilient topology [3] requires 25%). In the next parts of this section, we will refer to these botnets as Bot300 and Bot600.
For the physical network topology, we used BRITE [16] , a universal topology generator designed to synthesize realistic network topologies. BRITE supports multiple generation 
B. Results
We first validate the equations (1),(3) established in the previous section. Recall that we assumed uniform bandwidth and latency on all the links between the botmaster and the C&Cs, as well as between the C&Cs and the bots. Since these assumptions rarely hold in practice, one can relax them by using the average values (computed over all latencies at each layer). However, our experiment results show that it can lead to underestimation when the latencies varies widely and the broadcast time can be dominated by the largest latencies at each level. As can be seen from Figure 4(b,c) , estimated broadcast time using average latency values is significantly smaller than the actual time. On the other hand, estimation using the maximum values yields very close results. This holds true for both Bot300 and Bot600.
We next validate the estimated (using maximum latencies) and actual broadcast time for a TCP botnet with traditional topology and UCRESTBOT. We use a Bot300 for the experiment and use L p = 4 ms for our estimation. Figure 5(a) shows the estimated and actual time for these botnets. It can be seen that UCRESTBOT broadcast time is only one third of the counterpart in a traditional TCP botnet.
We also validate the estimation of UCRESTBOT in the formula (1) when p r varies. Figure 5(b) shows the estimated and actual ratio E[T UCREST BOT ] when p r varies over the case when p r = 0. It can be seen that the actual ratio decrease much faster than the estimated ratio using (1) and the estimated ratio is not accurate. Upon closer examination of Emulab mechanism, we observe that L p on Emulab depends on the number of network connections and thus on p r almost linearly. After adjusting L p by a factor of 1 − p r , the estimated ratio becomes very close to the actual result.
For lossy conditions, we first ran experiments on Emulab using the packet loss simulation provided by Emulab. However, the data collected showed abnormal delay compared to existing TCP models in literature. For example, Figure  5 (c) shows the gap between the average single connection delay at the first layer of a traditional TCP Botnet300 and its estimated value according to [14] . This additional delay is due to the extra processing delay incurred by the packet loss simulation in Emulab. This delay however does not appear under a lighter packet loss simulation setup. To confirm this, we measured the TCP connection delay between 2 machines running FreeBSD, connected by a direct link with bandwidth 10Mbps, propagation latency 600ms. Figure 6(a) shows the actual and estimated TCP delay under this setup. It can be seen that the model in [14] agrees closely with the actual results. Finally, Figure 6(b) shows the ratio between a TCP Bot300 and UCRESTBOT Bot300 broadcast time when the packet loss rate p e varies, estimated using (5). As p e increases, the ratio also increases almost linearly from 3 during the displayed p e range. As p e reaches higher values, the ratio will follow the same trend in Figure 6 (a).
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2008 proceedings. In this paper we presented a hypothetical family of botnets named CRESTBOT with resilient topologies based on extractors. We showed that CRESTBOT are able to guarantee a high level of resiliency, yet do not require substantial modification to the current C&C-based structures. We also studied a special UDP member of the CRESTBOT family, UCRESTBOT, capable of sending commands from the botmaster at least three times faster than the traditional botnet. UCRESTBOT and CRESTBOT pose considerable challenge to system administrators by their resiliency. To defense against these botnets, early intervention seems to be the only effective method. This is because most bots are initially setup to connect to some seed C&Cs and thus are vulnerable during this phase. Early detection and removal of these seeds are then critical to cripple these botnets. Techniques as discussed in the related work section can then be applied accordingly.
