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Abstract
Time–dependent solutions of bosonic string theory resemble renormalisation group
trajectories in the space of 2d field theories: they often interpolate between repulsive
and attractive static solutions. It is shown that the attractive static solutions are those
whose spatial sections are minima of |c¯ − 25|, where c¯ is the ‘c-function’. The size of
the domain of attraction of such a solution may be a measure of the probability of
the corresponding string vacuum. Our discussion has also an implication for the RG
flow in theories coupled to dynamical 2d gravity: the flow from models with c > 25 to
models with c < 25 is forbidden.
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1. Introduction
If the universe is described by string theory, the central charges of the flat spatial coordinates
and of the compactification space must add up to ctot = 25 (cˆtot = 9 in superstring theory)
at the present stage of evolution. Otherwise we would observe a time–dependent dilaton
background [1, 2], which – from the world–sheet point of view – is needed to balance the
central charge and which would manifest itself in time dependence of coupling constants.
However, one may speculate that ctot has been larger or smaller than 25 in the early
universe.1 In the present paper we derive a result that supports this proposal. Namely,
the space of general time-dependent solutions of classical bosonic string theory contains
attractors: they are static solutions with ‘spatial’ CFT parts which are minima of |c¯− 25|,
where c¯ is a version of Zamolodchikov’s c–function [3] equal to the central charge c¯ = ctot
at its extrema. One reason why this is potentially interesting is that it seems to suggest a
natural way to assign different probabilities to different compactifications – according to the
sizes of the corresponding domains of attraction. Though there is no energy-type criterion
for comparing different compact internal spaces with the same central charge, by considering
their possible time evolution in the early universe one can thus hope to be able to determine
which of them are ‘most probable’ ones.
To simplify the problem, we shall assume that the evolution of the three ‘large’ spatial di-
mensions is decoupled and can be ignored. What we call attractors are thus static attractors
for the compact internal space.2 In contrast to most previous discussions of the cosmological
evolution of the internal space (see e.g. [4]), in which only the moduli (e.g., radii of toroidal
compactification) change in time, we are interested in solutions in which the central charge
of the internal conformal field theory (CFT) changes. We shall discuss bosonic string theory
and ignore the tachyon as usual since it is absent in the superstring generalisation. We shall
consider only the leading order in the string coupling expansion, i.e., classical string theory,
ignoring possible (non-)perturbative corrections like a dilaton potential.
To derive the above result we shall follow an analogy with the standard renormalisation
group flow. As discussed in sections 2 and 3, a generic time-dependent classical solution of
the string field equations has much in common with a generic RG trajectory in the space of
2d field theories. Classical solutions of string theory can also be viewed as trajectories in the
2d theory space. For example, a solution of N + 1 dimensional bosonic string low–energy
effective equations is given by the target space fields (µ, ν = 0, 1, ..., N + 1)
Gµν(~x, t), Bµν(~x, t), φ(~x, t)
where xi (i = 1, ..., N) are the spatial coordinates, t is time, Gµν is the target space metric,
Bµν is the antisymmetric tensor field, and φ is the dilaton.
3 At least locally, diffeomorphism
symmetry and the gauge symmetry associated with the antisymmetric tensor field can be
1Such a suggestion was made in [2].
2The evolution of the three “large dimensions” could in principle be included in the discussion. There
may also be non-static attractor solutions; they are not considered here.
3For simplicity, we shall ignore all other possible couplings. Our argument can be repeated in more
general terms, using perturbative string field theory [5] or Wilson’s RG approach [9].
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used to set
B0i = 0, G00 = ±1, G0i = 0. (1.1)
Then an N+1 dimensional string solution can be represented as a trajectory ~λ(t) (with time
being the parameter along the trajectory) in the space of N–dimensional fields
~λ = {Gij(~x), Bij(~x), φ(~x)}
which is the space of coupling constants of 2d bosonic sigma models with a compact N–
dimensional euclidean target space and a curved background world sheet metric [6, 7, 8]
I =
1
4πα′
∫
d2ξ[
√
gGij(~x)∂αx
i∂αxj + iǫαβBij(~x)∂αx
i∂βx
j + α′
√
gR(2)φ(~x)] . (1.2)
The orbits ~λ(t) will be compared with the standard RG trajectories in the sigma model
(1.2). The RG trajectories interpolate between stable and unstable fixed points in theory
space. A generic RG trajectory is attracted to some stable fixed point. As will be explained,
similar statements hold for the string solutions ~λ(t) because of the ‘friction’ provided by the
time-dependent dilaton (see also [10, 11, 12]4).
The similarity between the RG flow (satisfying the standard first-order RG equations)
and time-dependent string solutions (satisfying second-order equations) that we shall exploit
here has another interesting interpretation: a string solution ~λ(t) represents an RG flow in
the presence of 2d gravity [13].5 We shall find an interesting qualitative effect of coupling a
2d field theory to 2d gravity: it makes it impossible to flow from fixed points with c > 25 to
fixed points with c < 25.6
This paper is organised as follows. In section 2 the string equations of motion are repre-
sented as equations for ~λ(t). They take a simple form if expressed in terms of the β-functions
of the spatial 2d field theory. Although obtained to lowest order in α′, these equations should
be exact in α′ at the vicinity of static solutions. In section 3 the equations are compared
with the RG flow equations and the result stated above is derived. In section 4 we consider
implications for the RG flow in the presence of 2d gravity. As an illustration of the preced-
ing discussion, the example of the group space sigma model with a Wess–Zumino term is
considered in section 5. The corresponding solutions describe an interpolation between flat
and compactified space.
Section 6 contains some concluding remarks.
4For a different discussion of a ‘friction’ in string theory, an interpolation between fixed points, and the
RG flow, see [14].
5For discussions of a relation between the RG flow with dynamical 2d gravity and string theory see, e.g.,
[15, 16, 17, 10, 5, 18] and also [19, 20, 21, 22, 14].
6 It makes sense to discuss CFT’s with c > 25 coupled to gravity in the approach of [23, 24], e.g., as
bosonic sectors of superconformal field theories coupled to supergravity. One should not worry about the
‘wrong’ sign of the kinetic term of the Liouville factor t for c¯ > 25: the associated ghosts should decouple
according to the no–ghost theorem for critical string theory (c¯+ ct = 26).
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2. Equations of motion for the couplings ~λ(t)
If a string solution ~λ(t) asymptotically approaches a static solution (‘fixed point’), ~λ(t) obeys
a simple equation of motion at the vicinity of this fixed point, which will be derived below.
2.1. String effective field equations and β-functions
Consider the world–sheet theory (1.2). The corresponding leading-order β-functions (Weyl
anomaly coefficients) for Gij, Bij and φ can be represented in the form [8, 7]
β
G(N)
ij = α
′(Rij + 2∇i∇jφ− 1
4
HimnH
mn
j ) , (2.1)
β
B(N)
ij = α
′(−1
2
∇mHmij +Hmij ∂mφ) , (2.2)
β˜φ(N) = βφ(N) − 1
4
Gijβ
G(N)
ij =
1
6
[C(N)(~x)− 26] . (2.3)
Here Hijk = 3∇[iBjk] and the function
C(N)(~x) = N − 3
2
α′[R − 1
12
H2 − 4(∇φ)2 + 4✷φ] (2.4)
becomes ~x–independent and equal to the central charge when the sigma model represents a
conformal theory [25]. Eqs.(2.1)–(2.3) can be derived from the N–dimensional target space
action [7, 8] (for a review see [26])
S(N) =
∫
dNx
√
G e−2φ[C(N)(~x)− 26] . (2.5)
The string effective equations for ~λ(t) are the requirements that the β-functions of the sigma
model with N + 1 dimensional target space (and the additional couplings in (1.1)) vanish.
Writing (2.1)–(2.3) in N + 1 dimensions and making the N + 1 split we find the following
expressions in terms of the β-functions of the sigma model with N–dimensional target space
(in what follows we set α′ = 2):
0 = β
G(N+1)
00 = 2ϕ¨−
1
2
GikGjl(G˙ijG˙kl + B˙ijB˙kl) , (2.6)
0 = β
G(N+1)
ij = β
G(N)
ij −G00[G¨ij − ϕ˙G˙ij −Gmn(G˙imG˙jn − B˙imB˙jn)] , (2.7)
0 = β
B(N+1)
ij = β
B(N)
ij −G00(B¨ij − ϕ˙B˙ij − 2GklG˙k[iB˙j]l) , (2.8)
0 = C(N+1) − 26 = C(N) − 25− 3G00(ϕ¨− ϕ˙2), (2.9)
where we introduced the shifted dilaton
ϕ = 2φ− log
√
G.
The dilaton equation (2.9) can also be written in terms of the β-function βφ(N) in (2.3) to
keep the analogy with (2.7),(2.8). The above equations follow from the action7
S(N+1) =
∫
dtdNx
√
|G00| e−ϕ {C(N)(~x)− 25 + 3G00[ϕ˙2 − 1
4
GikGjl(G˙ijG˙kl + B˙ijB˙kl)]}.
7In the simplest case of homogeneous xi-independent fields the resulting system of equations is the same
as the O(N,N) duality invariant system in [27].
3
A combination of (2.6) and (2.9) is a constraint. The additional two constraints
0 = β
G(N+1)
0i = ∇k(GklG˙li)−
1
2
B˙klH
kl
i + 2∂iϕ˙−GklG˙li∂kϕ ,
0 = β
B(N+1)
0i = −Gik∂j(GklGjnB˙nl) + 2B˙ij∇jϕ ,
further restrict the initial values of the fields and their time derivatives. We shall assume
that these constraints can be ignored in the context of our discussion.8
It is useful for the following to split the shifted dilaton ϕ(~x, t) into an ~x–dependent part
ϕ˜(~x, t) and an ~x–independent part ϕ0(t) as follows:
ϕ0(t) ≡ − log[
∫
dNx e−ϕ(~x,t)] , ϕ˜(~x, t) ≡ ϕ(~x, t)− ϕ0(t) . (2.10)
ϕ0 is thus minus the logarithm of the proper space volume (at fixed t)
V (N) ≡
∫
dNx
√
G e−2φ = e−ϕ0 . (2.11)
Let us define the space average of a function f(~x) by
< f(~x) >≡
∫
dNx f(~x) e−ϕ(~x)∫
dNx e−ϕ(~x)
. (2.12)
An important role is played by the function
Q(t) ≡ −ϕ˙0(t) = − < ϕ˙(~x, t) > . (2.13)
As follows from (2.6), at fixed points G˙ij = B˙ij = 0, ϕ¨ = φ¨ = 0 so that Q is constant and
ϕ0(t) = −12Qt+ const, but in general Q will depend on t. Integrating (2.9) weighted by e−ϕ
yields
Q˙+Q2 = −1
3
G00(c¯− 25), (2.14)
where (2.12) has been used and we have defined the function
c¯(t) = c¯(G,B, ϕ) =< C(N)(~x) >=
S(N)
V (N)
+ 26 . (2.15)
S(N) is the action in (2.5). c¯ (or, more precisely, S(N)) can be considered a generalisation of
the ‘c–function’ [3] to the case of sigma models with dilaton coupling [28, 29].9 Eq. (2.6)
implies that
Q˙ = < −ϕ¨ + ϕ˙2 −Q2 >=< (ϕ˙− < ϕ˙ >)2 − ϕ¨ > (2.16)
= < ˙˜ϕ
2 − 1
4
GikGjl(G˙ijG˙kl + B˙ijB˙kl) > . (2.17)
8This is clear if the constraints on fields and their first time derivatives can be solved for arbitrary Gij ,Bij ,
φ, which is likely to be the case in perturbation theory in t near the fixed points that we shall mostly consider.
9Note that if ϕ is used as the independent dilaton coupling then the equations for Gij and Bij that follow
from the variation of c¯ and S(N) are equivalent.
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2.2. Equations at the vicinity of fixed points
In the following we shall study the behavior of solutions which asymptotically approach
fixed points. By a fixed point of the above equations we mean a solution in which all time
derivatives are zero, except for ϕ˙0 or (what is the same at a fixed point) φ˙0, where φ0 is the
spatially constant mode of the dilaton. We thus allow for a possible ~x–independent dilaton
background that grows linearly in time (the sigma model with N–dimensional target space
obviously does not ‘feel’ an ~x–independent dilaton background).
First let us consider the case when c 6= 25. Within an appropriate neighbourhood of the
fixed point, both c¯(G,B, φ) and C(N)(x) can be approximated by a constant c. As follows
from (2.6),(2.17), to lowest order ϕ¨ = 0, ¨˜ϕ = 0, Q˙ = 0. Eq.(2.14) then reduces to
Q2 = −1
3
G00(c− 25).
In order to have a real dilaton, the target space must have euclidean signature (G00 = +1)
at the vicinity of fixed points with c < 25, and minkowskian signature (G00 = −1) at
the vicinity of fixed points with c > 25. Ignoring small terms which are quadratic in first
derivatives of the couplings, eqs.(2.7)–(2.9) can be represented in the form
~¨λ +Q~˙λ =
{
−~β for c > 25
+~β for c < 25,
with Q2 =
1
3
|c− 25|, (2.18)
where ~λ ≡ {Gij(x), Bij(x)}. (2.19)
Here, ~β are the β-functions (Weyl anomaly coefficients) of the sigma model with N -dimensio-
nal target space.
Next, consider a vicinity of a fixed point with c = 25. As follows from (2.14), Q(t) can
no longer be approximated by a non-zero constant. Let us determine Q(t) to the next order
in couplings. Let us first argue that ϕ˙(t) can still be approximated by −Q(t): According to
(2.3),(2.4) the β-function for the ~x–dependent modes ϕ˜(x) of ϕ(x) has a linear piece with
plane waves ϕ˜p(∼ ap cos px) as eigenvectors. From eq.(2.9), ap(t) has some exponential t de-
pendence. Eq.(2.6), expanded in Fourier modes, relates the amplitudes ϕ˜p to the amplitudes
of perturbations of B and G. If the latter are of order ǫ, ϕ˜p is of order ǫ
2 so that ˙˜ϕ
2
is of
order ǫ4 and can be neglected in (2.17). Eq. (2.17) then takes the form
Q˙ = −1
4
~˙λ
2
, (2.20)
where ~˙λ
2
is defined by averaging as in (2.12)
~˙λ
2
≡< GikGjl(G˙ijG˙kl + B˙ijB˙kl) > . (2.21)
Combining (2.20) with eq.(2.14) yields:
Q2 = −1
3
G00[c¯(~λ)− 25] + 1
4
~˙λ
2
, (2.22)
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where the constant c is now replaced by the c–function c¯. Whether G00 should be chosen
positive or negative now depends on the behavior of c¯(~λ) at the vicinity of the fixed point.
Eq.(2.22) implies that if λ˙ is of order ǫ then Q is also of order ǫ. Thus,
|Q| = |ϕ˙0| ∼ O(ǫ) ≫ | ˙˜ϕ| ∼ O(ǫ2)
and so ϕ˙ in eqs.(2.7),(2.8) can be approximated by −Q(t).10 This yields:
~¨λ+Q~˙λ+O(λ˙2) =
{ −~β for G00 = −1
+~β for G00 = +1
(2.23)
The O(λ˙2) terms are the G˙2, B˙2, G˙B˙ terms in (2.7)–(2.8). Note that they can be removed
by redefining the variables: for example, the G˙2 terms are removed by changing variables
to λij such that λ˙
i
j = G
ikG˙kj (in the basis where the metric is diagonal, Gkj = δkj gj,
λij = δ
i
j log gj).
The equations (2.23),(2.18) have been derived to leading order in α′. However, at the
vicinity of fixed points where time derivatives of ~λ are small, they are actually good approx-
imations, with ~β containing all orders in α′ (see also sec. 4).
3. First application: attractive and repulsive fixed points
Depending on their initial parameters, classical solutions of string theory are either attracted
to fixed points or they diverge as t → ∞. By attractive fixed points we understand static
solutions that attract non–static ones within some finite volume domain of initial parameters
(by a finite – as opposed to infinitesimal – volume domain we mean that no initial parameters
are fine-tuned). Let us now use the equations of the last section to argue that attractive
fixed points exist and correspond to minima of |c¯(~λ)−25|, where the c–function c¯ was defined
in (2.15). We begin with fixed points with c 6= 25. As shown, if a solution asymptotically
approaches a fixed point with c 6= 25, near the fixed point it obeys eq.(2.18), i.e.,
~¨λ+Q~˙λ =
{ −~β for c > 25,
+~β for c < 25,
with Q2 ≈ 1
3
|c− 25| = const, (3.1)
To identify the attractors, let us compare (3.1) with the standard renormalisation group flow
equation for the N -dimensional theory,
~˙λ =
{ −~β towards the IR,
+~β towards the UV.
(3.2)
The time in (3.1) is different from RG ‘time’ in (3.2), but the ~β functions are the same.11 This
similar structure of eqs.(3.1),(3.2) leads to the following simple remarks (see also [10, 11, 12]
for some of the points; note also the discussion in ref. [14]):12
10The fact that Q ≥ ǫ while Q˙ is of order ǫ2 signals the behavior Q ∼ t−1 (see also the example in sec. 5).
11The β-functions in eq.(3.2) are assumed to be defined with specific ‘diffeomorphism terms’ so that they
represent the Weyl anomaly coefficients [30, 31].
12It should be kept in mind that since the order of these two equations is different, there are different sets
of initial conditions. Also, recall that we are ignoring the gauge constraints present in the string system of
equations.
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1. Fixed points: Both equations describe a motion of a particle in ~λ–space with the
β-function as a driving force. They obviously have the same fixed points, namely
conformal field theories (~β = 0).
2. Sign of Q: If Q is chosen to be positive, the motion (3.1) is damped. If Q is chosen to be
negative, it is anti–damped. An anti–damped motion is the time–reversal of a damped
motion. It has no stable fixed points – any small perturbation near a fixed point will
blow up (sometimes preceded by growing oscillations). Reaching a fixed point would
require fine–tuning the initial parameters. In the following we are interested in stable
fixed points of (3.1); for this purpose it is sufficient to consider the sector of solutions
with positive Q.
3. Stability of fixed points: Since the motion with positive Q is damped, it follows from
the sign in front of ~β in (3.1), that the stable fixed points of (3.1) with c > 25 are the
IR–stable fixed points of (3.2). This is clear since the only difference between the two
equations is that the motion (3.2) is infinitely damped while (3.1) is finitely damped.
Thus solutions of (3.1) may oscillate around stable fixed points but will eventually
settle down there. On the other hand, the stable fixed points of (3.1) with c < 25 are
the UV–stable fixed points of (3.2). To summarise, the stable fixed points of (3.1) are
the minima of |c¯ − 25|, c¯ being the (generalised) c–function [3, 28]. In other words,
they are conformal field theories that contain no relevant operators for c > 25 or no
irrelevant operators for c < 25 (see a discussion below).
4. Consequence of the c–theorem [3]: Since (3.1) differs from the equation for RG trajec-
tories (3.2) only by finite vs. infinite damping, it is clear that cosmological solutions of
(3.1) also obey an analog of the c–theorem: if a solution of (3.1) interpolates between
two unitary CFT’s, an unstable one with a central charge c1 and a stable one with a
central charge c2 and if both c1, c2 > 25 then c decreases in the sense that c2 < c1. If
c1, c2 < 25, c increases instead, c2 > c1.
5. Moduli directions: If a CFT has a modulus, then (3.2) does not allow a flow in this
direction. By contrast, (3.1) allows ‘rolling’ along the moduli directions, which has been
exploited in some cosmological string solutions (see e.g. [4],[27]). For such solutions,
c¯ stays constant in time. In this paper, the focus is instead on cosmological solutions
with time–dependent c¯. For solutions with Q > 0, any ‘rolling’ along moduli directions
will come to rest after a while due to dilaton damping, at least to leading order in λ˙.
6. Limit |c| → ∞: For c→ ±∞, Q→∞. In the case when c→ +∞, a solution of (3.1)
becomes identical to the flow (3.2) towards the IR region if 2t/Q is identified with ‘RG
time’. In the case c → −∞, the solution of (3.1) is identical to the RG flow towards
the UV region.
Let us now also consider fixed points with c = 25. Then Q(t) is small and not obviously
positive, so the issue of stability is more subtle. Let us show that IR or UV stable fixed points
of the RG flow are still stable fixed points of the string equations of motion. According to
7
Sect.2.2, in the vicinity of fixed points with c = 25:
~¨λ+Q~˙λ+O(λ˙2) = G00~β , (3.3)
Q2(t) = −1
3
G00[c¯(~λ)− 25] + 1
4
~˙λ
2
, (3.4)
Q˙(t) = −1
4
~˙λ
2
. (3.5)
The last equation states that Q decreases, either to −∞ or until a fixed point is reached.
Suppose the fixed point with c = 25 is IR–stable and such that c¯(~λ)− 25 is positive definite,
and zero only at the fixed point.13 To have a real Q, G00 = −1 must be chosen. At the
vicinity of the fixed point, consider a damped motion with Q > 0. From (3.5), Q(t) will
decrease and become 0 at some point. Then (3.4) implies that the fixed point has been
reached: ~˙λ = 0, c = 25. Eqs. (3.3) and (3.5) imply that the trajectory will stay at the fixed
point: Q˙ = 0, ~¨λ = 0, Q¨ = 0, ..., etc. So IR stable fixed points of the RG flow with c = 25 are
also fixed points of the above equations. Conversely, IR unstable saddle points of the flow
are also unstable fixed points of the string equations: since c(~λ)− 25 is not positive definite
then, there are solutions with Q = 0, ~˙λ 6= 0 → Q˙ < 0, so Q becomes negative and the flow
anti–damped. Analogous arguments can be applied for Euclidean signature and UV stable
fixed points. For an example of a solution approaching a fixed point with c = 25, see sec. 5.
In summary, the attractors of time-dependent string solutions are CFT’s with c ≥ 25 and
no relevant operators, or CFT’s with c ≤ 25 and no irrelevant operators. One can always find
‘minisuperspace’ examples for such theories, as the one in sec. 5. Beyond minisuperspace
approximations, CFT’s with no irrelevant operators do not exist: in general, perturbations
of the form cos ~p~x with arbitrarily high ~p2 and therefore dimension can be turned on.
On the other hand, CFT’s with no relevant operators exist, provided we ignore the non–
derivative operators, corresponding to the tachyon. At the linear order in the couplings,
‘no relevant operators’ means ‘no operators with dimension less than two’. Such operators
would correspond to tachyons in the low–energy effective string theory and should be absent
in all candidates for (super)string vacua. To next order, the quadratic piece of the β-function
of a marginal (dimension 2) operator must also be non-negative. That this is a nontrivial
requirement will be seen on the example in sec. 5.
4. Second application: RG flow in the presence of 2d gravity
The similarity of the string equations of motion (3.1) and the RG flow equations (3.2) has
an interesting interpretation: special solutions of (3.1) can be interpreted as renormalisation
group trajectories in the presence of 2d gravity [15, 10, 18]. Let us briefly review this con-
nection and apply the preceding discussion to conclude that the presence of gravity does not
allow to flow from a fixed point with c > 25 to a fixed point with c < 25.14
13I.e., we assume the absence of moduli directions for simplicity.
14As explained in the introduction, we will not worry about the tachyon for c > 1 and ghosts for c ≥ 25.
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Consider a CFT with N fields xi, central charge c (we choose c 6= 25) and world–sheet
action Icft(~x), perturbed by interactions Φi(~x) with small coupling constants λ
i and scaling
dimensions hi:
I(N) = Icft(~x) + λ
i
∫
d2ξ Φi(~x). (4.1)
Without gravity, the β-functions for λi are (see, e.g, [32])
βi = (hi − 2)λi + πcijkλjλk + ... (4.2)
with cijk being OPE coefficients. The model (4.1) coupled to 2d gravity must be generally
covariant, i.e. should be described (in the conformal gauge [23, 24]) by a conformally in-
variant theory with an additional field t related to the conformal factor of the world–sheet
metric [39, 16, 17, 10]. In the context of perturbation theory in λi one finds to quadratic
order:15
I = Icft(~x) +
1
8π
∫
d2ξ
√
gˆ[±(∂t)2 −QR(2)t] +
∫
d2ξ λi(t)Φi(~x) , (4.3)
λi(t) = λi eαit +
π
Q± 2αi c
i
jkλ
jλk teαit + O(λ3), (4.4)
Q =
√
|25− c|
3
, (4.5)
α2i +Qαi =
{
hi − 2 for c ≥ 25
2− hi for c ≤ 1. (4.6)
The kinetic term for t in (4.3) has a plus sign for c ≤ 1 and a minus sign for c ≥ 25 in
order to have real Q. The O(λ2) terms in (4.4), introduced in [19], are needed to insure
conformal invariance at quadratic order in λ if there are nontrivial OPE coefficients (see also
[20, 21, 22]). By construction, ~λ(t) is a solution of the conformal invariance equations (i.e.
string equations of motion in N +1 dimensions) derived using perturbation theory in powers
of couplings λi near an N -dimensional conformal point. Indeed, it is easily seen from (4.6)
that ~λ(t) in (4.4) obeys (3.1) up to order λ2.16
It is conjectured that λi(t) in eq.(4.3) can be interpreted as running coupling constants
of the theory (4.1) coupled to gravity. More precisely, t can be related to ‘renormalization
group time’ τ via the cosmological constant operator17 which defines the area of the surface,
e.g,
A =
∫
d2ξ
√
g =
∫
d2ξ
√
gˆ eαt = e−2τ ⇒ t = − 2
α
τ, α = −Q
2
+
{
1
2
√
Q2 + 8 for c ≥ 25,
1
2
√
Q2 − 8 for c ≤ 1.
(4.7)
15Here target space gauge invariance has been used to eliminate other terms with derivatives of t.
16This confirms again that (3.1) is actually exact near fixed points since it is reproduced both in the two
complementary approaches – loop (or ‘power of α′’) expansion and perturbative (or ‘power of coupling’)
expansion.
17Such identification was considered also in [14].
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τ is defined such that τ → ∞ corresponds to the UV. Without coupling to gravity, the
coupling constant flow is determined by (4.2). With gravity switched on, one finds from
(4.4):
d
dτ
λi = (h˜i − 2)λi + πc˜ijkλjλk + ... (4.8)
with modified coefficients of the β-functions
h˜i − 2 = − 2
α
αi, (4.9)
c˜ijk = −
2
α
1
(Q + 2αi)
cijk. (4.10)
There is evidence that (4.4) indeed correctly describes the flow in the presence of gravity:
(i) the phase diagram of the sine–Gordon model coupled to gravity, derived in this way [19],
agrees with the matrix model results [34], and (ii) the quadratic parts [19] of the β-functions
in (4.8) for the case αi = 0 agree [21] with the light–cone gauge computation [20].
Let us determine which ends of the t–line correspond to the infrared and the ultraviolet
regions. At fixed points with central charge c, (4.7) yields:
α is
{
> 0 for c ≥ 25,
< 0 for c ≤ 1 ⇒ IR corresponds to
{
t→ +∞ for c ≥ 25,
t→ −∞ for c ≤ 1.
For 1 < c < 25, the relation between t and τ is complex (we shall not discuss this case here).
Since we have seen in section 3 that the attractive fixed points of string solutions are at
t→ +∞ (t→ −∞ corresponds to anti–damping), one might conclude that there are no IR
stable fixed points with c ≤ 1 in the presence of gravity. This is, however, not the case. The
point is that only special solutions of string theory can be interpreted as RG trajectories in
the presence of 2d gravity. In the theory of 2d gravity coupled to matter, we are instructed
to impose a boundary condition on λi(t) in (4.3): αi in the couplings λ
i(t) must have the
values α+i in
α±i =

 −
Q
2
±
√
Q2
4
− (hi − 2) for c ≥ 25,
−Q
2
±
√
Q2
4
+ (hi − 2) for c ≤ 1,
i.e. it must not take the ‘wrong’ Liouville dressing values α−i , corresponding to ‘non–existing’
operators and states of Liouville theory [35, 36, 37]. This boundary condition is required, in
particular, for an agreement with matrix model results and with the flow without gravity in
the limit |c| → ∞.18
What does it mean to drop the negative Liouville dressings? Consider a fixed point with
c < 1 and an irrelevant direction, hi > 2; in that case the flow without gravity converges to a
fixed point in the IR. Then α+i > 0, α
−
i < 0, so that e
α+
i
t goes to zero in the IR (t→ −∞),
18In the matrix model, one can turn on negative powers of matrices in the matrix model potential, which
have been conjectured to correspond to the operators with the ‘wrong’ Liouville dressing (see, e.g., [38]). It
would be very interesting to see if these negative powers have an interpretation in terms of random lattices.
Then the additional boundary condition could be dropped and there would be no distinction between the
flow in the presence of gravity and string theory solutions.
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while eα
−
i
t diverges in the IR. For string solutions, both choices are allowed. The statement
that the motion is anti–damped and that the fixed point is therefore unstable at t → ∞
is precisely the statement that the general linear combination of both solutions diverges at
t → ∞. But for the RG flow in the presence of gravity the solutions that contain α−i are
not allowed. Under this restriction, the flow does have IR stable fixed points with c ≤ 1: as
without gravity, they are minima of c¯.
One may then wonder whether there are any qualitative changes in the RG flow due to
coupling to 2d gravity, apart from the quantitative modification of the β- function coeffi-
cients. Let us conclude by pointing out two qualitative effects. First, being second order in
derivatives, the flow in the presence of gravity can oscillate around fixed points before set-
tling down at them (cf. (3.2) and (3.1)). As a consequence, the c¯–function does not strictly
decrease along RG trajectories.19 Using (3.1) and the ordinary c–theorem (˙¯c ≤ 0 towards
the IR) and writing ˙¯c ∼ λ˙i∂c¯/∂λi, it is easy to derive the modification of the c–theorem by
gravity at the vicinity of fixed points with central charge c:
¨¯c+Q ˙¯c
{ ≤ 0 for c > 25
≥ 0 for c ≤ 1, with Q
2 =
1
3
|c− 25|.
Here, the dot represents derivative with respect to t, not τ .
A second qualitative effect of gravity concerns flows that start from c > 25 but do not
reach a fixed point with c ≥ 25. They obey eq.(2.14), which is valid everywhere (i.e., not
only near fixed points) up to order α′:
Q˙ =
c(~λ)− 25
3
−Q2.
Note that if Q is real, it stays real at all times. Since Q2 would have to be negative at fixed
points with c < 25, ~λ(t) cannot converge to a CFT with c < 25. It is possible for c¯(~λ) to
become smaller than 25, but then ~˙λ must be large enough to make Q2 ≥ 0 in (2.22). We
conclude that in the models with dynamical 2d gravity there is a ‘c = 25 barrier’ for the
flow: a flow that starts with c > 25 is either attracted to a fixed point with c ≥ 25, or it does
not converge to a fixed point at all (see also the example in the next section). This result,
derived here to the leading order in α′, may be true to all orders.
5. An example: Group space
The purpose of this section is to illustrate some of the preceding discussion on a ‘minisu-
perspace’ example, considered previously in [2], with solutions which interpolate between a
flat space and a group space (the Wess–Zumino–Witten model). Consider the sigma model
with a WZW term [40]. The N–dimensional target space is the group space G with a fixed
metric Gˆij and curvature
Rˆ
(N)
ij =
1
4
fimnf
mn
j =
1
4
cG Gˆij ,
19Note that the c-theorem in its original formulation [3] does not apply to sigma models and in the presence
of (non-unitary) dilaton (or ghost) interaction terms, see [28, 25, 29, 41].
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where fijk are the structure constants and cG is the value of the quadratic Casimir operator
in the adjoint representation. The WZW term can be represented by the antisymmetric
tensor field Bˆij with the field strength
Hˆijk = k fijk.
For the time dependence of the background we make the ansatz
Gij(~x, t) =
1
g2(t)
Gˆij = e
2λ(t)Gˆij(~x), (5.1)
φ(~x, t) = φ(t), (5.2)
Hijk = Hˆijk = k fijk. (5.3)
This ansatz is consistent as a consequence of the group symmetry; one can also show that, as
expected, there are no solutions with time-dependent k. λ and φ, or λ and ϕ = 2φ−Nλ are
the coupling constants of the model. For the minkowskian sector of solutions with G00 = −1
the equations for λ(t) and Q ≡ −ϕ˙(t) are (to order α′) [11]
λ¨+Qλ˙ = − 1
6N
∂c¯(λ)
∂λ
, (5.4)
Q2 = Nλ˙2 +
1
3
[c¯(λ)− 25] , (5.5)
Q˙ = −Nλ˙2 . (5.6)
Here the c¯–function (2.15),(2.4) is
c¯(λ) = C(N) = N − 3(R(N) − 1
12
H2) = N +
3
4
NcG(−e−2λ + 1
3
k2e−6λ). (5.7)
For comparison, the standard RG flow towards the IR region in the N -dimensional model is
determined by
λ˙ = β(λ) = − 1
6N
∂c¯(λ)
∂λ
= −1
4
cGe
−2λ(1− k2e−4λ) . (5.8)
Near fixed points (5.4)–(5.6) agree with (2.20),(2.22),(2.23) (up to a normalisation of λ; λ˙2
terms are absent in this case). c¯(λ) approaches N from below for λ→∞ (λ =∞, c¯ = N is a
trivial fixed point) and has the minimum (corresponding to the well-known zero of β(λ)[40])
at
e2λ = |k| , c¯min = N − cGN
2|k| +O(
1
k2
) =
N |k|
|k|+ 1
2
cG
.
We are restricted to large enough λ so that higher order corrections in α′ can be neglected.
The above equations illustrate the following points of sec. 3 (points 1,2 and 4) and of
sec. 4 (point 3):
1. Eqs (5.4)–(5.6) with Q > 0 describe a damped motion of a particle in the potential c¯(λ).
The model can be viewed as interpolating between different internal spaces, namely,
a flat space (the asymptotically free limit λ → ∞ of the sigma model) and a curved
12
space (the WZW model). If c¯min > 25, λ settles down – after possible oscillations – at
the WZW fixed point (‘compactification’), while for c¯min < N < 25 (corresponding to
the Euclidean sector of solutions) the model approaches (at large Euclidean time) the
flat space (‘decompactification’ in Euclidean time).
2. If cmin = 25, the solutions are still attracted to the WZW model. In its vicinity (where
the potential c¯ is proportional to λ2 where λ has been shifted such that it is zero at the
WZW point), ~λ(t) performs oscillations with an amplitude Λ(t) and the energy Q2(t)
which satisfies
Q2 = Ekin + Epot,
d
dt
Q2 = −2NQλ˙2, (5.9)
Ekin = Nλ˙
2, Epot =
1
3
[c¯(λ)− 25]. (5.10)
Due to the damping, Λ and Q can be seen to slowly decrease with time : Q,Λ ∼ t−1.
3. If N > 25 but c¯min < 25, there is no stable fixed point. Indeed, starting from the flat
space model with c¯ = N , eq.(5.6) implies that Q decreases until a new fixed point is
reached. But the WZW fixed point with c¯min < 25 cannot be reached since it would
correspond to imaginary Q, and there is no other fixed point with c ≥ 25. So Q
keeps decreasing, becomes negative, and the solution blows up due to anti–damping20
(of course, at some point terms of higher orders in α′ must be taken into account).
Applied to the RG flow in the presence of 2d gravity, this illustrates that starting
from a fixed point with c > 25 the flow cannot reach another fixed point with c < 25
even though this was possible in the absence of coupling to gravity. Instead, the flow
diverges.
4. Near the WZW fixed point, the λ-perturbation has dimension > 2, so for cmin > 25
the WZW point is an attractor within this ‘minisuperspace’. The other fixed point,
corresponding to the free model, is unstable although it has no operators with dimen-
sion less than two (the λ-perturbation has dimension two at the free end). The reason
is a negative quadratic β-function or OPE coefficient. The requirement of not having
negative quadratic beta functions for operators with dimension two is thus a nontrivial
restriction on attractors.
6. Concluding remarks
Viewing cosmological solutions of string theory as trajectories in the space of 2d field the-
ories, we have seen that while the trajectories diverge for some domains of initial values,
there are domains within which the trajectories are attracted to the minima of |c¯ − 25|.
In particular, minima with c¯ = 25 are also attractors. As mentioned in the introduction,
one hope is to assign, already at the classical level, different probabilities to different string
vacua, proportional to the sizes of the corresponding domains of attraction.
20A similar remark applies to solutions that start from the WZW fixed point with increasing c¯.
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The present discussion cannot explain why the universe is not stuck, e.g., in a minimum of
c¯ with c¯ > 25. But our analysis was restricted to classical string theory. One may speculate
that in the quantum theory the universe can tunnel between various minima of |c¯−25| until
it reaches a ground state with c¯ = 25.
Quantum effects in string theory are described by sums over world sheets of different
topologies. In view of the conjectured interpretation of (some of the) cosmological string
solutions as renormalisation group trajectories in the presence of dynamical 2d gravity, one
may wonder whether the only IR–stable fixed points of two–dimensional field theory on a
surface with fluctuating geometry and topology are critical (c = 25) string vacua.
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