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Introduction
Présentation générale
Ce travail s’inscrit dans une entreprise de généralisation de la théorie de l’homotopie « de
Grothendieck » aux catégories supérieures.
Les objets de base de la théorie de l’homotopie sont, classiquement, les espaces topologiques
ou les CW-complexes. Les ensembles simpliciaux permettent une approche plus combinatoire.
L’équivalence des deux points de vue se précise au moyen de la théorie des catégories de modèles
de Quillen : il existe une équivalence de Quillen entre la catégorie des espaces topologiques Top
et celle des ensembles simpliciaux ∆̂, ces deux catégories se trouvant munies des structures de
catégories de modèles dégagées par Quillen dans [43]. On appellera les équivalences faibles de ces
structures de catégories de modèles les équivalences faibles topologiques et les équivalences faibles
simpliciales respectivement. Une équivalence de Quillen entre ces deux structures est fournie par
le couple formé des foncteurs de réalisation géométrique et « ensemble simplicial singulier ». Ce
couple de foncteurs adjoints s’obtient, par une construction classique de Kan, à partir du foncteur
canonique ∆→ Top de la catégorie des simplexes vers celle des espaces topologiques.
On dispose d’un foncteur canonique de ∆ vers la catégorie Cat des petites catégories. Le
même procédé de Kan fournit une adjonction entre ∆̂ et Cat , adjonction formée du foncteur de
réalisation catégorique c : ∆̂→ Cat , adjoint à gauche, et du foncteur nerf N : Cat → ∆̂, adjoint
à droite. En définissant les équivalences faibles de Cat comme les foncteurs dont le nerf est une
équivalence faible simpliciale, on pourrait espérer que, de manière analogue à ce qui se produit
dans le cas des catégories ∆̂ et Top, les foncteurs c et N induisent des équivalences de catégories
entre les catégories localisées de ∆̂ et Cat par leurs équivalences faibles, catégories localisées que
nous appellerons catégories homotopiques. L’examen des propriétés homotopiques du foncteur c
montre le caractère illusoire d’un tel espoir, ce foncteur se comportant si mal de ce point de vue
qu’il envoie des sphères simpliciales sur des petites catégories contractiles. Les auteurs de [24]
indiquent que cette observation ainsi que le fait, dégagé par Gabriel et Zisman, que la réalisation
catégorique d’un ensemble simplicial ne dépend que de son 2-squelette, ont longtemps pu laisser
penser que les petites catégories, d’un point de vue homotopique, étaient presque triviales. Des
résultats de Quillen, Lee et Latch montrent qu’il n’en est rien. Plus précisément, le foncteur
nerf induit une équivalence de catégories entre les catégories homotopiques de Cat et de ∆̂. En
revanche, comme on l’a déjà mentionné, l’adjoint à gauche c du foncteur nerf se comporte trop
mal pour induire un inverse au niveau de ces catégories homotopiques. Un tel inverse est toutefois
donné par le foncteur induit par le foncteur catégorie des simplexes
i∆ : ∆̂→ Cat
X 7→ ∆/X,
qui peut se voir comme un cas particulier d’une construction connue sous le nom de construction
de Grothendieck, associant à tout foncteur Aop → Cat une catégorie fibrée sur A, pour toute
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petite catégorie A. Pour montrer que les foncteurs i∆ et N induisent des équivalences quasi-
inverses l’une de l’autre entre les catégories homotopiques de ∆̂ et de Cat , on utilise entre autres
résultats le fait que, pour toute petite catégorie A, il existe une équivalence faible
supA : ∆/NA→ A
naturelle en A. Une démonstration particulièrement simple de ce résultat s’appuie sur le Théo-
rème A de Quillen [44, p. 93, Théorème A].
Si le couple (c,N) n’induit pas un couple d’équivalences quasi-inverses au niveau des catégo-
ries homotopiques de ∆̂ et de Cat , le couple d’endofoncteurs adjoints (Sd,Ex) de ∆̂ permet de
contourner l’obstruction se présentant, comme l’ont démontré Thomason et Fritsch [24], Sd et Ex
désignant respectivement les foncteurs de subdivision et d’extension [33]. De façon remarquable,
le couple (cSd2, Ex2N) forme une équivalence de Quillen entre des structures de catégories de
modèles sur Cat et sur ∆̂, structures dont les équivalences faibles sont celles que nous considérons
[47], la structure de catégorie de modèles sur ∆̂ étant celle déjà évoquée.
Dans Pursuing Stacks [28], Grothendieck développe une théorie de l’homotopie fondée non
pas sur la catégorie des espaces topologiques, non plus que sur celle des ensembles simpliciaux,
mais sur la catégorie Cat , « vue avec un œil de géomètre par l’ensemble d’intuitions, étonnamment
riche, provenant des topos » [27]. Son travail l’amène à dégager la notion de catégorie test, petite
catégorie dont le topos des préfaisceaux modélise canoniquement les types d’homotopie, notion
dont la catégorie des simplexes ∆ constitue le paradigme historique. S’apercevant qu’il n’a, pour
étudier la théorie des catégories test, utilisé qu’un petit nombre de propriétés formelles des
équivalences faibles de Cat , il définit la notion de localisateur fondamental comme une classe de
morphismes de Cat vérifiant ces propriétés, dont la plus importante est le Théorème A de Quillen.
À tout localisateur fondamental sont associées diverses notions, non seulement celle de catégorie
test et ses variantes, mais également, par exemple, celles de foncteur propre et de foncteur lisse,
définies par des propriétés de changement de base analogues à celles des théorèmes de changement
de base propre ou lisse en géométrie algébrique. La théorie de l’homotopie de Grothendieck
généralise une part fondamentale de la théorie « classique » de l’homotopie simpliciale, dont elle
propose une approche conceptuelle remarquablement fructueuse. Elle est dégagée et développée
par Grothendieck dans [28], présentée de façon plus « bourbachique » par Maltsiniotis dans [40]
et développée plus avant par Cisinski dans sa thèse [17] puis dans [19]. C’est à Cisinski que
l’on doit notamment la démonstration de deux conjectures fondamentales de Grothendieck en
ce domaine : la minimalité du localisateur fondamental « classique » de Cat , c’est-à-dire de la
classe des morphismes de Cat dont le nerf est une équivalence faible simpliciale, et l’existence,
pour essentiellement tout localisateur fondamental 1, d’une structure de catégorie de modèles sur
Cat dont le localisateur fondamental considéré constitue précisément la classe des équivalences
faibles, généralisant le résultat de Thomason. Ces structures sont obtenues par « transfert »
à partir de structures de catégories de modèles sur la catégorie des ensembles simpliciaux. On
reviendra sur ces deux résultats. Nous démontrons notamment un analogue 2-catégorique du
premier dans cette thèse. Les résultats de [2] permettent d’en déduire un analogue du second.
La théorie de l’homotopie des catégories supérieures a fait l’objet d’importants travaux ces
dernières années. Dans la catégorie 2-Cat , dont les objets sont les petites 2-catégories (strictes) et
les morphismes les 2-foncteurs stricts, se distinguent trois notions possibles d’équivalence faible.
La plus forte est celle d’équivalence de 2-catégories. Une notion d’équivalence faible moins restric-
tive est celle d’équivalence « de Dwyer-Kan », 2-foncteur induisant des équivalences faibles entre
les nerfs des catégories de morphismes et une équivalence des catégories obtenues des 2-catégories
en remplaçant les catégories de morphismes par leur π0. La catégorie homotopique obtenue en
1. La seule hypothèse, anodine, est de nature ensembliste.
7inversant ces équivalences faibles est, au moins conjecturalement, celle des (∞, 1)-catégories. La
définition du foncteur nerf se généralisant aux catégories supérieures [23, 45], on peut enfin s’in-
téresser, et c’est ce que nous ferons, aux équivalences faibles « de Thomason », morphismes de
2-Cat dont le nerf est une équivalence faible simpliciale.
Dans [10], Bullejos et Cegarra démontrent une généralisation aux 2-foncteurs stricts du Théo-
rème A de Quillen. C’est le point de départ de la généralisation 2-catégorique de la notion de
localisateur fondamental, et donc d’une théorie de l’homotopie 2-catégorique « à la Grothen-
dieck », dont les bases et les résultats fondamentaux se trouvent exposés dans cette thèse une
fois le formalisme et les résultats 2-catégoriques pertinents dégagés. L’adoption du point de vue
de Grothendieck permet notamment de démontrer l’équivalence en un sens remarquablement fort
des théories homotopiques de Cat et de 2-Cat.
Avant de donner davantage de détails, terminons ce bref aperçu par un retour à la théorie
des catégories de modèles de Quillen, bien qu’elle ne se trouve pas abordée directement dans
cette étude. Worytkiewicz, Hess, Parent et Tonks affirment construire dans [49] une structure de
catégorie de modèles sur 2-Cat avec les équivalences faibles de Thomason comme équivalences
faibles et Quillen-équivalente à la structure de catégorie de modèles classique sur les ensembles
simpliciaux. Maltsiniotis ayant noté que les auteurs ne donnaient aucun argument démontrant
que l’adjonction de Quillen considérée constituait une équivalence de Quillen, l’un des objectifs
de cette thèse était d’établir cet argument manquant. On en trouvera la démonstration dans
le présent travail. Mais, en fait, comme l’ont remarqué plus tard Ara et Maltsiniotis, plusieurs
passages cruciaux de la démonstration de l’existence de cette structure de catégorie de modèles
sont incorrects dans [49]. Dans [2], Ara et Maltsiniotis démontrent l’existence de cette adjonction
de Quillen et déduisent de nos résultats qu’il s’agit bien d’une équivalence de Quillen. De plus,
Ara, dans [1], explique comment les résultats de [2] se combinent aux nôtres, exposés dans
[16], pour établir, pour essentiellement tout localisateur fondamental de 2-Cat, l’existence d’une
structure de catégorie de modèles sur 2-Cat dont le localisateur fondamental en question constitue
la classe des équivalences faibles. Le résultat se précise de façon remarquable pour donner une
équivalence de Quillen entre cette structure de catégorie de modèles et celle associée sur Cat ,
l’une étant de plus propre si et seulement si l’autre l’est. Les résultats de Cisinski permettent
en outre de montrer que ces structures sont Quillen-équivalentes aux structures de catégories de
modèles associées sur la catégorie des ensembles simpliciaux.
Présentation des résultats
Nous présentons dans cette section trois de nos résultats : une version 2-catégorique très
générale du Théorème A de Quillen, l’équivalence des catégories homotopiques de Cat et de 2-Cat
et une correspondance bijective entre localisateurs fondamentaux de Cat et de 2-Cat . L’énoncé de
ces résultats s’appuie sur le formalisme introduit dans le premier chapitre, qui contient lui-même
des résultats originaux que nous ne mentionnons pas ici.
Pour tout morphisme u : A→ B de Cat et tout objet b de B, nous noterons A/b la catégorie
dont les objets sont les couples (a, p : u(a) → b), avec a un objet de A et p un morphisme de
B, et dont les morphismes de (a, p) vers (a′, p′) sont les morphismes f : a → a′ de A tels que
p′u(f) = p.
Pour tout diagramme commutatif
A
u //
w

❅❅
❅❅
❅❅
❅ B
v
⑦⑦
⑦⑦
⑦⑦
⑦⑦
C
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dans Cat et tout objet c de C, on notera u/c le foncteur défini par
A/c→ B/c
(a, p) 7→ (u(a), p)
f 7→ u(f).
Cette définition permet d’énoncer le cas relatif du Théorème A de Quillen. Nous noterons
W 1∞ la classe des morphismes de Cat dont le nerf est une équivalence faible simpliciale.
Théorème 1 (Quillen). Soit
A
u //
w

❅❅
❅❅
❅❅
❅ B
v
⑦⑦
⑦⑦
⑦⑦
⑦⑦
C
un diagramme commutatif dans Cat. Supposons que, pour tout objet c de C, le foncteur u/c soit
dans W 1∞. Alors u est dans W
1
∞.
Rappelons maintenant la notion de localisateur fondamental de Cat , due à Grothendieck 2 ;
c’est une classe de foncteurs entre petites catégories permettant de « faire de l’homotopie » dans
Cat . Nous noterons e la catégorie ponctuelle, n’ayant qu’un seul objet et qu’un seul morphisme.
Définition 1 (Grothendieck). On appelle localisateur fondamental de Cat une classe W de
morphismes de Cat vérifiant les conditions suivantes.
LA La classeW est faiblement saturée. Autrement dit, les propriétés suivantes sont vérifiées.
FS1 Les identités des objets de Cat sont dans W .
FS2 Si deux des trois flèches d’un triangle commutatif de morphismes de Cat sont dans W ,
alors la troisième l’est aussi.
FS3 Si i : X → Y et r : Y → X sont des morphismes de Cat vérifiant ri = 1X et si ir est
dans W , alors il en est de même de r (et donc aussi de i en vertu de ce qui précède).
LB Si A est une petite catégorie admettant un objet final, alors le morphisme canonique
A→ e est dans W .
LC Pour tout diagramme commutatif
A
u //
w

❅❅
❅❅
❅❅
❅ B
v
⑦⑦
⑦⑦
⑦⑦
⑦⑦
C
dans Cat , si, pour tout objet c de C, le foncteur u/c est dans W , alors u est dans W .
On remarque que l’intersection de localisateurs fondamentaux de Cat en est un. On définit
le localisateur fondamental minimal de Cat comme l’intersection de tous les localisateurs fonda-
mentaux de Cat . C’est donc un localisateur fondamental de Cat , contenu dans tous les autres. Le
théorème 2 a été conjecturé par Grothendieck et démontré par Cisinski.
Théorème 2 (Cisinski). Le localisateur fondamental minimal de Cat est W 1∞.
2. Nous appelons « localisateur fondamental de Cat » ce que Maltsiniotis appelle « localisateur fondamental »
dans [40]. La terminologie de Grothendieck varie dans ses écrits.
9Pour tout 2-foncteur colax (c’est-à-dire ce que d’autres appellent « 2-foncteur oplax »)
u : A → B entre petites 2-catégories et tout objet b de B, l’on définit une 2-catégorie A//uc b
comme suit. Ses objets sont les couples (a, p : u(a)→ b), avec a un objet de A et p une 1-cellule
de B. Les 1-cellules de (a, p) vers (a′, p′) sont les couples (f : a → a′, α : p′u(f) ⇒ p), avec f
une 1-cellule de A et α une 2-cellule de B. Les 2-cellules de (f, α) vers (f ′, α′) sont les 2-cellules
β : f ⇒ f ′ dans A telles que α′(p′ ◦ u(β)) = α. Les diverses unités et compositions sont définies
de façon « évidente ». Pour tout diagramme commutatif
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
de 2-foncteurs colax entre petites 2-catégories, on définit un 2-foncteur colax
u//cc : A//
w
c c→ B//
v
c c
(a, p) 7→ (u(a), p)
(f, α) 7→ (u(f), α)
β 7→ u(β).
La catégorie 2-Cat est une sous-catégorie de la catégorie 2-Cat lax, dont les objets sont les
petites 2-catégories et dont les morphismes sont les 2-foncteurs lax. De façon analogue à celle
exposée ci-dessus, pour tout morphisme u : A → B de 2-Cat lax et tout objet b de B, l’on
définit une 2-catégorie A//ul b comme suit. Ses objets sont les couples (a, p : u(a) → b) avec
a un objet de A et p une 1-cellule de B. Les 1-cellules de (a, p) vers (a′, p′) sont les couples
(f : a → a′, α : p ⇒ p′u(f)) avec f une 1-cellule de A et α une 2-cellule de B. Les 2-cellules
de (f, α) vers (f ′, α′) sont les 2-cellules β : f ⇒ f ′ de A telles que (p′ ◦ u(β))α = α′. Les
diverses unités et compositions sont définies de façon « évidente ». De plus, pour tout diagramme
commutatif
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
dans 2-Cat lax, on définit un 2-foncteur lax
u//lc : A//
w
l c→ B//
v
l c
(a, p) 7→ (u(a), p)
(f, α) 7→ (u(f), α)
β 7→ u(β).
Rappelons de plus que, de même qu’il existe une notion de transformation naturelle (ou « mor-
phisme de foncteurs ») dans Cat , il existe des notions, duales l’une de l’autre, de transforma-
tion et d’optransformation entre 2-foncteurs lax (de même qu’entre 2-foncteurs colax). Dans
la littérature, ces notions se trouvent parfois désignées par les termes « transformation lax » et
« transformation oplax ». Nous établirons toutes nos conventions terminologiques dans le premier
chapitre. Pour tout diagramme de 2-foncteurs lax
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
❴❴❴❴ks
σ v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
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commutatif à l’optransformation σ : vu⇒ w près seulement, on peut, généralisant la construction
ci-dessus, définir un 2-foncteur lax
u//σl c : A//
w
l c→ B//
v
l c.
Rappelons enfin que le foncteur nerf se généralise aux 2-catégories. Les diverses définitions
« raisonnables » possibles sont équivalentes du point de vue homotopique. Le nerf que nous note-
rons Nl,n est fonctoriel sur les morphismes de 2-Cat et définit donc un foncteur Nl,n : 2-Cat → ∆̂ ;
celui que nous noterons Nl l’est sur les morphismes de 2-Cat lax et définit donc un foncteur
Nl : 2-Cat lax → ∆̂. Nous noterons W2∞ la classe des morphismes de 2-Cat dont l’image par le
foncteur Nl,n (ou, de façon équivalente, par le foncteur Nl) est une équivalence faible simpliciale.
Nous appellerons ces morphismes les équivalences faibles de 2-Cat. Nous appellerons de plus équi-
valences faibles les morphismes de 2-Cat lax dont l’image par le foncteur Nl est une équivalence
faible simpliciale.
Théorèmes A 2-catégoriques
Il est naturel de se demander si les catégories localisées de Cat et de 2-Cat par leurs équivalences
faibles sont équivalentes. Nous répondons par l’affirmative à cette question.
Pour ce faire, on pourrait naïvement souhaiter trouver un remplacement fonctoriel 1-ca-
tégorique de toute petite 2-catégorie qui lui serait faiblement équivalent, mais un argument
simple montre le caractère illusoire d’un tel espoir : certaines petites 2-catégories ne sont la
source (resp. le but) d’aucune équivalence faible de 2-Cat dont le but (resp. la source) est une
petite 1-catégorie (proposition 3.4.3). Toutefois, l’obstruction disparaît si l’on autorise les zigzags
d’équivalences faibles ou si l’on élargit les possibilités aux morphismes qui ne respectent les
unités et la composition qu’à 2-cellule près — morphismes définis par Bénabou dans son article
fondateur de la théorie des bicatégories [5]. Cette dernière remarque illustre l’importance de
ces morphismes dans l’étude homotopique des catégories supérieures, importance que l’on peut
déjà percevoir dans [10], [14] ou [49], et c’est l’une des motivations pour une étude homotopique
des morphismes lax entre 2-catégories, même indépendamment de leur rôle dans la théorie des
localisateurs fondamentaux, sur lequel on reviendra.
Nous avons déjà rappelé que, pour établir l’équivalence des catégories homotopiques de ∆̂
et Cat , une stratégie possible consiste à utiliser le Théorème A de Quillen pour démontrer que
le foncteur supA : ∆/NA → A est une équivalence faible pour toute petite catégorie A. On a
rappelé que le foncteur nerf se généralisait aux 2-catégories. On constate toutefois que les divers
analogues 2-catégoriques possibles du foncteur supA ci-dessus ne sont pas stricts en général, ce
qui confirme l’importance des morphismes lax en théorie de l’homotopie. Par analogie avec le
cas de Cat , dans le but d’établir l’équivalence des catégories homotopiques de ∆̂ et de 2-Cat, il
apparaît donc particulièrement pertinent d’essayer de dégager une généralisation du Théorème A
de Quillen aux morphismes lax entre 2-catégories. Lorsque nous nous sommes renseigné sur l’état
de cette question dans la littérature, Cegarra nous a communiqué la thèse de Matias del Hoyo
[20] et ce dernier, dont certains résultats se trouvent exposés dans l’article [21], nous a transmis
ses notes [22]. Les deux premiers textes établissent un analogue du Théorème A de Quillen pour
les 2-foncteurs lax normalisés. Del Hoyo étend ce résultat aux 2-foncteurs lax généraux dans
[22], mais il ne traite pas le cas relatif. Il déduit son résultat d’une observation portant sur une
propriété homotopique d’un adjoint à gauche, construit par Bénabou, de l’inclusion canonique
2-Cat →֒ 2-Cat lax.
Le passage au cas relatif du Théorème A pour les 2-foncteurs lax ne relève pas de la routine.
Nous l’avons dégagé à partir d’une autre propriété de l’adjonction de Bénabou. En prenant
connaissance de ce cas relatif, Maltsiniotis a conjecturé une version 2-catégorique plus générale
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encore (et, peut-être, la plus générale possible), sous l’hypothèse d’un triangle non pas commutatif
en général, mais commutatif à 2-cellule près seulement. Les développements conceptuels et les
résultats généraux du premier chapitre nous ont permis de la démontrer.
Théorème 3. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
❴❴❴❴ks
σ v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme de 2-foncteurs lax commutatif à l’optransformation σ : vu ⇒ w près seulement.
Supposons que, pour tout objet c de C, le 2-foncteur lax
u//σl c : A//
w
l c→ B//
v
l c
soit une équivalence faible. Alors u est une équivalence faible.
Ce résultat admet bien entendu des variantes duales.
Les généralisations du Théorème A permettent de contourner l’obstruction mentionnée au
début de cette sous-section. On peut même le faire de deux façons, comme il était possible de
le conjecturer : soit par l’intermédiaire d’un zigzag de morphismes stricts, que l’on peut rendre
de longueur minimale, c’est-à-dire de longueur 2 (voir la démonstration du théorème 3.4.5),
soit par l’intermédiaire d’un remplacement fonctoriel 1-catégorique de toute petite 2-catégorie,
faiblement équivalent à la 2-catégorie de départ dans 2-Cat lax (proposition 3.6.2). Les propriétés
de l’adjonction de Bénabou entre 2-Cat et 2-Cat lax permettent alors de repasser dans 2-Cat (voir
le théorème 3.2.11). Ces résultats se généralisent en fait, de façon naturelle, dans le cas d’un
localisateur fondamental arbitraire, ce que nous expliquons dans la sous-section suivante.
Équivalence des catégories homotopiques de Cat et de 2-Cat
Pour généraliser la définition de localisateur fondamental de Cat au contexte 2-catégorique,
il nous reste à dégager l’analogue pertinent, de ce point de vue — c’est-à-dire du point de vue
homotopique —, de la notion d’objet final d’une petite catégorie. C’est la raison d’être de la
définition 2.
Définition 2. On dira qu’un objet z d’une 2-catégorieA admet un objet final si, pour tout objet
a de A, la catégorie HomA(a, z) admet un objet final.
À ce stade, la définition 3 ne devrait pas provoquer la surprise.
Définition 3. Un localisateur fondamental de 2-Cat est une classe W de morphismes de 2-Cat
vérifiant les propriétés suivantes.
LF1 La classe W est faiblement saturée.
LF2 Si une petite 2-catégorie A admet un objet admettant un objet final, alors le morphisme
canonique A → e est dans W .
LF3 Si
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
désigne un diagramme commutatif dans 2-Cat et si, pour tout objet c de C, le 2-foncteur
strict
u//cc : A//
w
c c→ B//
v
c c
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est dans W , alors u est dans W .
Les résultats relatifs à la théorie de l’homotopie de 2-Cat ne dépendent, conformément à ce
que le point de vue de Grothendieck permettait de prédire, que des axiomes des localisateurs
fondamentaux de 2-Cat . C’est en particulier le cas de l’équivalence homotopique de Cat et de
2-Cat. Pour toute catégorie A, nous noterons Fl1(A) la classe des morphismes de A.
Théorème 4. Pour tout localisateur fondamentalW de 2-Cat, l’inclusion canonique Cat →֒ 2-Cat
induit des équivalences de catégories entre les catégories localisées
W−12-Cat ≃ (W ∩ Fl1(Cat))
−1
Cat .
Correspondance entre localisateurs fondamentaux de Cat et de 2-Cat
Au début de cette thèse, la définition des localisateurs fondamentaux de 2-Cat n’était pas
encore dégagée. La théorie des localisateurs fondamentaux, pour conjecturale qu’elle fût encore,
n’en contenait pas moins quelques principes directeurs devant permettre de vérifier la correction
des concepts. L’un d’entre eux requérait l’invariance de l’axiomatique par dualité, question que
nous résolvons dans la section 3.1. Un autre stipulait une hypothétique correspondance entre
localisateurs fondamentaux de Cat et de 2-Cat. Autrement dit, les classes de morphismes « per-
mettant de faire de l’homotopie dans Cat » devaient correspondre à celles « permettant de faire de
l’homotopie dans 2-Cat ». Nous établissons cette correspondance fondamentale dans le troisième
chapitre du présent travail. De façon surprenante, la démonstration que nous avons trouvée de
cette correspondance passe une fois encore par l’étude des propriétés des morphismes non-stricts,
en définissant la notion de localisateur fondamental de 2-Cat lax (définition 3.5.1). Cette dernière
permet d’expliciter la correspondance cherchée, au moyen du nerf Nl,n : 2-Cat → ∆̂ et du foncteur
« catégorie des simplexes » i∆ : ∆̂→ Cat .
Théorème 5. Les applications
P(Fl1(Cat))→ P(Fl1(2-Cat))
W 7→ Nl,n
−1(i−1∆ (W ))
et
P(Fl1(2-Cat))→ P(Fl1(Cat))
W 7→ W ∩ Fl1(Cat)
induisent des isomorphismes inverses l’un de l’autre entre la classe ordonnée par inclusion des
localisateurs fondamentaux de Cat et la classe ordonnée par inclusion des localisateurs fondamen-
taux de 2-Cat. De plus, ces isomorphismes induisent des équivalences de catégories au niveau des
catégories localisées.
Pour montrer ce résultat, le plus important de notre travail, nous établissons d’abord une
correspondance analogue entre localisateurs fondamentaux de 2-Cat et ceux de 2-Cat lax (théorème
3.5.7), puis entre ceux de Cat et ceux de 2-Cat lax (théorème 3.6.8). Une étape fondamentale
consiste à démontrer que la catégorie des simplexes du nerf d’une petite 2-catégorie quelconque est
faiblement équivalente à cette dernière, généralisant le résultat analogue portant sur le foncteur
supA : ∆/NA→ A pour toute petite catégorie A.
Le théorème 5 permet de plus de démontrer le caractère minimal du localisateur fondamental
W2∞ (théorème 3.6.12), analogue 2-catégorique du théorème 2 de Cisinski.
La correspondance que nous avons démontrée laisse penser qu’il ferait sens de parler de
« localisateur fondamental », indépendamment de toute catégorie « de base », qu’il s’agisse de
Cat , 2-Cat , 2-Cat lax ou toute autre catégorie de structures supérieures à laquelle des travaux
ultérieurs pourraient s’intéresser.
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Plan de la thèse
Après la présente introduction, ce travail s’organise en trois chapitres.
Le premier présente le formalisme 2-catégorique nécessaire à l’établissement de nos princi-
paux résultats. Contrairement à ce que son titre pourrait laisser penser, il contient des résultats
originaux tout en comblant par ailleurs certaines carences de la littérature.
Après un rappel des définitions fondamentales de théorie des 2-catégories dans la section 1.1,
nous démontrons en détail, dans la section 1.2, qu’une 2-cellule entre morphismes de 2-Cat lax
constitue un cas particulier d’« homotopie lax ». La section 1.3 rappelle l’existence d’adjoints, à
gauche comme à droite, de l’inclusion canonique Cat →֒ 2-Cat. Les sections 1.4 et 1.5 présentent,
de façon méthodique, les généralisations au cadre 2-catégorique des notions catégoriques bien
connues de catégories tranches ou « commas » et des morphismes induits entre icelles. Ces
sections sont incluses ici par souci de cohérence et volonté de fournir un traitement systématique
de notions qui ne se trouvaient pas encore organisées de la sorte dans la littérature.
Dans la section 1.6, nous introduisons, suivant une suggestion de Maltsiniotis, une notion de
préadjoint, morphisme de 2-Cat défini par une propriété généralisant une définition possible des
foncteurs adjoints dans Cat . Cela permet toutefois d’observer que la simplicité des définitions dans
Cat semble cacher quelques subtilités que seul un travail dans le cadre des catégories supérieures
pourrait permettre de comprendre. Cette première définition 2-catégorique, bien qu’elle suffise
aux besoins de notre recherche, souffre en effet de certaines lacunes. Si nous avons démontré
qu’à tout préadjoint se trouvait associé un morphisme « en sens inverse », le couple obtenu ne
jouit pas de toutes les propriétés souhaitables. Par conséquent, motivé par les résultats que nous
présenterons plus loin, nous introduisons dans la section 1.7, toujours sur une suggestion de
Maltsiniotis, la notion d’adjonction lax-colax, formée d’un foncteur lax et d’un foncteur colax ;
nous dirons de chacun d’eux qu’il est adjoint 3. Nous vérifions que tout adjoint est un préadjoint.
C’est toutefois cette dernière notion que nous utilisons pour, dans la section 1.8, proposer une
notion de préfibration dans 2-Cat . Précisons dès à présent que ces notions, introduites dans le
présent travail, pourraient se trouver amenées à changer de nom lorsqu’elles auront fait l’objet
d’études plus poussées.
Après les développements techniques de la section 1.9, la section 1.10 développe, dans le cadre
2-catégorique, une théorie similaire à celle, que nous nommerons d’intégration, de la « construc-
tion de Grothendieck » que nous avons déjà mentionnée. L’idée d’une telle généralisation n’est, en
soi, pas originale, et nous n’abordons pas la question dans un contexte aussi général que d’autres
l’ont fait avant nous. Notre traitement se distingue toutefois, entre autres points, par l’étude
systématique des questions de dualité. On explicite notamment qu’à ces dualités près, dualités
d’ailleurs assez subtiles, il n’existe qu’une seule procédure d’intégration. De plus, et peut-être
surtout, nous dégageons certaines propriétés homotopiques de cette construction. On vérifie no-
tamment qu’elle fournit une adjonction lax-colax et donc, en particulier, une préfibration, la base
de cette dernière étant la 2-catégorie source du morphisme que l’on intègre.
Dans la section 1.11, nous introduisons deux constructions, parmi d’autres, analogues aux
« cylindres » déjà considérés par Bénabou dans son article fondateur [5]. Cela nous permettra,
plus loin, d’établir l’invariance par dualité de la notion de localisateur fondamental de 2-Cat.
Nous consacrons la section 1.12, dernière du premier chapitre, à la présentation d’un adjoint à
gauche de l’inclusion canonique 2-Cat →֒ 2-Cat lax. Cette construction, dégagée par Bénabou dans
un cadre plus général, semble malheureusement n’avoir toujours pas fait l’objet d’une publication.
3. Après le dépôt de ce travail, Steve Lack a suggéré d’examiner les relations qu’entretenaient les notions que
nous étudions dans les sections 1.6 et 1.7 avec celle d’adjonction locale de Betti-Power [6] ainsi que la variante de
cette dernière étudiée par Verity dans sa thèse [48]. Cela nous a permis de constater que ces notions, que nous
croyions originales, figuraient déjà dans la littérature, de même que les résultats que nous présentons dans ces
deux sections. Le lecteur trouvera des détails dans les sections concernées.
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Elle nous semble pourtant tenir une place suffisamment importante dans la théorie des catégories
supérieures pour qu’il soit nécessaire de ne pas se contenter de faire appel au « folklore » quand
le besoin de l’utiliser se fait sentir.
Dans le deuxième chapitre, on rappelle la notion de localisateur fondamental, au sens de Gro-
thendieck, c’est-à-dire de ce que nous appelons localisateur fondamental de Cat , et l’on présente
une façon d’obtenir, à partir d’une telle classe de morphismes de Cat , une classe de morphismes
de 2-Cat qui vérifiera les axiomes de ce que nous appelons les localisateurs fondamentaux de 2-Cat.
Dans la section 2.1, on passe en revue quelques éléments de la théorie des localisateurs fonda-
mentaux de Cat . Si nous ne reprenons pas la démonstration de Cisinski du résultat de minimalité
déjà évoqué, nous montrons le cas relatif du Théorème A de Quillen ainsi que l’équivalence des
catégories homotopiques de ∆̂ et de Cat . Les détails diffèrent légèrement de ce que le lecteur
pourra trouver par ailleurs mais nous ne prétendons bien sûr nullement avoir fait preuve ici
d’originalité.
La section 2.2 définit différents candidats possibles pour généraliser le foncteur nerf dans un
contexte 2-catégorique. Si le choix n’est pas unique, il l’est à homotopie près. Pour cette section
de rappels, la référence principale est [13].
La section 2.3 définit les analogues du foncteur supA : ∆/NA → A pour les divers nerfs
introduits dans la section précédente. Aucun de ces morphismes n’est strict en général.
Dans la section 2.4, nous expliquons une façon d’obtenir un localisateur fondamental de 2-Cat
à partir d’un localisateur fondamental de Cat . Pour cela, nous avons besoin du cas relatif du
Théorème A 2-catégorique obtenu dans le cas absolu par Bullejos et Cegarra dans [10].
Les définitions et résultats du troisième chapitre sont tous originaux.
Dans la section 3.1, nous introduisons la notion de localisateur fondamental de 2-Cat et dé-
montrons les premiers résultats de la théorie. Les développements du premier chapitre permettent
notamment une démonstration conceptuelle de l’invariance par dualité de l’axiomatique que nous
proposons.
Dans la section 3.2, les morphismes lax font leur apparition dans la théorie. Nous étudions
notamment des propriétés homotopiques de l’adjonction de Bénabou : son unité et sa coünité
sont des équivalences faibles terme à terme, pour tout localisateur fondamental de 2-Cat . Cela
généralise un résultat important de del Hoyo, par une méthode différente.
Nous utilisons ces propriétés de l’adjonction de Bénabou pour démontrer, dans la section 3.3,
une généralisation relative du Théorème A de Quillen aux 2-foncteurs lax.
Ce qui précède nous permet de démontrer, dans la section 3.4, l’équivalence homotopique de
Cat et de 2-Cat, non seulement pour les équivalences faibles de Thomason, mais plus généralement
pour tout localisateur fondamental.
On utilise ensuite le cas relatif du Théorème A pour les 2-foncteurs lax pour dégager, dans la
section 3.5, la notion de localisateur fondamental de 2-Cat lax. Comme le suggère la terminologie,
il s’agit d’une classe de morphismes de 2-Cat lax vérifiant des propriétés analogues à celles des
localisateurs fondamentaux de Cat ou de 2-Cat. Cette notion nous permettra de « faire le lien »
entre celle de localisateur fondamental de Cat et celle de localisateur fondamental de 2-Cat dans
la section suivante.
Comme annoncé, nous démontrons, dans la section 3.6, une correspondance remarquable
entre localisateurs fondamentaux de Cat , de 2-Cat lax et de 2-Cat, cette correspondance étant
de plus compatible à l’opération de localisation. Nous en déduisons notamment la minimalité
du localisateur fondamental de 2-Cat formé des équivalences faibles de Thomason, analogue du
résultat conjecturé par Grothendieck et démontré par Cisinski en dimension 1.
La section 3.7 présente le Théorème A relatif « non-commutatif » pour les 2-foncteurs lax.
Nous concluons, dans la section 3.8, par une autre caractérisation, à l’aide du Théorème B
de Quillen celle-là, du localisateur fondamental minimal de 2-Cat. Cela résulte à nouveau de
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la correspondance déjà mentionnée et de l’analogue pour Cat , démontré par Cisinski, de cette
caractérisation locale.
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Chapitre 1
Formalisme 2-catégorique
1.1 Définitions fondamentales
Nous rappelons dans cette section quelques définitions classiques. Le lecteur pourra consulter
l’article fondateur de Bénabou [5] ainsi que le plus récent fascicule de Leinster [38], ces deux
références traitant le cas général des bicatégories. Nous ne nous attarderons pas sur ces notions, le
lecteur les ayant sans doute déjà rencontrées. Leur définition figure ici pour établir les conventions
terminologiques que nous suivrons tout au long de cette étude et rendre la lecture de cette
dernière plus aisée. Signalons toutefois dès maintenant que nous appelons « optransformation »
ce que Leinster appelle « transformation », et qu’il ne mentionne pas ce que nous appelons
« transformation ». Voir aussi la remarque terminologique 1.2.4.
On notera e la catégorie ponctuelle, n’ayant qu’un seul objet, que l’on notera ∗, et qu’un seul
morphisme (l’identité de ∗).
Définition 1.1.1. Une 2-catégorie A est définie par les données et conditions suivantes :
– Une collection d’objets Ob(A).
– Pour tout couple d’objets a et a′ de A, une catégorie HomA(a, a
′), dont les objets sont
appelés 1-cellules de a vers a′ et les morphismes 2-cellules . La composition de ces 2-cellules
sera notée par la simple juxtaposition.
– Pour tout objet a de A, un foncteur d’unité
1a : e→ HomA(a, a).
– Pour tout triplet (a, a′, a′′) d’objets de A, un foncteur de composition
cAa′′,a′,a : HomA(a
′, a′′)×HomA(a, a
′)→ HomA(a, a
′′)
(g, f) 7→ gf
(β, α) 7→ β ◦ α.
On requiert que soient vérifiées les conditions de cohérence suivantes.
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– Pour tout quadruplet (a, a′, a′′, a′′′) d’objets de A, le diagramme
HomA(a
′′, a′′′)×HomA(a
′, a′′)×HomA(a, a
′)
1×cA
a′′,a′,a
//
cA
a′′′,a′′,a′
×1

HomA(a
′′, a′′′)×HomA(a, a
′′)
cA
a′′′,a′′,a

HomA(a
′, a′′′)×HomA(a, a
′)
cA
a′′′,a′,a
// HomA(a, a
′′′)
est commutatif.
– Pour tout couple (a, a′) d’objets de A, les diagrammes
HomA(a, a
′)× e
1×1a

≃
++❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
HomA(a, a
′)×HomA(a, a)
cA
a′,a,a
// HomA(a, a
′)
et
e×HomA(a, a
′)
1a′×1

≃
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
HomA(a
′, a′)×HomA(a, a
′)
cA
a′,a′,a
// HomA(a, a
′)
sont commutatifs.
Remarque 1.1.2. Une 2-catégorie n’est donc rien d’autre qu’une catégorie enrichie en catégories.
Remarque 1.1.3. On appellera souvent la propriété de fonctorialité des cAa′′,a′,a la « loi d’échange ».
1.1.4. On notera par « → » les 1-cellules et par « ⇒ » les 2-cellules. Si α et β sont des
2-cellules telles que la composée βα (resp. la composée β ◦α) fasse sens, on pourra appeler cette
composée leur composée verticale (resp. leur composée horizontale). On confondra souvent, dans
les notations, les 1-cellules avec leur identité. Ainsi, pour toute 1-cellule f et toute 2-cellule α
telles que la composée 1f ◦α (resp. α◦1f) fasse sens, on pourra noter cette composée f ◦α (resp.
α ◦ f).
Exemple 1.1.5. On notera e la 2-catégorie n’ayant qu’un seul objet, que l’on notera ∗, une
seule 1-cellule (l’identité 1∗) et une seule 2-cellule (l’identité 11∗). On l’appellera la 2-catégorie
ponctuelle. On commettra donc l’abus inoffensif de la noter de la même façon que la catégorie
ponctuelle.
Définition 1.1.6. Soient A et B des 2-catégories. Un 2-foncteur lax
u : A → B
correspond aux données et conditions suivantes.
– Pour tout objet a de A, un objet u(a) de B.
– Pour toute 1-cellule f : a→ a′ de A, une 1-cellule u(f) : u(a)→ u(a′) de B.
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– Pour toute 2-cellule α : f ⇒ g de A, une 2-cellule u(α) : u(f)⇒ u(g) de B.
– Pour tout couple de 1-cellules f et f ′ de A telles que la composée f ′f fasse sens, une
2-cellule structurale de composition
uf ′,f : u(f
′)u(f)⇒ u(f ′f).
– Pour tout objet a de A, une 2-cellule structurale d’unité
ua : 1u(a) ⇒ u(1a).
On requiert de ces données qu’elles vérifient les propriétés de cohérence suivantes.
– Pour toute 1-cellule f de A,
u(1f ) = 1u(f).
– Pour tout couple de 2-cellules α et α′ de A telles que la composée α′α fasse sens,
u(α′α) = u(α′)u(α).
Ces deux dernières conditions expriment la fonctorialité de u par rapport aux 2-cellules.
– Pour tout triplet de 1-cellules f ′′, f ′ et f de A telles que la composée f ′′f ′f fasse sens, le
diagramme
u(f ′′)u(f ′)u(f)
uf′′ ,f′◦u(f) +3
u(f ′′)◦uf′,f

u(f ′′f ′)u(f)
uf′′f′,f

u(f ′′)u(f ′f) uf′′,f′f
+3 u(f ′′f ′f)
est commutatif. On appellera cette condition la condition de cocycle.
– Pour tout couple de 2-cellules α : f ⇒ g et α′ : f ′ ⇒ g′ de A telles que la composée α′ ◦ α
fasse sens, le diagramme
u(f ′)u(f)
uf′,f +3
u(α′)◦u(α)

u(f ′f)
u(α′◦α)

u(g′)u(g) ug′,g
+3 u(g′g)
est commutatif. Cette condition exprime la naturalité des 2-cellules structurales de compo-
sition de u.
– Pour toute 1-cellule f : a→ a′ de A, les diagrammes
u(f)1u(a)
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳
u(f)◦ua +3 u(f)u(1a)
uf,1a +3 u(f1a)
u(f)
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et
1u(a′)u(f)
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨
ua′◦u(f) +3 u(1a′)u(f)
u1
a′
,f
+3 u(1a′f)
u(f)
sont commutatifs. Ces conditions expriment la naturalité des 2-cellules structurales d’unité
de u. On les appellera parfois les contraintes d’unité.
1.1.7. Si, pour tout couple de 1-cellules f et f ′ de A telles que la composée f ′f fasse sens, la
2-cellule uf ′,f : u(f ′)u(f) ⇒ u(f ′f) est un isomorphisme (resp. une identité) et si, pour tout
objet a de A, la 2-cellule ua : 1u(a) ⇒ u(1a) est un isomorphisme (resp. une identité), on dira
que u est un pseudofoncteur (resp. un 2-foncteur strict). Les pseudofoncteurs non stricts ne
présentent qu’un intérêt médiocre du point de vue homotopique 1. Dans le cas d’un 2-foncteur
strict, la condition de cocycle et les contraintes d’unité sont automatiques. Si, pour tout objet
a de A, la 2-cellule ua est une identité (en particulier, u(1a) = 1u(a)) et si, pour toute 1-cellule
f : a → a′ de A, les 2-cellules u1a′ ,f et uf,1a sont des identités, on dira que le 2-foncteur lax u
est normalisé.
Définition 1.1.8. Soient A, B et C des 2-catégories et u : A → B et v : B → C des 2-foncteurs
lax. On définit leur composée, notée vu, par les données suivantes.
– Pour tout objet a de A,
(vu)(a) = v(u(a)).
– Pour toute 1-cellule f de A,
(vu)(f) = v(u(f)).
– Pour toute 2-cellule α de A,
(vu)(α) = v(u(α)).
– Pour tout objet a de A,
(vu)a = v(ua)vu(a).
– Pour tout couple de 1-cellules f et f ′ de A telles que la composée f ′f fasse sens,
(vu)f ′,f = v(uf ′,f )vu(f ′),u(f).
On vérifie sans aucune difficulté l’associativité de cette composition ainsi que l’existence des
unités assurant que la définition 1.1.9 fait sens.
De même que le choix d’un univers s’accompagne d’une notion de petite catégorie, cela permet
évidemment de disposer de la notion analogue de petite 2-catégorie. De façon générale, nous
nous abstiendrons d’évoquer les questions ensemblistes lorsque cela ne sera pas indispensable,
en employant néanmoins parfois le terme « petite » pour rappeler que nous considérons surtout
des petites 2-catégories. En l’absence de ce terme, le contexte devrait toujours rendre clair si les
catégories ou 2-catégories considérées sont petites ou non.
Définition 1.1.9. On notera 2-Cat (resp. 2-Cat lax) la catégorie dont les objets sont les petites
2-catégories et dont les morphismes sont les 2-foncteurs stricts (resp. les 2-foncteurs lax).
1. Ils jouent en revanche un rôle de premier plan en géométrie algébrique ainsi qu’en théorie de la réécriture.
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Définition 1.1.10. On appellera 2-catégorie 1-opposée d’une 2-catégorie A la 2-catégorie, notée
Aop, obtenue à partir de A en inversant le sens des 1-cellules. Plus précisément, on pose
Ob(Aop) = Ob(A)
et, pour tout couple d’objets a et a′ de A,
HomAop(a, a
′) = HomA(a
′, a),
les diverses compositions et unités s’obtenant à partir de celles de A de façon « évidente ».
On appellera 2-catégorie 2-opposée de A la 2-catégorie, notée Aco, obtenue à partir de A en
inversant le sens des 2-cellules. Plus précisément, on pose
Ob(Aco) = Ob(A)
et, pour tout couple d’objets a et a′ de A,
HomAco(a, a
′) = (HomA(a, a
′))op,
les diverses compositions et unités s’obtenant à partir de celles de A de façon « évidente ».
On appellera 2-catégorie opposée de A la 2-catégorie, notée Acoop, obtenue à partir de A en
inversant le sens des 1-cellules et le sens des 2-cellules. Plus précisément, on pose
Acoop = (Aco)
op
= (Aop)
co
.
On a donc en particulier
Ob(Acoop) = Ob(A)
et, pour tout couple d’objets a et a′ de A,
HomAcoop(a, a
′) = (HomA(a
′, a))op.
Définition 1.1.11. Soient A et B des 2-catégories et u un 2-foncteur lax de A vers B. On
définit le 2-foncteur lax 1-opposé de u, noté uop, de source Aop et de but Bop, par les données
suivantes. Pour tout objet a de A, uop(a) = u(a). Pour toute 1-cellule f de A, uop(f) = u(f).
Pour toute 2-cellule α de A, uop(α) = u(α). Pour tout couple de 1-cellules f et f ′ de Aop
telles que la composée f ′f fasse sens (c’est-à-dire telles que la composée ff ′ fasse sens dans A),
(uop)f ′,f = uf,f ′ . Pour tout objet a de A, (uop)a = ua.
On vérifie immédiatement que cela définit bien un 2-foncteur lax uop : Aop → Bop.
Remarque 1.1.12. Étant donné des 2-catégories A et B, il existe une bijection canonique entre
l’ensemble des 2-foncteurs lax de A vers B et l’ensemble des 2-foncteurs lax de Aop vers Bop,
donnée par l’application u 7→ uop.
Le lecteur aura peut-être déjà remarqué que la donnée d’un 2-foncteur lax u : A → B ne
permet pas de définir en général un 2-foncteur lax de Aco vers Bco. La définition 1.1.13 dégage
la notion dont le besoin se fait sentir.
Définition 1.1.13. Un 2-foncteur colax de A vers B est un 2-foncteur lax de Aco vers Bco. De
façon plus explicite, la donnée d’un 2-foncteur colax u : A → B correspond à celle d’un objet
u(a) de B pour tout objet a de A, d’une 1-cellule u(f) : u(a)→ u(a′) de B pour toute 1-cellule
f : a → a′ dans A, d’une 2-cellule u(α) : u(f) ⇒ u(f ′) pour toute 2-cellule α : f ⇒ f ′ dans
A, d’une 2-cellule ua : u(1a) ⇒ 1u(a) pour tout objet a de A, d’une 2-cellule uf ′,f : u(f ′f) ⇒
u(f ′)u(f) pour tout couple de 1-cellules f et f ′ de A telles que la composée f ′f fasse sens, les
conditions de cohérence suivantes étant vérifiées.
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– Pour toute 1-cellule f de A,
u(1f) = 1u(f).
– Pour tout couple de 2-cellules α et α′ telles que la composée α′α fasse sens,
u(α′α) = u(α′)u(α).
– Pour tout triplet de 1- cellules f , f ′ et f ′′ de A telles que la composée f ′′f ′f fasse sens,
(u(f ′′) ◦ uf ′,f)uf ′′,f ′f = (uf ′′,f ′ ◦ u(f))uf ′′f ′,f .
– Pour tout couple de 2-cellules α : f ⇒ g et α′ : f ′ ⇒ g′ de A telles que la composée α′ ◦ α
fasse sens,
ug′,gu(α
′ ◦ α) = (u(α′) ◦ u(α))uf ′,f .
– Pour toute 1-cellule f : a→ a′ de A,
(u(f) ◦ ua)uf,1a = 1u(f)
et
(ua′ ◦ u(f))u1a′ ,f = 1u(f).
Définition 1.1.14. Soient A et B des 2-catégories et u un 2-foncteur lax de A vers B. On
définit le 2-foncteur colax 2-opposé à u, noté uco, de source Aco et de but Bco, par les données
suivantes. Pour tout objet a de A, uco(a) = u(a). Pour toute 1-cellule f de A, uco(f) = u(f).
Pour toute 2-cellule α de A, uco(α) = u(α). Pour tout couple de 1-cellules f et f ′ de Aco
telles que la composée f ′f fasse sens (c’est-à-dire telles que la composée f ′f fasse sens dans A),
(uco)f ′,f = uf ′,f . Pour tout objet a de A, (uco)a = ua.
Définition 1.1.15. Pour tout 2-foncteur lax (resp. 2-foncteur colax) u, on définit le 2-foncteur
colax opposé à u (resp. le 2-foncteur lax opposé à u) par
ucoop = (uop)
co
= (uco)
op
.
Remarque 1.1.16. De même que l’on pourrait s’abstenir de parler de foncteurs contravariants
entre catégories, l’on pourrait ne jamais mentionner le terme « colax » dans l’étude des mor-
phismes entre 2-catégories. Nous avons malgré tout décidé de les mentionner pour rendre le
propos plus clair.
Définition 1.1.17. Soient A et B deux 2-catégories et u et v deux 2-foncteurs lax de A vers B.
Une transformation σ de u vers v, notée σ : u ⇒ v, correspond aux données et conditions
suivantes.
– Pour tout objet a de A, une 1-cellule
σa : u(a)→ v(a)
de B.
– Pour toute 1-cellule f : a→ a′ de A, une 2-cellule
σf : σa′u(f)⇒ v(f)σa
de B.
On requiert de ces données qu’elles satisfassent les conditions de cohérence suivantes.
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– Pour tout couple de 1-cellules f et g de a vers a′ dans A, pour toute 2-cellule α : f ⇒ g de
A, le diagramme
σa′u(f)
σf +3
σa′◦u(α)

v(f)σa
v(α)◦σa

σa′u(g) σg
+3 v(g)σa
est commutatif.
– Pour tout triplet d’objets a, a′ et a′′ de A, pour tout couple de 1-cellules f : a → a′ et
f ′ : a′ → a′′ de A, le diagramme
σa′′u(f
′)u(f)
σf′◦u(f) +3
σa′′◦uf′,f

v(f ′)σa′u(f)
v(f ′)◦σf +3 v(f ′)v(f)σa
vf′,f◦σa

σa′′u(f
′f) σf′f
+3 v(f ′f)σa
est commutatif.
– Pour tout objet a de A, le diagramme
σa1u(a)
σa◦ua

1v(a)σa
va◦σa

σau(1a) σ1a
+3 v(1a)σa
est commutatif.
Une optransformation τ de u vers v, notée τ : u ⇒ v, correspond aux données et conditions
suivantes.
– Pour tout objet a de A, une 1-cellule
τa : u(a)→ v(a)
de B.
– Pour toute 1-cellule f : a→ a′ de A, une 2-cellule
τf : v(f)τa ⇒ τa′u(f)
de B.
On requiert de ces données qu’elles satisfassent les conditions de cohérence suivantes.
– Pour tout couple de 1-cellules f et g de a vers a′ dans A, pour toute 2-cellule α : f ⇒ g de
A, le diagramme
v(f)τa
τf +3
v(α)◦τa

τa′u(f)
τa′◦u(α)

v(g)τa τg
+3 τa′u(g)
est commutatif.
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– Pour tout triplet d’objets a, a′ et a′′ de A, pour tout couple de 1-cellules f : a → a′ et
f ′ : a′ → a′′ de A, le diagramme
v(f ′)v(f)τa
v(f ′)◦τf +3
vf′,f◦τa

v(f ′)τa′u(f)
τf′◦u(f) +3 τa′′u(f
′)u(f)
τa′′◦uf′,f

v(f ′f)τa τf′f
+3 τa′′u(f
′f)
est commutatif.
– Pour tout objet a de A, le diagramme
τa1u(a)
τa◦ua

1v(a)τa
va◦τa

τau(1a) v(1a)τaτ1a
ks
est commutatif.
Remarque 1.1.18. Soient u et v deux 2-foncteurs lax normalisés de source A et σ : u ⇒ v une
transformation. En vertu des axiomes, pour tout objet a de A, σ1a = 1σa .
Remarque 1.1.19. Soient A et B deux 2-catégories et u et v deux 2-foncteurs lax de A vers B.
Alors, toute transformation σ de u vers v induit une optransformation σop de vop vers uop, définie
par (σop)a = σa pour tout objet a de A et (σop)f = σf pour toute 1-cellule f de A, et ce procédé
permet d’identifier les transformations de u vers v et les optransformations de vop vers uop.
Définition 1.1.20. Soient u et v deux 2-foncteurs colax de A vers B. Une transformation de
u vers v est une optransformation de uco vers vco. Une optransformation de u vers v est une
transformation de uco vers vco.
Remarque 1.1.21. La définition 1.1.20 est légèrement abusive ; il faudrait en toute rigueur énoncer
des définitions analogues à celles figurant dans l’énoncé de la définition 1.1.17 avant de procéder à
des vérifications permettant de conclure par les identifications que l’on a prises comme définitions.
Le lecteur pourra rectifier de lui-même s’il le souhaite. Il est de plus et bien entendu invité à
expliciter la définition 1.1.20.
Définition 1.1.22. Soient u, v : A → B deux 2- foncteurs qui sont tous deux lax ou tous deux
colax. On dira qu’une transformation (resp. optransformation) σ : u⇒ v est relative aux objets
si, pour tout objet a de A, on a l’égalité σa = 1u(a) = 1v(a).
Remarque 1.1.23. Pour qu’existe une transformation relative aux objets ou une optransformation
relative aux objets entre deux 2-foncteurs lax ou 2-foncteurs colax parallèles, il faut donc qu’ils
coïncident sur les objets.
Remarque 1.1.24. Étant donné deux 2-foncteurs lax (resp. 2-foncteurs colax) u et v, la donnée
d’une transformation relative aux objets de u vers v équivaut à celle d’une optransformation
relative aux objets de v vers u.
Définition 1.1.25. Étant donné des 2-catégories A et B, des 2-foncteurs lax u et v de A vers B
et une transformation σ de u vers v, on dira que σ est une transformation stricte si, pour toute
1-cellule f de A, la 2-cellule σf est une identité.
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Remarque 1.1.26. Une transformation stricte de u vers v peut donc être considérée comme une
transformation de u vers v aussi bien que comme une optransformation de u vers v.
On va maintenant définir une 2-catégorie dont les objets sont les 2-catégories. Comme il ne
semble pas possible d’obtenir quelque chose de pertinent (du moins dans le cadre de notre étude)
en choisissant les 2-foncteurs lax comme 1-cellules, on considère le seul cas des 2-foncteurs stricts,
ce qui explique que nous ne nous plaçons pas dans le cas le plus général — que le lecteur pourra
rétablir — dans les définitions suivantes.
Définition 1.1.27. Soit u : A → B un 2-foncteur strict. On définit une transformation stricte
1u : u⇒ u par
(1u)a = 1u(a)
pour tout objet a de A.
Définition 1.1.28. Soient A et B deux 2-catégories, u, v et w trois 2-foncteurs stricts de A vers
B, σ : u⇒ v et τ : v ⇒ w deux transformations strictes. On définit la composée τσ par
(τσ)a = τaσa
pour tout objet a de A.
Définition 1.1.29. Soient A, B et C trois 2-catégories, u et v deux 2-foncteurs stricts de A vers
B, u′ et v′ deux 2-foncteurs stricts de B vers C et σ : u⇒ v et σ′ : u′ ⇒ v′ deux transformations
strictes. En vertu de la naturalité de σ′, le diagramme
u′(u(a))
u′(σa)
//
σ′u(a)

u′(v(a))
σ′v(a)

v′(u(a))
v′(σa)
// v′(v(a))
est commutatif pour tout objet a de A. On définit la composée σ′ ◦ σ par
(σ′ ◦ σ)a = σ
′
v(a)u
′(σa) = v
′(σa)σ
′
u(a)
pour tout objet a de A.
On vérifie que ces données permettent de définir une 2-catégorie dont les objets sont les
2-catégories, les 1-cellules les 2-foncteurs stricts et les 2-cellules les transformations strictes.
Définition 1.1.30. On notera 2-Cat la 2-catégorie dont les objets sont les 2-catégories, les
1-cellules les 2-foncteurs stricts et les 2-cellules les transformations strictes. L’identité d’une
1-cellule se définit comme dans la définition 1.1.27, la composée verticale et la composée hori-
zontale des 2-cellules étant données par les définitions 1.1.28 et 1.1.29 respectivement.
1.1.31. L’assignation A → Aop permet de définir un 2-foncteur strict
?op : 2-Cat → 2-Catco
A 7→ Aop
(u : A → B) 7→ (uop : Aop → Bop)
(α : u⇒ v) 7→ (αop : vop ⇒ uop).
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1.1.32. L’assignation A → Aco permet de définir un 2-foncteur strict
?co : 2-Cat → 2-Cat
A 7→ Aco
(u : A → B) 7→ (uco : Aco → Bco)
(α : u⇒ v) 7→ (αco : uco ⇒ vco).
1.1.33. L’assignation A → Acoop permet de définir un 2-foncteur strict
?coop : 2-Cat → 2-Catco
A 7→ Acoop
(u : A → B) 7→ (ucoop : Acoop → Bcoop)
(α : u⇒ v) 7→ (αcoop : vcoop ⇒ ucoop).
Définition 1.1.34. Soient A et B des 2-catégories, u et v des 2-foncteurs lax de A vers B et
σ et τ des transformations de u vers v. Une modification Γ : σ ⇛ τ de σ vers τ correspond à
la donnée, pour tout objet a de A, d’une 2-cellule Γa : σa ⇒ τa dans B, telle que, pour toute
1-cellule f : a→ a′ de A, l’égalité
τf (Γa′ ◦ u(f)) = (v(f) ◦ Γa)σf
soit vérifiée.
Remarque 1.1.35. Il existe une 3-catégorie dont les objets sont les 2-catégories, les 1-cellules
les 2-foncteurs stricts entre icelles, les 2-cellules les transformations strictes entre iceux et les
3-cellules les modifications entre icelles. Nous n’entrons pas dans les détails. Soulignons toutefois
que la notion de modification peut bien sûr se définir entre optransformations et que, dans les
deux cas, il est possible de considérer la source et le but de la source et du but d’une modification
comme n’étant pas des 2-foncteurs lax mais des 2-foncteurs colax. Cela permet par exemple, étant
donné des 2-catégories A et B, de définir une 2-catégorie Colax(A,B) dont les objets sont les
2-foncteurs colax de A vers B, les 1-cellules les optransformations entre iceux et les 2-cellules les
modifications entre icelles. Nous la retrouverons plus tard.
1.2 Transformations et homotopie
Nous consacrons cette section à l’énoncé et à la démonstration détaillée d’un résultat élémen-
taire mais fondamental. Il se trouve explicitement utilisé au cours de la démonstration de [13,
proposition 7.1, (ii)] et nous ne prétendons faire preuve ici d’aucune originalité.
Définition 1.2.1. Pour tout entier n ≥ 0, nous noterons n la catégorie associée à l’ensemble
{0, . . . , n} ordonné par l’ordre naturel.
Lemme 1.2.2. Soient u et v deux 2-foncteurs lax de A vers B. S’il existe une transformation
( resp. optransformation) de u vers v, alors il existe un 2-foncteur lax h : [1]×A → B tel que le
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diagramme 2
[1]×A
h

A
0×1A
;;①①①①①①①①①
u
##●
●●
●●
●●
●●
A
1×1A
cc❋❋❋❋❋❋❋❋❋
v
{{✇✇
✇✇
✇✇
✇✇
✇
B
soit commutatif.
Démonstration. Supposons qu’il existe une optransformation α : u⇒ v. Construisons un 2-fonc-
teur lax h : [1]×A → B rendant commutatif le diagramme de l’énoncé.
Pour tout objet a de A, on pose h(0, a) = u(a) et h(1, a) = v(a).
Pour toute 1-cellule f : a → a′ de A, on pose h(0 → 0, f) = u(f), h(1 → 1, f) = v(f) et
h(0→ 1, f) = αa′u(f).
Pour tout couple de 1-cellules f et g de a vers a′ dans A, pour toute 2-cellule γ : f ⇒ g de
A, on pose h(10→0, γ) = u(γ), h(11→1, γ) = v(γ) et h(10→1, γ) = αa′ ◦ u(γ).
Pour tout objet a de A, on pose h(0,a) = ua et h(1,a) = va.
Pour tout couple (f : a→ a′, f ′ : a′ → a′′) de 1-cellules de A, on pose
h(0→0,f ′),(0→0,f) = uf ′,f ,
h(1→1,f ′),(1→1,f) = vf ′,f ,
h(1→1,f ′),(0→1,f) = (αa′′ ◦ uf ′,f )(αf ′ ◦ u(f))
et
h(0→1,f ′),(0→0,f) = αa′′ ◦ uf ′,f .
Ces données définissent un 2-foncteur lax h : [1]×A → B rendant commutatif le diagramme
de l’énoncé. Nous allons vérifier toutes les conditions de cohérence qui ne sont pas évidentes,
c’est-à-dire celles qui font intervenir les deux copies {0} × A et {1} × A de A dans [1]×A.
Pour toute 1-cellule f : a→ a′ de A,
h(1(0→1,f)) = h(10→1, 1f )
= αa′ ◦ u(1f )
= αa′ ◦ 1u(f)
= 1αa′u(f)
= 1h(0→1,f).
Pour tout triplet de 1-cellules f , f ′ et f ′′ de a vers a′ dans A, pour tout couple de 2-cellules
γ : f ⇒ f ′ et δ : f ′ ⇒ f ′′ de A,
h((10→1, δ)(10→1, γ)) = h(10→1, δγ)
= αa′ ◦ u(δγ)
= αa′ ◦ (u(δ)u(γ))
= (αa′ ◦ u(δ))(αa′ ◦ u(γ))
= h(10→1, δ)h(10→1, γ).
2. Dans lequel on commet l’abus d’identifier A à e×A.
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Soient f, g : a → a′ et f ′, g′ : a′ → a′′ quatre 1-cellules et γ : f ⇒ g et γ′ : f ′ ⇒ g′ deux
2-cellules de A. On souhaite vérifier la commutativité du diagramme
h(0→ 1, f ′)h(0→ 0, f)
h(10→1,γ
′)◦h(10→0,γ) +3
h(0→1,f′),(0→0,f)

h(0→ 1, g′)h(0→ 0, g)
h(0→1,g′),(0→0,g)

h(0→ 1, f ′f)
h(10→1,γ
′◦γ)
+3 h(0→ 1, g′g) .
Ce diagramme se récrit
αa′′u(f
′)u(f)
αa′′◦u(γ
′)◦u(γ)
+3
αa′′◦uf′,f

αa′′u(g
′)u(g)
αa′′◦ug′ ,g

αa′′u(f
′f)
αa′′◦u(γ
′◦γ)
+3 αa′′u(g
′g) .
Il est bien commutatif, puisque ce n’est autre que la « post-composition par αa′′ » d’un diagramme
commutatif en vertu de la naturalité des 2-cellules structurales de composition de u.
Considérons le diagramme
h(1→ 1, f ′)h(0→ 1, f)
h(11→1,γ
′)◦h(10→1,γ) +3
h(1→1,f′),(0→1,f)

h(1→ 1, g′)h(0→ 1, g)
h(1→1,g′),(0→1,g)

h(0→ 1, f ′f)
h(10→1,γ
′◦γ)
+3 h(0→ 1, g′g) .
Il se récrit
v(f ′)αa′u(f)
v(γ′)◦αa′◦u(γ) +3
(αa′′◦uf′,f )(αf′◦u(f))

v(g′)αa′u(g)
(αa′′◦ug′,g)(αg′◦u(g))

αa′′u(f
′f)
αa′′◦u(γ
′◦γ)
+3 αa′′u(g
′g) .
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On a alors
(αa′′ ◦ ug′,g)(αg′ ◦ u(g))(v(γ
′) ◦ αa′ ◦ u(γ)) = (αa′′ ◦ ug′,g)((αg′ (v(γ
′) ◦ αa′)) ◦ u(γ))
(loi d’échange)
= (αa′′ ◦ ug′,g)(((αa′′ ◦ u(γ
′))αf ′) ◦ u(γ))
(car α est une optransformation)
= (αa′′ ◦ (ug′,g(u(γ
′) ◦ u(γ))))(αf ′ ◦ u(f))
(loi d’échange).
D’autre part,
(αa′′ ◦ u(γ
′ ◦ γ))(αa′′ ◦ uf ′,f )(αf ′ ◦ u(f)) = (αa′′ ◦ (u(γ
′ ◦ γ)uf ′,f ))(αf ′ ◦ u(f))
(loi d’échange)
= (αa′′ ◦ (ug′,g(u(γ
′) ◦ u(γ))))(αf ′ ◦ u(f))
(naturalité des 2-cellules de composition de u).
Le diagramme considéré est donc bien commutatif.
Considérons f : a → a′, f ′ : a′ → a′′ et f ′′ : a′′ → a′′′ trois 1-cellules de A. Considérons le
diagramme
h(0→ 1, f ′′)h(0→ 0, f ′)h(0→ 0, f)
h(0→1,f′′),(0→0,f′)◦h(0→0,f) +3
h(0→1,f ′′)◦h(0→0,f′),(0→0,f)

h(0→ 1, f ′′f ′)h(0→ 0, f)
h(0→1,f′′f′),(0→0,f)

h(0→ 1, f ′′)h(0→ 0, f ′f)
h(0→1,f′′),(0→0,f′f)
+3 h(0→ 1, f ′′f ′f) .
Cela se récrit
αa′′′u(f
′′)u(f ′)u(f)
αa′′′◦uf′′,f′◦u(f) +3
αa′′′◦u(f
′′)◦uf′,f

αa′′′u(f
′′f ′)u(f)
αa′′′◦uf′′f′,f

αa′′′u(f
′′)u(f ′f)
αa′′′◦uf′′,f′f
+3 αa′′′u(f
′′f ′f) .
Ce diagramme est bien commutatif, puisqu’il s’obtient par « post-composition par αa′′′ » d’un
diagramme qui est commutatif en vertu de la condition de cocycle pour u.
Considérons le diagramme
h(1→ 1, f ′′)h(0→ 1, f ′)h(0→ 0, f)
h(1→1,f′′),(0→1,f′)◦h(0→0,f) +3
h(1→1,f ′′)◦h(0→1,f′),(0→0,f)

h(0→ 1, f ′′f ′)h(0→ 0, f)
h(0→1,f′′f′),(0→0,f)

h(1→ 1, f ′′)h(0→ 1, f ′f)
h(1→1,f′′),(0→1,f′f)
+3 h(0→ 1, f ′′f ′f) .
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Cela se récrit
v(f ′′)αa′′u(f
′)u(f)
((αa′′′◦uf′′ ,f′ )(αf′′◦u(f
′)))◦u(f)
+3
v(f ′′)αa′′◦uf′,f

αa′′′u(f
′′f ′)u(f)
αa′′′◦uf′′f′,f

v(f ′′)αa′′u(f
′f)
((αa′′′◦uf′′ ,f′f )(αf′′◦u(f
′f)))
+3 αa′′′u(f
′′f ′f) .
La loi d’échange permet d’écrire les égalités
(αa′′′ ◦ uf ′′f ′,f)(((αa′′′ ◦ uf ′′,f ′)(αf ′′ ◦ u(f
′))) ◦ u(f)) =(αa′′′ ◦ uf ′′f ′,f)
(αa′′′ ◦ uf ′′,f ′ ◦ u(f))
(αf ′′ ◦ u(f
′)u(f))
et
((αa′′′ ◦ uf ′′,f ′f )(αf ′′ ◦ u(f
′f)))(v(f ′′)αa′′ ◦ uf ′,f) =(αa′′′ ◦ uf ′′,f ′f )
(αa′′′u(f
′′) ◦ uf ′,f )
(αf ′′ ◦ u(f
′)u(f)).
La commutativité du rectangle ci-dessus résulte donc de l’égalité
uf ′′,f ′f (u(f
′′) ◦ uf ′,f ) = uf ′′f ′,f (uf ′′,f ′ ◦ u(f)),
conséquence de la condition de cocycle pour u.
Considérons le diagramme
h(1→ 1, f ′′)h(1→ 1, f ′)h(0→ 1, f)
h(1→1,f′′),(1→1,f′)◦h(0→1,f) +3
h(1→1,f ′′)◦h(1→1,f′),(0→1,f)

h(1→ 1, f ′′f ′)h(0→ 1, f)
h(1→1,f′′f′),(0→1,f)

h(1→ 1, f ′′)h(0→ 1, f ′f)
h(1→1,f′′),(0→1,f′f)
+3 h(0→ 1, f ′′f ′f) .
Cela se récrit
v(f ′′)v(f ′)αa′u(f)
vf′′,f′◦αa′u(f) +3
v(f ′′)◦((αa′′◦uf′,f )(αf′◦u(f)))

v(f ′′f ′)αa′u(f)
(αa′′′◦uf′′f′,f )(αf′′f′◦u(f))

v(f ′′)αa′′u(f
′f)
(αa′′′◦uf′′,f′f )(αf′′◦u(f
′f))
+3 αa′′′u(f
′′f ′f) .
La loi d’échange permet d’écrire
(αa′′′ ◦ uf ′′f ′,f)(αf ′′f ′ ◦ u(f))(vf ′′,f ′ ◦ αa′u(f)) = (αa′′′ ◦ uf ′′f ′,f)(αf ′′f ′ ◦ u(f))(vf ′′,f ′ ◦ αa′u(f)).
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D’autre part, on a les égalités suivantes :
((αa′′′ ◦ uf ′′,f ′f )(αf ′′ ◦ u(f
′f)))(v(f ′′) ◦ ((αa′′ ◦ uf ′,f )(αf ′ ◦ u(f))))
= (αa′′′ ◦ uf ′′,f ′f )(αa′′′ ◦ u(f
′′) ◦ uf ′,f)(αf ′′ ◦ u(f
′)u(f))(v(f ′′) ◦ αf ′ ◦ u(f))
(loi d’échange)
= (αa′′′ ◦ uf ′′f ′,f )(αa′′′ ◦ uf ′′,f ′ ◦ u(f))(αf ′′ ◦ u(f
′)u(f))(v(f ′′) ◦ αf ′ ◦ u(f))
(condition de cocycle pour u)
= (αa′′′ ◦ uf ′′f ′,f )(αf ′′f ′ ◦ u(f))(vf ′′,f ′ ◦ αa′u(f))
(car α est une optransformation).
Le rectangle ci-dessus est donc bien commutatif.
Soit f : a→ a′ une 1-cellule de A. Considérons le diagramme
h(0→ 1, f)1h(0,a)
h(0→1,f)◦h(0,a) +3 h(0→ 1, f)h(0→ 0, 1a)
h(0→1,f),(0→0,1a)

h(0→ 1, f) h((0→ 1, f)(0→ 0, 1a)) .
Cela se récrit
αa′u(f)1u(a)
αa′u(f)◦ua +3 αa′u(f)u(1a)
αa′◦uf,1a

αa′u(f) αa′u(f1a) .
Ce diagramme est commutatif, puisqu’il s’obtient par « post-composition par αa′ » d’un dia-
gramme commutatif du fait des contraintes d’unité pour u.
Considérons le diagramme
1h(1,a′)h(0→ 1, f)
h(1,a′)◦h(0→1,f) +3 h(1→ 1, 1a′)h(0→ 1, f)
h(1→1,1
a′
),(0→1,f)

h(0→ 1, f) h((1→ 1, 1a′)(0→ 1, f)) .
Cela se récrit
1v(a′)αa′u(f)
va′◦αa′u(f) +3 v(1a′)αa′u(f)
(αa′◦u1a′ ,f
)(α1
a′
◦u(f))

αa′u(f) αa′u(f) .
Les axiomes assurent l’égalité α1a′ (va′ ◦ αa′) = αa′ ◦ ua′ . La loi d’échange, cette égalité et
l’axiomatique des 2-foncteurs lax permettent alors d’écrire
((αa′ ◦ u1a′ ,f )(α1a′ ◦ u(f)))(va′ ◦ αa′ ◦ u(f)) = (αa′ ◦ uf,1a′ )((α1a′ (va′ ◦ αa′)) ◦ u(f))
= (αa′ ◦ uf,1a′ )(αa′ ◦ ua′ ◦ u(f))
= αa′ ◦ (uf,1a′ (ua′ ◦ u(f)))
= αa′ ◦ 1u(f)
= 1αa′◦u(f).
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Le rectangle ci-dessus est donc bien commutatif. Les autres conditions de cohérence résultent
immédiatement du fait que les restrictions de h à {0} × A et {1} × A sont données par les
2-foncteurs lax u et v respectivement. On a donc bien défini un 2-foncteur lax h : [1] × A → B
rendant commutatif le diagramme figurant dans l’énoncé.
Le cas d’une transformation de u vers v est conséquence de ce qui précède en vertu d’un
argument de dualité. En effet, la donnée d’une telle transformation correspond à la donnée d’une
optransformation de vop vers uop (voir la remarque 1.1.19). Il existe donc un 2-foncteur lax
h : [1]×Aop → Bop rendant le diagramme
[1]×Aop
h

Aop
({0},1Aop )
::ttttttttt
vop
%%❑
❑❑
❑❑
❑❑
❑❑
❑ A
op
({1},1Aop )
dd❏❏❏❏❏❏❏❏❏
uop
yyss
ss
ss
ss
ss
Bop
commutatif. On en déduit la commutativité du diagramme
[1]
op
×A
hop

A
({0},1A)
;;✈✈✈✈✈✈✈✈✈
v
$$■
■■
■■
■■
■■
■ A
({1},1A)
cc❍❍❍❍❍❍❍❍❍
u
zz✉✉
✉✉
✉✉
✉✉
✉✉
B .
On conclut en remarquant que l’application qui envoie 0 sur 1 et 1 sur 0 induit un isomorphisme
de [1]op vers [1].
Plus explicitement, le 2-foncteur lax h : [1]×A → B associé à une transformation α : u⇒ v
se caractérise comme suit. La restriction de h à {0} × A (resp. {0} × B) est donnée par u (resp.
v). Pour toute 1-cellule f : a→ a′ de A,
h(0→ 1, f) = v(f)αa.
Pour toute 2-cellule γ de A dont la source de la source (et donc la source du but) est a,
h(10→1, γ) = v(γ) ◦ αa.
Pour tout couple de 1-cellules composables f : a→ a′ et f ′ : a′ → a′′ dans A,
h(1→1,f ′),(0→1,f) = vf ′,fαa
et
h(0→1,f ′),(0→0,f) = (vf ′,f ◦ αa)(v(f
′) ◦ αf ).
Remarque 1.2.3. On notera que, même si les morphismes u et v de l’énoncé sont stricts, les
2-foncteurs lax construits selon la méthode exposée au cours de la démonstration ne sont pas
stricts en général. En revanche, ils sont normalisés si u et v le sont.
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Remarque 1.2.4. C’est ce résultat qui nous a incité à renoncer aux termes « transformations lax »
et « transformations colax » (ou « oplax »), dont l’usage semble toutefois prévaloir, terminologie
qui nous semble devoir faire croire — sans que cela soit très clair 3 — que les « transformations
lax » ont plus à voir avec les 2-foncteurs lax que les « transformations colax », et réciproquement
quant à leurs relations aux 2-foncteurs colax, sans compter que les usagers de ce vocabulaire n’ont
toujours pas su se mettre d’accord quant à ce qu’il convenait d’appeler « transformation lax »
et « transformation oplax » respectivement. Nous tenterons de justifier notre choix en attirant
l’attention sur le fait que les 1-cellules et les 2-cellules de ce que nous appelons « transformation
de u vers v » vont des expressions contenant les images par u vers les expressions contenant les
images par v.
1.3 Deux adjonctions entre Cat et 2-Cat
La catégorie Cat des petites catégories s’envoie de façon pleinement fidèle dans la catégo-
rie 2-Cat par l’inclusion consistant à voir une catégorie comme une 2-catégorie dont toutes les
2-cellules sont des identités et un foncteur comme un 2-foncteur strict dont la source et le but
sont les 2-catégories obtenues de cette façon à partir de la source et du but du foncteur de départ.
On exhibe ici un adjoint à gauche τι : 2-Cat → Cat et un adjoint à droite τβ : 2-Cat → Cat de
cette inclusion Cat →֒ 2-Cat.
Pour toute 2-catégorie A, on pose
Ob(τιA) = Ob(A)
et, pour tout couple d’objets a et a′ de A,
HomτιA(a, a
′) = π0(HomA(a, a
′)).
Autrement dit, on passe de A à τιA en identifiant les 1-cellules reliées par un zigzag de 2-cellules
dans A.
Pour toute 2-catégorie A, on pose
Ob(τβA) = Ob(A)
et, pour tout couple d’objets a et a′ de A,
HomτβA(a, a
′) = HomA(a, a
′),
en notant HomA(a, a′) l’ensemble sous-jacent à la catégorie HomA(a, a
′). (On commet l’abus de
considérer tout ensemble comme une catégorie discrète.) Autrement dit, on passe de A à τβA en
« oubliant » toutes les 2-cellules.
Pour toute catégorie A, on a clairement τβA = τιA = A et, pour toute 2-catégorie A, il
existe des 2-foncteurs stricts canoniques A → τιA et τβA → A. On vérifie que ces données
ainsi que l’identité de Cat définissent les unités et coünités d’adjonctions (τι, Cat →֒ 2-Cat) et
(Cat →֒ 2-Cat, τβ) dont l’inclusion Cat →֒ 2-Cat constitue l’adjoint à droite et l’adjoint à gauche
respectivement. En particulier (voir par exemple [39, p. 83, théorème 2]), si A est une 2-catégorie
et B est une catégorie, alors, pour tout 2-foncteur (nécessairement strict) u : A → B, il existe
un diagramme commutatif
A //
u
!!❇
❇❇
❇❇
❇❇
❇ τιA

B
3. Les propriétés de fonctorialité de l’intégration, que nous mentionnerons plus loin — voir la remarque 1.10.17
—, pourraient toutefois justifier en partie le choix des termes « transformations lax » et « transformations colax ».
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dans 2-Cat et, pour tout 2-foncteur strict v : B → A, il existe un diagramme commutatif
B //
v
!!❇
❇❇
❇❇
❇❇
❇❇
τβA

A
dans 2-Cat.
1.4 2-catégories tranches
1.4.1. Dans [26, I, 2, 5, p. 29], Gray définit, sous la donnée de 2-foncteurs stricts u : A →
C et v : B → C, la 2-catégorie comma de u par v, notée [u, v]. Un cas particulier de cette
notion se trouve utilisé par Kelly dans [34, section 4.1]. Il est possible d’étendre la construction
présentée par Gray dans un cadre non strict en affaiblissant les morphismes u et v. Il n’est
toutefois pas possible de les prendre tous deux lax en général, une obstruction se présentant si l’on
essaie alors de définir la composée des 1-cellules. En revanche, il est possible de définir une telle
2-catégorie comma si u est lax et v colax. En particulier, l’on peut définir la 2-catégorie comma
d’un 2-foncteur lax par un 2-foncteur strict. La définition 1.4.4 et ses variantes duales fournissent
des exemples de telles constructions, correspondant au cas dans lequel le morphisme strict a pour
source la 2-catégorie ponctuelle. Sur une suggestion de Steve Lack, nous donnons la définition
du cas général ainsi que, plus loin, quelques propriétés de fonctorialité. Suivant la formule con-
sacrée, tout cela se trouve sans doute « bien connu des experts » ; nous n’en avons toutefois pas
trouvé trace dans la littérature et nos demandes de références sont restées vaines.
1.4.2. Soient A, B et C trois 2-catégories, u : A → C un 2-foncteur lax et v : B → C un 2-foncteur
colax. On définit une 2-catégorie [u, v] comme suit.
(Objets) Les objets de [u, v] sont les triplets (a, b, r : u(a) → v(b)), avec a un objet de A, b
un objet de B et r une 1-cellule de C.
(1-cellules) Les 1-cellules de (a, b, r) vers (a′, b′, r′) sont les triplets (f : a→ a′, g : b→ b′, α :
v(g)r ⇒ r′u(f)), avec f une 1-cellule de A, g une 1-cellule de B et α une 2-cellule de C.
(2-cellules) Étant donné deux 1-cellules (f, g, α) et (h, k, β) de (a, b, r) vers (a′, b′, r′) dans
[u, v], les 2-cellules de (f, g, α) vers (h, k, β) sont les couples (ϕ : f ⇒ h, ψ : g ⇒ k), avec ϕ
une 2-cellule de A et ψ une 2-cellule de B, telles que
(r′ ◦ u(ϕ))α = β(v(ψ) ◦ r).
(Identité des objets) L’identité de l’objet (a, b, r) est donnée par (1a, 1b, (r ◦ ua)(vb ◦ r)).
(Identité des 1-cellules) L’identité de la 1-cellule (f, g, α) est donnée par (1f , 1g).
(Composition des 1-cellules) Si (f, g, α) est une 1-cellule de (a, b, r) vers (a′, b′, r′) et (f ′, g′, α′)
est une 1-cellule de (a′, b′, r′) vers (a′′, b′′, r′′), leur composée est donnée par la formule
(f ′, g′, α′)(f, g, α) = (f ′f, g′g, (r′′ ◦ uf ′,f )(α
′ ◦ u(f))(v(g′) ◦ α)(vg′,g ◦ r)).
(Composition verticale des 2-cellules) Soient (f, g, α), (h, k, β) et (p, q, γ) trois 1-cellules de
(a, b, r) vers (a′, b′, r′), (ϕ, ψ) une 2-cellule de (f, g, α) vers (h, k, β) et (µ, ν) une 2-cellule
de (h, k, β) vers (p, q, γ). La composée de (µ, ν) et (ϕ, ψ) est donnée par la formule
(µ, ν)(ϕ, ψ) = (µϕ, νψ).
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Le fait que cela définit bien une 2-cellule de (f, g, α) vers (p, q, γ) résulte des égalités sui-
vantes.
(r′ ◦ u(µϕ))α = (r′ ◦ (u(µ)u(ϕ)))α
= (r′ ◦ u(µ))(r′ ◦ u(ϕ))α
= (r′ ◦ u(µ))α′(v(ψ) ◦ r)
= α′′(v(ν) ◦ r)(v(ψ) ◦ r)
= α′′((v(ν)v(ψ)) ◦ r)
= α′′(v(νψ) ◦ r).
(Composition horizontale des 2-cellules) Soient (f, g, α) et (h, k, β) deux 1-cellules de (a, b, r)
vers (a′, b′, r′), (f ′, g′, α′) et (h′, k′, β′) deux 1-cellules de (a′, b′, r′) vers (a′′, b′′, r′′), (ϕ, ψ)
une 2-cellule de (f, g, α) vers (h, k, β) et (ϕ′, ψ′) une 2-cellule de (f ′, g′, α′) vers (h′, k′, β′).
La composée de (ϕ′, ψ′) et (ϕ, ψ) est donnée par la formule
(ϕ′, ψ′) ◦ (ϕ, ψ) = (ϕ′ ◦ ϕ, ψ′ ◦ ψ).
Le fait que cela définit bien une 2-cellule de (f ′, g′, α′)(f, g, α) vers (h′, k′, β′)(h, k, β) résulte
de la suite d’égalités suivantes.
(r′′ ◦ u(ϕ′ ◦ ϕ))(r′′ ◦ uf ′,f )(α
′ ◦ u(f))(v(g′) ◦ α)(vg′,g ◦ r)
= (r′′ ◦ (u(ϕ′ ◦ ϕ)uf ′,f ))(α
′ ◦ u(f))(v(g′) ◦ α)(vg′,g ◦ r)
= (r′′ ◦ (uh′,h(u(ϕ
′) ◦ u(ϕ))))(α′ ◦ u(f))(v(g′) ◦ α)(vg′,g ◦ r)
= (r′′ ◦ uh′,h)(r
′′ ◦ u(ϕ′) ◦ u(ϕ))(α′ ◦ u(f))(v(g′) ◦ α)(vg′,g ◦ r)
= (r′′ ◦ uh′,h)(((r
′′ ◦ u(ϕ′))α′) ◦ u(ϕ))(v(g′) ◦ α)(vg′,g ◦ r)
= (r′′ ◦ uh′,h)((β
′(v(ψ′) ◦ r′)) ◦ u(ϕ))(v(g′) ◦ α)(vg′ ,g ◦ r)
= (r′′ ◦ uh′,h)(β
′ ◦ u(h))(v(ψ′) ◦ r′ ◦ u(ϕ))(v(g′) ◦ α)(vg′,g ◦ r)
= (r′′ ◦ uh′,h)(β
′ ◦ u(h))(v(k′) ◦ ((r′ ◦ u(ϕ))α))(v(ψ′) ◦ v(g)r)(vg′ ,g ◦ r)
= (r′′ ◦ uh′,h)(β
′ ◦ u(h))(v(k′) ◦ (β(v(ψ) ◦ r)))(v(ψ′) ◦ v(g)r)(vg′ ,g ◦ r)
= (r′′ ◦ uh′,h)(β
′ ◦ u(h))(v(k′) ◦ β)(v(k′) ◦ v(ψ) ◦ r)(v(ψ′) ◦ v(g)r)(vg′ ,g ◦ r)
= (r′′ ◦ uh′,h)(β
′ ◦ u(h))(v(k′) ◦ β)(((v(ψ′) ◦ v(ψ))vg′ ,g) ◦ r)
= (r′′ ◦ uh′,h)(β
′ ◦ u(h))(v(k′) ◦ β)((vk′ ,k(v(ψ
′ ◦ ψ))) ◦ r)
= (r′′ ◦ uh′,h)(β
′ ◦ u(h))(v(k′) ◦ β)(vk′ ,k ◦ r)(v(ψ
′ ◦ ψ) ◦ r).
Il reste à vérifier que cela définit bien une 2-catégorie [u, v].
– Pour toute 2-cellule (ϕ, ψ) de (f, g, α) vers (h, k, β), les égalités
(ϕ, ψ)(1f , 1g) = (1h, 1k)(ϕ, ψ) = (ϕ, ψ)
sont immédiates.
– La vérification de l’associativité de la composition verticale des 2-cellules est également
immédiate.
– Pour tout couple de 1-cellules (f, g, α) et (f ′, g′, α′) telles que la composée (f ′, g′, α′)(f, g, α)
fasse sens, l’égalité
1(f ′,g′,α′) ◦ 1(f,g,α) = 1(f ′,g′,α′)(f,g,α)
est immédiate.
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– La loi d’échange dans [u, v] est une conséquence immédiate de la loi d’échange dans A et
B.
– Soient (f, g, α) une 1-cellule de (a, b, r) vers (a′, b′, r′), (f ′, g′, α′) une 1-cellule de (a′, b′, r′)
vers (a′′, b′′, r′′) et (f ′′, g′′, α′′) une 1-cellule de (a′′, b′′, r′′) vers (a′′′, b′′′, r′′′). Alors, l’égalité
((f ′′, g′′, α′′)(f ′, g′, α′))(f, g, α) = (f ′′, g′′, α′′)((f ′, g′, α′)(f, g, α))
résulte de la suite d’égalités suivantes.
(r′′′ ◦ uf ′′f ′,f )(r
′′′ ◦ uf ′′,f ′ ◦ u(f))(α
′′ ◦ u(f ′)u(f))(v(g′′) ◦ α′ ◦ u(f))(vg′′,g′ ◦ r
′u(f))
(v(g′′g′) ◦ α)(vg′′g′,g ◦ r)
= (r′′′ ◦ uf ′′,f ′f )(r
′′′u(f ′′) ◦ uf ′,f )(α
′′ ◦ u(f ′)u(f))(v(g′′) ◦ α′ ◦ u(f))(vg′′,g′ ◦ r
′u(f))
(v(g′′g′) ◦ α)(vg′′g′,g ◦ r)
= (r′′′ ◦ uf ′′,f ′f )(α
′′ ◦ u(f ′f))(v(g′′)r′′ ◦ uf ′,f )(v(g
′′) ◦ α′ ◦ u(f))(vg′′,g′ ◦ r
′u(f))
(v(g′′g′) ◦ α)(vg′′g′,g ◦ r)
= (r′′′ ◦ uf ′′,f ′f )(α
′′ ◦ u(f ′f))(v(g′′)r′′ ◦ uf ′,f )(v(g
′′) ◦ α′ ◦ u(f))(v(g′′)v(g′) ◦ α)
(vg′′,g′ ◦ v(g)r)(vg′′g′,g ◦ r)
= (r′′′ ◦ uf ′′,f ′f )(α
′′ ◦ u(f ′f))(v(g′′)r′′ ◦ uf ′,f )(v(g
′′) ◦ α′ ◦ u(f))(v(g′′)v(g′) ◦ α)
(v(g′′) ◦ vg′,g ◦ r)(vg′′ ,g′g ◦ r).
– L’associativité de la composition horizontale des 2-cellules se vérifie immédiatement.
– Pour toute 1-cellule (f, g, α) de (a, b, r) vers (a′, b′, r′),
(f, g, α)1(a,b,r) = (f, g, α)(1a, 1b, (r ◦ ua)(vb ◦ r))
= (f, g, (r′ ◦ uf,1a)(α ◦ u(1a))(v(g)r ◦ ua)(v(g) ◦ vb ◦ r)(vg,1b ◦ r))
= (f, g, (r′ ◦ uf,1a)(α ◦ u(1a))(v(g)r ◦ ua))
= (f, g, (r′ ◦ uf,1a)(r
′u(f) ◦ ua)α)
= (f, g, (r′ ◦ (uf,1a(u(f) ◦ ua)))α)
= (f, g, α).
– Sous les mêmes données, l’égalité 1(a′,b′,r′)(f, g, α) = (f, g, α) se démontre de façon ana-
logue.
– Soient (f, g, α) et (h, k, β) deux 1-cellules de (a, b, r) vers (a′, b′, r′) et (ϕ, ψ) une 2-cellule
de (f, g, α) vers (h, k, β). Les égalités
(ϕ, ψ) ◦ (11a , 11b) = (ϕ, ψ)
et
(11a′ , 11b′ ) ◦ (ϕ, ψ) = (ϕ, ψ)
se vérifient immédiatement.
Les vérifications qui précèdent assurent que l’on a bien défini une 2-catégorie [u, v].
1.4.3. Soient A et B des 2-catégories, u : A → B un 2-foncteur lax et v : A → B un 2-foncteur
colax. Une optransformation σ de u vers v est donnée par une 1-cellule σa : u(a) → v(a) de B
pour tout objet a de A et une 2-cellule σf : v(f)σa ⇒ σa′u(f) de B pour toute 1-cellule f : a→ a′
de A, ces données vérifiant les conditions suivantes.
– Pour tout objet a de A,
(σa ◦ ua)(va ◦ σa) = σ1a .
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– Pour tout couple de 1-cellules composables f : a→ a′ et f ′ : a′ → a′′ de A,
(σa′′ ◦ uf ′,f)(σf ′ ◦ u(f))(v(f
′) ◦ σf )(vf ′,f ◦ σa) = σf ′f .
– Pour tout couple de 1-cellules f et g de a vers a′ de A, pour toute 2-cellule α : f ⇒ g de
A,
(σa′ ◦ u(α))σf = σg(v(α) ◦ σa).
Sous les données du paragraphe 1.4.2, il existe un diagramme
[u, v]
q
//
p

B
v

A u
// C ,
dans lequel p et q désignent les projections canoniques, commutatif à une optransformation
σ : up⇒ vq près, définie par σ(a,b,r) = r et σ(f,g,α) = α pour tout objet (a, b, r) et toute 1-cellule
(f, g, α) de [u, v].
Définition 1.4.4. Soient u : A → B un 2-foncteur lax et b un objet de B. La 2-catégorie tranche
lax de A au-dessus de b relativement à u est la 2-catégorie, que l’on notera A//ul b, définie comme
la 2-catégorie comma [u, b], en considérant b comme un 2-foncteur strict de e vers B. De façon
plus explicite, cette 2-catégorie se décrit comme suit.
– Les objets de A//ul b sont les couples (a, p : u(a) → b), où a est un objet de A et p une
1-cellule de B.
– Si (a, p : u(a)→ b) et (a′, p′ : u(a′)→ b) sont deux objets de A//ul b, les 1-cellules de (a, p)
vers (a′, p′) dans A//ul b sont les couples (f : a→ a
′, α : p⇒ p′u(f)), où f est une 1-cellule
de A et α est une 2-cellule de B. Le diagramme à conserver en tête est le suivant :
u(a)
u(f)
//
p
  ❆
❆❆
❆❆
❆❆
❆
u(a′)
p′
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
b
❴❴❴❴ +3
α
.
– Si (f, α) et (f ′, α′) sont deux 1-cellules de (a, p) vers (a′, p′) dans A//ul b, les 2-cellules de
(f, α) vers (f ′, α′) dans A//ul b sont les 2-cellules β : f ⇒ f
′ dans A telles que (p′ ◦u(β))α =
α′.
– Si (f, α) : (a, p) → (a′, p′) et (f ′, α′) : (a′, p′) → (a′′, p′′) sont deux 1-cellules dans A//ul b,
leur composée est définie par
(f ′, α′)(f, α) = (f ′f, (p′′ ◦ uf ′,f )(α
′ ◦ u(f))α).
– L’identité d’un objet (a, p : u(a)→ b) de A//ul b est donnée par le couple (1a, p ◦ ua).
– L’identité d’une 1-cellule (f, α) : (a, p)→ (a′, p′) de A//ul b n’est autre que 1f .
– Les 2-cellules se composent comme dans A.
Définition 1.4.5. Soient u : A → B un 2-foncteur lax et b un objet de B. La 2-catégorie
optranche lax de A au-dessous de b relativement à u est la 2-catégorie b\\ulA définie par la formule
b\\
u
lA = (A
op//u
op
l b)
op
.
En particulier, les objets, 1-cellules et 2-cellules de b\\ulA se décrivent comme suit.
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– Les objets de b\\ulA sont les couples (a, p : b → u(a)), où a est un objet de A et p une
1-cellule de B.
– Si (a, p : b → u(a)) et (a′, p′ : b → u(a′)) sont deux objets de b\\ulA, les 1-cellules de (a, p)
vers (a′, p′) dans b\\ulA sont les couples (f : a → a
′, α : p′ ⇒ u(f)p), où f est une 1-cellule
de A et α est une 2-cellule de B.
– Si (f, α) et (f ′, α′) sont deux 1-cellules de (a, p) vers (a′, p′) dans b\\ulA, les 2-cellules de
(f, α) vers (f ′, α′) dans b\\ulA sont les 2-cellules β : f ⇒ f
′ dansA telles que (u(β)◦p)α = α′.
Définition 1.4.6. Soient u : A → B un 2-foncteur colax et b un objet de B. La 2-catégorie
tranche colax de A au-dessus de b relativement à u est la 2-catégorie A//uc b définie par la formule
A//uc b = (A
co//u
co
l b)
co
.
En particulier, les objets, 1-cellules et 2-cellules de A//uc b se décrivent comme suit.
– Les objets de A//uc b sont les couples (a, p : u(a) → b), où a est un objet de A et p une
1-cellule de B.
– Si (a, p : u(a)→ b) et (a′, p′ : u(a′)→ b) sont deux objets de A//uc b, les 1-cellules de (a, p)
vers (a′, p′) dans A//uc b sont les couples (f : a→ a
′, α : p′u(f)⇒ p), où f est une 1-cellule
de A et α est une 2-cellule de B.
– Si (f, α) et (f ′, α′) sont deux 1-cellules de (a, p) vers (a′, p′) dans A//uc b, les 2-cellules de
(f, α) vers (f ′, α′) dans A//uc b sont les 2-cellules β : f ⇒ f
′ dans A telles que α′(p′◦u(β)) =
α.
Définition 1.4.7. Soient u : A → B un 2-foncteur colax et b un objet de B. La 2-catégorie
optranche colax de A au-dessous de b relativement à u est la 2-catégorie b\\ucA définie par la
formule
b\\
u
cA = (A
coop//u
coop
l b)
coop
.
En particulier, les objets, 1-cellules et 2-cellules de b\\ucA se décrivent comme suit.
– Les objets de b\\ucA sont les couples (a, p : b → u(a)), où a est un objet de A et p une
1-cellule de B.
– Si (a, p : b → u(a)) et (a′, p′ : b → u(a′)) sont deux objets de b\\ucA, les 1-cellules de (a, p)
vers (a′, p′) dans b\\ucA sont les couples (f : a → a
′, α : u(f)p⇒ p′), où f est une 1-cellule
de A et α est une 2-cellule de B.
– Si (f, α) et (f ′, α′) sont deux 1-cellules de (a, p) vers (a′, p′) dans b\\ucA, les 2-cellules de
(f, α) vers (f ′, α′) dans b\\ucA sont les 2-cellules β : f ⇒ f
′ dansA telles que α′(u(β)◦p) = α.
Si a est un objet de la 2-catégorie A, on notera A//la (resp. a\\lA, resp. A//ca, resp. a\\cA)
la 2-catégorie A//1Al a (resp. a\\
1A
l A, resp. A//
1A
c a, resp. a\\
1A
c A).
1.5 Morphismes induits par une transformation
1.5.1. Sous les mêmes hypothèses que celles du paragraphe 1.4.2, soient un 2-foncteur lax
u′ : A → C ainsi qu’une optransformation σ : u ⇒ u′. Cela va nous permettre de construire
un 2-foncteur strict [σ, v] : [u′, v]→ [u, v] comme suit.
– Pour tout objet (a, b, r) de [u′, v], on pose
[σ, v](a, b, r) = (a, b, rσa).
– Pour toute 1-cellule (f, g, α) de (a, b, r) vers (a′, b′, r′) dans [u′, v], on pose
[σ, v](f, g, α) = (f, g, (r′ ◦ σf )(α ◦ σa)).
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– Soient, dans [u′, v], (f, g, α) et (h, k, β) des 1-cellules de (a, b, r) vers (a′, b′, r′) et (ϕ, ψ) une
2-cellule de (f, g, α) vers (h, k, β). On pose
[σ, v](ϕ, ψ) = (ϕ, ψ).
Cela définit bien une 2-cellule de [σ, v](f, g, α) vers [σ, v](h, k, β) en vertu des égalités sui-
vantes.
(r′σa′ ◦ u(ϕ))(r
′ ◦ σf )(α ◦ σa) = (r
′ ◦ ((σa′ ◦ u(ϕ))σf ))(α ◦ σa)
= (r′ ◦ (σh(u
′(ϕ) ◦ σa)))(α ◦ σa)
= (r′ ◦ σh)(r
′ ◦ u′(ϕ) ◦ σa)(α ◦ σa)
= (r′ ◦ σh)(((r
′ ◦ u′(ϕ))α) ◦ σa)
= (r′ ◦ σh)((β(v(ψ) ◦ r)) ◦ σa)
= (r′ ◦ σh)(β ◦ σa)(v(ψ) ◦ rσa).
– Pour tout objet (a, b, r) de [u′, v], il résulte de l’égalité σ1a(u
′
a ◦ σa) = σa ◦ ua que
[σ, v](1(a,b,r)) = 1[σ,v](a,b,r).
– Soient (f, g, α) une 1-cellule de (a, b, r) vers (a′, b′, r′) et (f ′, g′, α′) une 1-cellule de (a′, b′, r′)
vers (a′′, b′′, r′′) dans [u′, v]. L’égalité
[σ, v](f ′, g′, α′)[σ, v](f, g, α) = [σ, v]((f ′, g′, α′)(f, g, α))
résulte des égalités
σf ′f (u
′
f ′,f ◦ σa) = (σa′′ ◦ uf ′,f )(σf ′ ◦ u(f))(u
′(f ′) ◦ σf )
(conséquence du fait que σ est une optransformation) et
(r′′u′(f ′) ◦ σf )(α
′ ◦ u′(f)σa) = (α
′ ◦ σa′u(f))(v(g
′)r′ ◦ σf )
(conséquence de la loi d’échange).
– Pour tout couple de 2-cellules (ϕ, ψ) et (ϕ′, ψ′) de [u′, v] telles que la composée (ϕ′, ψ′) ◦
(ϕ, ψ) fasse sens, l’égalité
[σ, v]((ϕ′, ψ′) ◦ (ϕ, ψ)) = ([σ, v](ϕ′, ψ′)) ◦ ([σ, v](ϕ, ψ))
est immédiate.
– Pour tout couple de 2-cellules (µ, ν) et (ϕ, ψ) de [u′, v] telles que la composée (µ, ν)(ϕ, ψ)
fasse sens, l’égalité
[σ, v]((µ, ν)(ϕ, ψ)) = ([σ, v](µ, ν))([σ, v](ϕ, ψ))
est immédiate.
– Il en est de même, pour toute 1-cellule (f, g, α) de [u′, v], de l’égalité
[σ, v](1(f,g,α)) = 1[σ,v](f,g,α).
Cela termine les vérifications permettant d’affirmer que l’on a bien défini un 2-foncteur strict
[σ, v] : [u′, v]→ [u, v].
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1.5.2. Soient des 2-foncteurs lax composables u : A → B et u′ : B → C et un 2-foncteur colax
v : D → C. Cela va nous permettre de construire un 2-foncteur lax F : [u′u, v] → [u′, v] comme
suit.
– Pour tout objet (a, d, r) de [u′u, v], posons
F (a, d, r) = (u(a), d, r).
– Pour toute 1-cellule (f, g, α) de [u′u, v], posons
F (f, g, α) = (u(f), g, α).
– Pour toute 2-cellule (ϕ, ψ) de [u′u, v], posons
F (ϕ, ψ) = (u(ϕ), ψ).
– Pour tout objet (a, d, r) de [u′u, v], posons
F(a,d,r) = (ua, 11d).
– Pour tout couple de 1-cellules (f ′, g′, α′) et (f, g, α) de [u′u, v] telles que la composée
(f ′, g′, α′)(f, g, α) fasse sens, posons
F(f ′,g′,α′),(f,g,α) = (uf ′,f , 1g′g).
Il est trivial que ces définitions font sens et que l’on a bien de la sorte construit un 2-foncteur lax :
les vérifications des conditions portant sur F se ramènent toutes à des vérifications de conditions
portant sur u qui sont vraies par hypothèse. On remarquera que F est strict si u l’est, même si
u′ ne l’est pas.
1.5.3. Supposons donné un diagramme de 2-foncteurs lax
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
❴❴❴❴ks
σ
C
commutatif à l’optransformation σ : vu⇒ w près seulement.
Il résulte des paragraphes 1.5.1 et 1.5.2 que ces données permettent de définir, pour tout
objet c de C, un 2-foncteur lax
u//σl c : A//
w
l c→ B//
v
l c
comme suit.
– Pour tout objet (a, p : w(a)→ c) de A//wl c,
(u//σl c)(a, p) = (u(a), pσa : v(u(a))→ w(a)→ c).
– Pour toute 1-cellule (f : a→ a′, α : p⇒ p′w(f)) de (a, p : w(a)→ c) vers (a′, p′ : w(a′)→ c)
dans A//wl c,
(u//σl c)(f, α) = (u(f), (p
′ ◦ σf )(α ◦ σa) : pσa ⇒ p
′w(f)σa ⇒ p
′σa′v(u(f))).
– Pour tout couple d’objets (a, p) et (a′, p′), pour tout couple de 1-cellules (f, α) et (f ′, α′)
de (a, p) vers (a′, p′) et toute 2-cellule β : f ⇒ f ′ de (f, α) vers (f ′, α′) dans A//wl c (on a
donc l’égalité (p′ ◦ w(β))α = α′),
(u//σl c)(β) = u(β).
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– Soient (f, α) une 1-cellule de (a, p) vers (a′, p′) et (f ′, α′) une 1-cellule de (a′, p′) vers (a′′, p′′)
dans A//wl c. On pose
(u//σl c)(f ′,α′),(f,α) = uf ′,f .
– Pour tout objet (a, p) de A//wl c, on pose
(u//σl c)(a,p) = ua.
Si le triangle ci-dessus est commutatif, c’est-à-dire que vu = w, et si σ = 1w, on notera ce
2-foncteur lax induit u//lc plutôt que u//
1w
l c.
Remarque 1.5.4. Si, dans la situation ci-dessus, u est un 2-foncteur strict, alors u//σl c est un
2-foncteur strict, même si v ne l’est pas.
1.5.5. Soit un diagramme de 2-foncteurs lax
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
❴❴❴❴ +3
σ
commutatif à la transformation σ : w ⇒ vu près seulement. Cela fournit un diagramme de
2-foncteurs lax
Aop
uop //
wop ""❊
❊❊
❊❊
❊❊
❊ B
op
vop||②②
②②
②②
②②
❴❴❴❴ks
σop
Cop
commutatif à l’optransformation σop : vopuop ⇒ wop près seulement. En vertu du paragraphe
1.5.3, on a donc un 2-foncteur lax
uop//σ
op
l c : A
op//w
op
l c→ B
op//v
op
l c,
et donc un 2-foncteur lax
(uop//σ
op
l c)
op
: (Aop//w
op
l c)
op
→ (Bop//v
op
l c)
op
,
c’est-à-dire un 2-foncteur lax de c\\wlA vers c\\
v
lB, 2-foncteur lax que l’on notera c\\
σ
lu. Autrement
dit, on a par définition
c\\
σ
lu = (u
op//σ
op
l c)
op
.
Si vu = w et σ = 1w, on notera ce 2-foncteur lax induit c\\lu plutôt que c\\
1w
l u.
Remarque 1.5.6. Si, dans la situation ci-dessus, u est un 2-foncteur strict, alors c\\σlu est un
2-foncteur strict, même si v ne l’est pas.
1.5.7. Soit un diagramme de 2-foncteurs colax
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
❴❴❴❴ks
σ
C
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commutatif à la transformation σ : vu ⇒ w près seulement. Cela fournit un diagramme de
2-foncteurs lax
Aco
uco //
wco ""❊
❊❊
❊❊
❊❊
❊ B
co
vco||③③
③③
③③
③③
❴❴❴❴ks
σco
Cco
commutatif à l’optransformation σco : vcouco ⇒ wco près seulement. En vertu du paragraphe
1.5.3, on a donc un 2-foncteur lax
uco//σ
co
l c : A
co//w
co
l c→ B
co//v
co
l c,
et donc un 2-foncteur colax
(uco//σ
co
l c)
co
: (Aco//w
co
l c)
co
→ (Bco//v
co
l c)
co
,
c’est-à-dire un 2-foncteur colax de A//wc c vers B//
v
c c, 2-foncteur colax que l’on notera u//
σ
c c.
Autrement dit, on a par définition
u//σc c = (u
co//σ
co
l c)
co
.
Si vu = w et σ = 1w, on notera ce 2-foncteur colax induit u//cc plutôt que u//1wc c.
Remarque 1.5.8. Si, dans la situation ci-dessus, u est un 2-foncteur strict, alors u//σc c est un
2-foncteur strict, même si v ne l’est pas.
1.5.9. Soit un diagramme de 2-foncteurs colax
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
❴❴❴❴ +3
σ
commutatif à l’optransformation σ : w ⇒ vu près seulement. Cela fournit un diagramme de
2-foncteurs lax
Acoop
ucoop //
wcoop $$■
■■
■■
■■
■■
Bcoop
vcoopzz✉✉
✉✉
✉✉
✉✉
✉
❴❴❴❴ks
σcoop
Ccoop
commutatif à la transformation σcoop : wcoop ⇒ vcoopucoop près seulement. En vertu du para-
graphe 1.5.3, on a donc un 2-foncteur lax
(ucoop//σ
coop
l c)
op
: (Acoop//w
coop
l c)
op
→ (Bcoop//v
coop
l c)
op
,
et donc un 2-foncteur colax
(ucoop//σ
coop
l c)
coop
: (Acoop//w
coop
l c)
coop
→ (Bcoop//v
coop
l c)
coop
,
c’est-à-dire un 2-foncteur colax de c\\wcA vers c\\
v
cB, 2-foncteur colax que l’on notera c\\
σ
cu. On a
par définition
c\\
σ
cu = (u
coop//σ
coop
l c)
coop
.
Si vu = w et σ = 1w, on notera ce 2-foncteur colax induit c\\cu plutôt que c\\
1w
c u.
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Remarque 1.5.10. Si, dans la situation ci-dessus, u est un 2-foncteur strict, alors c\\σcu est un
2-foncteur strict, même si v ne l’est pas.
1.5.11. Résumons les propriétés de dualité des divers 2-foncteurs lax ou colax définis dans cette
section.
Si u : A → B, v : B → C et w : A → C sont des 2-foncteurs lax et si σ est une optransformation
de vu vers w, on a défini un 2-foncteur lax
u//σl c : A//
w
l c→ B//
v
l c
vérifiant les propriétés de dualité suivantes :
u//σl c = (c\\
σop
l u
op)
op
= (uco//σ
co
c c)
co
= (c\\σ
coop
c u
coop)
coop
.
Si u : A → B, v : B → C et w : A → C sont des 2-foncteurs lax et si σ est une transformation
de w vers vu, on a défini un 2-foncteur lax
c\\
σ
lu : c\\
w
lA → c\\
v
lB
vérifiant les propriétés de dualité suivantes :
c\\
σ
lu = (u
op//σ
op
l c)
op
= (c\\
σco
c u
co)
co
= (ucoop//σ
coop
c c)
coop
.
Si u : A → B, v : B → C et w : A → C sont des 2-foncteurs colax et si σ est une transformation
de vu vers w, on a défini un 2-foncteur colax
u//σc c : A//
w
c c→ B//
v
c c
vérifiant les propriétés de dualité suivantes :
u//σc c = (c\\
σop
c u
op)
op
= (uco//σ
co
l c)
co
= (c\\
σcoop
l u
coop)
coop
.
Si u : A → B, v : B → C et w : A → C sont des 2-foncteurs colax et si σ est une optransfor-
mation de w vers vu, on a défini un 2-foncteur colax
c\\
σ
cu : c\\
w
cA → c\\
v
cB
vérifiant les propriétés de dualité suivantes :
c\\
σ
cu = (u
op//σ
op
c c)
op
= (c\\
σco
l u
co)
co
= (ucoop//σ
coop
l c)
coop
.
1.6 Préadjoints
1.6.1. Nous présentons dans cette section une généralisation 2-catégorique de la notion de fonc-
teur adjoint. Après le dépôt de ce travail, sur une suggestion de Steve Lack, nous avons consulté
l’article [6], ce qui nous a permis de constater que les notions et résultats de cette section, contrai-
rement à ce que nous croyions, se trouvaient déjà dans la littérature, bien qu’aucune réponse aux
requêtes d’ordre bibliographique que nous avons émises lors de la rédaction de ce travail de
thèse n’ait attiré notre attention sur [6]. En guise d’addenda relativement tardif, nous dirigeons
à plusieurs reprises le lecteur sur ce dernier texte dans la présente section. Toujours suivant une
remarque de Steve Lack, nous adopterons une attitude analogue dans la section 1.7, pour laquelle
il faut citer la thèse de Verity [48], que nous ignorions jusqu’ici.
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1.6.2. On rappelle une caractérisation classique des foncteurs adjoints : un morphisme u : A→ B
de Cat est un adjoint à gauche — autrement dit, il admet un adjoint à droite — si et seulement
si, pour tout objet b de B, la catégorie A/b admet un objet final. De façon duale, le foncteur
u : A → B est un adjoint à droite — autrement dit, il admet un adjoint à gauche —, si
et seulement si, pour tout objet b de B, la catégorie b\A admet un objet initial. Ces rappels
catégoriques nous serviront de guide pour énoncer les définitions qui vont suivre.
Définition 1.6.3. On dira qu’un objet z d’une 2-catégorie A admet un objet final si, pour
tout objet a de A, la catégorie HomA(a, z) admet un objet final. On dira qu’il admet un objet
initial s’il admet un objet final dans Aco, autrement dit si, pour tout objet a de A, la catégorie
HomA(a, z) admet un objet initial.
Remarque 1.6.4. Nous devons à la consultation de [6] d’avoir appris que la notion d’objet ad-
mettant un objet final se trouvait déjà mise en valeur par Jay, dans [32], sous le nom d’objet final
local, dans un contexte bicatégorique.
Exemple 1.6.5. Un objet de la 2-catégorie Cat admet un objet final (resp. initial) en ce sens si
et seulement si c’est une catégorie admettant un objet final (resp. initial) au sens usuel ; c’est la
raison de l’adoption de cette terminologie, suggérée par Jean Bénabou.
1.6.6. Pour des raisons de commodité, l’on dira qu’une 2-catégorie A op-admet (resp. co-admet ,
resp. coop-admet) une certaine propriété si Aop (resp. Aco, resp. Acoop) vérifie cette propriété.
Exemple 1.6.7. Pour toute 2-catégorie A et tout objet a de A, la 2-catégorie A//ca admet un
objet admettant un objet final. Plus précisément, l’objet (a, 1a) admet un objet final : il est
tel que, pour tout objet (a′, p : a′ → a), le couple (p, 1p) définit un objet final de la catégorie
HomA//ca((a
′, p), (a, 1a)). Dualement, la 2-catégorie A//la admet un objet admettant un objet
initial, la 2-catégorie a\\cA op-admet un objet admettant un objet final et la 2-catégorie a\\lA
op-admet un objet admettant un objet initial.
Définition 1.6.8. On dira qu’un 2-foncteur colax u : A → B est un préadjoint à gauche colax
si, pour tout objet b de B, la 2-catégorie A//uc b admet un objet admettant un objet final.
On dira qu’un 2-foncteur lax u : A → B est un préadjoint à gauche lax si uco est un préadjoint
à gauche colax. Cette condition équivaut à la suivante : pour tout objet b de B, la 2-catégorie
A//ul b admet un objet admettant un objet initial.
On dira qu’un 2-foncteur colax u : A → B est un préadjoint à droite colax si uop est un
préadjoint à gauche colax. Cette condition équivaut à la suivante : pour tout objet b de B, la
2-catégorie b\\ucA op-admet un objet admettant un objet final.
On dira qu’un 2-foncteur lax u : A → B est un préadjoint à droite lax si ucoop est un préadjoint
à gauche colax. Cette condition équivaut à la suivante : pour tout objet b de B, la 2-catégorie
b\\
u
lA op-admet un objet admettant un objet initial.
Remarque 1.6.9. On trouve, à la page 941 de [6], l’exacte définition de ce que nous appelons
« préadjoint à droite lax », sous le nom de 2-foncteur lax induisant un adjoint à gauche local.
Comme, suivant les auteurs eux-mêmes, la définition que nous donnons équivaut à [6, définition
4.1], cette dernière définition fournit une caractérisation des morphismes vérifiant la propriété
universelle que nous privilégions. Toujours à la lecture de [6], nous avons appris que cette propriété
universelle avait été dégagée par Bunge comme une généralisation de la notion d’extension de
Kan [11, p. 357]. Soulignons toutefois que [6, définition 4.1] n’est pas la définition de ce que
les auteurs de [6] appellent adjoint local, notion dont la définition est [6, définition 3.1] et qui
présente l’avantage d’être stable par composition.
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1.6.10. On rappelle qu’un foncteur u : A → B est une équivalence de catégories s’il existe un
foncteur v : B → A et des isomorphismes de foncteurs 1A ≃ vu et 1B ≃ uv. En vertu de la
théorie classique (voir par exemple [39, IV. 4. théorème 1, p. 93]), cette condition équivaut à
celle, a priori plus forte, que u admet un adjoint à droite, que nous noterons également v, et
qu’il existe des isomorphismes de foncteurs η : 1A ⇒ vu et ǫ : uv ⇒ 1B qui sont respectivement
unité et coünité pour le couple de foncteurs adjoints (u, v), c’est-à-dire que η et ǫ vérifient les
identités triangulaires (voir ci-dessous). On rappelle de plus que cette notion d’équivalence fait
sens dans toute 2-catégorie, le cas ci-dessus correspondant à celui de la 2-catégorie Cat . Plus
précisément, une 1-cellule u : a → a′ dans une 2-catégorie A est une équivalence s’il existe une
1-cellule v : a′ → a et des 2-cellules inversibles η : 1a ⇒ vu et ǫ : uv ⇒ 1a′ . On peut vérifier que,
comme ci-dessus, cela équivaut à demander l’existence de telles 2-cellules inversibles satisfaisant
en plus les identités triangulaires, c’est-à-dire telles que les égalités
(ǫ ◦ u)(u ◦ η) = 1u
et
(v ◦ ǫ)(η ◦ v) = 1v
soient vérifiées. Une référence possible est [29, théorème 1.9] (voir aussi [29, remarque 1.10] pour
un résultat plus fort).
1.6.11. On rappelle enfin qu’un 2-foncteur strict u : A → B est une équivalence de 2-catégories
si, pour tout couple d’objets a et a′ de A, le foncteur ua,a′ : HomA(a, a
′)→ HomB(u(a), u(a
′))
est une équivalence de catégories, dont on notera ua,a′ un quasi-inverse, et si, pour tout objet
b de B, il existe un objet ab de A tel que u(ab) et b soient équivalents dans B. De façon plus
explicite, cela signifie qu’il existe des 1-cellules pb : u(ab) → b et qb : b → u(ab) telles que les
1-cellules composées qbpb et pbqb soient isomorphes à 1u(ab) et 1b respectivement. Cette dernière
condition signifie qu’il existe des 2-cellules inversibles ηb : 1u(ab) ⇒ qbpb et ǫb : pbqb ⇒ 1b. En
vertu des résultats rappelés ci-dessus, on peut supposer en outre que ces 2-cellules vérifient les
identités triangulaires, c’est-à-dire que les égalités
(ǫb ◦ pb)(pb ◦ ηb) = 1pb
et
(qb ◦ ǫb)(ηb ◦ qb) = 1qb
sont vérifiées. La composée horizontale de 2-cellules inversibles étant une 2-cellule inversible 4,
cela s’écrit aussi
ǫb ◦ pb = (pb ◦ ηb)
−1 = pb ◦ η
−1
b
et
ηb ◦ qb = (qb ◦ ǫb)
−1 = qb ◦ ǫ
−1
b .
Dans la suite, nous adopterons des notations consistantes avec celles que nous venons d’utiliser,
sans forcément en expliciter le sens, qui devrait être clair.
Proposition 1.6.12. Une équivalence de 2-catégories est un préadjoint à gauche lax ( resp. un
préadjoint à gauche colax, resp. un préadjoint à droite lax, resp. un préadjoint à droite colax).
4. On rappelle souvent confondre dans les notations les 1-cellules avec leur identité. Les identités des 1-cellules
sont évidemment des 2-cellules inversibles.
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Démonstration. Il suffit bien sûr de vérifier l’une des quatre assertions, duales l’une de l’autre.
Montrons par exemple qu’une équivalence de 2-catégories u : A → B est un préadjoint à gauche
colax. On utilisera sans explications supplémentaires les notations du paragraphe 1.6.11. Soit b
un objet de B. Il s’agit de vérifier que la 2-catégorie A//uc b admet un objet admettant un objet
final.
Le couple (ab, pb : u(ab) → b) définit un objet de A//uc b. On va vérifier qu’il admet un objet
final.
Soit (a, p : u(a)→ b) un objet quelconque de A//uc b. Le couple
(ua,ab(qbp), (ǫb ◦ p)(pb ◦ (ǫa,ab)qbp))
définit une 1-cellule de (a, p) vers (ab, pb) dans A//uc b.
Soit (s : a → ab, σ : pbu(s) ⇒ p) une 1-cellule quelconque de (a, p) vers (ab, pb) dans A//uc b.
La 2-cellule
(ǫ−1a,ab)qbp(qb ◦ σ)(ηb ◦ u(s))
est un morphisme de la catégorie
HomB(u(a), u(ab)).
Une équivalence de catégories étant pleinement fidèle, il existe une unique 2-cellule
δ : s⇒ ua,ab(qbp)
dans A telle que
u(δ) = (ǫ−1a,ab)qbp(qb ◦ σ)(ηb ◦ u(s)).
On veut vérifier l’égalité
(ǫb ◦ p)(pb ◦ (ǫa,ab)qbp)(pb ◦ ((ǫ
−1
a,ab
)qbp(qb ◦ σ)(ηb ◦ u(s)))) = σ.
Cela résulte de la suite d’égalités
(ǫb ◦ p)(pb ◦ (ǫa,ab)qbp)(pb ◦ ((ǫ
−1
a,ab
)qbp(qb ◦ σ)(ηb ◦ u(s))))
= (ǫb ◦ p)(pb ◦ (ǫa,ab)qbp)(pb ◦ (ǫ
−1
a,ab
)qbp)(pbqb ◦ σ)(pb ◦ ηb ◦ u(s))
= (ǫb ◦ p)(pbqb ◦ σ)(pb ◦ η
−1
b ◦ u(s))
= (ǫb ◦ σ)(pb ◦ ηb ◦ u(s))
= σ(ǫb ◦ pb ◦ ηb ◦ u(s))
= σ(pb ◦ η
−1
b ◦ ηb ◦ u(s))
= σ(pbu(s))
= σ.
Ainsi, δ : s⇒ ua,ab(qbp) définit une 2-cellule de (s, σ) vers (ua,ab(qbp), (ǫb ◦ p)(pb ◦ (ǫa,ab)qbp)). Il
reste à vérifier que c’est la seule. Soit donc τ : s ⇒ ua,ab(qbp) définissant une 2-cellule de (s, σ)
vers (ua,ab(qbp), (ǫb ◦ p)(pb ◦ (ǫa,ab)qbp)), c’est-à-dire telle que
(ǫb ◦ p)(pb ◦ (ǫa,ab)qbp)(pb ◦ u(τ)) = σ.
Il s’agit de vérifier l’égalité
u(τ) = (ǫ−1a,ab)qbp(qb ◦ σ)(ηb ◦ u(s)),
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qui nous permettra de conclure τ = δ par définition de δ. Or,
(ǫb ◦ p)(pb ◦ (ǫa,ab)qbp)(pb ◦ u(τ)) = σ
= (ǫb ◦ p)(pb ◦ (ǫa,ab)qbp)(pb ◦ ((ǫ
−1
a,ab)qbp(qb ◦ σ)(ηb ◦ u(s)))).
Les 2-cellules (ǫb ◦p) et (pb ◦ (ǫa,ab)qbp) sont inversibles puisqu’il s’agit de composées de 2-cellules
inversibles (voir la fin du paragraphe 1.6.11). Il vient donc
pb ◦ u(τ) = pb ◦ ((ǫ
−1
a,ab)qbp(qb ◦ σ)(ηb ◦ u(s))),
d’où
qbpb ◦ u(τ) = qbpb ◦ ((ǫ
−1
a,ab)qbp(qb ◦ σ)(ηb ◦ u(s))).
Comme qbpb est isomorphe à 1u(ab), il vient
u(τ) = (ǫ−1a,ab)qbp(qb ◦ σ)(ηb ◦ u(s)),
CQFD.
Proposition 1.6.13. La composée de deux préadjoints à gauche colax ( resp. préadjoints à gauche
lax, resp. préadjoints à droite colax, resp. préadjoints à droite lax) qui sont des 2-foncteurs stricts
est un préadjoint à gauche colax ( resp. préadjoint à gauche lax, resp. préadjoint à droite colax,
resp. préadjoint à droite lax).
Démonstration. Soient u : A → B et v : B → C deux préadjoints à gauche colax qui sont
des 2-foncteurs stricts et c un objet de C. Il s’agit de montrer que la 2-catégorie A//vuc c admet
un objet admettant un objet final. Par hypothèse, la 2-catégorie B//vc c vérifie cette propriété,
c’est-à-dire qu’elle admet un objet
(bF , qbF : v(bF )→ c) = (bF , qbF )
tel que, pour tout objet
(b, s : v(b)→ c)
de la 2-catégorie B//vc c, il existe un objet final dans la catégorie
HomB//vc c((b, s), (bF , qbF )).
La 2-catégorie A//uc bF admet de même un objet
(aF , qaF : u(aF )→ bF ) = (aF , qaF )
tel que, pour tout objet
(a, r : u(a)→ bF )
de A//uc bF , il existe un objet final dans la catégorie
HomA//uc bF ((a, r), (aF , qaF )).
Le couple
(aF , qbF v(qaF ) : v(u(aF ))→ v(bF )→ c) = (aF , qbF v(qaF ))
définit alors un objet de A//vuc c. Soit maintenant
(a, q : v(u(a))→ c) = (a, q)
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un objet de A//vuc c. On se propose d’exhiber un objet final de la catégorie
HomA//vuc c((a, q), (aF , qbF v(qaF ))).
Le couple
(u(a), q : v(u(a))→ c) = (u(a), q)
définit un objet de B//vc c. Il existe donc un morphisme
(g : u(a)→ bF , α : qbF v(g)⇒ q) = (g, α)
de (u(a), q) vers (bF , qbF ) dans B//
v
c c qui est un objet final de la catégorie
HomB//vc c((u(a), q), (bF , qbF )).
Le couple (a, g : u(a) → bF ) définit un objet de la 2-catégorie A//uc bF . Il existe donc un mor-
phisme
(f : a→ aF , β : qaF u(f)⇒ g)
de (a, g) vers (aF , qaF ) dans A//
u
c bF qui est un objet final de la catégorie
HomA//uc bF ((a, g), (aF , qaF )).
On en déduit une 2-cellule
α(qbF ◦ v(β))
de qbF v(qaF )v(u(f)) vers q dans C, et donc une 1-cellule
(f, α(qbF ◦ v(β)))
de (a, q) vers (aF , qbF v(qaF )) dans A//
vu
c c. On va montrer qu’il s’agit d’un objet final de la
catégorie
HomA//vuc c((a, q), (aF , qbF v(qaF ))).
Soit donc
(f ′ : a→ aF , γ : qbF v(qaF )v(u(f
′))⇒ q)
une 1-cellule de (a, q) vers (aF , qbF v(qaF )) dans A//
vu
c c. Comme v est un 2-foncteur strict
5, γ est
une 2-cellule de qbF v(qaF u(f
′)) vers q dans C. Ainsi, le couple (qaF u(f
′), γ) définit un morphisme
de (u(a), q) vers (bF , qbF ) dans B//
v
c c. Or, par définition, (g, α) est l’objet final de la catégorie
HomB//vc c((u(a), q), (bF , qbF )).
Par conséquent, il existe une unique 2-cellule ρ de qaF u(f
′) vers g dans B telle que
α(qbF ◦ v(ρ)) = γ.
Considérons le couple (f ′ : a→ aF , ρ : qaF u(f
′)→ g). C’est un objet de la catégorie
HomA//uc bF ((a, g), (aF , qaF )),
dont (f, β) est un objet final. Il existe donc une unique 2-cellule τ de f ′ vers f dans A telle que
β(qaF ◦ u(τ)) = ρ.
5. On pourrait définir une 2-cellule pour peu que v soit colax ; c’est plus loin qu’une obstruction se présenterait
dans le cas général d’un 2-foncteur colax.
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On a alors
α(qbF ◦ v(β))(qbF v(qaF ) ◦ v(u(τ))) = α(qbF ◦ (v(β)(v(qaF ) ◦ v(u(τ)))))
= α(qbF ◦ v(β(qaF ◦ u(τ))))
= α(qbF ◦ v(ρ))
= γ.
(C’est cette dernière égalité qui ne serait pas vérifiée dans le cas général où v est seulement
supposé colax, la 2-cellule structurale vqaF ,u(f ′) n’étant pas forcément une identité. Le lecteur
notera que la démonstration n’utilise pas toutes les hypothèses portant sur u et v, que l’on
peut affaiblir.) Ainsi, τ définit une 2-cellule de (f ′, γ) vers (f, α(qbF ◦ v(β))) dans A//
vu
c c. Il ne
reste plus qu’à montrer que c’est la seule. Soit donc ǫ : f ′ ⇒ f une 2-cellule de (f ′, γ) vers
(f, α(qbF ◦ v(β))) dans A//
vu
c c. On a donc
α(qbF ◦ v(β))(qbF v(qaF ) ◦ v(u(ǫ))) = γ,
donc
α(qbF ◦ (v(β)(v(qaF ) ◦ v(u(ǫ))))) = γ,
donc
α(qbF ◦ v(β(qaF ◦ u(ǫ)))) = γ.
En vertu de la définition de ρ, on en déduit
β(qaF ◦ u(ǫ)) = ρ.
En vertu de la définition de τ , on en déduit
ǫ = τ.
Ainsi, la 1-cellule
(f, α(qbF ◦ v(β)))
est un objet final de la catégorie
HomA//vuc c((a, q), (aF , qbF v(qaF ))),
comme annoncé. Il en résulte que la 2-catégorie A//vuc c admet un objet admettant un objet final.
CQFD.
Les trois autres assertions s’en déduisent par des arguments de dualité évidents en vertu des
définitions.
Remarque 1.6.14. Le résultat mis en valeur par la proposition 1.6.13 se trouve en fait déjà
mentionné dans le dernier paragraphe de [6, page 941].
Remarque 1.6.15. Une petite 2-catégorie A admet un objet admettant un objet final si et seule-
ment si le morphisme canonique A → e est un préadjoint à gauche colax. Il résulte donc de la
proposition 1.6.13 qu’étant donné un morphisme u : A → B de 2-Cat, si B admet un objet admet-
tant un objet final et si u est un préadjoint à gauche colax, alors A admet un objet admettant un
objet final. En vertu de la proposition 1.6.12, on en déduit également le cas particulier suivant :
si u : A → B est une équivalence de 2-catégories, alors A admet un objet admettant un objet
final si et seulement si B admet un objet admettant un objet final. Ces observations admettent
bien entendu trois variantes duales.
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1.6.16. Soit u : A → B un préadjoint à gauche lax. Nous allons décrire un 2-foncteur colax
v : B → A ainsi que, si u est strict, une optransformation uv ⇒ 1B, tous deux canoniques, ce qui
justifie peut-être un peu mieux l’adoption du terme « préadjoint », au-delà de l’analogie portant
sur les tranches.
(Image des objets) Soit b un objet de B. Par hypothèse, la 2-catégorie A//ul b admet un objet
admettant un objet initial. On note (v(b), pb : u(v(b)) → b) cet objet, ce qui définit v(b).
(On aura remarqué la nécessité de faire un choix, que nous ne signalerons plus au cours
des prochaines étapes.)
(Image des 1-cellules) Soit g : b → b′ une 1-cellule arbitraire de B. Cela nous permet de
considérer le diagramme
u(v(b))
pb
""❊
❊❊
❊❊
❊❊
❊❊
u(v(b′))
pb′
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡
b
g

❂❂
❂❂
❂❂
❂
b′ ,
correspondant à deux objets (v(b), gpb) et (v(b′), pb′) de A//ul b
′. Par définition du couple
(v(b′), pb′), il existe un objet initial
(v(g) : v(b)→ v(b′), αg : gpb ⇒ pb′u(v(g)))
dans la catégorie
HomA//u
l
b′((v(b), gpb), (v(b
′), pb′)).
Cela définit v(g).
(Image des 2-cellules) Soient b et b′ deux objets de B, g et g′ deux 1-cellules du premier vers
le second, et β : g ⇒ g′ une 2-cellule arbitraire. Cela nous fournit une 2-cellule
αg′ (β ◦ pb) : gpb ⇒ pb′u(v(g
′))
et définit donc une 1-cellule (v(g′), αg′ (β ◦pb)) de (v(b), gpb) vers (v(b′), pb′) dans la 2-caté-
gorie A//ul b
′. Par construction, il existe donc une et une seule 2-cellule v(β) : v(g)⇒ v(g′)
telle que
(pb′ ◦ u(v(β)))αg = αg′(β ◦ pb). (1.6.16.1)
Cela définit v(β).
(2-cellules structurales des objets) Soit b un objet de B. On considère le diagramme
u(v(b))
u(1v(b))
//
u(v(1b))
""
1u(v(b))
<<
pb ..
u(v(b))
pbppb
et les 2-cellules
α1b : pb ⇒ pbu(v(1b))
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et
pb ◦ uv(b) : pb ⇒ pbu(1v(b)).
Il existe alors, par définition, une et une seule 2-cellule vb : v(1b)⇒ 1v(b) de B telle que
(pb ◦ u(vb))α1b = pb ◦ uv(b). (1.6.16.2)
Cela définit la 2-cellule structurale vb : v(1b)⇒ 1v(b) pour tout objet b de B.
(2-cellules structurales de composition) Soient g : b → b′ et g′ : b′ → b′′ deux 1-cellules
composables dans B. On a les 1-cellules v(g′g) et v(g′)v(g) de v(b) vers v(b′′) dans A, le
diagramme
u(v(b))
u(v(g′g))
))u(v(g′)v(g))
//
u(v(g))
--
pb
((
u(v(b′′))
pb′′

u(v(b′))
pb′

u(v(g′))
==
b
g
)) b′
g′ )) b′′
et des 2-cellules
αg : gpb ⇒ pb′u(v(g)),
αg′ : g
′pb′ ⇒ pb′′u(v(g
′))
et
αg′g : g
′gpb ⇒ pb′′u(v(g
′g))
dans B. On a donc une 2-cellule composée
g′gpb
g′◦αg +3 g′pb′u(v(g))
αg′◦u(v(g))+3 pb′′u(v(g
′))u(v(g))
pb′′◦uv(g′),v(g) +3 pb′′u(v(g
′)v(g)).
Par définition du couple (v(g′g), αg′g), il existe donc une et une seule 2-cellule
vg′,g : v(g
′g)⇒ v(g′)v(g)
telle que
(pb′′ ◦ u(vg′,g))αg′g = (pb′′ ◦ uv(g′),v(g))(αg′ ◦ u(v(g)))(g
′ ◦ αg). (1.6.16.3)
Cela définit la 2-cellule structurale vg′,g : v(g′g)⇒ v(g′)v(g) pour tout couple de 1-cellules
g et g′ de B telles que la composée g′g fasse sens.
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Vérifions maintenant que cette construction fournit bien un 2-foncteur colax v : B → A.
(Fonctorialité de v relativement aux 2-cellules (1)) Soit g : b → b′ une 1-cellule quelconque
de B. On veut vérifier l’égalité v(1g) = 1v(g). Pour cela, considérons le diagramme
u(v(b))
u(v(g))
&&u(v(g))
//
pb
""❊
❊❊
❊❊
❊❊
❊❊
u(v(b′))
pb′
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡
b
g

❃❃
❃❃
❃❃
❃
b′
et la 2-cellule αg : gpb ⇒ pb′u(v(g)). Pour montrer l’égalité
v(1g) = 1v(g),
il suffit de montrer l’égalité
(pb′ ◦ u(1v(g)))αg = αg,
qui est vérifiée puisque, par fonctorialité de u sur les 2-cellules, u(1v(g)) = 1u(v(g)).
(Fonctorialité de v relativement aux 2-cellules (2)) Soient b et b′ deux objets de B, g : b→ b′,
g′ : b → b′ et g′′ : b → b′ trois 1-cellules de B et β : g ⇒ g′ et β′ : g′ ⇒ g′′ deux 2-cellules
de B. On veut vérifier l’égalité v(β′β) = v(β′)v(β). Pour cela, considérons le diagramme
u(v(b))
u(v(g′′))

u(v(g′))
&&u(v(g))
//
pb ..
u(v(b′))
pb′
yy
b
g

g′
''
g′′
22 b′
et les 2-cellules
αg : gpb ⇒ pb′u(v(g)),
αg′ : g
′pb ⇒ pb′u(v(g
′))
et
αg′′ : g
′′pb ⇒ pb′u(v(g
′′)).
On a, par définition de v(β) et v(β′) respectivement, les égalités
αg′(β ◦ pb) = (pb′ ◦ u(v(β)))αg
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et
αg′′ (β
′ ◦ pb) = (pb′ ◦ u(v(β
′)))αg′ .
Pour montrer l’égalité v(β′β) = v(β′)v(β), il suffit de vérifier l’égalité
(pb′ ◦ u(v(β
′)v(β)))αg = αg′′ ((β
′β) ◦ pb),
qui résulte de la suite d’égalités suivante.
(pb′ ◦ u(v(β
′)v(β)))αg = (pb′ ◦ (u(v(β
′))u(v(β))))αg
= (pb′ ◦ u(v(β
′)))(pb′ ◦ u(v(β)))αg
= (pb′ ◦ u(v(β
′)))αg′ (β ◦ pb)
= αg′′ (β
′ ◦ pb)(β ◦ pb)
= αg′′ ((β
′β) ◦ pb).
(Naturalité des 2-cellules de composition de v) Soient maintenant b, b′ et b′′ trois objets de
B, g et h deux 1-cellules de b vers b′, g′ et h′ deux 1-cellules de b′ vers b′′, et β : g ⇒ h et
β′ : g′ ⇒ h′ deux 2-cellules. On veut vérifier la commutativité du diagramme
v(g′g)
vg′ ,g +3
v(β′◦β)

v(g′)v(g)
v(β′)◦v(β)

v(h′h) vh′,h
+3 v(h′)v(h) .
Pour cela, considérons le diagramme
u(v(b))
u(v(h))
**
u(v(g))
44
pb ..
u(v(g′)v(g))
%%
u(v(g′g))

u(v(h′)v(h))

u(v(h′h))

u(v(b′))
u(v(h′))
++
u(v(g′))
33
pb′

u(v(b′′))
pb′′
  
b g

h .. b′ g′

h′ .. b′′ .
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On n’a pas fait figurer dans le diagramme ci-dessus les 2-cellules β, β′, u(v(β)), u(v(β′)),
αg : gpb ⇒ pb′u(v(g)),
αg′ : g
′pb′ ⇒ pb′′u(v(g
′)),
αg′g : g
′gpb ⇒ pb′′u(v(g
′g)),
αh : hpb ⇒ pb′u(v(h)),
αh′ : h
′pb′ ⇒ pb′′u(v(h
′))
et
αh′h : h
′hpb ⇒ pb′′u(v(h
′h)).
Par définition de vg′,g, vh′,h, v(β), v(β′), v(β′ ◦ β) et du fait de la naturalité des 2-cellules
de composition de u respectivement, les diagrammes suivants sont commutatifs :
g′gpb
g′◦αg +3
αg′g

g′pb′u(v(g))
αg′◦u(v(g)) +3 pb′′u(v(g
′))u(v(g))
pb′′◦uv(g′),v(g)

pb′′u(v(g
′g))
pb′′◦u(vg′,g)
+3 pb′′u(v(g
′)v(g)) ,
(1.6.16.4)
h′hpb
h′◦αh +3
αh′h

h′pb′u(v(h))
αh′◦u(v(h)) +3 pb′′u(v(h
′))u(v(h))
pb′′◦uv(h′),v(h)

pb′′u(v(h
′h))
pb′′◦u(vh′,h)
+3 pb′′u(v(h
′)v(h)) ,
(1.6.16.5)
gpb
αg +3
β◦pb

pb′u(v(g))
pb′◦u(v(β))

hpb αh
+3 pb′u(v(h)) ,
(1.6.16.6)
g′pb′
αg′ +3
β′◦pb′

pb′′u(v(g
′))
pb′′◦u(v(β
′))

h′pb′ αh′
+3 pb′′u(v(h
′)) ,
(1.6.16.7)
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g′gpb
αg′g +3
β′◦β◦pb

pb′′u(v(g
′g))
pb′′◦u(v(β
′◦β))

h′hpb αh′h
+3 pb′′u(v(h
′h)) ,
(1.6.16.8)
et
u(v(g′))u(v(g))
uv(g′),v(g) +3
u(v(β′))◦u(v(β))

u(v(g′)v(g))
u(v(β′)◦v(β))

u(v(h′))u(v(h)) uv(h′),v(h)
+3 u(v(h′)v(h)) .
(1.6.16.9)
Pour montrer l’égalité souhaitée (v(β′) ◦ v(β))vg′ ,g = vh′,hv(β′ ◦ β), il suffit de vérifier
l’égalité
(pb′′ ◦ u((v(β
′) ◦ v(β))vg′ ,g))αg′g = (pb′′ ◦ u(vh′,hv(β
′ ◦ β)))αg′g.
Cela résulte de la suite d’égalités
(pb′′ ◦ u((v(β
′) ◦ v(β))vg′ ,g))αg′g
= (pb′′ ◦ u(v(β
′) ◦ v(β)))(pb′′ ◦ u(vg′,g))αg′g
= (pb′′ ◦ u(v(β
′) ◦ v(β)))(pb′′ ◦ uv(g′),v(g))(αg′ ◦ u(v(g)))(g
′ ◦ αg) (cf.1.6.16.4)
= (pb′′ ◦ (u(v(β
′) ◦ v(β))uv(g′),v(g)))(αg′ ◦ u(v(g)))(g
′ ◦ αg)
= (pb′′ ◦ (uv(h′),v(h)(u(v(β
′)) ◦ u(v(β)))))(αg′ ◦ u(v(g)))(g
′ ◦ αg) (cf.1.6.16.9)
= (pb′′ ◦ uv(h′),v(h))(pb′′ ◦ u(v(β
′)) ◦ u(v(β)))(αg′ ◦ u(v(g)))(g
′ ◦ αg)
= (pb′′ ◦ uv(h′),v(h))(((pb′′ ◦ u(v(β
′)))αg′ ) ◦ u(v(β)))(g
′ ◦ αg) (loi d’échange)
= (pb′′ ◦ uv(h′),v(h))((αh′(β
′ ◦ pb′)) ◦ u(v(β)))(g
′ ◦ αg) (cf.1.6.16.7)
= (pb′′ ◦ uv(h′),v(h))(αh′ ◦ u(v(h)))(β
′ ◦ pb′ ◦ u(v(β)))(g
′ ◦ αg) (loi d’échange)
= (pb′′ ◦ uv(h′),v(h))(αh′ ◦ u(v(h)))(β
′ ◦ ((pb′ ◦ u(v(β)))αg)) (loi d’échange)
= (pb′′ ◦ uv(h′),v(h))(αh′ ◦ u(v(h)))(β
′ ◦ (αh(β ◦ pb))) (cf.1.6.16.6)
= (pb′′ ◦ uv(h′),v(h))(αh′ ◦ u(v(h)))(h
′ ◦ αh)(β
′ ◦ β ◦ pb) (loi d’échange)
= (pb′′ ◦ u(vh′,h))αh′h(β
′ ◦ β ◦ pb) (cf.1.6.16.5)
= (pb′′ ◦ u(vh′,h))(pb′′ ◦ u(v(β
′ ◦ β)))αg′g (cf.1.6.16.8)
= (pb′′ ◦ (u(vh′,h)u(v(β
′ ◦ β))))αg′g
= (pb′′ ◦ u(vh′,hv(β
′ ◦ β)))αg′g.
(Condition de cocycle pour v) On se propose à présent de vérifier la condition de cocycle
pour v. Soient donc g : b→ b′, g′ : b′ → b′′ et g′′ : b′′ → b′′′ trois 1-cellules composables de
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B. On souhaite vérifier la commutativité du diagramme
v(g′′g′g)
vg′′ ,g′g +3
vg′′g′,g

v(g′′)v(g′g)
v(g′′)◦vg′,g

v(g′′g′)v(g)
vg′′,g′◦v(g)
+3 v(g′′)v(g′)v(g) .
Pour cela, considérons le diagramme
u(v(b))
u(v(g))
//
u(v(g′)v(g))
**
u(v(g′g))
$$
u(v(g′′)v(g′)v(g))
##
u(v(g′′g′)v(g))

u(v(g′′)v(g′g))

u(v(g′′g′g))

pb

u(v(b′))
u(v(g′))
//
u(v(g′′)v(g′))
**
u(v(g′′g′))
$$
pb′

u(v(b′′))
u(v(g′′))
//
pb′′

u(v(b′′′))
pb′′′

b g
// b′
g′
// b′′
g′′
// b′′′ ,
dans lequel on n’a pas fait figurer les 2-cellules
αg : gpb ⇒ pb′u(v(g)),
αg′ : g
′pb′ ⇒ pb′′u(v(g
′)),
αg′′ : g
′′pb′′ ⇒ pb′′′u(v(g
′′)),
αg′g : g
′gpb ⇒ pb′′u(v(g
′g)),
αg′′g′ : g
′′g′pb′ ⇒ pb′′′u(v(g
′′g′))
et
αg′′g′g : g
′′g′gpb ⇒ pb′′′u(v(g
′′g′g)).
Par définition de vg′,g, vg′′,g′ , vg′′g′,g et vg′′,g′g, du fait de la relation de cocycle pour u et
de la naturalité des 2-cellules structurales de composition de u (deux fois) respectivement,
les diagrammes suivants sont commutatifs :
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g′gpb
g′◦αg +3
αg′g

g′pb′u(v(g))
αg′◦u(v(g)) +3 pb′′u(v(g
′))u(v(g))
pb′′◦uv(g′),v(g)

pb′′u(v(g
′g))
pb′′◦u(vg′ ,g)
+3 pb′′u(v(g
′)v(g)) ,
(1.6.16.10)
g′′g′pb′
g′′◦αg′ +3
αg′′g′

g′′pb′′u(v(g
′))
αg′′◦u(v(g
′))
+3 pb′′′u(v(g
′′))u(v(g′))
pb′′′◦uv(g′′),v(g′)

pb′′′u(v(g
′′g′))
pb′′′◦u(vg′′ ,g′ )
+3 pb′′′u(v(g
′′)v(g′)) ,
(1.6.16.11)
g′′g′gpb
g′′g′◦αg +3
αg′′g′g

g′′g′pb′u(v(g))
αg′′g′◦u(v(g)) +3 pb′′′u(v(g
′′g′))u(v(g))
pb′′′◦uv(g′′g′),v(g)

pb′′′u(v(g
′′g′g))
pb′′′◦u(vg′′g′,g)
+3 pb′′′u(v(g
′′g′)v(g)) ,
(1.6.16.12)
g′′g′gpb
g′′◦αg′g +3
αg′′g′g

g′′pb′′u(v(g
′g))
αg′′◦u(v(g
′g))
+3 pb′′′u(v(g
′′))u(v(g′g))
pb′′′◦uv(g′′),v(g′g)

pb′′′u(v(g
′′g′g))
pb′′′◦u(vg′′,g′g)
+3 pb′′′u(v(g
′′)v(g′g)) ,
(1.6.16.13)
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u(v(g′′))u(v(g′))u(v(g))
u(v(g′′))◦uv(g′),v(g) +3
uv(g′′),v(g′)◦u(v(g))

u(v(g′′))u(v(g′)v(g))
uv(g′′),v(g′)v(g)

u(v(g′′)v(g′))u(v(g)) uv(g′′)v(g′),v(g)
+3 u(v(g′′)v(g′)v(g)) ,
(1.6.16.14)
u(v(g′′))u(v(g′g))
uv(g′′),v(g′g) +3
u(v(g′′))◦u(vg′,g)

u(v(g′′)v(g′g))
u(v(g′′)◦vg′,g)

u(v(g′′))u(v(g′)v(g)) uv(g′′),v(g′)v(g)
+3 u(v(g′′)v(g′)v(g)) ,
(1.6.16.15)
et
u(v(g′′g′))u(v(g))
uv(g′′g′),v(g) +3
u(vg′′ ,g′ )◦u(v(g))

u(v(g′′g′)v(g))
u(vg′′ ,g′◦v(g))

u(v(g′′)v(g′))u(v(g)) uv(g′′)v(g′),v(g)
+3 u(v(g′′)v(g′)v(g)) .
(1.6.16.16)
L’égalité souhaitée est
(v(g′′) ◦ vg′,g)vg′′,g′g = (vg′′,g′ ◦ v(g))vg′′g′,g.
Pour la démontrer, il suffit de vérifier l’égalité
(pb′′′ ◦ u((v(g
′′) ◦ vg′,g)vg′′,g′g))αg′′g′g = (pb′′′ ◦ u((vg′′,g′ ◦ v(g))vg′′g′,g))αg′′g′g.
Cette dernière résulte de la suite d’égalités suivantes.
(pb′′′ ◦ u((v(g
′′) ◦ vg′,g)vg′′,g′g))αg′′g′g
= (pb′′′ ◦ u(v(g
′′) ◦ vg′,g))(pb′′′ ◦ u(vg′′,g′g))αg′′g′g
= (pb′′′ ◦ u(v(g
′′) ◦ vg′,g))(pb′′′ ◦ uv(g′′),v(g′g))(αg′′ ◦ u(v(g
′g)))(g′′ ◦ αg′g) (cf. 1.6.16.13)
= (pb′′′ ◦ (u(v(g
′′) ◦ vg′,g)uv(g′′),v(g′g)))(αg′′ ◦ u(v(g
′g)))(g′′ ◦ αg′g)
= (pb′′′ ◦ (uv(g′′),v(g′)v(g)(u(v(g
′′)) ◦ u(vg′,g))))(αg′′ ◦ u(v(g
′g)))(g′′ ◦ αg′g) (cf. 1.6.16.15)
= (pb′′′ ◦ uv(g′′),v(g′)v(g))(pb′′′u(v(g
′′)) ◦ u(vg′,g))(αg′′ ◦ u(v(g
′g)))(g′′ ◦ αg′g)
= (pb′′′ ◦ uv(g′′),v(g′)v(g))(αg′′ ◦ u(v(g
′)v(g)))(g′′pb′′ ◦ u(vg′,g))(g
′′ ◦ αg′g) (loi d’échange)
= (pb′′′ ◦ uv(g′′),v(g′)v(g))(αg′′ ◦ u(v(g
′)v(g)))(g′′ ◦ ((pb′′ ◦ u(vg′,g))αg′g))
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= (pb′′′ ◦ uv(g′′),v(g′)v(g))(αg′′ ◦ u(v(g
′)v(g)))(g′′ ◦ ((pb′′ ◦ uv(g′),v(g))(αg′ ◦ u(v(g)))(g
′ ◦ αg)))
(cf. 1.6.16.10)
= (pb′′′ ◦ uv(g′′),v(g′)v(g))(αg′′ ◦ u(v(g
′)v(g)))(g′′pb′′ ◦ uv(g′),v(g))(g
′′ ◦ αg′ ◦ u(v(g)))(g
′′g′ ◦ αg)
= (pb′′′ ◦ uv(g′′),v(g′)v(g))(pb′′′u(v(g
′′)) ◦ uv(g′),v(g))(αg′′ ◦ u(v(g
′))u(v(g)))
(g′′ ◦ αg′ ◦ u(v(g)))(g
′′g′ ◦ αg) (loi d’échange)
= (pb′′′ ◦ (uv(g′′),v(g′)v(g)(u(v(g
′′)) ◦ uv(g′),v(g))))(αg′′ ◦ u(v(g
′))u(v(g)))
(g′′ ◦ αg′ ◦ u(v(g)))(g
′′g′ ◦ αg)
= (pb′′′ ◦ (uv(g′′)v(g′),v(g)(uv(g′′),v(g′) ◦ u(v(g)))))(αg′′ ◦ u(v(g
′))u(v(g)))
(g′′ ◦ αg′ ◦ u(v(g)))(g
′′g′ ◦ αg) (cf. 1.6.16.14)
= (pb′′′ ◦ uv(g′′)v(g′),v(g))(pb′′′ ◦ uv(g′′),v(g′) ◦ u(v(g)))(αg′′ ◦ u(v(g
′))u(v(g)))
(g′′ ◦ αg′ ◦ u(v(g)))(g
′′g′ ◦ αg)
= (pb′′′ ◦ uv(g′′)v(g′),v(g))(((pb′′′ ◦ uv(g′′),v(g′))(αg′′ ◦ u(v(g
′)))(g′′ ◦ αg′)) ◦ u(v(g)))(g
′′g′ ◦ αg)
= (pb′′′ ◦ uv(g′′)v(g′),v(g))(((pb′′′ ◦ u(vg′′,g′))αg′′g′) ◦ u(v(g)))(g
′′g′ ◦ αg) (cf. 1.6.16.11)
= (pb′′′ ◦ uv(g′′)v(g′),v(g))(pb′′′ ◦ u(vg′′,g′) ◦ u(v(g)))(αg′′g′ ◦ u(v(g)))(g
′′g′ ◦ αg)
= (pb′′′ ◦ (uv(g′′)v(g′),v(g)(u(vg′′,g′) ◦ u(v(g)))))(αg′′g′ ◦ u(v(g)))(g
′′g′ ◦ αg)
= (pb′′′ ◦ ((u(vg′′,g′ ◦ v(g)))uv(g′′g′),v(g)))(αg′′g′ ◦ u(v(g)))(g
′′g′ ◦ αg) (cf. 1.6.16.16)
= (pb′′′ ◦ u(vg′′,g′ ◦ v(g)))(pb′′′ ◦ uv(g′′g′),v(g))(αg′′g′ ◦ u(v(g)))(g
′′g′ ◦ αg)
= (pb′′′ ◦ u(vg′′,g′ ◦ v(g)))(pb′′′ ◦ u(vg′′g′,g))αg′′g′g (cf. 1.6.16.12)
= (pb′′′ ◦ (u(vg′′,g′ ◦ v(g))u(vg′′g′,g)))αg′′g′g
= (pb′′′ ◦ u((vg′′,g′ ◦ v(g))vg′′g′,g))αg′′g′g.
Ainsi, v vérifie la condition de cocycle.
(Contraintes d’unité (1)) Soit maintenant g : b → b′ dans B. On veut vérifier la commutati-
vité du diagramme
v(g)
vg,1b $,P
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
P v(g)1v(b)
v(g)v(1b)
v(g)◦vb
KS
Pour l’établir, il suffit de vérifier l’égalité
(pb′ ◦ u((v(g) ◦ vb)vg,1b))αg = (pb′ ◦ u(1v(g)))αg ,
ce qui revient à démontrer l’égalité
(pb′ ◦ u((v(g) ◦ vb)vg,1b))αg = αg.
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Considérons le diagramme
u(v(b))
u(v(1b))
//
u(v(g)v(1b))
((
u(v(g1b))=u(v(g))
  
u(1v(b))
==
pb

u(v(b))
u(v(g))
//
pb

u(v(b′))
pb′

b
1b
// b g
// b′ ,
et les 2-cellules
α1b : pb ⇒ pbu(v(1b)),
αg : gpb ⇒ pb′u(v(g))
et
u(vg,1b) : u(v(g))⇒ u(v(g)v(1b)).
Par définition de vg,1b , le diagramme
gpb = g1bpb
αg=αg1b +3
g◦α1b

pb′u(v(g1b)) = pb′u(v(g))
pb′◦u(vg,1b )

gpbu(v(1b))
αg◦u(v(1b))
+3 pb′u(v(g))u(v(1b)) pb′◦uv(g),v(1b )
+3 pb′u(v(g)v(1b))
(1.6.16.17)
est commutatif, et la définition de vb assure l’égalité
(pb ◦ u(vb))α1b = pb ◦ uv(b). (1.6.16.18)
La naturalité des 2-cellules structurales de composition de u implique la commutativité du
diagramme
u(v(g))u(v(1b))
uv(g),v(1b ) +3
u(v(g))◦u(vb)

u(v(g)v(1b))
u(v(g)◦vb)

u(v(g))u(1v(b)) uv(g),1v(b)
+3 u(v(g)1v(b)) = u(v(g)) .
(1.6.16.19)
Les contraintes d’unité vérifiées par u impliquent la commutativité du diagramme
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u(v(g)) = u(v(g)1v(b))
1u(v(g))
u(v(g))1u(v(b))
u(v(g))◦uv(b)

u(v(g))u(1v(b))
uv(g),1v(b)
dl ❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
.
(1.6.16.20)
L’égalité cherchée résulte de la suite d’égalités
(pb′ ◦ u((v(g) ◦ vb)vg,1b))αg
= (pb′ ◦ u(v(g) ◦ vb))(pb′ ◦ u(vg,1b))αg
= (pb′ ◦ u(v(g) ◦ vb))(pb′ ◦ uv(g),v(1b))(αg ◦ u(v(1b)))(g ◦ α1b) (cf. 1.6.16.17)
= (pb′ ◦ ((u(v(g) ◦ vb))(uv(g),v(1b))))(αg ◦ u(v(1b)))(g ◦ α1b)
= (pb′ ◦ (uv(g),1v(b)(u(v(g)) ◦ u(vb))))(αg ◦ u(v(1b)))(g ◦ α1b) (cf. 1.6.16.19)
= (pb′ ◦ uv(g),1v(b))(pb′u(v(g)) ◦ u(vb))(αg ◦ u(v(1b)))(g ◦ α1b)
= (pb′ ◦ uv(g),1v(b))(αg ◦ u(1v(b)))(gpb ◦ u(vb))(g ◦ α1b) (loi d’échange)
= (pb′ ◦ uv(g),1v(b))(αg ◦ u(1v(b)))(g ◦ ((pb ◦ u(vb))α1b))
= (pb′ ◦ uv(g),1v(b))(αg ◦ u(1v(b)))(gpb ◦ uv(b)) (cf. 1.6.16.18)
= (pb′ ◦ uv(g),1v(b))(pb′u(v(g)) ◦ uv(b))αg (loi d’échange)
= (pb′ ◦ (uv(g),1v(b)(u(v(g)) ◦ uv(b))))αg
= (pb′ ◦ 1u(v(g)))αg (cf. 1.6.16.20)
= αg.
On a donc bien
(v(g) ◦ vb)vg,1b = 1v(g).
(Contraintes d’unité (2)) La commutativité du diagramme
v(g)
v1
b′
,g
$,◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗ 1v(b′)v(g)
v(1b′)v(g)
vb′◦v(g)
KS
s’établit de façon similaire à celle que l’on vient de voir.
Ainsi, étant donné un préadjoint à gauche lax u : A → B, on a bien construit un 2-foncteur
colax v : B → A.
Remarque 1.6.17. Contrairement à ce que nous pensions, ce résultat se trouve déjà dégagé dans
la littérature : à dualité près, c’est [6, proposition 4.2], en tenant compte de [6, page 941].
1.6.18. Le 2-foncteur colax v construit ci-dessus ne semble pas devoir être un préadjoint à droite
colax en général. Cependant, si u est un 2-foncteur strict, il est possible de définir une optrans-
formation uv⇒ 1B comme suit. Pour tout objet b de B, la composante de cette optransformation
en b est pb et, pour toute 1-cellule g : b→ b′ de B, la composante de cette optransformation en g
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est αg. Il résulte immédiatement des formules 1.6.16.1, 1.6.16.2 et 1.6.16.3 que cela définit bien
une optransformation uv ⇒ 1B.
La proposition 1.6.19 résume la situation, en tenant compte des dualités.
Proposition 1.6.19. Soit u : A → B un préadjoint à gauche lax. Les considérations de cette
section permettent de construire, de façon canonique, un 2-foncteur colax v : B → A. Si u est
un 2-foncteur strict, il existe une optransformation canonique uv ⇒ 1B.
Dualement, pour tout préadjoint à gauche colax u : A → B, il existe un 2-foncteur lax
v : B → A canonique et, si u est un 2-foncteur strict, il existe une transformation canonique
uv ⇒ 1B.
Dualement, pour tout préadjoint à droite lax u : A → B, il existe un 2-foncteur colax
v : B → A canonique et, si u est un 2-foncteur strict, il existe une transformation canonique
1B ⇒ uv.
Dualement, pour tout préadjoint à droite colax u : A → B, il existe un 2-foncteur lax
v : B → A canonique et, si u est un 2-foncteur strict, il existe une optransformation canonique
1B ⇒ uv.
1.7 Adjonctions
Définition 1.7.1. Une adjonction lax-colax correspond aux données et conditions suivantes.
(Données 1) Des 2-catégories A et B, un 2-foncteur lax u : A → B et un 2-foncteur colax
v : B → A.
(Données 2) Pour tout objet b de B, une 1-cellule pb : u(v(b))→ b dans B.
(Données 3) Pour toute 1-cellule g : b→ b′ de B, une 2-cellule
pg : gpb ⇒ pb′u(v(g))
dans B.
(ALC 1) Pour tout couple d’objets b et b′ de B, pour tout couple de 1-cellules g et g′ de b
vers b′ dans B, pour toute 2-cellule β : g ⇒ g′ dans B, le diagramme
gpb
pg +3
β◦pb

pb′u(v(g))
pb′◦u(v(β))

g′pb pg′
+3 pb′u(v(g
′))
est commutatif ; autrement dit, l’égalité
(pb′ ◦ u(v(β)))pg = pg′(β ◦ pb)
est vérifiée.
(ALC 2) Pour tout couple de 1-cellules composables g : b → b′ et g′ : b′ → b′′ dans B, le
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diagramme
g′gpb
g′◦pg +3
pg′g

g′pb′u(v(g))
pg′◦u(v(g))+3 pb′′u(v(g
′))u(v(g))
pb′′◦uv(g′),v(g)

pb′′u(v(g
′g))
pb′′◦u(vg′,g)
+3 pb′′u(v(g
′)v(g))
est commutatif ; autrement dit, l’égalité
(pb′′ ◦ uv(g′),v(g))(pg′ ◦ u(v(g)))(g
′ ◦ pg) = (pb′′ ◦ u(vg′,g))pg′g
est vérifiée.
(ALC 3) Pour tout objet b de B, le diagramme
pb
p1b +3
pb◦uv(b)
$,P
PPP
PPP
PPP
PPP
P
PPP
PPP
PPP
PPP
PP pbu(v(1b))
pb◦u(vb)

pbu(1v(b))
est commutatif ; autrement dit, l’égalité
(pb ◦ u(vb))p1b = pb ◦ uv(b)
est vérifiée.
(Données 4) Pour tout objet a de A, une 1-cellule qa : a→ v(u(a)) dans A.
(Données 5) Pour toute 1-cellule f : a→ a′ de A, une 2-cellule
qf : v(u(f))qa ⇒ qa′f
dans A.
(ALC 4) Pour tout couple d’objets a et a′ de A, pour tout couple de 1-cellules f et f ′ de a
vers a′ dans A, pour toute 2-cellule α : f ⇒ f ′ dans A, le diagramme
v(u(f))qa
qf +3
v(u(α))◦qa

qa′f
qa′◦α

v(u(f ′))qa qf′
+3 qa′f
′
est commutatif ; autrement dit, l’égalité
qf ′(v(u(α)) ◦ qa) = (qa′ ◦ α)qf
est vérifiée.
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(ALC 5) Pour tout couple de 1-cellules composables f : a → a′ et f ′ : a′ → a′′ de A, le
diagramme
v(u(f ′)u(f))qa
vu(f′),u(f)◦qa+3
v(uf′,f )◦qa

v(u(f ′))v(u(f))qa
v(u(f ′))◦qf

v(u(f ′))qa′f
qf′◦f

v(u(f ′f))qa qf′f
+3 qa′′f
′f
est commutatif ; autrement dit, l’égalité
(qf ′ ◦ f)(v(u(f
′)) ◦ qf )(vu(f ′),u(f) ◦ qa) = qf ′f (v(uf ′,f) ◦ qa)
est vérifiée.
(ALC 6) Pour tout objet a de A, le diagramme
v(1u(a))qa
v(ua)◦qa +3
vu(a)◦qa
%-❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
v(u(1a))qa
q1a

qa
est commutatif ; autrement dit, l’égalité
q1a(v(ua) ◦ qa) = vu(a) ◦ qa
est vérifiée.
(Données 6) Pour tout objet a de A, une 2-cellule
σa : 1u(a) ⇒ pu(a)u(qa)
dans B.
(ALC 7) Pour toute 1-cellule f : a→ a′ de A, le diagramme
u(f)
σa′◦u(f) +3
u(f)◦σa

pu(a′)u(qa′)u(f)
pu(a′)◦uqa′ ,f +3 pu(a′)u(qa′f)
u(f)pu(a)u(qa)
pu(f)◦u(qa)
+3 pu(a′)u(v(u(f)))u(qa) pu(a′)◦uv(u(f)),qa
+3 pu(a′)u(v(u(f))qa)
pu(a′)◦u(qf )
KS
est commutatif ; autrement dit, l’égalité
(pu(a′) ◦ u(qf ))(pu(a′) ◦ uv(u(f)),qa)(pu(f) ◦ u(qa))(u(f) ◦ σa) = (pu(a′) ◦ uqa′ ,f )(σa′ ◦ u(f))
est vérifiée.
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(Données 7) Pour tout objet b de B, une 2-cellule
τb : v(pb)qv(b) ⇒ 1v(b).
dans A.
(ALC 8) Pour toute 1-cellule g : b→ b′ de B, le diagramme
v(gpb)qv(b)
vg,pb◦qv(b) +3
v(pg)◦qv(b)

v(g)v(pb)qv(b)
v(g)◦τb +3 v(g)
v(pb′u(v(g)))qv(b) vp
b′
,u(v(g))◦qv(b)
+3 v(pb′)v(u(v(g)))qv(b)
v(pb′ )◦qv(g)
+3 v(pb′ )qv(b′)v(g)
τb′◦v(g)
KS
est commutatif ; autrement dit, l’égalité
(τb′ ◦ v(g))(v(pb′ ) ◦ qv(g))(vpb′ ,u(v(g)) ◦ qv(b))(v(pg) ◦ qv(b)) = (v(g) ◦ τb)(vg,pb ◦ qv(b))
est vérifiée.
(ALC 9) Pour tout objet b de B, le diagramme
pb
pb◦σv(b) +3
pb◦uv(b)
'/❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱ pbpu(v(b))u(qv(b))
ppb◦u(qv(b)) +3 pbu(v(pb))u(qv(b))
pb◦uv(pb),qv(b)

pbu(v(pb)qv(b))
pb◦u(τb)

pbu(1v(b))
est commutatif ; autrement dit, l’égalité
(pb ◦ u(τb))(pb ◦ uv(pb),qv(b))(ppb ◦ u(qv(b)))(pb ◦ σv(b)) = pb ◦ uv(b)
est vérifiée.
(ALC 10) Pour tout objet a de A, le diagramme
v(1u(a))qa
v(σa)◦qa +3
vu(a)◦qa
'/❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲
v(pu(a)u(qa))qa
vpu(a),u(qa)◦qa +3 v(pu(a))v(u(qa))qa
v(pu(a))◦qqa

v(pu(a))qv(u(a))qa
τu(a)◦qa

qa
est commutatif ; autrement dit, l’égalité
(τu(a) ◦ qa)(v(pu(a)) ◦ qqa)(vpu(a),u(qa) ◦ qa)(v(σa) ◦ qa) = vu(a) ◦ qa
est vérifiée.
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On dira que le couple (u, v) constitue une adjonction lax-colax, u étant l’adjoint à gauche lax
de v et v l’adjoint à droite colax de u.
Remarque 1.7.2. La notion que nous désignons sous le nom d’adjonction lax-colax, sur une
suggestion de Maltsiniotis, se trouve en fait déjà dégagée par Verity dans sa thèse [48], ce que
nous ignorions lors de la rédaction du présent travail ; c’est Steve Lack qui nous l’a suggéré. Plus
précisément, en gardant à l’esprit la convention prise page 29 de [48], la condition (ii) de [48,
théorème 1.1.6] stipule, à dualité près, que le couple de morphismes considérés vérifie les axiomes
de notre définition 1.7.1. En particulier, du fait de l’équivalence des conditions (i) et (ii) de
[48, théorème 1.1.6], la condition (i) de ce dernier énoncé fournit une autre caractérisation des
adjonctions lax-colax, dans l’esprit des définitions de [6], qu’elle renforce.
Proposition 1.7.3. Un adjoint à gauche lax est un préadjoint à gauche lax.
Démonstration. C’est immédiat en vertu de la remarque 1.7.2 ; cependant, sans avoir encore
connaissance de [48], nous avons rédigé une démonstration détaillée de ce résultat. Ce dernier
mettant en jeu deux notions importantes figurant dans le présent travail, nous conservons cette
démonstration en espérant que le lecteur y trouvera quelque utilité.
Soit (u : A → B, v : B → A) une adjonction lax-colax. Il s’agit de vérifier que, pour tout objet
b de B, la 2-catégorie A//ul b admet un objet admettant un objet initial. Fixons donc un objet b
de B.
Le couple
(v(b), pb : u(v(b))→ b)
est un objet de la 2-catégorie A//ul b.
Pour tout objet (a, r : u(a)→ b) de A//ul b, le couple
(v(r)qa, (pb ◦ uv(r),qa)(pr ◦ u(qa))(r ◦ σa))
est une 1-cellule de (a, r) vers (v(b), pb) dans A//ul b.
Soit (f : a→ v(b), γ : r ⇒ pbu(f)) une 1-cellule arbitraire de (a, r) vers (v(b), pb) dans A//ul b.
Montrons que
(τb ◦ f)(v(pb) ◦ qf )(vpb,u(f) ◦ qa)(v(γ) ◦ qa)
est une 2-cellule de (v(r)qa, (pb ◦ uv(r),qa)(pr ◦ u(qa))(r ◦ σa)) vers (f, γ) dans A//
u
l b. Il s’agit de
vérifier l’égalité
(pb ◦ (u((τb ◦ f)(v(pb) ◦ qf )(vpb,u(f) ◦ qa)(v(γ) ◦ qa))))(pb ◦ uv(r),qa)(pr ◦ u(qa))(r ◦ σa) = γ.
Elle résulte des égalités suivantes.
(pb ◦ (u((τb ◦ f)(v(pb) ◦ qf )(vpb,u(f) ◦ qa)(v(γ) ◦ qa))))(pb ◦ uv(r),qa)(pr ◦ u(qa))(r ◦ σa)
= (pb ◦ u(τb ◦ f))(pb ◦ u(v(pb) ◦ qf ))(pb ◦ u(vpb,u(f) ◦ qa))(pb ◦ u(v(γ) ◦ qa))(pb ◦ uv(r),qa)
(pr ◦ u(qa))(r ◦ σa)
= (pb ◦ u(τb ◦ f))(pb ◦ u(v(pb) ◦ qf ))(pb ◦ u(vpb,u(f) ◦ qa))(pb ◦ uv(pbu(f)),qa)(pb ◦ u(v(γ)) ◦ u(qa))
(pr ◦ u(qa))(r ◦ σa)
(naturalité des 2-cellules structurales de composition de u)
= (pb ◦ u(τb ◦ f))(pb ◦ u(v(pb) ◦ qf ))(pb ◦ uv(pb)v(u(f)),qa)(pb ◦ u(vpb,u(f)) ◦ u(qa))
(pb ◦ u(v(γ)) ◦ u(qa))(pr ◦ u(qa))(r ◦ σa)
(naturalité des 2-cellules structurales de composition de u)
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= (pb ◦ u(τb ◦ f))(pb ◦ u(v(pb) ◦ qf ))(pb ◦ uv(pb)v(u(f)),qa)(pb ◦ u(vpb,u(f)) ◦ u(qa))
(ppbu(f) ◦ u(qa))(γ ◦ pu(a)u(qa))(r ◦ σa)
(ALC 1)
= (pb ◦ u(τb ◦ f))(pb ◦ u(v(pb) ◦ qf ))(pb ◦ uv(pb)v(u(f)),qa)(pb ◦ uv(pb),v(u(f)) ◦ u(qa))
(ppb ◦ u(v(u(f))) ◦ u(qa))(pb ◦ pu(f) ◦ u(qa))(γ ◦ pu(a)u(qa))(r ◦ σa)
(ALC 2)
= (pb ◦ u(τb ◦ f))(pb ◦ u(v(pb) ◦ qf ))(pb ◦ uv(pb),v(u(f))qa)(pbu(v(pb)) ◦ uv(u(f)),qa)
(ppb ◦ u(v(u(f)))u(qa))(pb ◦ pu(f) ◦ u(qa))(γ ◦ pu(a)u(qa))(r ◦ σa)
(condition de cocycle pour u)
= (pb ◦ u(τb ◦ f))(pb ◦ u(v(pb) ◦ qf ))(pb ◦ uv(pb),v(u(f))qa)(pbu(v(pb)) ◦ uv(u(f)),qa)
(ppb ◦ u(v(u(f)))u(qa))(pb ◦ pu(f) ◦ u(qa))(pbu(f) ◦ σa)γ
(loi d’échange)
= (pb ◦ u(τb ◦ f))(pb ◦ u(v(pb) ◦ qf ))(pb ◦ uv(pb),v(u(f))qa)(ppb ◦ uv(u(f)),qa)(pb ◦ pu(f) ◦ u(qa))
(pbu(f) ◦ σa)γ
(loi d’échange)
= (pb ◦ u(τb ◦ f))(pb ◦ uv(pb),qv(b)f )(pbu(v(pb)) ◦ u(qf ))(ppb ◦ uv(u(f)),qa)(pb ◦ pu(f) ◦ u(qa))
(pbu(f) ◦ σa)γ
(naturalité des 2-cellules de composition de u)
= (pb ◦ u(τb ◦ f))(pb ◦ uv(pb),qv(b)f )(ppb ◦ u(qv(b)f))(pbpu(v(b)) ◦ u(qf))(pbpu(v(b)) ◦ uv(u(f)),qa)
(pb ◦ pu(f) ◦ u(qa))(pbu(f) ◦ σa)γ
(loi d’échange)
= (pb ◦ u(τb ◦ f))(pb ◦ uv(pb),qv(b)f )(ppb ◦ u(qv(b)f))(pbpu(v(b)) ◦ uqv(b),f )(pb ◦ σv(b) ◦ u(f))γ
(ALC 7)
= (pb ◦ u(τb ◦ f))(pb ◦ uv(pb),qv(b)f )(pbu(v(pb)) ◦ uqv(b),f )(ppb ◦ u(qv(b))u(f))(pb ◦ σv(b) ◦ u(f))γ
(loi d’échange)
= (pb ◦ u(τb ◦ f))(pb ◦ uv(pb)qv(b),f )(pb ◦ uv(pb),qv(b) ◦ u(f))(ppb ◦ u(qv(b))u(f))(pb ◦ σv(b) ◦ u(f))γ
(condition de cocycle pour u)
= (pb ◦ u1v(b),f )(pb ◦ u(τb) ◦ u(f))(pb ◦ uv(pb),qv(b) ◦ u(f))(ppb ◦ u(qv(b))u(f))(pb ◦ σv(b) ◦ u(f))γ
(naturalité des 2-cellules de composition de u)
= (pb ◦ u1v(b),f )(pb ◦ uv(b) ◦ u(f))γ
(ALC 9)
= (pb ◦ (u1v(b),f(uv(b) ◦ u(f))))γ
= (pb ◦ 1u(f))γ
(axiome d’unité pour u)
= 1pbu(f)γ
= γ.
Par conséquent, comme annoncé, (τb ◦ f)(v(pb) ◦ qf )(vpb,u(f) ◦ qa)(v(γ) ◦ qa) est une 2-cellule
de (v(r)qa , (pb ◦ uv(r),qa)(pr ◦ u(qa))(r ◦ σa)) vers (f, γ) dans A//
u
l b. Il reste à montrer que c’est
la seule. Soit donc α une 2-cellule de (v(r)qa, (pb ◦ uv(r),qa)(pr ◦ u(qa))(r ◦ σa)) vers (f, γ) dans
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A//ul b. C’est donc une 2-cellule de v(r)qa vers f dans A telle que l’égalité
(pb ◦ u(α))(pb ◦ uv(r),qa)(pr ◦ u(qa))(r ◦ σa) = γ
soit vérifiée. Alors,
(τb ◦ f)(v(pb) ◦ qf )(vpb,u(f) ◦ qa)(v(γ) ◦ qa)
= (τb ◦ f)(v(pb) ◦ qf )(vpb,u(f) ◦ qa)(v((pb ◦ u(α))(pb ◦ uv(r),qa)(pr ◦ u(qa))(r ◦ σa)) ◦ qa)
(par hypothèse)
= (τb ◦ f)(v(pb) ◦ qf )(vpb,u(f) ◦ qa)(v(pb ◦ u(α)) ◦ qa)(v(pb ◦ uv(r),qa) ◦ qa)(v(pr ◦ u(qa)) ◦ qa)
(v(r ◦ σa) ◦ qa)
= (τb ◦ f)(v(pb) ◦ qf )(v(pb) ◦ v(u(α)) ◦ qa)(vpb,u(v(r)qa) ◦ qa)(v(pb ◦ uv(r),qa) ◦ qa)
(v(pr ◦ u(qa)) ◦ qa)(v(r ◦ σa) ◦ qa)
(naturalité des 2-cellules structurales de composition de v)
= (τb ◦ f)(v(pb)qv(b) ◦ α)(v(pb) ◦ qv(r)qa)(vpb,u(v(r)qa) ◦ qa)(v(pb ◦ uv(r),qa) ◦ qa)
(v(pr ◦ u(qa)) ◦ qa)(v(r ◦ σa) ◦ qa)
(ALC 4)
= (τb ◦ f)(v(pb)qv(b) ◦ α)(v(pb) ◦ qv(r)qa)(v(pb) ◦ v(uv(r),qa) ◦ qa)(vpb,u(v(r))u(qa) ◦ qa)
(v(pr ◦ u(qa)) ◦ qa)(v(r ◦ σa) ◦ qa)
(naturalité des 2-cellules structurales de composition de v)
= (τb ◦ f)(v(pb)qv(b) ◦ α)(v(pb) ◦ qv(r) ◦ qa)(v(pb)v(u(v(r))) ◦ qqa)(v(pb) ◦ vu(v(r)),u(qa) ◦ qa)
(vpb,u(v(r))u(qa) ◦ qa)(v(pr ◦ u(qa)) ◦ qa)(v(r ◦ σa) ◦ qa)
(ALC 5)
= (τb ◦ f)(v(pb)qv(b) ◦ α)(v(pb) ◦ qv(r) ◦ qa)(v(pb)v(u(v(r))) ◦ qqa)(vpb,u(v(r)) ◦ v(u(qa))qa)
(vpbu(v(r)),u(qa) ◦ qa)(v(pr ◦ u(qa)) ◦ qa)(v(r ◦ σa) ◦ qa)
(condition de cocycle pour v)
= (τb ◦ f)(v(pb)qv(b) ◦ α)(v(pb) ◦ qv(r) ◦ qa)(v(pb)v(u(v(r))) ◦ qqa)(vpb,u(v(r)) ◦ v(u(qa))qa)
(v(pr) ◦ v(u(qa))qa)(vrpu(a),u(qa) ◦ qa)(v(r ◦ σa) ◦ qa)
(naturalité des 2-cellules structurales de composition de v)
= (τb ◦ f)(v(pb)qv(b) ◦ α)(v(pb) ◦ qv(r) ◦ qa)(vpb,u(v(r)) ◦ qv(u(a))qa)(v(pr) ◦ qqa)(vrpu(a),u(qa) ◦ qa)
(v(r ◦ σa) ◦ qa)
(loi d’échange)
= (τb ◦ f)(v(pb)qv(b) ◦ α)(v(pb) ◦ qv(r) ◦ qa)(vpb,u(v(r)) ◦ qv(u(a))qa)(v(pr) ◦ qv(u(a))qa)
(v(rpu(a)) ◦ qqa)(vrpu(a),u(qa) ◦ qa)(v(r ◦ σa) ◦ qa)
(loi d’échange)
= α(τb ◦ v(r)qa)(v(pb) ◦ qv(r) ◦ qa)(vpb,u(v(r)) ◦ qv(u(a))qa)(v(pr) ◦ qv(u(a))qa)(v(rpu(a)) ◦ qqa)
(vrpu(a),u(qa) ◦ qa)(v(r ◦ σa) ◦ qa)
(loi d’échange)
= α(v(r) ◦ τu(a) ◦ qa)(vr,pu(a) ◦ qv(u(a))qa)(v(rpu(a)) ◦ qqa)(vrpu(a),u(qa) ◦ qa)(v(r ◦ σa) ◦ qa)
(ALC 8)
= α(v(r) ◦ τu(a) ◦ qa)(v(r)v(pu(a)) ◦ qqa)(vr,pu(a) ◦ v(u(qa))qa)(vrpu(a),u(qa) ◦ qa)(v(r ◦ σa) ◦ qa)
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(loi d’échange)
= α(v(r) ◦ τu(a) ◦ qa)(v(r)v(pu(a)) ◦ qqa)(v(r) ◦ vpu(a),u(qa) ◦ qa)(vr,pu(a)u(qa) ◦ qa)(v(r ◦ σa) ◦ qa)
(condition de cocycle pour v)
= α(v(r) ◦ τu(a) ◦ qa)(v(r)v(pu(a)) ◦ qqa)(v(r) ◦ vpu(a),u(qa) ◦ qa)(v(r) ◦ v(σa) ◦ qa)(vr,1u(a) ◦ qa)
(naturalité des 2-cellules structurales de composition de v)
= α(v(r) ◦ vu(a) ◦ qa)(vr,1u(a) ◦ qa)
(ALC 10)
= α(((v(r) ◦ vu(a))vr,1u(a)) ◦ qa)
= α(1v(r) ◦ qa)
(condition d’unité pour v)
= α(1v(r)qa)
= α.
Ainsi,
α = (τb ◦ f)(v(pb) ◦ qf )(vpb,u(f) ◦ qa)(v(γ) ◦ qa).
Cela termine la démonstration.
Définition 1.7.4. Une adjonction colax-lax correspond aux données et conditions suivantes.
(Données 1) Des 2-catégories A et B, un 2-foncteur colax u : A → B et un 2-foncteur lax
v : B → A.
(Données 2) Pour tout objet b de B, une 1-cellule pb : u(v(b))→ b dans B.
(Données 3) Pour toute 1-cellule g : b→ b′ de B, une 2-cellule
pg : pb′u(v(g))⇒ gpb
dans B.
(ACL 1) Pour tout couple d’objets b et b′ de B, pour tout couple de 1-cellules g et g′ de b
vers b′ dans B, pour toute 2-cellule β : g ⇒ g′ dans B, le diagramme
g′pb pb′u(v(g
′))
pg′ks
gpb
β◦pb
KS
pb′u(v(g))pg
ks
pb′◦u(v(β))
KS
est commutatif.
(ACL 2) Pour tout couple de 1-cellules composables g : b → b′ et g′ : b′ → b′′ dans B, le
diagramme
g′gpb g
′pb′u(v(g))
g′◦pgks pb′′u(v(g
′))u(v(g))
pg′◦u(v(g))ks
pb′′u(v(g
′g))
pg′g
KS
pb′′u(v(g
′)v(g))
pb′′◦uv(g′),v(g)
KS
pb′′◦u(vg′,g)
ks
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est commutatif.
(ACL 3) Pour tout objet b de B, le diagramme
pb pbu(v(1b))
p1bks
pbu(1v(b))
pb◦uv(b)
dl PPPPPPPPPPPPPP
PPPPPPPPPPPPPP
pb◦u(vb)
KS
est commutatif.
(Données 4) Pour tout objet a de A, une 1-cellule qa : a→ v(u(a)) dans A.
(Données 5) Pour toute 1-cellule f : a→ a′ de A, une 2-cellule
qf : qa′f ⇒ v(u(f))qa
dans A.
(ACL 4) Pour tout couple d’objets a et a′ de A, pour tout couple de 1-cellules f et f ′ de a
vers a′ dans A, pour toute 2-cellule α : f ⇒ f ′ dans A, le diagramme
v(u(f ′))qa qa′f
′
qf′ks
v(u(f))qa
v(u(α))◦qa
KS
qa′f
qa′◦α
KS
qf
ks
est commutatif.
(ACL 5) Pour tout couple de 1-cellules composables f : a → a′ et f ′ : a′ → a′′ de A, le
diagramme
v(u(f ′)u(f))qa v(u(f
′))v(u(f))qa
vu(f′),u(f)◦qaks
v(u(f ′))qa′f
v(u(f ′))◦qf
KS
v(u(f ′f))qa
v(uf′,f )◦qa
KS
qa′′f
′f
qf′◦f
KS
qf′f
ks
est commutatif.
(ACL 6) Pour tout objet a de A, le diagramme
v(1u(a))qa v(u(1a))qa
v(ua)◦qaks
qa
q1a
KS
vu(a)◦qa
em ❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙
❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙
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est commutatif.
(Données 6) Pour tout objet a de A, une 2-cellule
σa : pu(a)u(qa)⇒ 1u(a)
dans B.
(ACL 7) Pour toute 1-cellule f : a→ a′ de A, le diagramme
u(f) pu(a′)u(qa′)u(f)
σa′◦u(f)ks pu(a′)u(qa′f)
pu(a′)◦uqa′ ,fks
pu(a′)◦u(qf )

u(f)pu(a)u(qa)
u(f)◦σa
KS
pu(a′)u(v(u(f)))u(qa)
pu(f)◦u(qa)
ks pu(a′)u(v(u(f))qa)pu(a′)◦uv(u(f)),qa
ks
est commutatif.
(Données 7) Pour tout objet b de B, une 2-cellule
τb : 1v(b) ⇒ v(pb)qv(b)
dans A.
(ACL 8) Pour toute 1-cellule g : b→ b′ de B, le diagramme
v(gpb)qv(b) v(g)v(pb)qv(b)
vg,pb◦qv(b)ks v(g)
v(g)◦τbks
τb′◦v(g)

v(pb′u(v(g)))qv(b)
v(pg)◦qv(b)
KS
v(pb′)v(u(v(g)))qv(b)vp
b′
,u(v(g))◦qv(b)
ks v(pb′ )qv(b′)v(g)
v(pb′ )◦qv(g)
ks
est commutatif.
(ACL 9) Pour tout objet b de B, le diagramme
pb pbpu(v(b))u(qv(b))
pb◦σv(b)ks pbu(v(pb))u(qv(b))
ppb◦u(qv(b))ks
pbu(v(pb)qv(b))
pb◦uv(pb),qv(b)
KS
pbu(1v(b))
pb◦u(τb)
KSpb◦uv(b)
go ❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱
❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱
est commutatif.
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(ACL 10) Pour tout objet a de A, le diagramme
v(1u(a))qa v(pu(a)u(qa))qa
v(σa)◦qaks v(pu(a))v(u(qa))qa
vpu(a),u(qa)◦qaks
v(pu(a))qv(u(a))qa
v(pu(a))◦qqa
KS
qa
τu(a)◦qa
KSvu(a)◦qa
go ❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
est commutatif.
On dira que le couple (u, v) constitue une adjonction colax-lax, u étant l’adjoint à gauche
colax de v et v l’adjoint à droite lax de u.
Remarque 1.7.5. Les propositions suivantes sont équivalentes.
(i) Le couple (u, v) forme une adjonction lax-colax.
(ii) Le couple (vop, uop) forme une adjonction colax-lax.
(iii) Le couple (uco, vco) forme une adjonction colax-lax.
(iv) Le couple (vcoop, ucoop) forme une adjonction lax-colax.
En particulier, un adjoint à gauche colax est un préadjoint à gauche colax, un adjoint à droite
lax est un préadjoint à droite lax et un adjoint à droite colax est un préadjoint à droite colax,
ces affirmations résultant immédiatement, par dualité, de la proposition 1.7.3.
1.8 Préfibrations
1.8.1. On rappelle que la fibre d’un foncteur u : A → B au-dessus d’un objet b de B est la
catégorie Ab dont les objets sont les objets a de A vérifiant u(a) = b et dont les morphismes de
a vers a′ sont les morphismes f : a→ a′ de A vérifiant u(f) = 1b.
Il est classique — mais ce n’est pas la définition généralement choisie — qu’un foncteur
u : A→ B est une préfibration si et seulement si, pour tout objet b de B, le foncteur canonique
jb : Ab → b\A
a 7→ (a, 1b)
f 7→ f
est un adjoint à gauche. Les préopfibrations (parfois appelées « précofibrations ») se caracté-
risent de façon duale. On gardera ces rappels à l’esprit lors de la lecture des généralisations
2-catégoriques de ces notions que nous proposons dans la présente section.
Définition 1.8.2. Soient u : A → B un 2-foncteur strict et b un objet de B. On appelle fibre
de u au-dessus de b la 2-catégorie, que l’on notera Aub , dont les objets sont les objets a de A
tels que u(a) = b, dont les 1-cellules de a vers a′ sont les 1-cellules f de a vers a′ dans A telles
que u(f) = 1b, et dont les 2-cellules de f vers f ′ sont les 2-cellules α de f vers f ′ dans A telles
que u(α) = 11b , les diverses compositions et unités s’obtenant à partir de celles de A de façon
« évidente ».
Remarque 1.8.3. Cette définition ne ferait pas sens telle quelle dans le cas d’un 2-foncteur lax,
qui n’envoie pas nécessairement les identités des objets sur l’identité de leur image.
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Lemme 1.8.4. Pour tout 2-foncteur strict u : A → B et tout objet b de B, la 2-catégorie
(Aop)
uop
b ( resp. (A
co)
uco
b , resp. (A
coop)
ucoop
b ) s’identifie canoniquement à (A
u
b )
op ( resp. (Aub )
co,
resp. (Aub )
coop).
Démonstration. La vérification est immédiate.
Définition 1.8.5. On dira qu’un 2-foncteur strict u : A → B est une préfibration si, pour tout
objet b de B, le 2-foncteur strict canonique
Jb : A
u
b → b\\
u
cA
a 7→ (a, 1b)
f 7→ (f, 11b)
α 7→ α
est un préadjoint à gauche lax.
On dira qu’un 2-foncteur strict u : A → B est une préopfibration si uop est une préfibration,
autrement dit si, pour tout objet b de B, le morphisme canonique Aub → A//
u
c b est un préadjoint
à droite lax.
On dira qu’un 2-foncteur strict u : A → B est une précofibration si uco est une préfibration,
autrement dit si, pour tout objet b de B, le morphisme canonique Aub → b\\
u
lA est un préadjoint
à gauche colax.
On dira qu’un 2-foncteur strict u : A → B est une précoopfibration si ucoop est une préfibration,
autrement dit si, pour tout objet b de B, le morphisme canonique Aub → A//
u
l b est un préadjoint
à droite colax.
1.8.6. On dira qu’une 2-catégorie A est préfibrée (resp. préopfibrée, resp. précofibrée, resp. pré-
coopfibrée) sur B s’il existe une préfibration (resp. une préopfibration, resp. une précofibration,
resp. une précoopfibration) de A vers B.
Exemple 1.8.7. Toute projection est une préfibration, une préopfibration, une précofibration et
une précoopfibration, comme un calcul sans aucune difficulté permet de le vérifier. C’est du reste
un cas particulier de résultats que nous établirons dans la section 1.10 (voir la remarque 1.10.8).
Exemple 1.8.8. Soient u : A → C un 2-foncteur lax normalisé et v : B → C un 2-foncteur colax.
Alors, la projection canonique [u, v] → A est une préfibration ; nous n’utiliserons pas ce fait,
que le lecteur pourra vérifier par lui-même. Pour un résultat du même genre, voir la proposition
1.10.7.
Remarque 1.8.9. Soient u : A → B un 2-foncteur strict, b un objet de B, Jb : Aub → b\\
u
cA le
2-foncteur strict canonique défini dans l’énoncé de la définition 1.8.5 et (a, p : b→ u(a)) un objet
de la 2-catégorie b\\ucA. Décrivons partiellement la structure de la 2-catégorie A
u
b //
Jb
l (a, p). Ses
objets sont les triplets
(a′, (f ′ : a′ → a, α′ : u(f ′)⇒ p))
où a′ est un objet de A tel que u(a′) = b, f ′ une 1-cellule de A et α′ une 2-cellule de B. Étant
donné deux objets (a′, (f ′, α′)) et (a′′, (f ′′, α′′)) de Aub //
Jb
l (a, p), les 1-cellules du premier vers le
second sont données par les couples
(g : a′ → a′′, β : f ′ ⇒ f ′′g)
où g est une 1-cellule de A telle que u(g) = 1b et β une 2-cellule de A telle que α′′u(β) = α′.
En gardant ces notations, si (g′ : a′ → a′′, β′ : f ′ ⇒ f ′′g′) est une 1-cellule de (a′, (f ′, α′)) vers
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(a′′, (f ′′, α′′)) (on a donc u(g′) = 1b et α′′u(β′) = α′), les 2-cellules de (g, β) vers (g′, β′) sont
données par les 2-cellules
γ : g ⇒ g′
de A telles que u(γ) = 11b et (f
′′ ◦ γ)β = β′.
Ainsi, u : A → B est une préfibration si et seulement si, pour tout objet b de B, pour tout
objet a de A, pour toute 1-cellule p : b → u(a) de B, il existe un objet a′′ de A au-dessus de b
(c’est-à-dire vérifiant u(a′′) = b), une 1-cellule f ′′ : a′′ → a de A et une 2-cellule α′′ : u(f ′′)⇒ p
de B tels que, pour tout tel triplet (a′, f ′ : a′ → a, α′ : u(f ′)⇒ p) tel que u(a′) = b, il existe un
couple (g : a′ → a′′, β : f ′ ⇒ f ′′g) tel que u(g) = 1b et α′′u(β) = α′ tel que, pour tout tel couple
(g′ : a′ → a′′, β′ : f ′ ⇒ f ′′g′) tel que u(g′) = 1b et α′′u(β′) = α′, il existe une unique 2-cellule
γ : g ⇒ g′ de A telle que u(γ) = 11b et (f
′′ ◦ γ)β = β′. (En particulier, on a u(β) = u(β′).)
Remarque 1.8.10. Cette notion de préfibration, suggérée par Maltsiniotis, est évidemment com-
patible avec la notion classique de préfibration dans Cat . La classe des préfibrations de Cat n’étant
pas stable par composition, il n’y a pas lieu d’espérer que la classe des préfibrations de 2-Cat
le soit. Il est probable que l’on puisse 6 renforcer cette notion pour définir une classe, stable
par composition, de fibrations dans 2-Cat. Cependant, du point de vue homotopique, la notion
de préfibration l’emporte en importance sur celle de fibration. Il est également possible que la
théorie des foncteurs préfeuilletants de Bénabou, inédite mais remarquable, se généralise dans le
cadre de 2-Cat pour fournir un cadre conceptuel satisfaisant dans lequel exprimer diverses notions
apparentées à celles de préfibration et de fibration. En fait, une notion de fibration dans 2-Cat
se trouve déjà définie depuis longtemps dans la littérature ; voir par exemple [30, définition 2.3].
Récemment, Buckley a proposé dans [9] de renforcer cette définition.
1.9 2-foncteurs en tranches
1.9.1. Soient u : A → C un 2-foncteur lax et B une 2-catégorie. On se propose de vérifier que
ces données induisent 7 un 2-foncteur strict
[u,−] : Colax(B, C)→ 2-Cat .
• Pour tout 2-foncteur colax v : B → C, on pose
[u,−](v) = [u, v].
• Pour tout couple de 2-foncteurs colax v et w de B vers C et toute optransformation σ : v ⇒ w,
le 2-foncteur strict [u,−](σ), que nous noterons [u, σ], de [u, v] vers [u,w], est défini, de façon
duale à ce que nous avons déjà fait dans le paragraphe 1.5.1, comme suit.
– Pour tout objet (a, b, r) de [u, v],
[u, σ](a, b, r) = (a, b, σbr).
– Pour toute 1-cellule (f, g, α) de (a, b, r) vers (a′, b′, r′) dans [u, v],
[u, σ](f, g, α) = (f, g, (σb′ ◦ α)(σg ◦ r)).
6. Peut-être en utilisant la notion d’adjonction lax-colax.
7. On néglige les questions de taille, ici comme à d’autres occasions, sans forcément le mentionner, puisque les
calculs font sens indépendamment d’hypothèses de petitesse, que nécessitent évidemment certaines affirmations,
comme le lecteur le remarquera de lui-même.
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– Pour toute 2-cellule (ϕ, ψ) de [u, v],
[u, σ](ϕ, ψ) = (ϕ, ψ).
• Soient de plus une optransformation τ : v ⇒ w et une modification Γ : σ ⇛ τ . La transformation
stricte [u,Γ] : [u, σ]⇒ [u, τ ] est définie par
[u,Γ](a,b,r) = (1a, 1b, (τbr ◦ ua)(Γb ◦ r)(wb ◦ σbr))
pour tout objet (a, b, r) de [u, v]. Vérifions que cela définit bien une transformation stricte.
– Soit (f, g, α) : (a, b, r)→ (a′, b′, r′) une 1-cellule de [u, v]. Les égalités
[u, τ ](f, g, α)[u,Γ](a,b,r) = [u,Γ](a′,b′,r′)[u, σ](f, g, α) = (f, g, (τb′ ◦ α)(Γb′ ◦ v(g)r)(σg ◦ r))
résultent de la naturalité des 2-cellules structurales d’unité de u et w, de l’égalité
τg(w(g) ◦ Γb) = (Γb′ ◦ v(g))σg
et de la loi d’échange.
– Soient de plus (h, k, β) une 1-cellule de (a, b, r) vers (a′, b′, r′) et (ϕ, ψ) une 2-cellule de
(f, g, α) vers (h, k, β) dans [u, v]. Les égalités
[u, τ ](ϕ, ψ) ◦ [u,Γ](a,b,r) = (ϕ, ψ) = [u,Γ](a′,b′,r′) ◦ [u, σ](ϕ, ψ)
sont alors immédiates.
Ce qui précède permet bien d’affirmer que [u,Γ] est une transformation stricte de [u, σ] vers
[u, τ ].
• Soient v et w des 2-foncteurs colax de B vers C et σ : v ⇒ w une optransformation. La
vérification de l’égalité
[u, 1σ] = 1[u,σ]
ne pose aucune difficulté.
• Soient, sous les mêmes données, τ et µ des optransformations de v vers w, Γ une modification
de σ vers τ et Λ une modification de τ vers µ. Alors, pour tout objet (a, b, r) de [u, v], les égalités
[u,Λ](a,b,r)[u,Γ](a,b,r) = (1a, 1b, wb ◦ (ΛbΓb) ◦ r ◦ ua) = [u,ΛΓ](a,b,r)
résultent de la loi d’échange, de la naturalité des 2-cellules structurales d’unité de u et w et
de l’égalité (ΛΓ)b = ΛbΓb — cette dernière étant tautologique par définition de la composition
verticale des modifications, définition que le lecteur avait sans doute déjà explicitée. Par définition
toujours, cela permet d’affirmer
[u,Λ][u,Γ] = [u,ΛΓ].
• Toujours sous la donnée d’un 2-foncteur colax v : B → C, l’égalité
[u, 1v] = 1[u,v]
se vérifie facilement.
• Soient v, w et z des 2-foncteurs colax de B vers C et σ : v ⇒ w et ρ : w ⇒ z des
optransformations. L’égalité [u, ρ][u, σ] = [u, ρσ] résulte alors des vérifications suivantes.
– Pour tout objet (a, b, r) de [u, v],
[u, ρ][u, σ](a, b, r) = (a, b, ρbσbr) = [u, ρσ](a, b, r).
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– Pour toute 1-cellule (f, g, α) : (a, b, r)→ (a′, b′, r′) de [u, v],
[u, ρ][u, σ](f, g, α) = (f, g, (ρb′σb′ ◦ α)(ρb′ ◦ σg ◦ r)(ρg ◦ σbr)) = [u, ρσ](f, g, α).
– Pour toute 2-cellule (ϕ, ψ) de [u, v],
[u, ρ][u, σ](ϕ, ψ) = (ϕ, ψ) = [u, ρσ](ϕ, ψ).
• Soient v, w et z des 2-foncteurs colax de B vers C, σ et µ des optransformations de v vers w,
ρ et ν des optransformations de w vers z, Γ une modification de σ vers µ et Λ une modification
de ρ vers ν. Alors,
[u,Λ ◦ Γ](a,b,r) = (1a, 1b, (νbµbr ◦ ua)(Λb ◦ Γb ◦ r)(zb ◦ ρbσbr)) = ([u,Λ] ◦ [u,Γ])(a,b,r).
Cela résulte de la définition de la composition horizontale des 2-cellules dans Colax(B, C) et de
quelques instructives et courtes manipulations sans aucune difficulté ; nous laissons au lecteur le
soin d’expliciter les détails s’il en ressent le besoin.
La construction ci-dessus définit donc bien un 2-foncteur strict [u,−] : Colax(B, C) → 2-Cat
sous la donnée d’un morphisme u : A → C de 2-Cat lax et d’une petite 2-catégorie B.
1.9.2. Soient maintenant A, C et D des petites 2-catégories, v et w des 2-foncteurs lax de A
vers C et σ : v ⇒ w une optransformation. En vertu de ce qui précède, v et w permettent de
définir des 2-foncteurs stricts [v,−] et [w,−] de Colax(D, C) vers 2-Cat. On peut faire mieux :
σ induit une transformation stricte de [w,−] vers [v,−], dont la composante en un objet z de
Colax(D, C), c’est-à-dire en un 2-foncteur colax z : D → C, n’est autre que le 2-foncteur strict
[σ, z] : [w, z] → [v, z] dont on a déjà défini un analogue sous des données similaires dans le
paragraphe 1.5.1. Plus précisément, pour tout objet (a, d, r) de [w, z], [σ, z](a, d, r) = (a, d, rσa),
pour toute 1-cellule (f, g, α) : (a, d, r)→ (a′, d′, r′) de [w, z], [σ, z](f, g, α) = (f, g, (r′◦σf )(α◦σa))
et, pour toute 2-cellule (ϕ, ψ) de [w, z], [σ, z](ϕ, ψ) = (ϕ, ψ). Le fait que cela définit bien une
transformation stricte de [w,−] vers [v,−] résulte des vérifications suivantes.
• Soient y et z des 2-foncteurs colax de D vers C et τ : y ⇒ z une optransformation. On veut
vérifier l’égalité [σ, z][w, τ ] = [v, τ ][σ, y]. Cela découle des calculs simples suivants.
– Pour tout objet (a, d, r) de [w, y],
[σ, z][w, τ ](a, d, r) = (a, d, τdrσa) = [v, τ ][σ, y](a, d, r).
– Pour toute 1-cellule (f, g, α) : (a, d, r)→ (a′, d′, r′) dans [w, y],
[σ, z][w, τ ](f, g, α) = (f, g, (τd′r
′ ◦ σf )(τd′ ◦ α ◦ σa)(τg ◦ rσa)) = [v, τ ][σ, y](f, g, α).
– Pour toute 2-cellule (ϕ, ψ) de [w, y],
[σ, z][w, τ ](ϕ, ψ) = (ϕ, ψ) = [v, τ ][σ, y](ϕ, ψ).
• Soient de plus µ : y ⇒ z une optransformation et Γ : τ ⇛ µ une modification. L’égalité
[σ, z] ◦ [w,Γ] = [v,Γ] ◦ [σ, y] résulte des égalités, pour tout objet (a, d, r) de [w, y],
([σ, z] ◦ [w,Γ])(a,d,r) = [σ, z]([w,Γ](a,d,r))
= [σ, z](1a, 1d, (µdr ◦ wa)(Γd ◦ r)(zd ◦ τdr))
= (1a, 1d, (µdr ◦ σ1a)(µdr ◦ wa ◦ σa)(Γd ◦ rσa)(zd ◦ τdrσa)),
([v,Γ] ◦ [σ, y])(a,d,r) = [v,Γ][σ,y](a,d,r)
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= [v,Γ](a,d,rσa)
= (1a, 1d, (µdrσa ◦ va)(Γd ◦ rσa)(zd ◦ τdrσa))
et
σ1a(wa ◦ σa) = σa ◦ va.
1.9.3. Soient maintenant u : A → B et u′ : B → C deux 2-foncteurs stricts et D une 2-catégorie.
On va voir que ces données induisent une transformation stricte du 2-foncteur strict [u′u,−] :
Colax(D, C)→ 2-Cat vers [u′,−] : Colax(D, C)→ 2-Cat dont la composante en le 2-foncteur colax
v : D → C est l’analogue, ici strict puisque u est strict, du 2-foncteur lax F : [u′u, v] → [u′, v]
que nous avons défini dans le paragraphe 1.5.2. Par abus de notation, nous noterons toutes ces
composantes F dans les vérifications qui suivent.
• Soient v et w des 2-foncteurs colax de D vers C et σ : v ⇒ w une optransformation. L’égalité
[u′, σ]F = F [u′u, σ] résulte des vérifications directes suivantes.
– Pour tout objet (a, d, r) de [u′u, v],
[u′, σ]F (a, d, r) = (u(a), d, σdr) = F [u
′u, σ](a, d, r).
– Pour toute 1-cellule (f, g, α) : (a, d, r)→ (a′, d′, r′) de [u′u, v],
[u′, σ]F (f, g, α) = (u(f), g, (σd′ ◦ α)(σg ◦ r)) = F [u
′u, σ](f, g, α).
– Pour toute 2-cellule (ϕ, ψ) de [u′u, v],
[u′, σ]F (ϕ, ψ) = (u(ϕ), ψ) = F [u′u, σ](ϕ, ψ).
• Soient, sous les mêmes hypothèses, une optransformation τ : v ⇒ w et une modification
Γ : σ ⇛ τ . L’égalité
[u′,Γ] ◦ F = F ◦ [u′u,Γ]
résulte de ce que, pour tout objet (a, d, r) de [u′u, v],
([u′,Γ] ◦ F )(a,d,r) = (1u(a), 1d,Γd ◦ r) = (F ◦ [u
′u,Γ])(a,d,r).
1.9.4. Soit u : A → B un morphisme de 2-Cat lax. En identifiant B à la 2-catégorie dont les objets
sont les 2-foncteurs stricts de e vers B, les 1-cellules les transformations strictes entre iceux et
les 2-cellules les modifications entre icelles, ce qui précède permet d’associer à u un 2-foncteur
strict T u : B → 2-Cat comme suit. Pour des raisons de lisibilité, on pourra noter T ub , T
u
f et T
u
γ
plutôt que T u(b), T u(f) et T u(γ) respectivement.
Pour tout objet b de B,
T ub = A//
u
l b.
Pour toute 1-cellule f : b → b′ de B, le 2-foncteur strict T uf : T
u
b → T
u
b′ est donné par les
formules
A//ul b→ A//
u
l b
′
(a, p : u(a)→ b) 7→ (a, fp : u(a)→ b′)
(g : a→ a′, α : p⇒ p′u(g)) 7→ (g : a→ a′, f ◦ α : fp⇒ fp′u(g))
β 7→ β.
Soient f et f ′ deux 1-cellules de b vers b′ et γ : f ⇒ f ′ une 2-cellule dans B. La transformation
stricte T uγ : T
u
f ⇒ T
u
f ′ est définie par
(T uγ )(a,p) = (1a, γ ◦ p ◦ ua)
pour tout objet (a, p) de A//ul b.
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1.9.5. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
❴❴❴❴ks
σ
C
un diagramme de 2-foncteurs stricts commutatif à l’optransformation σ : vu⇒ w près seulement.
Les considérations qui précèdent nous fournissent des 2-foncteurs stricts Tw et T v de C vers 2-Cat
ainsi qu’une transformation stricte, que l’on notera T σ, de Tw vers T v, définie par
(T σ)c = u//
σ
l c
pour tout objet c de C. On notera T σc = (T
σ)c.
1.10 Intégration des 2-foncteurs
1.10.1. Soient A une petite catégorie et F : A → Cat un foncteur. On rappelle — voir par
exemple [40, paragraphe 2.2.1], dont nous reprenons la présentation — une construction « de
Grothendieck » 8 d’une catégorie
∫
A
F opfibrée sur A. Les objets en sont les couples (a, x) avec a
un objet de A et x un objet de F (a). Les morphismes de (a, x) vers (a′, x′) sont les couples (f, r)
avec f : a→ a′ un morphisme de A et r : F (f)(x)→ x′ un morphisme de F (a′). La composition
des morphismes est définie par la formule
(f ′, r′)(f, r) = (f ′f, r′F (f ′)(r)).
La projection ∫
A
F → A
(a, x) 7→ a
(f, r) 7→ f
est une opfibration (donc en particulier une préopfibration) dont la fibre au-dessus de l’objet a
de A s’identifie canoniquement à F (a).
Dans [40, 2.2.6] — par exemple — se trouve également présentée la construction d’une ca-
tégorie fibrée — qui se trouve être, historiquement, celle étudiée par Grothendieck — sur une
petite catégorie A pour tout foncteur F : Aop → Cat . Nous n’entrons pas dans les détails puisque
nous allons, dans ce qui suit, étudier de façon méthodique les diverses dualités des constructions
analogues dans le cadre plus général des 2-catégories.
1.10.2. Soit F : A → 2-Cat un 2-foncteur strict. Ainsi, F (a) est une 2-catégorie pour tout objet
a de A, F (f) est un 2-foncteur strict pour toute 1-cellule f de A, et F (γ) est une transformation
stricte pour toute 2-cellule γ de A. Ces données nous permettent de définir une 2-catégorie
∫
A
F
comme suit.
Les objets de
∫
A F sont les couples (a, x), avec a un objet de A et x un objet de la 2-catégorie
F (a).
Les 1-cellules de (a, x) vers (a′, x′) dans
∫
A F sont les couples
(f : a→ a′, r : F (f)(x)→ x′)
8. Cette construction se trouve souvent appelée « construction de Grothendieck », bien que Grothendieck soit à
l’origine d’un nombre assez considérable de constructions. En fait, s’il a notamment montré que cette construction
fournissait une catégorie fibrée, la construction proprement dite remonte au moins aux travaux catégoriques de
Yoneda.
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dans lesquels f est une 1-cellule de a vers a′ dans A et r une 1-cellule de F (f)(x) vers x′ dans
F (a′).
Les 2-cellules de (f : a→ a′, r : F (f)(x) → x′) vers (g : a → a′, s : F (g)(x) → x′) dans
∫
A F
sont les
(γ : f ⇒ g, ϕ : r ⇒ s(F (γ))x)
dans lesquels γ est une 2-cellule de f vers g dans A et ϕ une 2-cellule de r vers s(F (γ))x dans
F (a′).
L’identité de l’objet (a, x) est donnée par
1(a,x) = (1a, 1x).
Soient (a, x), (a′, x′) et (a′′, x′′) trois objets de
∫
A F , (f : a → a
′, r : F (f)(x) → x′) une
1-cellule de (a, x) vers (a′, x′), et (f ′ : a′ → a′′, r′ : F (f ′)(x′)→ x′′) une 1-cellule de (a′, x′) vers
(a′′, x′′). La composée de ces 1-cellules est donnée par
(f ′, r′)(f, r) = (f ′f, r′F (f ′)(r)).
Soit (f : a→ a′, r : F (f)(x)→ x′) une 1-cellule de (a, x) vers (a′, x′). Son identité est donnée
par
1(f,r) = (1f , 1r).
Soient (f : a → a′, r : F (f)(x) → x′), (g : a → a′, s : F (g)(x) → x′) et (h : a → a′, t :
F (h)(x) → x′) trois 1-cellules de (a, x) vers (a′, x′), (γ : f ⇒ g, ϕ : r ⇒ s(F (γ))x) une 2-cellule
de (f, r) vers (g, s) et (δ : g ⇒ h, ψ : s⇒ t(F (δ))x) une 2-cellule de (g, s) vers (h, t). La composée
de ces 2-cellules est donnée par
(δ, ψ)(γ, ϕ) = (δγ, (ψ ◦ (F (γ))x)ϕ).
Soient (f : a → a′, r : F (f)(x) → x′) et (g : a → a′, s : F (g)(x) → x′) deux 1-cellules de
(a, x) vers (a′, x′), (f ′ : a′ → a′′, r′ : F (f ′)(x′) → x′′) et (g′ : a′ → a′′, s′ : F (g′)(x′) → x′′) deux
1-cellules de (a′, x′) vers (a′′, x′′), (γ : f ⇒ g, ϕ : r⇒ s(F (γ))x) une 2-cellule de (f, r) vers (g, s)
et (γ′ : f ′ ⇒ g′, ϕ′ : r′ ⇒ s′(F (γ′))x′) une 2-cellule de (f ′, r′) vers (g′, s′). Leur composée est
donnée par
(γ′, ϕ′) ◦ (γ, ϕ) = (γ′ ◦ γ, ϕ′ ◦ F (f ′)(ϕ)).
On peut vérifier sans aucune difficulté que cela définit bien une 2-catégorie. La remarque 1.10.3
permet toutefois de faire l’économie des calculs dans ce nouveau cas particulier de « structure
comma ».
Remarque 1.10.3. La construction présentée en 1.10.2 peut se voir comme un cas particulier de
3-catégorie comma, généralisation de la notion de 2-catégorie comma. La construction qui nous in-
téresse n’est pas un cas particulier de 2-catégorie comma car elle utilise la structure 3-catégorique
de 2-Cat. La définition pertinente se trouve chez Gray [26, I, 2, 7, p. 32]. La construction de Gro-
thendieck que nous utilisons est alors la 3-catégorie comma [e, F ] du morphisme constant de
valeur e et du morphisme F . Les sources de ces morphismes étant en fait des 2-catégories (ou,
de façon équivalente, des 3-catégories dont toutes les 3-cellules sont des identités), la 3-catégorie
comma [e, F ] =
∫
A
F est en fait une 2-catégorie. Nous avons appris ce point de vue par Steve
Lack.
Remarque 1.10.4. Pour d’autres travaux portant sur la « construction de Grothendieck » dans
un cadre bicatégorique, on pourra se reporter à [3] ou [12].
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Exemple 1.10.5. Pour toutes 2-catégories A et B, considérons le 2-foncteur strict constant
CB : A → 2-Cat
a 7→ B
f 7→ 1B
ϕ 7→ 11B .
On vérifie sans aucune difficulté que la 2-catégorie
∫
ACB s’identifie canoniquement à A× B.
1.10.6. Soient A une 2-catégorie et F : A → 2-Cat un 2-foncteur strict. Les formules∫
A
F → A
(a, x) 7→ a
(f, r) 7→ f
(γ, ϕ) 7→ γ
définissent un 2-foncteur strict PF :
∫
A
F → A, que l’on appellera parfois « projection canonique
de l’intégrale de F » 9.
Proposition 1.10.7. Pour toute 2-catégorie A et tout 2-foncteur strict F : A → 2-Cat, la
projection canonique
PF :
∫
A
F → A
est une précoopfibration.
Démonstration. Décrivons d’abord les objets, 1-cellules et 2-cellules de la 2-catégorie
(∫
A
F
)
//PFl a.
(On laisse au lecteur le soin d’expliciter les détails si besoin est.)
Les objets en sont les ((a′, x′), p : a′ → a).
Les 1-cellules de
((a′, x′), p : a′ → a)
vers
((a′′, x′′), p′ : a′′ → a)
sont les
((f : a′ → a′′, r : F (f)(x′)→ x′′), σ : p⇒ p′f).
Les 2-cellules de
((f : a′ → a′′, r : F (f)(x′)→ x′′), σ : p⇒ p′f)
vers
((g : a′ → a′′, s : F (g)(x′)→ x′′), σ′ : p⇒ p′g)
sont les
(γ : f ⇒ g, ϕ : r⇒ s(F (γ))x′)
tels que
(p′ ◦ γ)σ = σ′.
9. Les vérifications de fonctorialité sont immédiates ; c’est du reste un résultat formel provenant du fait que la
construction de Grothendieck est un cas particulier de structure comma.
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Considérons le 2-foncteur strict
Ja :
(∫
A
F
)PF
a
→
(∫
A
F
)
//PFl a
(a, x) 7→ ((a, x), 1a)
(1a, r) 7→ ((1a, r), 11a)
(11a , ϕ) 7→ (11a , ϕ).
On va vérifier qu’il s’agit d’un préadjoint à droite colax. Soit ((a′, x′), p : a′ → a) un objet de∫
A F//
PF
l a. Ainsi, a, a
′, x′ et p sont désormais fixés. Décrivons les objets, 1-cellules et 2-cellules
de la 2-catégorie
((a′, x′), p)\\
Ja
c
(∫
A
F
)PF
a
.
(Comme ci-dessus, on laisse au lecteur le soin d’expliciter les détails en cas de besoin.)
Les objets en sont les
((a, x), ((q : a′ → a, r : F (q)(x′)→ x), σ : p⇒ q)).
Les 1-cellules de
((a, x), ((q : a′ → a, r : F (q)(x′)→ x), σ : p⇒ q))
vers
((a, x′′), ((q′ : a′ → a, r′ : F (q′)(x′)→ x′′), σ′ : p⇒ q′))
s’identifient aux
(s : x→ x′′, (γ : q ⇒ q′, ϕ : sr⇒ r′(F (γ))x′))
tels que
γσ = σ′.
Les 2-cellules de
(s : x→ x′′, (γ : q ⇒ q′, ϕ : sr⇒ r′(F (γ))x′))
(vérifiant γσ = σ′) vers
(t : x→ x′′, (µ : q ⇒ q′, ψ : tr ⇒ r′(F (µ))x′))
(vérifiant µσ = σ′) s’identifient aux 2-cellules
τ : s⇒ t
telles que
µ = γ
et
ψ(τ ◦ r) = ϕ.
(L’égalité γ = µ est donc une condition nécessaire à l’existence d’une telle 2-cellule.)
Dans la 2-catégorie
((a′, x′), p)\\Jac
(∫
A
F
)PF
a
,
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on distingue l’objet
((a, F (p)(x′)), ((p, 1F (p)(x′)), 1p)).
Soit
((a, x′′), ((q′ : a′ → a, r′ : F (q′)(x′)→ x′′), σ′ : p⇒ q′))
un objet quelconque de
((a′, x′), p)\\
Ja
c
(∫
A
F
)PF
a
.
On distingue la 1-cellule
(r′(F (σ′))x′ , (σ
′, 1r′(F (σ′))x′ ))
de ((a, F (p)(x′)), ((p, 1F (p)(x′)), 1p)) vers ((a, x′′), ((q′, r′), σ′)). En effet, la condition à vérifier
n’est autre que la trivialité σ′1p = σ′.
Soit
(s : F (p)(x′)→ x′′, (γ : p⇒ q′, ϕ : s⇒ r′(F (σ′))x′))
une 1-cellule quelconque de ((a, F (p)(x′)), ((p, 1F (p)(x′)), 1p)) vers ((a, x′′), ((q′, r′), σ′)). On a
donc en particulier γ = σ′. Les 2-cellules de (s, (γ, ϕ)) vers (r′(F (σ′))x′ , (σ′, 1r′(F (σ′))x′ )) sont
données par les 2-cellules τ : s ⇒ r′(F (σ′))x′ telles que γ = σ′ (égalité déjà vérifiée par hypo-
thèse) et 1r′(F (σ′))x′ (τ ◦1F (p)(x′)) = ϕ, c’est-à-dire τ = ϕ. Il est clair que ces conditions impliquent
l’existence et l’unicité d’une telle 2-cellule, à savoir ϕ.
Ainsi, la 2-catégorie ((a′, x′), p)\\Jac (
∫
A F )
PF
a
op-admet un objet admettant un objet final. Par
définition, le résultat suit.
Remarque 1.10.8. Ainsi, en vertu de l’exemple 1.10.5 et de la proposition 1.10.7, toute projection
est une précoopfibration. Les divers morphismes opposés d’une projection étant des projections,
toute projection est donc également une préopfibration, une précofibration et une précoopfibra-
tion, ce que nous annoncions déjà dans l’exemple 1.8.7.
1.10.9. Soient toujours F : A → 2-Cat un 2-foncteur strict et a un objet de A. On vient de voir
que le 2-foncteur strict Ja :
(∫
A F
)PF
a
→
(∫
A F
)
//PFl a, dont nous avons rappelé la définition au
cours de la démonstration de la proposition 1.10.7, est un préadjoint à droite colax. En vertu des
résultats généraux de la section 1.6, il existe un 2-foncteur lax Ka :
(∫
A F
)
//PFl a →
(∫
A F
)PF
a
ainsi qu’une optransformation 1(
∫
A
F)//PFl a
⇒ JaKa. Des calculs quelque peu pénibles mais sans
difficulté réelle montrent 10 que Ka est donné par (en conservant des notations consistantes avec
celles adoptées précédemment, et donc « évidentes »)
(∫
A
F
)
//PFl a −→
(∫
A
F
)PF
a
((a′, x′), p : a′ → a) 7−→ (a, F (p)(x′))
((f : a′ → a′′, r : F (f)(x′)→ x′′), σ : p⇒ p′f) 7−→ (1a, F (p
′)(r)(F (σ))x′ )
(γ, ϕ) 7−→ (11a , F (p
′)(ϕ) ◦ (F (σ))x′ ).
10. Nous n’utiliserons pas le caractère canonique de Ka, bien qu’il figure dans l’énoncé de la proposition 1.10.10.
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Vérifions qu’il s’agit d’un 2-foncteur strict. Pour tout objet ((a′, x′), p) de
(∫
A F
)
//PFl a,
Ka(1((a′,x′),p)) = Ka((1a′ , 1x′), 1p)
= (1a, F (p)(1x′)(F (1p))x′)
= (1a, 1F (p)(x′))
= 1(a,F (p)(x′))
= 1Ka((a′,x′),p).
Pour tout couple de 1-cellules composables
((f, r), σ) : ((a′, x′), p)→ ((a′′, x′′), p′)
et
((f ′, r′), σ′) : ((a′′, x′′), p′)→ ((a′′′, x′′′), p′′)
de
(∫
A
F
)
//PFl a,
Ka(((f
′, r′), σ′)((f, r), σ)) = Ka((f
′f, r′F (f ′)(r)), (σ′ ◦ f)σ)
= (1a, F (p
′′)(r′F (f ′)(r))(F ((σ′ ◦ f)σ))x′)
= (1a, F (p
′′)(r′)F (p′′)F (f ′)(r)(F (σ′) ◦ F (f))x′(F (σ))x′ )
= (1a, F (p
′′)(r′)F (p′′)F (f ′)(r)(F (σ′))F (f)(x′)(F (σ))x′ ).
D’autre part,
Ka((f
′, r′), σ′)Ka((f, r), σ) = (1a, F (p
′′)(r′)(F (σ′))x′′)(1a, F (p
′)(r)(F (σ))x′ ).
L’égalité
Ka(((f
′, r′), σ′)((f, r), σ)) = Ka((f
′, r′), σ′)Ka((f, r), σ)
résulte donc du fait que le diagramme
F (p′)F (f)(x′)
(F (σ′))F (f)(x′)
//
F (p′)(r)

F (p′′)F (f ′)F (f)(x′)
F (p′′)F (f ′)(r)

F (p′)(x′′)
(F (σ′))x′′
// F (p′′)F (f ′)(x′′)
est commutatif par naturalité de F (σ′) : F (p′)⇒ F (p′′)F (f ′).
Pour toute 1-cellule
((f, r), σ) : ((a′, x′), p)→ ((a′′, x′′), p′)
de
(∫
A F
)
//PFl a,
Ka(1((f,r),σ)) = Ka(1f , 1r)
= (11a , F (p
′)(1r) ◦ (F (σ))x′)
= (11a , 1F (p′)(r) ◦ (F (σ))x′ )
= (11a , 1F (p′)(r)(F (σ))x′ )
= 1(1a,F (p′)(r)(F (σ))x′)
= 1Ka((f,r),σ).
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Pour tout triplet de 1-cellules parallèles ((f, r), σ), ((g, s), τ) et ((h, t), µ) de ((a′, x′), p) vers
((a′′, x′′), p′), pour tout couple de 2-cellules composables
(γ, ϕ) : ((f, r), σ)⇒ ((g, s), τ)
et
(δ, ψ) : ((g, s), τ)⇒ ((h, t), µ)
dans
(∫
A F
)
//PFl a, il suffit de faire un dessin pour vérifier les égalités
Ka((δ, ψ)(γ, ϕ)) = Ka(δγ, (ψ ◦ (F (γ))x′)ϕ)
= (11a , F (p
′)((ψ ◦ (F (γ))x′)ϕ) ◦ (F (σ))x′ )
= (11a , ((F (p
′)(ψ) ◦ F (p′)((F (γ))x′ ))F (p
′)(ϕ)) ◦ (F (σ))x′)
et
Ka(δ, ψ)Ka(γ, ϕ) = (11a , F (p
′)(ψ) ◦ (F (τ))x′ )(11a , F (p
′)(ϕ) ◦ (F (σ))x′)
= (11a , (F (p
′)(ψ) ◦ F (p′)((F (γ))x′)(F (σ))x′ )(F (p
′)(ϕ) ◦ (F (σ))x′))
= (11a , ((F (p
′)(ψ) ◦ F (p′)((F (γ))x′ ))F (p
′)(ϕ)) ◦ (F (σ))x′ ).
Ainsi,
Ka((δ, ψ)(γ, ϕ)) = Ka(δ, ψ)Ka(γ, ϕ).
Les formules ci-dessus définissent donc bien un 2-foncteur strict Ka. On constate que c’est
une rétraction de Ja :
KaJa = 1(
∫
A
F)PF
a
.
De plus, Ka est un préadjoint à gauche lax. En effet, soit (a, x) un objet de (
∫
A F )
PF
a
. Les
objets, 1-cellules et 2-cellules de la 2-catégorie((∫
A
F
)
//PFl a
)
//Kal (a, x)
se décrivent comme suit. Les objets sont les
(((a′, x′), p : a′ → a), (1a, r : F (p)(x
′)→ x)).
Les 1-cellules de
(((a′, x′), p : a′ → a), (1a, r : F (p)(x
′)→ x))
vers
(((a′′, x′′), p′ : a′′ → a), (1a, r
′ : F (p′)(x′′)→ x))
sont les
(((f : a′ → a′′, s : F (f)(x′)→ x′′), σ : p⇒ p′f), (11a , ϕ : r ⇒ r
′F (p′)(s)(F (σ))x′ )).
Les 2-cellules de
(((f : a′ → a′′, s : F (f)(x′)→ x′′), σ : p⇒ p′f), (11a , ϕ : r ⇒ r
′F (p′)(s)(F (σ))x′ ))
vers
(((g : a′ → a′′, t : F (g)(x′)→ x′′), τ : p⇒ p′g), (11a , ψ : r ⇒ r
′F (p′)(t)(F (τ))x′ ))
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sont les
(µ : f ⇒ g, ν : s⇒ t(F (µ))x′)
tels que
(p′ ◦ µ)σ = τ
et
r′ ◦ F (p′)(ν) ◦ (F (σ))x′ = ψ.
Dans cette 2-catégorie, on distingue l’objet
(((a, x), 1a), (1a, 1x)).
Soit
(((a′, x′), p : a′ → a), (1a, r : F (p)(x
′)→ x))
un objet quelconque de
((∫
A
F
)
//PFl a
)
//Kal (a, x). Alors,
(((p, r), 1p), (11a , 1r))
définit une 1-cellule de (((a′, x′), p), (1a, r)) vers (((a, x), 1a), (1a, 1x)). Soit
(((f : a′ → a, s : F (f)(x′)→ x), σ : p⇒ f), (11a , ϕ : r ⇒ s(F (σ))x′))
une 1-cellule quelconque de (((a′, x′), p), (1a, r)) vers (((a, x), 1a), (1a, 1x)). Les 2-cellules de
(((p, r), 1p), (11a , 1r))
vers
(((f, s), σ), (11a , ϕ))
sont alors les
(µ : p⇒ f, ν : r ⇒ s(F (µ))x′)
tels que µ = σ et ν = ϕ, ce qui force (µ, ν) = (σ, ϕ), et l’on vérifie que les égalités requises
sont alors satisfaites. Ainsi, la 2-catégorie
((∫
A F
)
//PFl a
)
//Kal (a, x) admet un objet admettant
un objet initial. Par définition, Ka est donc un préadjoint à gauche lax, ce qu’il fallait vérifier.
Résumons.
Proposition 1.10.10. Pour tout 2-foncteur strict F : A → 2-Cat et tout objet a de A, le
2-foncteur strict canonique Ja :
(∫
A
F
)PF
a
→
(∫
A
F
)
//PFl a (qui est un préadjoint à droite colax)
admet une rétraction canonique Ka qui est un 2-foncteur strict et un préadjoint à gauche lax.
De plus, il existe une optransformation canonique 1(
∫
A
F)//PFl a
⇒ JaKa.
On vérifie maintenant une propriété supplémentaire du 2-foncteur strict Ja : c’est l’inclusion
d’un dual de rétracte par déformation fort dans 2-Cat lax.
1.10.11. On rappelle que, si M est une catégorie admettant un objet final eM , un segment de
M est un triplet (I, ∂0, ∂1), où I est un objet de M et ∂0, ∂1 : eM → I sont des morphismes de
M .
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Définition 1.10.12. Soit (I, ∂0, ∂1) un segment d’une catégorie M admettant des produits.
On dit qu’un morphisme i : A → B de M est l’inclusion d’un rétracte par déformation fort
relativement au segment (I, ∂0, ∂1) s’il existe une rétraction r : B → A de i (c’est-à-dire que ri =
1A) et un morphisme (une « homotopie ») h : I ×B → B tel que h(∂0, 1B) = ir, h(∂1, 1B) = 1B
et h(1I × i) = ipA, pA désignant la projection canonique I ×A→ A.
On dit qu’un morphisme i : A→ B de X est l’inclusion d’un dual de rétracte par déformation
fort relativement au segment (I, ∂0, ∂1) s’il existe une rétraction r : B → A de i et un morphisme
h : I × B → B tel que h(∂0, 1B) = 1B, h(∂1, 1B) = ir et h(1I × i) = ipA, pA désignant la
projection canonique I ×A→ A.
Dans tous les cas que nous examinerons, sauf mention contraire, le segment considéré sera
([1], 0, 1).
Proposition 1.10.13. Soient A une 2-catégorie, F : A → 2-Cat un 2-foncteur strict et a un
objet de A. Alors, le 2-foncteur strict canonique
Ja :
(∫
A
F
)PF
a
→
(∫
A
F
)
//PFl a
(a, x) 7→ ((a, x), 1a)
(1a, r) 7→ ((1a, r), 11a)
(11a , ϕ) 7→ (11a , ϕ)
est l’inclusion d’un dual de rétracte par déformation fort dans 2-Cat lax.
Démonstration. On sait déjà que le 2-foncteur strict canonique
Ka :
(∫
A
F
)
//PFl a→
(∫
A
F
)PF
a
((a′, x′), p : a′ → a) 7→ (a, F (p)(x′))
((f : a′ → a′′, r : F (f)(x′)→ x′′), σ : p⇒ p′f) 7→ (1a, F (p
′)(r)(F (σ))x′ )
(γ, ϕ) 7→ (11a , F (p
′)(ϕ)(F (σ))x′ )
est une rétraction de Ja. On sait de plus qu’il existe une optransformation canonique
α : 1(
∫
A
F)//PFl a
⇒ JaKa
définie comme suit. Pour tout objet ((a′, x′), p) de
(∫
A
F
)
//PFl a,
JaKa((a
′, x′), p) = ((a, F (p)(x′)), 1a)
et
α((a′,x′),p) = ((p, 1F (p)(x′)), 1p).
Pour toute 1-cellule
((f : a′ → a′′, r : F (f)(x′)→ x′′), σ : p⇒ p′f)
de ((a′, x′), p) vers ((a′′, x′′), p′) dans
(∫
A F
)
//PFl a,
JaKa((f, r), σ) = ((1a, F (p
′)(r)(F (σ))x′ ), 11a)
et
α((f,r),σ) = (σ, 1F (p′)(r)(F (σ))x′ )
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est une 2-cellule « descendante » dans le diagramme
((a′, x′), p)
((p,1F (p)(x′)),1p)
//
((f,r),σ)

((a, F (p)(x′)), 1a) = JaKa((a
′, x′), p)
((1a,F (p
′)(r)(F (σ))x′ ),11a )=JaKa((f,r),σ)

((a′′, x′′), p′)
((p′,1F (p′)(x′′)),1p′)
// ((a, F (p′)(x′′)), 1a) = JaKa((a
′′, x′′), p′) ,
c’est-à-dire une 2-cellule de
((1a, F (p
′)(r)(F (σ))x′ ), 11a)((p, 1F (p)(x′)), 1p) = ((p, F (p
′)(r)(F (σ))x′ ), 1p)
vers
((p′, 1F (p′)(x′′)), 1p′)((f, r), σ) = ((p
′f, F (p′)(r)), σ)
dans
(∫
A
F
)
//PFl a.
En vertu du lemme 1.2.2, il existe un 2-foncteur lax h : [1]× (
(∫
A F
)
//PFl a) →
(∫
A F
)
//PFl a
tel que le diagramme
[1]× (
(∫
A
F
)
//PFl a)
h

(∫
A F
)
//PFl a
({0},1)
66♠♠♠♠♠♠♠♠♠♠♠♠♠
1
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
(∫
A F
)
//PFl a
({1},1)
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
JaKavv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
(∫
A F
)
//PFl a
soit commutatif. En vertu des formules générales (voir la démonstration du lemme 1.2.2), h se
décrit comme suit. Sa restriction à {0}× (
(∫
A F
)
//PFl a) (resp. {1}× (
(∫
A F
)
//PFl a)) s’identifie à
1(
∫
A
F)//PFl a
(resp. JaKa). Pour toute 1-cellule
((f : a′ → a′′, r : F (f)(x′)→ x′′), σ : p⇒ p′f)
de ((a′, x′), p) vers ((a′′, x′′), p′) dans
(∫
A F
)
//PFl a,
h(0→ 1, ((f, r), σ)) = ((p′f, F (p′)(r)), σ).
Soit de plus
((f ′ : a′′ → a′′′, r′ : F (f ′)(x′′)→ x′′′), σ′ : p′ ⇒ p′′f ′)
une 1-cellule de ((a′′, x′′), p′) vers ((a′′′, x′′′), p′′). On a
h(0→1,((f ′,r′),σ′)),(0→0,((f,r),σ)) = 1((p′′f ′f,F (p′′)(r′)F (p′′)F (f ′)(r)),(σ′◦f)σ)
et
h(1→1,((f ′,r′),σ′)),(0→1,((f,r),σ)) = (σ
′ ◦ f, 1F (p′′)(r′)(F (σ′))x′′F (p′)(r))
= (σ′ ◦ f, 1F (p′′)(r′)F (p′′)F (f ′)(r)(F (σ′))F (f)(x′))
.
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Soient ((f, r), σ) et ((g, s), τ) deux 1-cellules de ((a′, x′), p) vers ((a′′, x′′), p′) et (γ, ϕ) une 2-cellule
de ((f, r), σ) vers ((g, s), τ). Alors,
h(10→1, (γ, ϕ)) = (p
′ ◦ γ, F (p′)(ϕ)).
Les égalités h({0}, 1(
∫
A
F)//PFl a
) = 1(
∫
A
F)//PFl a
et h({1}, 1(
∫
A
F)//PFl a
) = JaKa sont évidemment
satisfaites. Vérifions l’égalité h(1[1] × Ja) = Jap(
∫
A
F)PF
a
, avec
p(
∫
A
F)PF
a
: [1]×
(∫
A
F
)PF
a
→
(∫
A
F
)PF
a
la projection canonique.
Pour tout objet (a, x) de
(∫
A
F
)PF
a
,
h(1[1] × Ja)(0, (a, x)) = h(0, ((a, x), 1a))
= ((a, x), 1a),
Jap(
∫
A
F)PF
a
(0, (a, x)) = Ja(a, x)
= ((a, x), 1a),
h(1[1] × Ja)(1, (a, x)) = h(1, ((a, x), 1a))
= JaKa((a, x), 1a)
= ((a, F (1a)(x)), 1a)
= ((a, x), 1a)
et
Jap(
∫
A
F)PF
a
(1, (a, x)) = Ja(a, x)
= ((a, x), 1a).
Pour toute 1-cellule (1a, r) de (a, x) vers (a, x′) dans
(∫
A F
)PF
a
,
h(1[1] × Ja)(0→ 0, (1a, r)) = h(0→ 0, ((1a, r), 11a))
= ((1a, r), 11a),
Jap(
∫
A
F)
PF
a
(0→ 0, (1a, r)) = Ja(1a, r)
= ((1a, r), 11a),
h(1[1] × Ja)(1→ 1, (1a, r)) = h(1→ 1, ((1a, r), 11a))
= JaKa((1a, r), 11a)
= ((1a, F (1a)(r)(F (11a ))x′), 11a)
= ((1a, r), 11a),
Jap(
∫
A
F)PF
a
(1→ 1, (1a, r)) = Ja(1a, r)
= ((1a, r), 11a),
h(1[1] × Ja)(0→ 1, (1a, r)) = h(0→ 1, ((1a, r), 11a))
= ((1a1a, F (1a)(r)), 11a )
= ((1a, r), 11a)
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et
Jap(
∫
A
F)PF
a
(0→ 1, (1a, r)) = Ja(1a, r)
= ((1a, r), 11a).
Soient (1a, r) : (a, x) → (a, x′) et (1a, r′) : (a, x′) → (a, x′′) deux 1-cellules composables de(∫
A
F
)PF
a
. Alors, comme 1(
∫
A
F)//PFl a
et JaKa sont des 2-foncteurs stricts,
(h(1[1] × Ja))(0→0,(1a,r′)),(0→0,(1a,r))
et
(h(1[1] × Ja))(1→1,(1a,r′)),(1→1,(1a,r))
sont des identités. De plus,
(h(1[1] × Ja))(0→1,(1a,r′)),(0→0,(1a,r)) = h(1[1]×Ja)(0→1,(1a,r′)),(1[1]×Ja)(0→0,(1a,r))
= h(0→1,((1a,r′),11a )),(0→0,((1a,r),11a ))
est une identité (voir les formules ci-dessus) et il en est de même de
(h(1[1] × Ja))(1→1,(1a,r′)),(0→1,(1a,r)) = h(1[1]×Ja)(1→1,(1a,r′)),(1[1]×Ja)(0→1,(1a,r))
= h(1→1,((1a,r′),11a )),(0→1,((1a,r),11a )).
Le 2-foncteur h(1[1] × Ja) est donc strict. Il ne reste plus qu’à vérifier qu’il coïncide avec
Jap(
∫
A
F)PF
a
sur les 2-cellules. Soit donc (1a, r) et (1a, r′) deux 1-cellules de (a, x) vers (a, x′)
et (11a , ϕ) une 2-cellule de (1a, r) vers (1a, r
′) dans
(∫
A
F
)PF
a
. Alors,
Jap(
∫
A
F)PF
a
(10→0, (11a , ϕ)) = Ja(11a , ϕ)
= (11a , ϕ),
(h(1[1] × Ja))(10→0, (11a , ϕ)) = h(10→0, (11a , ϕ))
= (11a , ϕ),
Jap(
∫
A
F)
PF
a
(11→1, (11a , ϕ)) = Ja(11a , ϕ)
= (11a , ϕ),
(h(1[1] × Ja))(11→1, (11a , ϕ)) = h(11→1, (11a , ϕ))
= JaKa(11a , ϕ)
= Ja(11a , ϕ)
= (11a , ϕ),
Jap(
∫
A
F)PF
a
(10→1, (11a , ϕ)) = Ja(11a , ϕ)
= (11a , ϕ)
et
(h(1[1] × Ja))(10→1, (11a , ϕ)) = h(10→1, (11a , ϕ))
= (11a , ϕ).
Cela termine les vérifications de l’égalité
h(1[1] × Ja) = Jap(
∫
A
F)PF
a
et donc la vérification de la proposition.
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1.10.14. On vérifie maintenant que l’opération d’intégration fournit un exemple d’adjonction
lax-colax. Plus précisément :
Proposition 1.10.15. En conservant les notations employées ci-dessus, le couple de 2-foncteurs
stricts (Ka, Ja) forme une adjonction lax-colax.
Démonstration. Référons-nous à la définition 1.7.1. On y procède aux substitutions suivantes :(∫
A
F
)
//PFl a pour A,
(∫
A
F
)PF
a
pour B, Ka pour u, Ja pour v, 11
(
∫
A F)
PF
a
pour p, α pour q.
Comme Ja et Ka sont stricts, les conditions de cohérence ALC 1 à ALC 3 ne stipulent rien
d’autre que le fait que 11
(
∫
A F)
PF
a
est une optransformation de KaJa = 1(
∫
A
F)PF
a
vers 1
(
∫
A
F)PF
a
,
ce qui est trivial, et les conditions de cohérence ALC 4 à ALC 6 ne stipulent rien d’autre que le
fait que α est une optransformation de 1(
∫
A
F)//PFl a
vers JaKa, ce que l’on sait déjà. Il ne reste
donc plus qu’à définir σ et τ et vérifier que les conditions de cohérence ALC 7 à ALC 10 de la
définition 1.7.1 sont satisfaites.
Pour tout objet ((a′, x′), p : a′ → a) de
(∫
A
F
)
//PFl a,
Ka(α((a′,x′),p)) = Ka((p, 1F (p)(x′)), 1p)
= (1a, F (1a)(1F (p)(x′))(F (1p))x′)
= (1a, 1F (p)(x′))
= 1(a,F (p)(x′))
= 1Ka((a′,x′),p).
On pose
σ((a′,x′),p) = 11Ka((a′,x′),p)
= 11(a,F (p)(x′))
= 1(1a,1F (p)(x′))
= (11a , 11F(p)(x′)).
La condition de cohérence ALC 7 résulte alors des égalités
Ka(α((f,r),σ)) = Ka(σ, 1F (p′)(r)(F (σ))x′ )
= (11a , F (1a)(1F (p′)(r)(F (σ))x′ ) ◦ (F (1p))x′)
= (11a , 1F (p′)(r)(F (σ))x′ )
= 1(1a,F (p′)(r)(F (σ))x′)
= 1Ka((f,r),σ).
Pour tout objet (a, x) de
(∫
A F
)PF
a
,
αJa(a,x) = α((a,x),1a)
= ((1a, 1F (1a)(x)), 11a)
= ((1a, 1x), 11a)
= 1((a,x),1a)
= 1Ja(a,x).
On pose
τ(a,x) = 11Ja(a,x)
= (11a , 11x).
1.10. INTÉGRATION DES 2-FONCTEURS 91
La condition de cohérence ALC 8 résulte alors des égalités
αJa(1a,r) = α((1a,r),11a )
= (11a , 1F (1a)(r)(F (11a ))x)
= (11a , 1r)
= 1((1a,r),11a )
= 1Ja(1a,r).
La condition de cohérence ALC 9, elle, est trivialement vérifiée.
Il ne reste plus qu’à vérifier la condition de cohérence ALC 10, qui résulte des égalités
αα((a′,x′),p) = α((p,1F (p)(x′)),1p)
= (1p, 1F (1a)(1F (p)(x′))(F (1p))x′ )
= (1p, 11F(p)(x′))
= 1((p,1F (p)(x′)),1p)
= 1α((a′ ,x′),p)
= 1αJaKa((a′ ,x′),p)α((a′ ,x′),p) .
1.10.16. La donnée de deux 2-foncteurs stricts u et v d’une 2-catégorie A vers 2-Cat et d’une
transformation stricte σ : u⇒ v permet de définir un 2-foncteur strict∫
A
σ :
∫
A
u→
∫
A
v
(a, x) 7→ (a, σa(x))
(f, r) 7→ (f, σa′ (r))
(γ, ϕ) 7→ (γ, σa′(ϕ)).
Les vérifications ne posent aucune difficulté ; c’est du reste encore un point que la notion de
structure comma permet d’approcher de façon plus conceptuelle.
Remarque 1.10.17. Ainsi, la construction d’intégration
∫
A
est fonctorielle sur les 2-foncteurs
stricts A → 2-Cat et les transformations strictes entre iceux. En fait, elle est même fonctorielle
sur les 2-foncteurs colax A → 2-Cat et les optransformations entre iceux.
Remarque 1.10.18. Soient A une 2-catégorie, u et v des 2-foncteurs stricts de A vers 2-Cat et σ
une transformation stricte de u vers v. Alors, le diagramme de 2-foncteurs stricts
∫
A u
∫
A
σ
//
Pu
!!❇
❇❇
❇❇
❇❇
❇
∫
A v
Pv
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
A
est commutatif, Pu et Pv désignant les projections canoniques. On a donc notamment, pour tout
objet a de A, un 2-foncteur strict(∫
A
σ
)
//la :
(∫
A
u
)
//Pul a→
(∫
A
v
)
//Pvl a.
92 CHAPITRE 1. FORMALISME 2-CATÉGORIQUE
Lemme 1.10.19. Soient A une 2-catégorie, u et v des 2-foncteurs stricts de A vers 2-Cat, σ une
transformation stricte de u vers v et a un objet de A. Il existe alors un diagramme commutatif
de 2-foncteurs stricts
u(a)
σa //

v(a)

(
∫
A u)
Pu
a (
∫
A
σ)a
// (
∫
A v)
Pv
a
dont les flèches verticales sont des isomorphismes.
Démonstration. Considérons les applications définies par
u(a)→
(∫
A
u
)Pu
a
x 7→ (a, x)
r 7→ (1a, r)
ϕ 7→ (11a , ϕ)
et (∫
A
u
)Pu
a
→ u(a)
(a, x) 7→ x
(1a, r) 7→ r
(11a , ϕ) 7→ ϕ
respectivement. Vérifions qu’elles définissent des 2-foncteurs stricts, que l’on notera F et G
respectivement. Pour toute 1-cellule r de x vers x′ dans u(a), (1a, r) est bien une 1-cellule de
(a, x) vers (a, x′) dans
(∫
A u
)Pu
a
et, pour toute 2-cellule ϕ de r vers s dans u(a), (11a , ϕ) est bien
une 2-cellule de (1a, r) vers (1a, s) dans
(∫
A
u
)Pu
a
. De plus, pour toute 1-cellule r de u(a),
F (1r) = (11a , 1r)
= 1(1a,r)
= 1F (r).
Étant donné r, s et t trois 1-cellules de x vers x′, γ une 2-cellule de r vers s et δ une 2-cellule
de s vers t dans u(a),
F (δγ) = (11a , δγ)
= (11a , (δ ◦ (u(11a))x)γ)
= (11a , δ)(11a , γ)
= F (δ)F (γ).
Étant donné deux 1-cellules r et r′ de u(a) telles que la composée r′r fasse sens,
F (r′r) = (1a, r
′r)
= (1a, r
′u(1a)(r))
= (1a, r
′)(1a, r)
= F (r′)F (r).
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Étant donné r, r′, s et s′ quatre 1-cellules de u(a) telles que les composées r′r et s′s fassent
sens, γ une 2-cellule de r vers s et γ′ une 2-cellule de r′ vers s′,
F (γ′ ◦ γ) = (11a , γ
′ ◦ γ)
= (11a , γ
′ ◦ u(1a)(γ))
= (11a , γ
′)(11a , γ)
= F (γ′) ◦ F (γ).
Pour tout objet x de u(a),
F (1x) = (1a, 1x)
= 1(a,x)
= 1F (x).
Ainsi, F est bien un 2-foncteur strict.
Pour toute 1-cellule (1a, r) de (a, x) vers (a, x′) dans (
∫
A
u)
Pu
a
, r est une 1-cellule de x vers
x′ dans u(a). Pour toute 2-cellule (11a , ϕ) d’une 1-cellule (1a, r) vers une 1-cellule (1a, s) dans
(
∫
A
u)
Pu
a
, ϕ est bien une 2-cellule de r vers s dans u(a). Pour toute 1-cellule (1a, r) de (
∫
A
u)
Pu
a
,
G(1(1a,r)) = G(11a , 1r)
= 1r
= 1G(1a,r).
Étant donné (1a, r), (1a, s) et (1a, t) trois 1-cellules de (a, x) vers (a, x′), (11a , ϕ) une 2-cellule
de (1a, r) vers (1a, s) et (11a , ψ) une 2-cellule de (1a, s) vers (1a, t),
G((11a , ψ)(11a , ϕ)) = G(11a , (ψ ◦ (u(11a))x)ϕ)
= G(11a , ψϕ)
= ψϕ
= G(11a , ψ)G(11a , ϕ).
Soient (1a, r) et (1a, r′) deux 1-cellules de (
∫
A u)
Pu
a
telles que la composée (1a, r′)(1a, r) fasse
sens. Alors,
G((1a, r
′)(1a, r)) = G(1a, r
′u(1a)(r))
= G(1a, r
′r)
= r′r
= G(1a, r
′)G(1a, r).
Soient (1a, r) et (1a, s) deux 1-cellules de (a, x) vers (a, x′), (1a, r′) et (1a, s′) deux 1-cellules
de (a, x′) vers (a, x′′), (11a , ϕ) une 2-cellule de (1a, r) vers (1a, s) et (11a , ϕ
′) une 2-cellule de
(1a, r
′) vers (1a, s′). Alors,
G((11a , ϕ
′) ◦ (11a , ϕ)) = G(11a , ϕ
′ ◦ u(1a)(ϕ)) = G(11a , ϕ
′ ◦ ϕ)
= ϕ′ ◦ ϕ
= G(11a , ϕ
′)G(11a , ϕ).
Pour tout objet (a, x) de (
∫
A
u)
Pu
a
,
G(1(a,x)) = G(1a, 1x)
= 1x
= 1G(a,x).
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Ainsi, G est bien un 2-foncteur strict. Il est clair que F et G sont des isomorphismes inverses
l’un de l’autre. On définit de façon analogue un couple d’isomorphismes entre v(a) et (
∫
A
v)
Pv
a
.
La commutativité du diagramme obtenu est alors immédiate.
Lemme 1.10.20. Soient A une 2-catégorie, u et v des 2-foncteurs stricts de A vers 2-Cat et σ
une transformation stricte de u vers v. Alors, pour tout objet a de A, le diagramme de 2-foncteurs
stricts 11
(
∫
A u)
Pu
a
(
∫
A
σ)a
//
Ja

(
∫
A v)
Pv
a
Ja

(
∫
A u)//
Pu
l a (
∫
A
σ)//la
// (
∫
A v)//
Pv
l a
est commutatif.
Démonstration. Pour tout objet (a, x) de (
∫
A
u)
Pu
a
,((∫
A
σ
)
//la
)
(Ja(a, x)) =
((∫
A
σ
)
//la
)
((a, x), 1a)
=
((∫
A
σ
)
(a, x), 1a
)
= ((a, σa(x)), 1a)
= Ja(a, σa(x))
= Ja
((∫
A
σ
)
a
(a, x)
)
.
Pour toute 1-cellule (1a, r) de (
∫
A
u)
Pu
a
,((∫
A
σ
)
//la
)
(Ja(1a, r)) =
((∫
A
σ
)
//la
)
((1a, r), 11a)
=
((∫
A
σ
)
(1a, r), 11a
)
= ((1a, σa(r)), 11a )
= Ja(1a, σa(r))
= Ja
((∫
A
σ
)
a
(1a, r)
)
.
Pour toute 2-cellule (11a , ϕ) de (
∫
A
u)
Pu
a
,((∫
A
σ
)
//la
)
(Ja(11a , ϕ)) =
((∫
A
σ
)
//la
)
(11a , ϕ)
=
(∫
A
σ
)
(11a , ϕ)
= (11a , σa(ϕ))
= Ja(11a , σa(ϕ))
= Ja
((∫
A
σ
)
a
(11a , ϕ)
)
.
11. On a commis le léger abus de noter de la même façon les deux flèches verticales.
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Le lemme est donc vérifié.
Au début de cette section, nous avons associé une 2-catégorie précoopfibrée sur A à tout
2-foncteur strict A → 2-Cat. Nous introduisons maintenant quelques constructions duales.
1.10.21. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict A → 2-Cat , on définit
une 2-catégorie
∫ 1
A F par la formule∫ 1
A
F =
(∫
Aco
(?coop ◦ F )
co
)co
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a → a′, r : x′ → F (f)(x)), avec f une 1-cellule de A et r une 1-cellule de F (a′). Les
2-cellules de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : (F (γ))xr ⇒ s), avec γ une 2-cellule
de A et ϕ une 2-cellule de F (a′). Les diverses unités et compositions sont définies de façon
« évidente ». La projection canonique
∫
Aco (?
coop ◦ F )
co
→ Aco étant une précoopfibration, la
projection canonique
∫ 1
A
F → A est une préopfibration, dont la fibre au-dessus de a ∈ Ob(A)
s’identifie à la 2-catégorie (F (a))op. Cette construction est en fait fonctorielle sur les 2-foncteurs
lax A → 2-Cat et les transformations entre iceux.
1.10.22. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict A → 2-Cat , on définit
une 2-catégorie
∫ 2
A
F par la formule
∫ 2
A
F =
∫
A
(?co ◦ F ).
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a→ a′, r : F (f)(x)→ x′), avec f une 1-cellule de A et r une 1-cellule de F (a′). Les 2-cellules
de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : s(F (γ))x ⇒ r), avec γ une 2-cellule de A et ϕ
une 2-cellule de F (a′). Les diverses unités et compositions sont définies de façon « évidente ». La
projection canonique
∫ 2
A
F → A est une précoopfibration, dont la fibre au-dessus de a ∈ Ob(A)
s’identifie à la 2-catégorie (F (a))co. Cette construction est en fait fonctorielle sur les 2-foncteurs
colax A → 2-Cat et les optransformations entre iceux.
1.10.23. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict A → 2-Cat , on définit
une 2-catégorie
∫ 1,2
A F par la formule∫ 1,2
A
F =
(∫
Aco
(?op ◦ F )
co
)co
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a→ a′, r : x′ → F (f)(x)), avec f une 1-cellule de A et r une 1-cellule de F (a′). Les 2-cellules
de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : s⇒ (F (γ))xr), avec γ une 2-cellule de A et ϕ
une 2-cellule de F (a′). Les diverses unités et compositions sont définies de façon « évidente ». La
projection canonique
∫
Aco
(?op ◦ F )
co
→ Aco étant une précoopfibration, la projection canonique∫ 1,2
A F → A est une préopfibration, dont la fibre au-dessus de a ∈ Ob(A) s’identifie à la 2-catégorie
(F (a))coop. Cette construction est en fait fonctorielle sur les 2-foncteurs lax A → 2-Cat et les
transformations entre iceux.
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1.10.24. Pour tout 2-foncteur strict F : Aop → 2-Cat, on définit une 2-catégorie
∫ op
A F par la
formule ∫ op
A
F =
(∫
Acoop
(?coop ◦ F )
co
)coop
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a→ a′, r : x→ F (f)(x′)), avec f une 1-cellule de A et r une 1-cellule de F (a). Les 2-cellules
de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : (F (γ))x′r ⇒ s), avec γ une 2-cellule de A et
ϕ une 2-cellule de F (a). Les diverses unités et compositions sont définies de façon « évidente ».
La projection canonique
∫
Acoop (?
coop ◦ F )
co
→ Acoop étant une précoopfibration, la projection
canonique
∫ op
A F → A est une préfibration, dont la fibre au-dessus de a ∈ Ob(A) s’identifie à la
2-catégorie F (a). Cette construction est en fait fonctorielle sur les 2-foncteurs lax A → 2-Cat et
les transformations entre iceux.
1.10.25. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict F : Aop → 2-Cat, on
définit une 2-catégorie
∫ op,1
A
F par la formule∫ op,1
A
F =
(∫
Aop
F
)op
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a → a′, r : F (f)(x′) → x), avec f une 1-cellule de A et r une 1-cellule de F (a). Les
2-cellules de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : r⇒ s(F (γ))x′), avec γ une 2-cellule
de A et ϕ une 2-cellule de F (a). Les diverses unités et compositions sont définies de façon
« évidente ». La projection canonique
∫
Aop
F → Aop étant une précoopfibration, la projection
canonique
∫ op,1
A
F → A est une précofibration, dont la fibre au-dessus de a ∈ Ob(A) s’identifie
à la 2-catégorie (F (a))op. Cette construction est en fait fonctorielle sur les 2-foncteurs colax
A → 2-Cat et les optransformations entre iceux.
1.10.26. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict F : Aop → 2-Cat, on
définit une 2-catégorie
∫ op,2
A
F par la formule∫ op,2
A
F =
(∫
Acoop
(?op ◦ F )
co
)coop
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a→ a′, r : x→ F (f)(x′)), avec f une 1-cellule de A et r une 1-cellule de F (a). Les 2-cellules
de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : s ⇒ (F (γ))x′r), avec γ une 2-cellule de A et
ϕ une 2-cellule de F (a). Les diverses unités et compositions sont définies de façon « évidente ».
La projection canonique
∫
Acoop (?
op ◦ F )
co
→ Acoop étant une précoopfibration, la projection
canonique
∫ op,2
A
F → A est une préfibration, dont la fibre au-dessus de a ∈ Ob(A) s’identifie à la
2-catégorie (F (a))co. Cette construction est en fait fonctorielle sur les 2-foncteurs lax A → 2-Cat
et les transformations entre iceux.
1.10.27. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict F : Aop → 2-Cat, on
définit une 2-catégorie
∫ op,1,2
A F par la formule∫ op,1,2
A
F =
(∫
Aop
(?co ◦ F )
)op
.
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Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a → a′, r : F (f)(x′) → x), avec f une 1-cellule de A et r une 1-cellule de F (a). Les
2-cellules de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : s(F (γ))x′ ⇒ r), avec γ une
2-cellule de A et ϕ une 2-cellule de F (a). Les diverses unités et compositions sont définies de
façon « évidente ». La projection canonique
∫
Aop
(?co ◦ F )→ Aop étant une précoopfibration, la
projection canonique
∫ op,1,2
A F → A est une précofibration, dont la fibre au-dessus de a ∈ Ob(A)
s’identifie à la 2-catégorie (F (a))coop. Cette construction est en fait fonctorielle sur les 2-foncteurs
colax A → 2-Cat et les optransformations entre iceux.
1.10.28. Pour tout 2-foncteur strict F : Aco → 2-Cat , on définit une 2-catégorie
∫ co
A F par la
formule ∫ co
A
F =
(∫
Aco
(?co ◦ F )
)co
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a → a′, r : F (f)(x) → x′), f et r étant des 1-cellules de A et F (a′) respectivement. Les
2-cellules de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : r(F (γ))x ⇒ s), γ et ϕ étant des
2-cellules dans A et F (a′) respectivement. Les diverses unités et compositions sont définies de
façon « évidente ». La projection canonique
∫
Aco(?
co ◦ F )→ Aco étant une précoopfibration, la
projection canonique
∫ co
A F → A est une préopfibration, dont la fibre au-dessus de a ∈ Ob(A)
s’identifie à la 2-catégorie F (a). Cette construction est en fait fonctorielle sur les 2-foncteurs
colax A → 2-Cat et les optransformations entre iceux.
1.10.29. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict F : Aco → 2-Cat, on
définit une 2-catégorie
∫ co,1
A F par la formule∫ co,1
A
F =
∫
A
(?op ◦ F )
co
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a → a′, r : x′ → F (f)(x)), f et r étant des 1-cellules de A et F (a′) respectivement. Les
2-cellules de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : (F (γ))xr ⇒ s), γ et ϕ étant
des 2-cellules dans A et F (a′) respectivement. Les diverses unités et compositions sont définies
de façon « évidente ». La projection canonique
∫ co,1
A
F → A est une précoopfibration, dont la
fibre au-dessus de a ∈ Ob(A) s’identifie à la 2-catégorie (F (a))op. Cette construction est en fait
fonctorielle sur les 2-foncteurs lax A → 2-Cat et les transformations entre iceux.
1.10.30. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict F : Aco → 2-Cat, on
définit une 2-catégorie
∫ co,2
A
F par la formule
∫ co,2
A
F =
(∫
Aco
F
)co
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a → a′, r : F (f)(x) → x′), f et r étant des 1-cellules de A et F (a′) respectivement. Les
2-cellules de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : s ⇒ r(F (γ))x), γ et ϕ étant
des 2-cellules dans A et F (a′) respectivement. Les diverses unités et compositions sont définies
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de façon « évidente ». La projection canonique
∫
Aco F → A
co étant une précoopfibration, la
projection canonique
∫ co,2
A F → A est une préopfibration, dont la fibre au-dessus de a ∈ Ob(A)
s’identifie à la 2-catégorie (F (a))co. Cette construction est en fait fonctorielle sur les 2-foncteurs
colax A → 2-Cat et les optransformations entre iceux.
1.10.31. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict F : Aco → 2-Cat , on
définit une 2-catégorie
∫ co,1,2
A
F par la formule
∫ co,1,2
A
F =
∫
A
(?coop ◦ F )
co
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a → a′, r : x′ → F (f)(x)), f et r étant des 1-cellules de A et F (a′) respectivement. Les
2-cellules de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : s ⇒ (F (γ))xr), γ et ϕ étant des
2-cellules dans A et F (a′) respectivement. Les diverses unités et compositions sont définies de
façon « évidente ». La projection canonique
∫ co,1,2
A
F → A est une précoopfibration, dont la
fibre au-dessus de a ∈ Ob(A) s’identifie à la 2-catégorie (F (a))coop. Cette construction est en fait
fonctorielle sur les 2-foncteurs lax A → 2-Cat et les transformations entre iceux.
1.10.32. Pour tout 2-foncteur strict F : Acoop → 2-Cat , on définit une 2-catégorie
∫ coop
A
F par
la formule ∫ coop
A
F =
(∫
Aop
(?op ◦ F )
co
)op
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a → a′, r : x → F (f)(x′)), f et r étant des 1-cellules de A et F (a) respectivement. Les
2-cellules de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : r ⇒ (F (γ))x′s), γ et ϕ étant des
2-cellules dans A et F (a) respectivement. Les diverses unités et compositions sont définies de
façon « évidente ». La projection canonique
∫
Aop (?
op ◦ F )
co
→ Aop étant une précoopfibration,
la projection canonique
∫ coop
A F → A est une précofibration, dont la fibre au-dessus de a ∈ Ob(A)
s’identifie à la 2-catégorie F (a). Cette construction est en fait fonctorielle sur les 2-foncteurs lax
A → 2-Cat et les transformations entre iceux.
1.10.33. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict F : Acoop → 2-Cat , on
définit une 2-catégorie
∫ coop,1
A
F par la formule
∫ coop,1
A
F =
(∫
Acoop
(?co ◦ F )
)coop
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a → a′, r : F (f)(x′) → x), f et r étant des 1-cellules de A et F (a) respectivement. Les
2-cellules de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : r(F (γ))x′ ⇒ s), γ et ϕ étant des
2-cellules dans A et F (a) respectivement. Les diverses unités et compositions sont définies de
façon « évidente ». La projection canonique
∫
Acoop
(?co ◦ F )→ Acoop étant une précoopfibration,
la projection canonique
∫ coop,1
A
F → A est une préfibration, dont la fibre au-dessus de a ∈ Ob(A)
s’identifie à la 2-catégorie (F (a))op. Cette construction est en fait fonctorielle sur les 2-foncteurs
colax A → 2-Cat et les optransformations entre iceux.
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1.10.34. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict F : Acoop → 2-Cat, on
définit une 2-catégorie
∫ coop,2
A F par la formule∫ coop,2
A
F =
(∫
Aop
(?coop ◦ F )co
)op
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (a). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a → a′, r : x → F (f)(x′)), f et r étant des 1-cellules de A et F (a) respectivement. Les
2-cellules de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : (F (γ))x′s ⇒ r), γ et ϕ étant des
2-cellules dans A et F (a) respectivement. Les diverses unités et compositions sont définies de
façon « évidente ». La projection canonique
∫
Aop (?
coop ◦ F )
co
→ Aop étant une précoopfibra-
tion, la projection canonique
∫ coop,2
A
F → A est une précofibration, dont la fibre au-dessus de
a ∈ Ob(A) s’identifie à la 2-catégorie (F (a))co. Cette construction est en fait fonctorielle sur les
2-foncteurs lax A → 2-Cat et les transformations entre iceux.
1.10.35. Toujours sous l’hypothèse de la donnée d’un 2-foncteur strict F : Acoop → 2-Cat, on
définit une 2-catégorie
∫ coop,1,2
A
F par la formule
∫ coop,1,2
A
F =
(∫
Acoop
F
)coop
.
Plus concrètement, cette 2-catégorie se décrit comme suit. Les objets sont les couples (a, x), avec
a un objet de A et x un objet de F (A). Les 1-cellules de (a, x) vers (a′, x′) sont les couples
(f : a → a′, r : F (f)(x′) → x), f et r étant des 1-cellules de A et F (a) respectivement. Les
2-cellules de (f, r) vers (g, s) sont les couples (γ : f ⇒ g, ϕ : s ⇒ r(F (γ))x′ ), γ et ϕ étant
des 2-cellules dans A et F (a) respectivement. Les diverses unités et compositions sont définies
de façon « évidente ». La projection canonique
∫
Acoop F → A
coop étant une précoopfibration, la
projection canonique
∫ coop,1,2
A
F → A est une préfibration, dont la fibre au-dessus de a ∈ (Ob(A))
s’identifie à la 2-catégorie (F (a))coop. Cette construction est en fait fonctorielle sur les 2-foncteurs
colax A → 2-Cat et les optransformations entre iceux.
Remarque 1.10.36. La proposition 1.10.10 se transpose bien sûr mutatis mutandis aux variantes
introduites ci-dessus de la construction d’intégration. Nous explicitons ci-dessous le résultat pour
trois d’entre elles.
Proposition 1.10.37. Pour tout 2-foncteur strict F : Aop → 2-Cat et tout objet a de A, le
2-foncteur strict canonique Ja :
(∫ op
A
F
)PF
a
→ a\\PFc
(∫ op
A
F
)
(qui est un préadjoint à gauche lax)
admet une rétraction canonique Ka qui est un 2-foncteur strict et un préadjoint à droite colax.
De plus, il existe une optransformation canonique JaKa ⇒ 1a\\PFc (
∫ op
A
F).
Proposition 1.10.38. Pour tout 2-foncteur strict F : Aco → 2-Cat et tout objet a de A, le
2-foncteur strict canonique Ja :
(∫ co
A F
)PF
a
→
(∫ co
A F
)
//PFc a (qui est un préadjoint à droite lax)
admet une rétraction canonique Ka qui est un 2-foncteur strict et un préadjoint à gauche colax.
De plus, il existe une transformation canonique 1(
∫
co
A
F)//PFc a
⇒ JaKa.
Proposition 1.10.39. Pour tout 2-foncteur strict F : Acoop → 2-Cat et tout objet a de A, le
2-foncteur strict canonique Ja :
(∫ coop
A
F
)PF
a
→ a\\PFl
(∫ coop
A
F
)
(qui est un préadjoint à gauche
colax) admet une rétraction canonique Ka qui est un 2-foncteur strict et un préadjoint à droite
lax. De plus, il existe une transformation canonique JaKa ⇒ 1a\\PF
l (
∫ coop
A
F).
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1.10.40. Rappelons que les considérations de la section 1.9 nous ont permis d’associer, à tout
2-foncteur strict 12 w : A → C, un 2-foncteur strict Tw : C → 2-Cat dont la définition s’y trouve
détaillée. En vertu de la proposition 1.10.7, la projection canonique PC :
∫
C
Tw → C est une
précoopfibration. Explicitons la structure de
∫
C T
w. Au cours des descriptions suivantes, on omet
quelques détails que le lecteur rétablira de lui-même s’il le souhaite.
Les objets de
∫
C T
w sont les
(c, (a, p : w(a)→ c)).
Les 1-cellules de (c, (a, p)) vers (c′, (a′, p′)) sont les
(k : c→ c′, (f : a→ a′, γ : kp⇒ p′w(f))).
Les 2-cellules de
(k : c→ c′, (f : a→ a′, γ : kp⇒ p′w(f)))
vers
(l : c→ c′, (g : a→ a′, δ : lp⇒ p′w(g)))
sont les
(ǫ : k ⇒ l, ϕ : f ⇒ g)
tels que
(p′ ◦ w(ϕ))γ = δ(ǫ ◦ p).
L’identité de l’objet (c, (a, p)) est donnée par
1(c,(a,p)) = (1c, (1a, 1p)).
Étant donné deux 1-cellules (k, (f, γ)) et (k′, (f ′, γ′)) telles que la composée
(k′, (f ′, γ′))(k, (f, γ))
fasse sens, cette dernière est donnée par la formule
(k′, (f ′, γ′))(k, (f, γ)) = (k′k, f ′f, (γ′ ◦ w(f))(k′ ◦ γ)).
L’identité de la 1-cellule (k, (f, γ)) est donnée par
1(k,(f,γ)) = (1k, 1f ).
Étant donné deux 2-cellules (ǫ, ϕ) et (λ, ψ) telles que la composée (λ, ψ)(ǫ, ϕ) fasse sens, cette
dernière est donnée par la formule
(λ, ψ)(ǫ, ϕ) = (λǫ, ψϕ).
Étant donné deux 2-cellules (ǫ, ϕ) et (ǫ′, ϕ′) telles que la composée (ǫ′, ϕ′) ◦ (ǫ, ϕ) fasse sens,
cette dernière est donnée par la formule
(ǫ′, ϕ′) ◦ (ǫ, ϕ) = (ǫ′ ◦ ǫ, ϕ′ ◦ ϕ).
Cela termine la description de la 2-catégorie
∫
C T
w. On sait déjà qu’elle est précoopfibrée sur
C. On va voir qu’elle est également préfibrée sur A.
12. Et même à tout 2-foncteur lax, mais le cas général ne nous intéressera pas ici.
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1.10.41. La donnée du 2-foncteur strict w : A → C permet de définir un 2-foncteur strict
Aop → 2-Cat
a 7→ w(a)\\cC.
Il existe un isomorphisme canonique 13
∫
C
Tw =
∫
C
A//wl c ≃
∫ op
A
(a 7→ w(a)\\cC).
La projection
QA :
∫
C
Tw → A
(c, (a, p)) 7→ a
(k, (f, γ)) 7→ f
(ǫ, ϕ) 7→ ϕ
s’identifie à la projection canonique
∫ op
A (a 7→ w(a)\\cC) → A ; c’est donc une préfibration, dont
la fibre au-dessus de a ∈ (Ob(A)) s’identifie à la 2-catégorie w(a)\\cC.
Lemme 1.10.42. Soient
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
❴❴❴❴ks
σ
C
un diagramme de 2-foncteurs stricts commutatif à l’optransformation σ : vu⇒ w près seulement.
Alors, le diagramme de 2-foncteurs stricts 14
∫
C T
w
∫
C
Tσ
//
QA

∫
C T
v
QB

A u
// B
(dans lequel les flèches verticales désignent les projections) est commutatif.
13. On détaillera un isomorphisme du même genre au cours de la démonstration du théorème 3.1.34. On peut
démontrer des isomorphismes plus généraux en utilisant les structures commas.
14. Voir le paragraphe 1.9.5 pour la définition de Tσ.
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Démonstration. Les vérifications, immédiates, ne présentent aucune difficulté :
u(QA(c, (a, p))) = u(a)
= QB(c, (u(a), pσa))
= QB
(∫
C
T σ(c, (a, p))
)
,
u(QA(k, (f, γ))) = u(f)
= QB(k, u(f), (p
′ ◦ σf )(γ ◦ σa))
= QB
(∫
C
T σ(k, (f, γ))
)
,
u(QA(ǫ, ϕ)) = u(ϕ)
= QB(ǫ, u(ϕ))
= QB
(∫
C
T σ(ǫ, ϕ)
)
.
1.11 Cylindres tordus
1.11.1. Pour toute 2-catégorie A, les applications
a 7→ a\\lA
et
a 7→ (A//la)
op
définissent des 2-foncteurs stricts de Acoop vers 2-Cat et de Aco vers 2-Cat respectivement 15.
Les formules générales permettent d’expliciter la structure de la 2-catégorie
∫ co
Aop(a\\lA)
comme suit.
Ses objets sont les
(b, (a, k : b→ a)),
b et a étant des objets de A et k une 1-cellule de A.
Les 1-cellules de (b, (a, k)) vers (b′, (a′, k′)) sont les
(f : b′ → b, (g : a→ a′, α : k′ ⇒ gkf)),
f et g étant des 1-cellules de A et α une 2-cellule de A.
Les 2-cellules de (f, (g, α)) : (b, (a, k))→ (b′, (a′, k′)) vers (f ′, (g′, α′)) : (b, (a, k))→ (b′, (a′, k′))
sont les
(ϕ : f ⇒ f ′, γ : g ⇒ g′)
vérifiant
(γ ◦ k ◦ ϕ)α = α′,
ϕ et γ étant des 2-cellules de A.
Les diverses unités et compositions sont définies de façon « évidente ».
15. Cela résulte par dualité du fait que a 7→ A//
l
a définit un 2-foncteur strict de A vers 2-Cat , correspondant
au cas particulier u = 1A dans le paragraphe 1.9.4.
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Les formules générales permettent d’expliciter la structure de la 2-catégorie
∫ co
A (A//la)
op
comme suit.
Ses objets sont les
(a, (b, k : b→ a)),
a et b étant des objets de A et k une 1-cellule de A.
Les 1-cellules de (a, (b, k)) vers (a′, (b′, k′)) sont les
(g : a→ a′, (f : b′ → b, α : k′ ⇒ gkf)),
g et f étant des 1-cellules de A et α une 2-cellule de A.
Les 2-cellules de (g, (f, α)) : (a, (b, k))→ (a′, (b′, k′)) vers (g′, (f ′, α′)) : (a, (b, k))→ (a′, (b′, k′))
sont les
(γ : g ⇒ g′, ϕ : f ⇒ f ′)
vérifiant
(γ ◦ k ◦ ϕ)α = α′,
ϕ et γ étant des 2-cellules de A.
Les diverses unités et compositions sont définies de façon « évidente ».
On note S1(A) la 2-catégorie définie comme suit. Ses objets sont les 1-cellules k : b → a de
A. Les 1-cellules de k : b → a vers k′ : b′ → a′ sont les (f : b′ → b, g : a → a′, α : k′ ⇒ gkf)
avec f et g des 1-cellules de A et α une 2-cellule de A. Les 2-cellules de (f, g, α) : k → k′ vers
(f ′, g′, α′) sont données par les couples de 2-cellules (ϕ : f ⇒ f ′, γ : g ⇒ g′) de A telles que
(γ ◦ k ◦ ϕ)α = α′. Les diverses unités et compositions sont définies de façon « évidente ».
Il existe alors des isomorphismes canoniques
S1(A)→
∫ co
Aop
(a\\lA)
(k : b→ a) 7→ (b, (a, k))
(f, g, α) 7→ (f, (g, α))
(ϕ, γ) 7→ (ϕ, γ)
et ∫ co
Aop
(a\\lA)→ S1(A)
(b, (a, k)) 7→ k
(f, (g, α)) 7→ (f, g, α)
(ϕ, γ) 7→ (ϕ, γ)
inverses l’un de l’autre ainsi que des isomorphismes canoniques
S1(A)→
∫ co
A
(A//la)
op
(k : b→ a) 7→ (a, (b, k))
(f, g, α) 7→ (g, (f, α))
(ϕ, γ) 7→ (γ, ϕ)
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et ∫ co
A
(A//la)
op → S1(A)
(a, (b, k)) 7→ k
(g, (f, α)) 7→ (f, g, α)
(γ, ϕ) 7→ (ϕ, γ)
inverses l’un de l’autre.
On note sA1 (resp. t
A
1 ) la projection canonique S1(A) → A
op (resp. S1(A) → A). En vertu
des isomorphismes ci-dessus et du paragraphe 1.10.28, sA1 et t
A
1 sont des préopfibrations.
Pour tout 2-foncteur strict u : A → B, on définit un 2-foncteur strict
S1(u) : S1(A)→ S1(B)
k 7→ u(k)
(f, g, α) 7→ (u(f), u(g), u(α))
(ϕ, γ) 7→ (u(ϕ), u(γ)).
Les vérifications de fonctorialité s’effectuent sans aucune difficulté comme suit.
Pour tout objet k : b→ a de S1(A),
S1(u)(1k) = S1(u)(1b, 1a, 1k)
= (u(1b), u(1a), u(1k))
= (1u(b), 1u(a), 1u(k))
= 1u(k)
= 1S1(u)(k).
Pour tout couple de 1-cellules (f, g, α) et (f ′, g′, α′) de S1(A) telles que la composée (f ′, g′, α′)(f, g, α)
fasse sens,
S1(u)((f
′, g′, α′)(f, g, α)) = S1(u)(ff
′, g′g, (g′ ◦ α ◦ f ′)α′)
= (u(ff ′), u(g′g), u((g′ ◦ α ◦ f ′)α′))
= (u(f)u(f ′), u(g′)u(g), (u(g′) ◦ u(α) ◦ u(f ′))u(α′))
= (u(f ′), u(g′), u(α′))(u(f), u(g), u(α))
= S1(u)(f
′, g′, α′)S1(u)(f, g, α).
Pour toute 1-cellule (f, g, α) de S1(A),
S1(u)(1(f,g,α)) = S1(u)(1f , 1g)
= (u(1f ), u(1g))
= (1u(f), 1u(g))
= 1(u(f),u(g),u(α))
= 1S1(u)(f,g,α).
Pour tout couple de 2-cellules (ϕ′, γ′) et (ϕ, γ) de S1(A) telles que la composée (ϕ′, γ′)(ϕ, γ)
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fasse sens,
S1(u)((ϕ
′, γ′)(ϕ, γ)) = S1(u)(ϕ
′ϕ, γ′γ)
= (u(ϕ′ϕ), u(γ′γ))
= (u(ϕ′)u(ϕ), u(γ′)u(γ))
= (u(ϕ′), u(γ′))(u(ϕ), u(γ))
= S1(u)(ϕ
′, γ′)S1(u)(ϕ, γ).
Pour tout couple de 2-cellules (ϕ′, γ′) et (ϕ, γ) de S1(A) telles que la composée (ϕ′, γ′)◦(ϕ, γ)
fasse sens,
S1(u)((ϕ
′, γ′) ◦ (ϕ, γ)) = S1(u)(ϕ ◦ ϕ
′, γ′ ◦ γ)
= (u(ϕ ◦ ϕ′), u(γ′ ◦ γ))
= (u(ϕ) ◦ u(ϕ′), u(γ′) ◦ u(γ))
= (u(ϕ′), u(γ′)) ◦ (u(ϕ), u(γ))
= (S1(u)(ϕ
′, γ′)) ◦ (S1(u)(ϕ, γ)).
On a donc un diagramme commutatif de 2-foncteurs stricts :
Aop
uop

S1(A)
sA1oo
S1(u)

tA1 // A
u

Bop S1(B)
sB1
oo
tB1
// B .
1.11.2. Pour toute 2-catégorie A, les applications
a 7→ (a\\lA)
op
et
a 7→ (A//ca)
co
définissent des 2-foncteurs stricts de Aop vers 2-Cat et de Aco vers 2-Cat respectivement 16.
Les formules générales permettent d’expliciter la structure de la 2-catégorie
(∫ co
Acoop
(a\\lA)
op)op
comme suit.
Ses objets sont les
(b, (a, k : b→ a)),
b et a étant des objets de A et k une 1-cellule de A.
Les 1-cellules de (b, (a, k)) vers (b′, (a′, k′)) sont les
(f : b→ b′, (g : a→ a′, α : k′f ⇒ gk)),
f et g étant des 1-cellules de A et α une 2-cellule de A.
Les 2-cellules de (f, (g, α)) : (b, (a, k))→ (b′, (a′, k′)) vers (f ′, (g′, α′)) : (b, (a, k))→ (b′, (a′, k′))
sont les
(ϕ : f ′ ⇒ f, γ : g ⇒ g′)
vérifiant
(γ ◦ k)α(k′ ◦ ϕ) = α′,
ϕ et γ étant des 2-cellules de A.
16. Cela résulte aussi, par dualité, du fait que a 7→ A//
l
a définit un 2-foncteur strict de A vers 2-Cat .
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Les diverses unités et compositions sont définies de façon « évidente ».
Les formules générales permettent d’expliciter la structure de la 2-catégorie
∫ co
A
(A//ca)
co
comme suit.
Ses objets sont les
(a, (b, k : b→ a)),
a et b étant des objets de A et k une 1-cellule de A.
Les 1-cellules de (a, (b, k)) vers (a′, (b′, k′)) sont les
(g : a→ a′, (f : b→ b′, α : k′f ⇒ gk)),
g et f étant des 1-cellules de A et α une 2-cellule de A.
Les 2-cellules de (g, (f, α)) : (a, (b, k))→ (a′, (b′, k′)) vers (g′, (f ′, α′)) : (a, (b, k))→ (a′, (b′, k′))
sont les
(γ : g ⇒ g′, ϕ : f ′ ⇒ f)
vérifiant
(γ ◦ k)α(k′ ◦ ϕ) = α′,
γ et ϕ étant des 2-cellules de A.
Les diverses unités et compositions sont définies de façon « évidente ».
On note S2(A) la 2-catégorie définie comme suit. Ses objets sont les 1-cellules k : b → a de
A. Les 1-cellules de k : b→ a vers k′ : b′ → a′ sont les (f : b→ b′, g : a→ a′, α : k′f ⇒ gk) avec
f et g des 1-cellules de A et α une 2-cellule de A. Les 2-cellules de (f, g, α) vers (f ′, g′, α′) sont
données par les couples de 2-cellules (ϕ : f ′ ⇒ f, γ : g ⇒ g′) de A telles que (γ ◦k)α(k′ ◦ϕ) = α′.
Les diverses unités et compositions sont définies de façon « évidente ».
Il existe alors des isomorphismes canoniques
S2(A)→
(∫ co
Acoop
(a\\lA)
op
)op
(k : b→ a) 7→ (b, (a, k))
(f, g, α) 7→ (f, (g, α))
(ϕ, γ) 7→ (ϕ, γ)
et (∫ co
Acoop
(a\\lA)
op
)op
→ S2(A)
(b, (a, k)) 7→ k
(f, (g, α)) 7→ (f, g, α)
(ϕ, γ) 7→ (ϕ, γ)
inverses l’un de l’autre ainsi que des isomorphismes canoniques
S2(A)→
∫ co
A
(A//ca)
co
(k : b→ a) 7→ (a, (b, k))
(f, g, α) 7→ (g, (f, α))
(ϕ, γ) 7→ (γ, ϕ)
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et ∫ co
A
(A//ca)
co
→ S2(A)
(a, (b, k)) 7→ k
(g, (f, α)) 7→ (f, g, α)
(γ, ϕ) 7→ (ϕ, γ)
inverses l’un de l’autre.
On note sA2 (resp. t
A
2 ) la projection canonique S2(A) → A
co (resp. S2(A) → A). En vertu
des isomorphismes ci-dessus et du paragraphe 1.10.28, la projection canonique∫ co
Acoop
(a\\lA)
op
→ Acoop,
qui s’identifie à (sA2 )
op
, est une préopfibration, donc sA2 est une préfibration. En vertu du même
paragraphe 1.10.28, tA2 est une préopfibration.
Pour tout 2-foncteur strict u : A → B, l’on définit un 2-foncteur strict
S2(u) : S2(A)→ S2(B)
k 7→ u(k)
(f, g, α) 7→ (u(f), u(g), u(α))
(ϕ, γ) 7→ (u(ϕ), u(γ)).
Les vérifications de fonctorialité s’effectuent sans aucune difficulté comme suit.
Pour tout objet k : b→ a de S2(A),
S2(u)(1k) = S2(u)(1b, 1a, 1k)
= (u(1b), u(1a), u(1k))
= (1u(b), 1u(a), 1u(k))
= 1u(k)
= 1S2(u)(k).
Pour tout couple de 1-cellules (f, g, α) et (f ′, g′, α′) de S2(A) telles que la composée (f ′, g′, α′)(f, g, α)
fasse sens,
S2(u)((f
′, g′, α′)(f, g, α)) = S2(u)(f
′f, (g′ ◦ α ◦ f ′)α′, g′g)
= (u(f ′f), u((g′ ◦ α ◦ f ′)α′), u(g′g))
= (u(f ′)u(f), (u(g′) ◦ u(α) ◦ u(f ′))u(α′), u(g′)u(g))
= (u(f ′), u(g′), u(α′))(u(f), u(g), u(α))
= S2(u)(f
′, g′, α′)S2(u)(f, g, α).
Pour toute 1-cellule (f, g, α) de S2(A),
S2(u)(1(f,g,α)) = S2(u)(1f , 1g)
= (u(1f), u(1g))
= (1u(f), 1u(g))
= 1(u(f),u(g),u(α))
= 1S2(u)(f,g,α).
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Pour tout couple de 2-cellules (ϕ′, γ′) et (ϕ, γ) de S2(A) telles que la composée (ϕ′, γ′)(ϕ, γ)
fasse sens,
S2(u)((ϕ
′, γ′)(ϕ, γ)) = S2(u)(ϕϕ
′, γ′γ)
= (u(ϕϕ′), u(γ′γ))
= (u(ϕ)u(ϕ′), u(γ′)u(γ))
= (u(ϕ′), u(γ′))(u(ϕ), u(γ))
= S2(u)(ϕ
′, γ′)S2(u)(ϕ, γ).
Pour tout couple de 2-cellules (ϕ′, γ′) et (ϕ, γ) de S2(A) telles que la composée (ϕ′, γ′)◦(ϕ, γ)
fasse sens,
S2(u)((ϕ
′, γ′) ◦ (ϕ, γ)) = S2(u)(ϕ
′ ◦ ϕ, γ′ ◦ γ)
= (u(ϕ′ ◦ ϕ), u(γ′ ◦ γ))
= (u(ϕ′) ◦ u(ϕ), u(γ′) ◦ u(γ))
= (u(ϕ′), u(γ′)) ◦ (u(ϕ), u(γ))
= S2(u)(ϕ
′, γ′) ◦ S2(u)(ϕ, γ).
On a donc un diagramme commutatif de 2-foncteurs stricts :
Aco
uco

S2(A)
sA2oo
S2(u)

tA2 // A
u

Bco S2(B)
sB2
oo
tB2
// B .
1.12 L’adjonction de Bénabou
1.12.1. L’objet de cette section est de décrire un adjoint à gauche de l’inclusion 2-Cat →֒ 2-Cat lax.
En particulier, la construction que nous explicitons fournit, pour toute petite 2-catégorie A,
une petite 2-catégorie A˜ et un 2-foncteur lax ηA : A → A˜ tels que, pour tout morphisme
u : A → B de 2-Cat lax, il existe un unique morphisme u : A˜ → B de 2-Cat tel que uηA = u. Cette
construction, due à Bénabou dans un cadre bicatégorique plus général, reste malheureusement
peu connue malgré son importance. Elle semble avoir fait l’objet de communications orales de
Bénabou, mais ce dernier n’a rien publié à ce sujet, ses notes de travail se trouvant du reste aux
dernières nouvelles dans des cartons. Dans ces conditions, la première trace écrite à laquelle il est
possible de renvoyer le lecteur est le travail de Gray, plus précisément [26, I, 4. 23]. La seconde
description explicite parvenue jusqu’à nous se trouve dans les notes [22] de del Hoyo, lequel
affirme rectifier une inexactitude de Gray. Del Hoyo mentionne la possibilité d’une approche plus
conceptuelle de la question grâce aux résultats de [7]. Nous devons à Steve Lack les précisions
suivantes sur ce dernier point. L’article [7] montre que, pour une 2-monade vérifiant certaines
conditions, les morphismes lax d’algèbres A → B sont en bijection avec les morphismes stricts
d’algèbres A† → B pour un certain A†. L’article [42] explique comment les 2-catégories dont
est donné l’ensemble des objets sont les algèbres d’une 2-monade. Les morphismes lax pour de
telles algèbres sont les 2-foncteurs lax agissant comme l’identité sur l’ensemble des objets. Cette
2-monade vérifie les conditions d’application de [7, théorème 3.13] et il est possible de montrer
que l’algèbre universelle A† satisfait la propriété universelle relativement aux morphismes lax
arbitraires. Une autre approche, ne nécessitant pas de jamais supposer fixé l’ensemble des objets,
consiste à faire usage de la 2-monade de [36, section 4], une autre référence possible étant [35,
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section 6.2]. Quelle que soit l’approche privilégiée, soulignons la nécessité, dans le cadre de notre
travail, d’une description explicite de cet objet universel.
1.12.2. On rappelle que la catégorie des simplexes∆ a pour objets les ensembles [m] = {0, . . . ,m}
ordonnés par l’ordre sur les entiers pour m ≥ 0 (ce qui permet de les considérer comme des pe-
tites catégories) et pour morphismes les applications croissantes. On notera ∆m l’image de [m]
par le foncteur de Yoneda.
1.12.3. On notera ∆[ ] la catégorie des intervalles, c’est-à-dire la sous-catégorie de ∆ ayant
mêmes objets que ∆ et dont les morphismes sont les applications croissantes respectant les
extrémités ; on appellera ces applications les morphismes d’intervalles. Autrement dit, pour deux
entiers positifs m et n, une application ϕ : [m] → [n] est un morphisme d’intervalles si et
seulement si elle est croissante et vérifie ϕ(0) = 0 et ϕ(m) = n.
1.12.4. Pour tout entier m ≥ 0, toute 2-catégorie A et tout 2-foncteur lax x : [m] → A, on
notera xi l’image de 0 ≤ i ≤ m par x, xj,i l’image du morphisme i → j de [m] par x et xk,j,i
la 2-cellule structurale xj→k,i→j : xk,jxj,i ⇒ xk,i pour 0 ≤ i ≤ j ≤ k ≤ m. Afin d’éviter toute
confusion avec l’objet xi, on notera (x)i la 2-cellule structurale d’unité de x associée à l’objet
i de [m]. On a donc (x)i : 1xi ⇒ xi,i. Sous ces mêmes données, pour toute transformation ou
optransformation σ : x⇒ y de x vers un 2-foncteur lax y : [m]→ A, on notera σj,i la composante
de σ en le morphisme i → j de [m]. C’est donc une 2-cellule de σjxj,i vers yj,iσi si σ est une
transformation et de yj,iσi vers σjxj,i si σ est une optransformation. On notera parfois σi la
2-cellule σi,i−1.
Définition 1.12.5. Soient u un 2-foncteur lax de source A, n ≥ 0 un entier et x : [n] → A
un 2-foncteur strict. On définit comme suit une 2-cellule ux, que l’on notera parfois par abus
uxn,n−1,...,x1,0 , ce qui ne sous-entend pas n ≥ 1. Si n = 0, ux = ux0 : 1u(x0) ⇒ u(1x0). Si n = 1,
ux = 1u(x1,0). Si n = 2, ux = ux2,1,x1,0 . Si n ≥ 3,
ux = uxn,n−1,...,x1,0 = uxn,n−1,xn−1,n−2...x1,0(u(xn,n−1) ◦ uxn−1,n−2,...,x1,0).
Si cela n’entraîne pas d’ambiguïté, cette 2-cellule pourra se trouver notée ux0→···→xn , ce qui
ne sous-entend pas non plus n ≥ 1.
Remarque 1.12.6. Les 2-cellules introduites dans la définition 1.12.5 correspondent à « une façon
d’aller de u(xn,n−1) . . . u(x1,0) vers u(xn,n−1 . . . x1,0) » 17 en privilégiant un certain « bon paren-
thésage » de la première expression. La condition de cocycle généralisée, constamment utilisée
dans la littérature relative aux 2-catégories, sans qu’aucun énoncé n’y figure généralement, en-
core moins une démonstration, affirme que ces parenthésages sont tous équivalents : les 2-cellules
associées sont égales. Pour un énoncé précis ainsi qu’une démonstration — omettant toutefois
certains détails de calculs particulièrement pénibles — d’un résultat de cohérence très général,
on renvoie à la thèse de Bénabou [4, proposition 5.1.4 p. I-47 et théorème 5.2.4 p. I-49].
Remarque 1.12.7. Soient A et B des 2-catégories, u : A → B un 2-foncteur lax, m ≥ 1 un entier,
x et y des 2-foncteurs stricts de [m] vers A et, pour tout entier 1 ≤ i ≤ m, soit αi : xi,i−1 ⇒ yi,i−1
une 2-cellule de A. Alors, l’égalité
u(αm ◦ · · · ◦ α1)ux = uy(u(αm) ◦ · · · ◦ u(α1))
s’établit par récurrence sur m, le cas m = 2 faisant partie de l’axiomatique des 2-foncteurs lax.
17. Pour n = 0, cela fait encore sens, comme nous l’a fait remarquer Dimitri Ara, une composition vide étant
une identité.
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Remarque 1.12.8. Soient A et B des 2-catégories, u : A → B un 2-foncteur lax, m ≥ 0 et n ≥ 1
deux entiers, x : [m] → A et y : [n] → A des 2-foncteurs stricts, ϕ : [n] → [m] un morphisme
d’intervalles tel que xϕ(i) = yi pour tout entier 0 ≤ i ≤ n et, pour tout entier 1 ≤ i ≤ n, soit une
2-cellule αi : xϕ(i),ϕ(i−1) ⇒ yi,i−1. Alors, l’égalité
u(αn ◦ · · · ◦ α1)ux = uy(u(αn) ◦ · · · ◦ u(α1))(uxϕ(n−1)→···→xm ◦ · · · ◦ ux0→···→xϕ(1))
s’établit en utilisant la condition de cocycle généralisée et la remarque 1.12.7, qu’elle généralise.
On laisse au lecteur le soin d’examiner ce qui se passe pour n = 0 (ce qui force m = 0).
1.12.9. Pour toute 2-catégorie A et tout couple d’objets a et a′ de A, on note Fa′,a([m]) la
catégorie dont les objets sont les 2-foncteurs stricts s : [m]→ A tels que s(0) = a et s(m) = a′ et
dont les morphismes sont les transformations relatives aux objets entre tels 2-foncteurs stricts.
Tout morphisme d’intervalles ϕ : [n]→ [m] induit un foncteur
Fa′,a(ϕ) : Fa′,a([m])→ Fa′,a([n])
(s : [m]→ A) 7→ (sϕ : [n]→ A)
(α : s⇒ t) 7→ (α ◦ ϕ : sϕ⇒ tϕ).
La transformation relative aux objets α ◦ϕ est définie par (α ◦ϕ)i = 1s(ϕ(i)) = 1t(ϕ(i)) pour tout
objet i de [n] et (α ◦ϕ)r = αϕ(r) pour toute 1-cellule r de [n]. Cela permet de définir un foncteur
Fa′,a : ∆
op
[ ] → Cat
[m] 7→ Fa′,a([m])
ϕ 7→ Fa′,a(ϕ).
1.12.10. Soient A1, A2 et A des catégories, F1 : A1 → Cat , F2 : A2 → Cat , F : A → Cat et
⊗ : A1 ×A2 → A des foncteurs et γ : × ◦ (F1 × F2)⇒ F ◦ ⊗ un morphisme de foncteurs. Ainsi,
pour tout couple d’objets (a1, a2) de A1 ×A2, on a le foncteur
γ(a1,a2) : F1(a1)× F2(a2)→ F (a1 ⊗ a2).
Ces données permettent de définir un foncteur∫
A1×A2
γ :
∫
A1×A2
× ◦ (F1 × F2)→
∫
A1×A2
F ◦ ⊗.
On laisse au lecteur le soin d’expliciter l’isomorphisme canonique évident∫
A1
F1 ×
∫
A2
F2 ≃
∫
A1×A2
× ◦ (F1 × F2).
On déduit de ce qui précède un foncteur∫
A1
F1 ×
∫
A2
F2 →
∫
A1×A2
F ◦ ⊗
((a1, x1), (a2, x2)) 7→ ((a1, a2), γ(a1,a2)(x1, x2))
((f1 : a1 → a
′
1, r1), (f2 : a2 → a
′
2, r2)) 7→ ((f1, f2), γ(a′1,a′2)(r1, r2)).
On a de plus un foncteur ∫
A1×A2
F ◦ ⊗ →
∫
A
F
((a1, a2), x) 7→ ((a1 ⊗ a2), x)
((f1, f2), r) 7→ ((f1 ⊗ f2), r)
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qui n’est autre — nous le signalons mais n’utiliserons pas ce fait — que la flèche horizontale du
haut du carré cartésien ∫
A1×A2
F ◦ ⊗ //

∫
A F

A1 ×A2 ⊗
// A
dans lequel les flèches verticales désignent les projections canoniques (voir [40, lemme 3.2.20]).
On déduit de ce qui précède un foncteur∫
A1
F1 ×
∫
A2
F2 →
∫
A
F
((a1, x1), (a2, x2)) 7→ (a1 ⊗ a2, γ(a1,a2)(x1, x2))
((f1 : a1 → a
′
1, r1), (f2 : a2 → a
′
2, r2)) 7→ (f1 ⊗ f2, γ(a′1,a′2)(r1, r2)).
1.12.11. On observe que la catégorie des intervalles ∆[ ] est munie d’une structure de catégorie
monoïdale stricte en définissant le produit tensoriel des objets par
[n]⊗ [m] = [n+m]
et celui des morphismes ψ : [n]→ [n′] et ϕ : [m]→ [m′] par
ψ ⊗ ϕ : [n+m]→ [n′ +m′]
0 ≤ k ≤ m 7→ ϕ(k)
m ≤ k ≤ n+m 7→ ψ(k −m) +m′.
La catégorie ∆[ ]
op se trouve donc aussi munie d’une structure de catégorie monoïdale stricte.
Soient a, a′ et a′′ trois objets d’une 2-catégorie A. On applique les considérations du paragraphe
1.12.10 au cas A1 = A2 = A = ∆[ ]
op, F1 = Fa′′,a′ , F2 = Fa′,a, F = Fa′′,a, la composante du
morphisme de foncteurs γ en ([n], [m]) n’étant autre (en omettant quelques détails) que
γa
′′,a′,a
[n],[m] : Fa′′,a′([n])× Fa′,a([m])→ Fa′′,a([n+m])
(t, s) 7→ (0 ≤ i ≤ m 7→ s(i),m ≤ i ≤ m+ n 7→ t(i−m)).
Pour tout couple d’objets (a, a′) d’une petite 2-catégorieA, on définit une catégorieHomA˜(a, a
′)
par
HomA˜(a, a
′) =
∫
∆[ ]
op
Fa′,a.
(C’est donc une catégorie opfibrée sur ∆[ ]
op.)
Ce qui précède nous permet donc d’obtenir un foncteur de composition
HomA˜(a
′, a′′)×HomA˜(a, a
′)→ HomA˜(a, a
′′)
(([m′], x′), ([m], x)) 7→ ([m′ +m], (x′, x))
((ϕ′, α′), (ϕ, α)) 7→ (ϕ′ ⊗ ϕ, (α′, α))
en notant désormais, pour simplifier, (x′, x) le 2-foncteur strict correspondant à la « chaîne formée
de x suivi de x′ » et de même pour (α′, α).
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La contrainte d’associativité résulte de l’associativité du produit tensoriel considéré sur la
catégorie ∆[ ] et de la commutativité, pour toutes les valeurs possibles des paramètres y figurant,
du diagramme
Fa′′′,a′′([p])× Fa′′,a′([n])× Fa′,a([m])
γa
′′′,a′′,a′
([p],[n])
×1F
a′,a
([m])
//
1F
a′′′,a′′
([p])×γ
a′′,a′,a
([n],[m])

Fa′′′,a′([p]⊗ [n])× Fa′,a([m])
γa
′′′,a′,a
([p]⊗[n],[m])

Fa′′′,a(([p]⊗ [n])⊗ [m])
Fa′′′,a′′([p])× Fa′′,a([n]⊗ [m])
γa
′′′,a′′,a
([p],[n]⊗[m])
// Fa′′′,a([p]⊗ ([n]⊗ [m])) .
De plus, pour tout objet a de A, l’objet ([0], a : [0]→ A) de
∫
∆[ ]
op Fa,a = HomA˜(a, a) définit
un foncteur d’unité
e→ HomA˜(a, a).
Les contraintes d’unité résultent du fait que [0] est un objet unité de la catégorie monoïdale∆[ ] et
de la commutativité, pour toutes les valeurs possibles des paramètres y figurant, des diagrammes
Fa′,a([m])× e
1F
a′,a
([m])×([0],a)

Fa′,a([m])
Fa′,a([m])× Fa,a([0])
γa
′,a,a
([m],[0])
// Fa′,a([m]⊗ [0])
et
e× Fa′,a([m])
([0],a′)×1F
a′,a
([m])

Fa′,a([m])
Fa′,a′([0])× Fa′,a([m])
γa
′,a′,a
([0],[m])
// Fa′,a([0]⊗ [m])
dans lesquels les flèches doubles désignent les isomorphismes canoniques.
En vertu de ce qui précède, la définition 1.12.12 fait sens.
Définition 1.12.12. Soit A une petite 2-catégorie. On définit comme suit une petite 2-catégorie
A˜, que l’on appellera parfois la 2-catégorie tilde lax de A, ou plus simplement le tilde lax de A.
– Les objets de A˜ sont les objets de A.
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– Pour tout couple d’objets a et a′ de A,
HomA˜(a, a
′) =
∫
∆[ ]
op
Fa′,a.
– Pour tout triplet d’objets a, a′ et a′′ de A, le foncteur de composition
HomA˜(a
′, a′′)×HomA˜(a, a
′)→ HomA˜(a, a
′′).
est défini comme ci-dessus.
– Pout tout objet a de A, le foncteur d’unité
e→ HomA˜(a, a)
est défini comme ci-dessus par l’objet ([0], a : [0]→ A) de HomA˜(a, a).
1.12.13. Ainsi, les 1-cellules de A˜ sont de la forme ([m], x), avec m ≥ 0 un entier et x : [m]→ A
un 2-foncteur strict. La source (resp. le but) de la 1-cellule ([m], x) est x0 (resp. xm). On notera
parfois les 1-cellules de A˜ sous la forme plus explicite ([m], x1,0, . . . , xm,m−1), ce qui ne sous-
entend pasm ≥ 1. Les 2-cellules de ([m], x) vers ([n], y) sont de la forme (ϕ, α), avec ϕ : [n]→ [m]
un morphisme d’intervalles vérifiant xϕ(i) = yi pour tout entier 0 ≤ i ≤ n (on doit donc avoir
x0 = y0 et xm = yn) et α : xϕ⇒ y une transformation relative aux objets. On notera parfois α
sous la forme (α1, . . . , αn), étant entendu que la 2-cellule αi : (xϕ)i,i−1 ⇒ yi,i−1 est la composante
de α en la 1-cellule i− 1→ i de [n], autrement notée αi,i−1. On notera donc parfois la 2-cellule
(ϕ, α) sous la forme (ϕ, α1, . . . , αn), ce qui ne sous-entend pas n ≥ 1.
Remarque 1.12.14. On rappelle avoir défini le foncteur τβ : 2-Cat → Cat dans la section 1.3. Pour
toute petite 2-catégorie A, la catégorie τβA˜ n’est rien d’autre que la catégorie libre engendrée
par le graphe sous-jacent à la catégorie τβA.
Définition 1.12.15. Pour tout 2-foncteur lax u : A → B, on définit un 2-foncteur strict, le tilde
lax de u, par
u˜ : A˜ → B˜
a 7→ u(a)
([0], a) 7→ ([0], u(a))
(([m], x),m ≥ 1) 7→ ([m], u(x1,0), . . . , u(xm,m−1))
((ϕ, α) : ([m], x)→ ([n], y)) 7→ (ϕ, (u(αi)uxϕ(i−1)→···→xϕ(i))1≤i≤n).
1.12.16. Donnons tout de même quelques détails assurant de la correction de la définition
1.12.15 ; autrement dit, que l’on y définit bien un 2-foncteur strict.
Pour tout objet a de A˜,
u˜(1a) = u˜([0], a)
= ([0], u(a))
= 1u(a)
= 1u˜(a).
Soient ([m], x : [m]→ A) et ([m′], x′ : [m′]→ A) deux 1-cellules de A˜ telles que la composée
([m′], x′)([m], x) fasse sens. Alors,
u˜(([m′], x′)([m], x)) = u˜([m′ +m], (x′, x))
= ([m′ +m], u(x1,0), . . . , u(xm,m−1), u(x
′
1,0), . . . , u(x
′
m′,m′−1))
= ([m′], u(x′1,0), . . . , u(x
′
m′,m′−1))([m], u(x1,0), . . . , u(xm,m−1))
= u˜([m′], x′)u˜([m], x),
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en notant toujours (x′, x) le 2-foncteur strict correspondant à la « chaîne formée de x suivi de
x′ ».
Soient (ϕ, α) et (ϕ′, α′) des 2-cellules de A˜ telles que la composée (ϕ′, α′) ◦ (ϕ, α) fasse sens.
L’égalité
u˜((ϕ′, α′) ◦ (ϕ, α)) = u˜(ϕ′, α′) ◦ u˜(ϕ, α)
est alors évidente.
Soit ([m], x) une 1-cellule de A˜. Alors,
u˜(1([m],x)) = u˜(1[m], (1x1,0 , . . . , 1xm,m−1))
= (1[m], (u(1x1,0), . . . , u(1xm,m−1)))
= (1[m], (1u(x1,0), . . . , 1u(xm,m−1)))
= 1([m],u(x1,0),...,u(xm,m−1))
= 1u˜([m],x).
Enfin, soient
(ϕ, α) : ([m], x)⇒ ([n], y)
et
(ψ, β) : ([n], y)⇒ ([p], z)
deux 2-cellules de A˜. Alors, l’égalité
u˜((ψ, β)(ϕ, α)) = u˜(ψ, β)u˜(ϕ, α)
résulte de la remarque 1.12.8.
Lemme 1.12.17. L’application
2-Cat lax → 2-Cat
A 7→ A˜
u 7→ u˜
définit un foncteur de 2-Cat lax vers 2-Cat.
Démonstration. Il s’agit de vérifier que, pour toute petite 2-catégorie A, on a 1˜A = 1A˜ et que,
pour tout couple de 2-foncteurs lax u et v tels que la composée vu fasse sens, on a v˜u = v˜u˜.
Soient donc a, ([m], x) et (ϕ : [n] → [m], α1, . . . , αn) un objet, une 1-cellule et une 2-cellule de
([m], x) vers ([n], y) de A˜ respectivement. Alors,
1˜A(a) = 1A(a)
= a,
1˜A([m], x1,0, . . . , xm,m−1) = ([m], 1A(x1,0), . . . , 1A(xm,m−1))
= ([m], x1,0, . . . , xm,m−1)
et
1˜A(ϕ, α1, . . . , αn) = (ϕ, 1A(α1), . . . , 1A(αn))
= (ϕ, α1, . . . , αn).
1.12. L’ADJONCTION DE BÉNABOU 115
L’égalité 1˜A = 1A˜ est donc bien vérifiée. En gardant les notations ci-dessus, supposons que la
source de u soit A. Alors,
v˜u(a) = vu(a)
= v(u(a))
= v(u˜(a))
= v˜(u˜(a))
= v˜u˜(a)
et
v˜u([m], x1,0, . . . , xm,m−1) = ([m], vu(x1,0), . . . , vu(xm,m−1))
= ([m], v(u(x1,0)), . . . , v(u(xm,m−1)))
= v˜([m], u(x1,0), . . . , u(xm,m−1))
= v˜(u˜([m], x1,0, . . . , xm,m−1))
= v˜u˜([m], x1,0, . . . , xm,m−1).
De plus,
v˜u(ϕ, α1, . . . , αn) = (ϕ, vu(α1)(vu)x0→···→xϕ(1) , . . . , vu(αn)(vu)xϕ(n−1)→···→xm)
et
v˜u˜(ϕ, α1, . . . , αn) = v˜(ϕ, u(α1)ux0→···→xϕ(1) , . . . , u(αn)uxϕ(n−1)→···→xm)
= (ϕ, v(u(α1)ux0→···→xϕ(1))vu(x0)→···→u(xϕ(1)), . . . )
= (ϕ, v(u(α1))v(ux0→···→xϕ(1))vu(x0)→···→u(xϕ(1)), . . . ).
Le fait que v˜u et v˜u˜ coïncident sur les 2-cellules résulte donc de l’égalité
(vu)xϕ(i−1)→···→xϕ(i) = v(uxϕ(i−1)→···→xϕ(i))vu(xϕ(i−1))→···→u(xϕ(i))
pour tout 1 ≤ i ≤ n.
Définition 1.12.18. On appellera foncteur de strictification de Bénabou le foncteur apparaissant
dans l’énoncé du lemme 1.12.17. On le notera désormais
B : 2-Cat lax → 2-Cat
A 7→ A˜
u 7→ u˜.
1.12.19. Pour toute 1-cellule f de A, on notera ([1], f) la 1-cellule de A˜ définie par (0→ 1) 7→ f .
Ainsi, on note de la même façon les 1-cellules de A et les 2-foncteurs stricts de [1] vers A qui
leur sont canoniquement associés.
Définition 1.12.20. SoitA une petite 2-catégorie. On appellera 2-foncteur lax structural associé
à A le 2-foncteur lax
ηA : A → A˜
défini comme suit.
Pour tout objet a de A,
ηA(a) = a.
En particulier, 1ηA(a) = ([0], a).
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Pour toute 1-cellule f de A,
ηA(f) = ([1], f).
En particulier, ηA(1a) = ([1], 1a).
Pour toute 2-cellule α de A,
ηA(α) = (1[1], α).
Pour tout objet a de A, la 2-cellule structurale
(ηA)a : 1ηA(a) ⇒ ηA(1a)
est définie par
(ηA)a = ([1]→ [0], 11a).
Pour tout couple de 1-cellules f et f ′ de A telles que la composée f ′f fasse sens, la 2-cellule
structurale
(ηA)f ′,f : ηA(f
′)ηA(f)⇒ ηA(f
′f)
est définie par
(ηA)f ′,f = ([1]→ [2], 1f ′f ),
le morphisme d’ensembles ordonnés [1]→ [2] présent dans cette expression étant défini de façon
unique par la condition qu’il s’agit d’un morphisme d’intervalles.
1.12.21. Vérifions que cela définit bien un 2-foncteur lax. Il s’agit de s’assurer des conditions de
cohérence suivantes.
Pour tout triplet h, g et f de 1-cellules de A telles que la composée hgf fasse sens, on doit
avoir commutativité du diagramme
ηA(h)ηA(g)ηA(f)
(ηA)h,g◦ηA(f) +3
ηA(h)◦(ηA)g,f

ηA(hg)ηA(f)
(ηA)hg,f

ηA(h)ηA(gf)
(ηA)h,gf
+3 ηA(hgf) .
On vérifie que les deux chemins menant de ηA(h)ηA(g)ηA(f) à ηA(hgf) correspondent à la même
2-cellule ([1]→ [3], 1hgf) dans A˜.
Pour toute 1-cellule f : a→ a′ de A, on doit avoir commutativité des diagrammes
ηA(f) = ηA(f)1ηA(a)
ηA(f)◦(ηA)a +3
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱
ηA(f)ηA(1a)
(ηA)f,1a

ηA(f1a) = ηA(f)
et
ηA(f) = 1ηA(a′)ηA(f)
(ηA)a′◦ηA(f) +3
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱
ηA(1a′)ηA(f)
(ηA)1
a′
,f

ηA(1a′f) = ηA(f)
respectivement. La définition de A˜ implique bien ces égalités.
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Pour tout couple de 2-cellules α : f ⇒ f ′ et β : g ⇒ g′ de A telles que la composée β ◦α fasse
sens, on doit avoir commutativité du diagramme
ηA(g)ηA(f)
(ηA)g,f +3
ηA(β)◦ηA(α)

ηA(gf)
ηA(β◦α)

ηA(g
′)ηA(f
′)
(ηA)g′f′
+3 ηA(g
′f ′) ,
commutativité qui découle également de la définition de A˜, les deux chemins menant de ηA(g)ηA(f)
à ηA(g′f ′) dans le diagramme correspondant à la même 2-cellule ([1]→ [2], β ◦ α).
La flèche ηA : A → A˜ est donc bien un 2-foncteur lax.
Lemme 1.12.22. Pour tout morphisme u : A → B de 2-Cat lax, le diagramme
A˜
u˜ // B˜
A
ηA
OO
u
// B
ηB
OO
est commutatif.
Démonstration. Pour tout objet a de A,
u˜(ηA(a)) = u˜(a)
= u(a)
= ηB(u(a)).
Pour toute 1-cellule f de A,
u˜(ηA(f)) = u˜([1], f)
= ([1], u(f))
= ηB(u(f)).
Pour toute 2-cellule α de A,
u˜(ηA(α)) = u˜(1[1], α)
= (1[1], u(α))
= ηB(u(α)).
Pour tout objet a de A,
(u˜ηA)a = u˜((ηA)a)u˜ηA(a)
= u˜((ηA)a)1u˜ηA(a)
= u˜((ηA)a)
= u˜([1]→ [0], 11a)
= ([1]→ [0], ua)
et
(ηBu)a = ηB(ua)(ηB)u(a)
= (1[1], ua)([1]→ [0], 11u(a))
= ([1]→ [0], ua).
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Pour tout couple de 1-cellules f et f ′ de A telles que la composée f ′f fasse sens,
(u˜ηA)f ′,f = u˜((ηA)f ′,f )u˜ηA(f ′),ηA(f)
= u˜((ηA)f ′,f )1u˜(ηA(f ′))u˜(ηA(f))
= u˜((ηA)f ′,f )
= u˜([1]→ [2], 1f ′f )
= ([1]→ [2], uf ′,f )
et
(ηBu)f ′,f = ηB(uf ′,f )(ηB)u(f ′),u(f)
= (1[1], uf ′,f )([1]→ [2], 1u(f ′)u(f))
= ([1]→ [2], uf ′,f).
Définition 1.12.23. Soit A une petite 2-catégorie. On définit un 2-foncteur strict ǫA : A˜ → A,
que l’on appellera parfois 2-foncteur strict structural associé à A, par
ǫA : A˜ → A
a 7→ a
([m], x) 7→ xm,m−1 . . . x1,0
(ϕ, α) 7→ αn ◦ · · · ◦ α1.
1.12.24. Vérifions que cela définit un 2-foncteur strict.
Pour toute 1-cellule ([m], x) de A˜,
ǫA(1([m],x)) = ǫA(1[m], (1x1,0 , . . . , 1xm,m−1))
= 1xm,m−1 ◦ · · · ◦ 1x1,0
= 1xm,m−1...x1,0
= 1ǫA([m],x).
Pour tout couple de 2-cellules (ϕ, α) : ([m], x) → ([n], y) et (ψ, β) : ([n], y) → ([p], z) de A˜
telles que la composée (ψ, β)(ϕ, α) fasse sens,
ǫA((ψ, β)(ϕ, α)) = ǫA(ϕψ, (βp(αψ(p) ◦ · · · ◦ αψ(p−1)+1)), . . . , (β1(αψ(1) ◦ · · · ◦ α1)))
= (βp(αn ◦ · · · ◦ αψ(p−1)+1)) ◦ · · · ◦ (β1(αψ(1) ◦ · · · ◦ α1))
= (βp ◦ · · · ◦ β1)(αn ◦ · · · ◦ α1)
= ǫA(ψ, β)ǫA(ϕ, α).
Soient ([m], x) et ([m′], x′) deux 1-cellules de A˜ telles que la composée ([m′], x′)([m], x) fasse
sens. Alors,
ǫA(([m
′], x′)([m], x)) = ǫA([m
′ +m], (x′, x))
= x′m′,m′−1 . . . x
′
1,0xm,m−1 . . . x1,0
= ǫA([m
′], x′)ǫA([m], x).
Soient (ϕ, α) = (ϕ, α1, . . . , αn) et (ϕ′, α′) = (ϕ′, α′1, . . . , α
′
n′) deux 2-cellules de A˜ telles que
la composée
(ϕ′, α′) ◦ (ϕ, α)
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fasse sens. Alors,
ǫA(ϕ
′, α′) ◦ ǫA(ϕ, α) = α
′
n′ ◦ . . . α
′
1 ◦ αn ◦ · · · ◦ α1
= ǫA((ϕ
′, α′) ◦ (ϕ, α)).
Lemme 1.12.25. Pour tout morphisme u : A → B de 2-Cat, le diagramme
A˜
u˜ //
ǫA

B˜
ǫB

A u
// B
est commutatif.
Démonstration. Toutes les flèches apparaissant dans ce diagramme étant des 2-foncteurs stricts,
il suffit de vérifier que uǫA et ǫBu˜ coïncident sur les objets, 1-cellules et 2-cellules.
Pour tout objet a de A˜,
uǫA(a) = u(a)
= ǫB(u(a))
= ǫBu˜(a).
Pour toute 1-cellule ([m], x) de A˜,
uǫA([m], x) = u(xm,m−1 . . . x1,0)
= u(xm,m−1) . . . u(x1,0)
= ǫB([m], u(x1,0), . . . , u(xm,m−1))
= ǫBu˜([m], x1,0, . . . , xm,m−1).
Pour toute 2-cellule (ϕ : [n]→ [m], α1, . . . , αn) de A˜,
uǫA(ϕ : [n]→ [m], α1, . . . , αn) = u(αn ◦ · · · ◦ α1)
= u(αn) ◦ · · · ◦ u(α1)
= ǫB(ϕ, u(α1), . . . , u(αn))
= ǫBu˜(ϕ, α1, . . . , αn).
1.12.26. Notons I : 2-Cat → 2-Cat lax l’inclusion canonique. Les lemmes 1.12.22 et 1.12.25
permettent d’affirmer que l’on a défini des transformations naturelles
η : 12-Catlax ⇒ IB
et
ǫ : BI ⇒ 12-Cat .
Théorème 1.12.27. Le foncteur B : 2-Cat lax → 2-Cat est un adjoint à gauche de l’inclusion
I : 2-Cat → 2-Cat lax, les transformations naturelles η et ǫ constituant respectivement l’unité et
la coünité de l’adjonction (B, I).
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Démonstration. Il suffit de vérifier les identités triangulaires, qui stipulent ici que les diagrammes
I
ηI +3
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖ IBI
Iǫ

et B
Bη +3
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖ BIB
ǫB

I B
sont commutatifs.
Pour toute petite 2-catégorie A,
((Iǫ)(ηI))A = (Iǫ)A(ηI)A
= I(ǫA)ηI(A)
= ǫAηA
= 1A
= 1I(A)
= (1I)A,
ce qui montre la première identité triangulaire. De plus, les égalités
((ǫB)(Bη))A = (ǫB)A(Bη)A
= ǫB(A)B(ηA)
= ǫA˜η˜A
montrent que la vérification de la seconde identité triangulaire se ramène dans le cas présent à
celle de l’égalité
ǫA˜η˜A = 1A˜.
Les deux termes de cette égalité étant des 2-foncteurs stricts, il suffit de vérifier qu’ils coïncident
sur les objets, 1-cellules et 2-cellules de A˜. Pour tout objet a de A˜,
ǫA˜η˜A(a) = ǫA˜(ηA(a))
= ǫA˜(a)
= a.
Pour toute 1-cellule ([m], x) de A˜,
ǫA˜η˜A([m], x) = ǫA˜([m], ([1], x1,0), . . . , ([1], xm,m−1))
= ([1], xm,m−1) . . . ([1], x1,0)
= ([m], x).
Pour toute 2-cellule (ϕ : [n]→ [m], α) de A˜,
ǫA˜η˜A(ϕ, α) = ǫA˜(ϕ, ([1]→ [ϕ(1)], α1), . . . , ([1]→ [ϕ(n)], αn))
= ([1]→ [ϕ(n)], αn) ◦ · · · ◦ ([1]→ [ϕ(1)], α1)
= (ϕ, α).
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Remarque 1.12.28. Aucun des foncteurs I : 2-Cat →֒ 2-Cat lax et B : 2-Cat lax → 2-Cat n’est plein.
En revanche, ils sont tous deux fidèles. Pour I, c’est tautologique. Vérifions-le pour B. Soient u
et v deux 2-foncteurs lax de A vers B tels que u˜ = v˜.
Pour tout objet a de A, u˜(a) = v˜(a), c’est-à-dire u(a) = v(a).
Pour toute 1-cellule f de A, u˜([1], f) = v˜([1], f), c’est-à-dire ([1], u(f)) = ([1], v(f)), donc
u(f) = v(f).
Pour toute 2-cellule α de A, u˜(1[1], α) = v˜(1[1], α), c’est-à-dire (1[1], u(α)) = (1[1], v(α)), d’où
u(α) = v(α).
Pour tout couple de 1-cellules f et f ′ de A telles que la composée f ′f fasse sens, le couple
([1] → [2], 1f ′f ) définit une 1-cellule de A˜, de source ([2], (f ′, f)) et de but ([1], f ′f), l’objet
([2], (f ′, f)) étant défini par (f ′, f)(0→ 1) = f et (f ′, f)(1→ 2) = f ′. Alors, u˜([1]→ [2], 1f ′f ) =
v˜([1]→ [2], 1f ′f ), c’est-à-dire ([1]→ [2], uf ′,f ) = ([1]→ [2], vf ′,f ), d’où uf ′,f = vf ′,f .
Pour tout objet a de A, le couple ([1]→ [0], 11a) définit une 1-cellule de ([0], a) vers ([1], 1a)
dans A˜. Alors, u˜([1] → [0], 11a) = v˜([1] → [0], 11a), c’est-à-dire ([1] → [0], ua) = ([1] → [0], va),
d’où ua = va.
Par conséquent, u = v.
Les foncteurs I : 2-Cat →֒ 2-Cat lax et B : 2-Cat lax → 2-Cat sont donc tous deux fidèles. Ainsi,
les composantes des transformations naturelles η et ǫ sont des monomorphismes de 2-Cat lax et
des épimorphismes de 2-Cat respectivement (voir par exemple [39, p. 90, théorème 1]).
Proposition 1.12.29. Si A et B sont deux petites 2-catégories, il existe une bijection
Hom2-Catlax(A,B) ≃ Hom2-Cat (A˜,B)
u 7→ ǫBu˜
naturelle en A et B.
Démonstration. C’est une reformulation du théorème 1.12.27, en vertu de la théorie classique
des adjonctions (voir par exemple [39, p. 83, théorème 2]).
Lemme 1.12.30. Pour tout morphisme u : A → B de 2-Cat lax, le diagramme
A˜
u˜ //
ǫA

B˜
ǫB

A u
// B
est commutatif à une transformation relative aux objets ǫBu˜⇒ uǫA près.
Démonstration. Pour tout objet a de A˜, on pose σa = 1u(a) et, pour tout morphisme ([m], x) de
A˜, on pose σ([m],x) = ux. Cela définit une transformation σ : ǫBu˜⇒ uǫA.
Définition 1.12.31. Étant donné un 2-foncteur lax u : A → B, on définit son 2-foncteur barre
lax u : A˜ → B par la formule
u = ǫBu˜.
Autrement dit, u est le 2-foncteur strict associé à u par la bijection naturelle figurant dans
l’énoncé de la proposition 1.12.29.
122 CHAPITRE 1. FORMALISME 2-CATÉGORIQUE
1.12.32. De façon plus explicite, les formules sont
u : A˜ → B
a 7→ u(a)
([0], a) 7→ 1u(a)
(([m], x),m ≥ 1) 7→ u(xm,m−1) . . . u(x1,0)
((ϕ, α) : ([m], x)→ ([n], y)) 7→ (u(αn) ◦ · · · ◦ u(α1))(uxϕ(n−1)→···→xm ◦ · · · ◦ ux0→···→xϕ(1)).
Remarque 1.12.33. On utilisera souvent la caractérisation suivante de u : c’est l’unique 2-foncteur
strict de A˜ vers B rendant le diagramme
A˜

❃❃
❃❃
❃❃
❃❃
A
ηA
OO
u
// B
commutatif.
1.12.34. Soient u et v deux 2-foncteurs lax de A vers B et σ une transformation ou une op-
transformation de u vers v.
Pour tout objet a de A, posons σa = σa.
Pour toute 1-cellule ([m], x) de a vers a′ dans A˜, on définit une 2-cellule σ([m],x) comme suit.
Si m = 0, posons σ([m],x) = σ([0],a) = 1σa . Si m = 1, posons σ([m],x) = σ([1],x1,0) = σx1,0 . Si
m ≥ 2, posons
σ([m],x) = ((v(xm,m−1) . . . v(x2,1)) ◦ σx1,0)(σ([m−1],(xm,m−1,...,x2,1)) ◦ u(x1,0))
si σ est une transformation, et
σ([m],(x)) = (σxm,m−1 ◦ (u(xm−1,m−2) . . . u(x1,0))) ◦ (v(xm,m−1) ◦ σ([m−1],(xm−1,m−2,...,x1,0)))
si σ est une optransformation.
Lemme 1.12.35. Étant donné deux 2-foncteurs lax parallèles u et v et une transformation
( resp. optransformation) σ : u ⇒ v, le procédé décrit dans le paragraphe 1.12.34 définit une
transformation ( resp. optransformation) σ : u⇒ v.
Démonstration. Nous nous limitons à quelques indications. Restreignons-nous au cas d’une op-
transformation. Des trois conditions de cohérence à vérifier, à savoir celle « d’unité », celle « de
composition des 1-cellules » et celle « de compatibilité aux 2-cellules », seule cette dernière ne de-
vrait pas sembler résulter immédiatement des conditions de cohérence faisant partie des diverses
hypothèses. Ces dernières, assaisonnées d’un argument de récurrence, permettent de se ramener
au cas d’une 2-cellule de A˜ dont la première composante est l’unique application d’intervalles de
[1] vers [2]. Il s’agit donc de vérifier l’assertion suivante : étant donné x0, x1 et x2 trois objets de
A, x1,0, x2,1 et y2,0 trois 1-cellules de x0 vers x1, de x1 vers x2 et de x0 vers x2 respectivement
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et α une 2-cellule de x2,1x1,0 vers y2,0, le diagramme formé par « l’extérieur » du diagramme
v(x2,1)v(x1,0)σx0
v(x2,1)◦σx1,0 +3
vx2,1,x1,0◦σx0

v(x2,1)σx1u(x1,0)
σx2,1◦u(x1,0) +3 σx2u(x2,1)u(x1,0)
σx2◦ux2,1,x1,0

v(x2,1x1,0)σx0
σx2,1x1,0 +3
v(α)◦σx0

σx2u(x2,1x1,0)
σx2◦u(α)

v(y2,0)σx0 σy2,0
+3 σx2u(y2,0)
est commutatif. Or, en vertu de la « naturalité de σ par rapport à la composition des 1-cellules »,
la partie supérieure de ce diagramme est commutative. La partie inférieure l’est également, en
vertu de la « naturalité de σ par rapport aux 2-cellules ». Le diagramme « extérieur » est donc
bien commutatif.
Remarque 1.12.36. Réciproquement, la donnée d’une transformation (resp. d’une optransforma-
tion) de u vers v permet de définir une transformation (resp. une optransformation) de u vers
v.
Remarque 1.12.37. En revanche, et contrairement à ce que l’on pourrait croire, il ne semble
pas possible de définir de façon générale une transformation (resp. une optransformation) de u˜
vers v˜ étant donné une transformation (resp. une optransformation) de u vers v. Le lecteur est
invité à s’en convaincre. (La première difficulté réside dans l’absence d’application d’intervalles
« canonique » de [m+ 1] vers [m+ 1] qui ne soit pas une identité, pour m ≥ 2.)
Remarque 1.12.38. Le lemme 1.12.35 nous permet de démontrer de façon paresseuse le lemme
1.2.2 en remarquant qu’il suffit de vérifier les conditions de cohérence portant sur le 2-foncteur
lax h construit au cours de la preuve dans le cas où u et v sont des 2-foncteurs stricts. Dans
le cas général de 2-foncteurs lax quelconques, on se ramène au cas particulier de 2-foncteurs
stricts par l’argument suivant. Une transformation (resp. optransformation) u ⇒ v induisant
une transformation (resp. optransformation) u ⇒ v, il existe, en vertu de ce qui précède, un
2-foncteur lax
h : [1]× A˜ → B
tel que le diagramme
[1]× A˜
h

A˜
0×1
A˜
<<③③③③③③③③③
u
##❋
❋❋
❋❋
❋❋
❋❋
❋ A˜
1×1
A˜
bb❉❉❉❉❉❉❉❉❉
v
{{①①
①①
①①
①①
①①
B
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soit commutatif. Il en résulte que le diagramme
[1]×A
h(1[1]×ηA)

A
0×1A
77♦♦♦♦♦♦♦♦♦♦♦♦♦
u
((P
PPP
PPP
PPP
PPP
PP A
1×1A
ggPPPPPPPPPPPPP
v
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
B
est commutatif, ce qui termine la démonstration.
On mentionne maintenant brièvement les analogues pour les 2-foncteurs colax des construc-
tions précédentes.
Définition 1.12.39. Soit A une petite 2-catégorie. On notera A˜c la 2-catégorie définie par
A˜c = (A˜co)
co
.
On notera ηcA le 2-foncteur colax défini par
ηcA = (ηAco)
co
: A → A˜c.
On notera ǫcA le 2-foncteur strict défini par
ǫcA = (ǫAco)
co : A˜c → A.
Pour tout 2-foncteur colax u : A → B, on notera u˜c le 2-foncteur strict défini par
u˜c = (u˜co)
co
: A˜c → B˜c
et l’on notera uc le 2-foncteur strict défini par
uc = (uco)
co
: A˜c → B.
On a donc notamment, par définition, l’identité
ǫcBu˜
c = uc.
Lemme 1.12.40. Pour tout 2-foncteur colax u : A → B, le diagramme de 2-foncteurs colax
A˜c
u˜c // B˜c
A
ηcA
OO
u
// B
ηcB
OO
est commutatif.
Démonstration. C’est l’énoncé dual du lemme 1.12.22.
Lemme 1.12.41. Pour tout 2-foncteur strict u : A → B, le diagramme de 2-foncteurs stricts
A˜c
u˜c //
ǫcA

B˜c
ǫcB

A
u
// B
est commutatif.
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Démonstration. C’est l’énoncé dual du lemme 1.12.25.
Remarque 1.12.42. Pour tout 2-foncteur colax u : A → B, uc est l’unique 2-foncteur strict de A˜c
vers B rendant le diagramme
A˜c

❅❅
❅❅
❅❅
❅❅
A
ηcA
OO
u
// B
commutatif.
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Chapitre 2
De Cat à 2-Cat en passant par ∆̂
2.1 Localisateurs fondamentaux de Cat
Définition 2.1.1. On dit qu’une application continue f : X → Y entre espaces topologiques est
une équivalence faible topologique, ou plus simplement une équivalence faible, si elle induit une
bijection au niveau des π0 et des isomorphismes entre les groupes d’homotopie pour tout choix
de point base. Plus précisément,
π0(f) : π0(X)→ π0(Y )
est une bijection et, pour tout point x de X et tout entier n ≥ 1,
πn(f, x) : πn(X, x)→ πn(Y, f(x))
est un isomorphisme de groupes.
2.1.2. On rappelle qu’un ensemble simplicial est un foncteur de ∆op vers la catégorie Ens des
ensembles. Suivant l’usage, on notera ∆̂ la catégorie des ensembles simpliciaux, un morphisme
d’ensembles simpliciaux n’étant rien d’autre qu’une transformation naturelle, c’est-à-dire un
morphisme de foncteurs. On rappelle l’existence du foncteur réalisation géométrique ∆̂ → Top,
obtenu par extension de Kan, Top désignant la catégorie des espaces topologiques et des applica-
tions continues entre iceux. De façon similaire, on appelle ensembles bisimpliciaux les foncteurs
de la catégorie (∆×∆)op vers Ens, et l’on note ∆̂×∆ la catégorie des ensembles bisimpliciaux,
dont les morphismes sont les morphismes de tels foncteurs. Pour tout ensemble simplicial X , on
notera Xm l’ensemble X([m]) des m-simplexes de X et, pour tout ensemble bisimplicial X , on
notera Xm,n l’ensemble X([m], [n]) des (m,n)-simplexes de X .
Définition 2.1.3. On dit qu’un morphisme d’ensembles simpliciaux est une équivalence faible
simpliciale, ou plus simplement une équivalence faible, si son image par le foncteur de réalisation
géométrique est une équivalence faible topologique. On notera W∆∞ la classe des équivalences
faibles simpliciales.
Lemme 2.1.4. Une petite somme d’équivalences faibles simpliciales est une équivalence faible
simpliciale.
Démonstration. C’est immédiat.
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2.1.5. Le foncteur diagonal
δ∆ : ∆→ ∆×∆
[n] 7→ ([n], [n])
induit un foncteur
δ∗∆ : ∆̂×∆→ ∆̂
X 7→ ([n] 7→ Xn,n).
La proposition 2.1.6 stipule qu’un morphisme d’ensembles bisimpliciaux qui est une équiva-
lence faible simpliciale « sur les colonnes » ou « sur les lignes » en est une « sur la diagonale ».
Proposition 2.1.6. Soit f : X → Y un morphisme d’ensembles bisimpliciaux tel que, pour tout
entier n ≥ 0, le morphisme d’ensembles simpliciaux fn,• : Xn,• → Yn,• ( resp. f•,n : X•,n → Y•,n)
soit une équivalence faible. Alors, δ∗∆(f) est une équivalence faible.
Démonstration. Pour une démonstration de ce résultat folklorique mais non-trivial, le lecteur
pourra consulter [44, p. 94-95], [8, chapitre XII, paragraphe 4.3] ou [25, proposition 1.7].
Remarque 2.1.7. On pourra également se reporter à [31, lemme 3.5], correspondant au cas par-
ticulier que nous utiliserons de la proposition 2.1.6.
Définition 2.1.8. On dit qu’un foncteur entre petites catégories est une équivalence faible ca-
tégorique, ou plus simplement une équivalence faible, si son image par le foncteur nerf usuel,
que l’on notera N , est une équivalence faible simpliciale. On note W 1∞ la classe des équivalences
faibles de Cat . Soit, en formule :
W 1∞ = N
−1(W∆∞).
Définition 2.1.9. On dira qu’une petite catégorie A est asphérique si le foncteur canonique
A→ e est une équivalence faible.
Remarque 2.1.10. Nous suivons la terminologie de Grothendieck.
Lemme 2.1.11. Une petite catégorie admettant un objet initial ou un objet final est asphérique.
Démonstration. C’est [44, p. 84, corollaire 2].
La version « absolue » — c’est-à-dire sans base, correspondant au cas v = 1B — du théorème
2.1.12 constitue le Théorème A de Quillen. La démonstration de la version relative que nous
en donnons s’inspire directement de celle de Quillen. Nous suivons en cela Cisinski. Historique-
ment, l’origine de cette version relative remonte apparemment à Grothendieck, qui en donne une
esquisse de preuve « toposique » dans [28] (voir aussi [40, p. 11]).
Théorème 2.1.12 (Quillen). Soit
A
u //
w

❅❅
❅❅
❅❅
❅ B
v
⑦⑦
⑦⑦
⑦⑦
⑦⑦
C
un triangle commutatif dans Cat. Si, pour tout objet c de C, le foncteur u/c : A/c→ B/c, induit
par u, est une équivalence faible, alors u est une équivalence faible.
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Démonstration. Définissons deux ensembles bisimpliciaux Sw et Sv par les formules
(Sw)m,n = {(a0 → · · · → am, w(am)→ c0 → · · · → cn), ai ∈ Ob(A), cj ∈ Ob(C), 0 ≤ i ≤ m, 0 ≤ j ≤ n}
et
(Sv)m,n = {(b0 → · · · → bm, v(bm)→ c0 → · · · → cn), bi ∈ Ob(B), cj ∈ Ob(C), 0 ≤ i ≤ m, 0 ≤ j ≤ n}
pour tout couple d’entiers positifs m et n. Les opérateurs faces et dégénérescences se définissent
de façon « évidente ».
De plus, on considère les ensembles simpliciauxNA etNB comme des ensembles bisimpliciaux
constants sur les colonnes. Autrement dit, pour tout couple d’entiers positifs m et n, on pose
(NA)m,n = (NA)m et (NB)m,n = (NB)m. On note de même N(u) : NA→ NB le morphisme
d’ensembles bisimpliciaux induit par N(u). On construit alors un diagramme commutatif de
morphismes d’ensembles bisimpliciaux
NA
N(u)
// NB
Sw
ϕw
OO
U
// Sv
ϕv
OO
en posant
(ϕw)m,n(a0 → · · · → am, w(am)→ c0 → · · · → cn) = a0 → · · · → am
et
Um,n(a0 → · · · → am, w(am)→ c0 → · · · → cn) = (u(a0)→ · · · → u(am), w(am)→ c0 → · · · → cn),
la définition de ϕv étant analogue à celle de ϕw.
Par construction, δ∗∆(N(u)) = N(u) (à gauche du symbole d’égalité, N(u) désigne un mor-
phisme d’ensembles bisimpliciaux, à droite c’est un morphisme d’ensembles simpliciaux ; on ne
signalera plus cet abus). Pour démontrer le résultat souhaité, il suffit donc de vérifier que δ∗∆(U),
δ∗∆(ϕw) et δ
∗
∆(ϕv) sont des équivalences faibles simpliciales. Un argument de « 2 sur 3 » permettra
de conclure.
En vertu de la proposition 2.1.6, pour montrer que δ∗∆(U) est une équivalence faible simpli-
ciale, il suffit de montrer que, pour tout entier n ≥ 0, le morphisme d’ensembles simpliciaux
U•,n : (Sw)•,n → (Sv)•,n en est une. On remarque que la source et le but de ce morphisme
s’identifient à ∐
c0→···→cn∈(NC)n
N(A/c0)
et ∐
c0→···→cn∈(NC)n
N(B/c0)
respectivement, et U•,n s’identifie à ∐
c0→···→cn∈(NC)n
N(u/c0).
En vertu des hypothèses, chaque terme de cette somme est une équivalence faible. Il s’ensuit que
U•,n est une équivalence faible (en vertu du lemme 2.1.4). Il en est donc de même de δ∗∆(U).
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Les raisonnements permettant de montrer que δ∗∆(ϕw) et δ
∗
∆(ϕv) sont des équivalences faibles
sont évidemment analogues l’un à l’autre. Considérons le cas de δ∗∆(ϕw). Pour montrer que c’est
une équivalence faible, il suffit, en vertu de la proposition 2.1.6, de montrer que, pour tout entier
m ≥ 0, le morphisme simplicial (ϕw)m,• : (Sw)m,• → (NA)m,• est une équivalence faible. On
remarque que la source et le but de ce morphisme s’identifient à∐
a0→···→am∈(NA)m
N(w(am)\C)
et ∐
a0→···→am∈(NA)m
∗
respectivement, ∗ désignant un ensemble simplicial final. Le morphisme simplicial (ϕw)m,• s’iden-
tifie ainsi à ∐
a0→···→am∈(NA)m
N(w(am)\C → e).
Pour tout objet am de A, la catégorie w(am)\C admet un objet initial, donc est asphérique
(lemme 2.1.11). L’expression ci-dessus est donc une somme d’équivalences faibles, donc une équi-
valence faible. Ainsi, (ϕw)m,• est une équivalence faible. Il en est donc de même de δ∗∆(ϕw).
Comme annoncé, le résultat s’ensuit.
Pour toute 2-catégorie A, nous noterons Fl1(A) la classe des 1-cellules de A. Nous utiliserons
la même notation pour la classe des morphismes d’une catégorie, que l’on considérera comme
une 2-catégorie dont toutes les 2-cellules sont des identités.
Définition 2.1.13. Soit C une petite catégorie. Une partie S ⊂ Fl1(C) est dite faiblement
saturée si elle vérifie les conditions suivantes.
FS1 Les identités des objets de C sont dans S.
FS2 Si deux des trois flèches d’un triangle commutatif de morphismes de C sont dans S,
alors la troisième l’est aussi.
FS3 Si i : X → Y et r : Y → X sont des morphismes de C vérifiant ri = 1X et si ir est dans
S, alors il en est de même de r (et donc aussi de i en vertu de ce qui précède).
Une classe de flèches faiblement saturée d’une catégorie C contient donc en particulier les
isomorphismes de C.
Définition 2.1.14 (Grothendieck). On appelle localisateur fondamental de Cat une partieW de
Fl1(Cat) vérifiant les conditions suivantes.
LA La partie W de Fl1(Cat) est faiblement saturée.
LB Si A est une petite catégorie admettant un objet final, alors le morphisme canonique
A→ e est dans W .
LC Si
A
u //
w

❅❅
❅❅
❅❅
❅ B
v
⑦⑦
⑦⑦
⑦⑦
⑦⑦
C
désigne un triangle commutatif de Cat et si, pour tout objet c de C, le foncteur
u/c : A/c→ B/c,
induit par u, est dans W , alors u est dans W .
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Remarque 2.1.15. À l’ajout de l’expression « de Cat » près (cet ajout se justifiant par le fait que
nous introduirons plus loin l’analogue de ce concept pour la catégorie 2-Cat), nous adoptons la
terminologie de [40], qui n’est pas celle de [28], Grothendieck choisissant d’appeler une telle classe
un localisateur fondamental fort. Il distingue en effet les deux cas d’une classe vérifiant, outre
les conditions LA et LB, le cas absolu du Théorème A de Quillen (« localisateur fondamental »
pour Grothendieck) ou le cas relatif (« localisateur fondamental fort »). Signalons toutefois que
cela reste une question ouverte de savoir s’il existe des classes de morphismes de Cat vérifiant la
première condition mais pas la seconde (sous l’hypothèse qu’elles vérifient les conditions LA et
LB).
Exemple 2.1.16. Il est classique que la classe W 1∞ vérifie la condition LA. En vertu du lemme
2.1.11, elle vérifie la condition LB. Le théorème 2.1.12 affirme qu’elle vérifie la condition LC. C’est
donc un localisateur fondamental de Cat . C’en est bien sûr le paradigme justifiant historiquement
l’intérêt pour cette notion, comme l’explique l’introduction de [40].
Lemme 2.1.17. Soit A une catégorie admettant un objet final ∗. Pour tout objet a de A, on
notera pa l’unique morphisme de a vers ∗ dans A. Soit S ⊂ Fl1(A) vérifiant les propriétés
suivantes.
(i) Si u ∈ S et vu ∈ S, alors v ∈ S.
(ii) Si vu = 1∗ et uv ∈ S, alors v ∈ S (et donc u ∈ S en vertu de la propriété précédente).
Alors, pour tout diagramme commutatif
a
pa //
s

❅❅
❅❅
❅❅
❅ ∗
q
⑧⑧
⑧⑧
⑧⑧
⑧
a′
dans A tel que s ∈ S, q et pa′ sont aussi dans S. Si, de plus, S est stable par composition, alors
pa est aussi dans S.
Démonstration. De s ∈ S et qpa′s = qpa = s ∈ S, on déduit qpa′ ∈ S. Comme de plus pa′q = 1∗,
on a bien la première assertion. La seconde se déduit de l’égalité pa = pa′s.
On suppose maintenant fixé un localisateur fondamental W de Cat , dont on appellera les
éléments les W -équivalences, ou les équivalences faibles.
2.1.18. Nous nous conformerons aux notations du lemme 2.1.17 en notant pA, pour toute petite
catégorie A, le foncteur canonique de A vers e.
Définition 2.1.19. On dit qu’une petite catégorie A est W -asphérique, ou plus simplement
asphérique, si le foncteur canonique pA : A→ e est une équivalence faible.
Remarque 2.1.20. La condition LB de la définition 2.1.14 stipule donc qu’une petite catégorie
admettant un objet final est asphérique.
2.1.21. Rappelons qu’un endofoncteur u : A → A est dit constant s’il existe un foncteur
a : e→ A tel que u = apA. Autrement dit, u se factorise par la catégorie ponctuelle.
Lemme 2.1.22. Une petite catégorie admettant un endofoncteur constant qui est une équivalence
faible est asphérique.
Démonstration. C’est une conséquence immédiate de la condition LA de la définition 2.1.14.
(C’est également un cas particulier du lemme 2.1.17.)
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Définition 2.1.23. On dit qu’un morphisme u : A → B de Cat est W -asphérique, ou plus
simplement asphérique, si, pour tout objet b de B, la catégorie A/b est asphérique.
Remarque 2.1.24. En conservant les mêmes notations, la catégorie B/b est asphérique pour tout
objet b de B (elle admet un objet final). En vertu de la saturation faible deW , si u est asphérique,
le morphisme u/b : A/b→ B/b est donc une équivalence faible pour tout objet b de B. Il résulte
alors de la condition LC que u est une équivalence faible.
Lemme 2.1.25. Le produit de deux petites catégories asphériques est asphérique.
Démonstration. Soient A et B deux petites catégories asphériques. Pour montrer que la catégorie
A × B est asphérique, il suffit de montrer que la projection canonique A × B → B est une
équivalence faible. Montrons que c’est un foncteur asphérique. Pour tout objet b de B, (A×B)/b
s’identifie à A × B/b. Il suffit donc de montrer que la projection canonique A × B/b → A est
une équivalence faible. Montrons que c’est un foncteur asphérique. Pour tout objet a de A,
(A×B/b)/a s’identifie à A/a×B/b, qui admet un objet final, donc est asphérique, ce qui permet
de conclure.
Lemme 2.1.26. Soient I et A deux petites catégories. Si I est asphérique, alors la projection
canonique I ×A→ A est asphérique (donc en particulier une équivalence faible).
Démonstration. Pour tout objet a de A, la catégorie (I×A)/a s’identifie à I×A/a. Comme A/a
admet un objet final, elle est asphérique. Le produit I × (A/a) est donc asphérique en vertu du
lemme 2.1.25.
Lemme 2.1.27. Soient A et B deux petites catégories et u et v deux foncteurs de A vers B.
Supposons qu’il existe un morphisme de foncteurs σ : u⇒ v. Alors, u est une équivalence faible
si et seulement si v en est une.
Démonstration. Il existe un foncteur h : [1]×A→ B rendant le diagramme
[1]×A
h

A
0×1A
<<①①①①①①①①①
u
##●
●●
●●
●●
●●
A
1×1A
bb❋❋❋❋❋❋❋❋❋
v
{{✇✇
✇✇
✇✇
✇✇
✇
B
commutatif. Comme la catégorie [1] est asphérique (elle admet un objet final), la projection
canonique [1] × A → A est une équivalence faible en vertu du lemme 2.1.26. Comme c’est une
rétraction commune aux deux flèches obliques montantes figurant dans ce diagramme, ces deux
flèches sont des équivalences faibles. La conclusion découle de deux arguments consécutifs de « 2
sur 3 ».
2.1.28. En considérant les ensembles comme des catégories dont tous les morphismes sont des
identités, on peut voir tout préfaisceau d’ensembles sur une petite catégorie A comme un pré-
faisceau en petites catégories sur A. On note iA la restriction du foncteur
∫ op
A
à la catégorie
Â des préfaisceaux d’ensembles sur A. Pour tout préfaisceau d’ensembles X sur A, on pourra
noter A/X la catégorie iAX , dont les objets sont les couples (a ∈ Ob(A), x ∈ Ob(X(a))). En
particulier, pour toute petite catégorie A, la catégorie ∆/NA se décrit comme suit. Ses objets
sont les couples ([m], x), avec m ≥ 0 un entier et x : [m] → A un m-simplexe du nerf de A. Les
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morphismes de ([m], x) vers ([n], y) sont les applications croissantes ϕ : [m] → [n] telles que le
diagramme
[m]
ϕ
//
x
  ❆
❆❆
❆❆
❆❆
❆
[n]
y
⑦⑦
⑦⑦
⑦⑦
⑦
A
soit commutatif.
Lemme 2.1.29. Pour toute petite catégorie A admettant un objet final, la catégorie ∆/NA est
asphérique.
Démonstration. C’est [18, lemme 2.2.2], dont nous reprenons la démonstration. Soit z un objet
final de A. Pour tout n-simplexe (n ≥ 0) de NA, on définit un n + 1-simplexe Dx de NA par
(Dx)(i) = x(i) pour i ≤ n et (Dx)(n + 1) = z. On définit un endofoncteur
D : ∆/NA→ ∆/NA
comme suit. Pour tout objet ([m], x) de∆/NA,D([m], x) = ([m+1], Dx) et, pour tout morphisme
ϕ : ([m], x) → ([n], y) de ∆/NA, D(ϕ)(i) = ϕ(i) si 0 ≤ i ≤ m et D(ϕ)(m + 1) = n+ 1. Notons
Z : ∆/NA→ ∆/NA l’endofoncteur constant de valeur ([0], z). Les inclusions
[m]→ [m+ 1]
i 7→ i
et
[0]→ [m+ 1]
0 7→ m+ 1
induisent des morphismes de foncteurs 1∆/NA ⇒ D et Z ⇒ D. En vertu de deux applications
consécutives du lemme 2.1.27, Z est une équivalence faible. On conclut grâce au lemme 2.1.22.
2.1.30. Pour toute petite catégorie A, on définit un foncteur
supA : ∆/NA→ A
([m], x) 7→ xm
ϕ : ([m], x)→ ([n], y) 7→ yn,ϕ(m).
L’assignation A 7→ supA définit une transformation naturelle de i∆N vers 1Cat . En d’autres
termes, pour tout morphisme u : A→ B de Cat , le diagramme
∆/NA
∆/N(u)
//
supA

∆/NB
supB

A u
// B
est commutatif.
Proposition 2.1.31. Pour toute petite catégorie A, le foncteur supA : ∆/NA → A est asphé-
rique (donc en particulier une équivalence faible).
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Démonstration. C’est [18, proposition 2.2.3], attribuée à Grothendieck. Nous reprenons la dé-
monstration figurant dans [18]. On vérifie que, pour tout objet a de A, les catégories ∆/N(A/a)
et (∆/NA)/a sont canoniquement isomorphes. La catégorie A/a admettant un objet final, le
lemme 2.1.29 permet de conclure.
Proposition 2.1.32. On a l’égalité
W = N−1(i∆
−1(W )).
Démonstration. C’est une conséquence immédiate de la proposition 2.1.31, par un argument de
« 2 sur 3 ».
2.1.33. On ne suppose plus fixé de localisateur fondamental de Cat . La notion de localisateur
fondamental de Cat est stable par intersection. On définit le localisateur fondamental minimal
de Cat comme l’intersection de tous les localisateurs fondamentaux. Le théorème 2.1.34 a été
conjecturé par Grothendieck et démontré par Cisinski.
Théorème 2.1.34 (Cisinski). Le localisateur fondamental minimal de Cat est W 1∞.
Démonstration. C’est [18, théorème 2.2.11].
La proposition 2.1.35 et le théorème 2.1.37 sont attribués à Quillen par Illusie dans [31].
On pourra consulter [31, volume 2, chapitre 6, section 3], et plus précisément [31, volume 2,
chapitre 6, section 3, théorème 3.3] et [31, volume 2, chapitre 6, section 3, corollaire 3.3.1] pour
les résultats que nous reprenons.
Proposition 2.1.35 (Quillen). Il existe un diagramme
Ni∆ ⇐= K =⇒ 1∆̂
dont les flèches sont des morphismes d’endofoncteurs de ∆̂ qui sont des équivalences faibles
simpliciales argument par argument.
Démonstration. À tout ensemble simplicial X , on associe un ensemble bisimplicial SX défini par
(SX)m,n = {∆m → ∆r0 → · · · → ∆rn → X, (r0, . . . , rn) ∈ N
n+1}
pour tout couple d’entiers positifs m et n. Les faces et dégénérescences « verticales » (cor-
respondant à la seconde composante) sont définies par la composition et l’insertion d’identités
respectivement. Les faces et dégénérescences « horizontales » (correspondant à la première com-
posante) sont définies par précomposition avec l’image par le foncteur de Yoneda des morphismes
faces [m− 1]→ [m] et dégénérescences [m+ 1]→ [m] correspondants dans ∆.
On notera X et Ni∆X les ensembles bisimpliciaux (constants sur les colonnes et les lignes
respectivement) définis par Xm,n = Xm et (Ni∆X)m,n = (Ni∆X)n respectivement, pour tout
couple d’entiers positifs m et n. Considérons les morphismes d’ensembles bisimpliciaux
SX → Ni∆X
(∆m → ∆r0 → · · · → ∆rn → X) 7→ (∆r0 → · · · → ∆rn → X)
et
SX → X
(∆m → ∆r0 → · · · → ∆rn → X) 7→ (∆m → X).
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Posons KX = δ∗∆SX . Cela nous fournit un diagramme
Ni∆X KXoo // X
dans ∆̂ dont les deux flèches sont naturelles en X ; il reste à vérifier que ce sont des équivalences
faibles et, pour cela, on fait de nouveau appel à la proposition 2.1.6.
Montrons d’abord que le morphisme d’ensembles simpliciaux
(SX)m,• → Xm,•
est une équivalence faible pour tout entier m ≥ 0. Il s’identifie à∐
ϕ:∆m→X
N((∆m\∆/X)ϕ → e), (2.1.35.1)
la catégorie (∆m\∆/X)ϕ ayant pour objets les diagrammes
∆m
π // ∆r
ρ
// X
tels que ρπ = ϕ et pour morphismes de
∆m
π // ∆r
ρ
// X
vers
∆m
χ
// ∆s
ψ
// X
les morphismes µ : ∆r → ∆s de ∆ tels que le diagramme
∆r
ρ
  ❆
❆❆
❆❆
❆❆
❆
µ

∆m
π
==④④④④④④④④
χ
!!❈
❈❈
❈❈
❈❈
❈
X
∆s
ψ
>>⑥⑥⑥⑥⑥⑥⑥⑥
soit commutatif. Cette catégorie (qui ne possède pas d’objet final en général) admet un objet
initial défini par le diagramme
∆m
1∆m // ∆m
ϕ
// X.
Par conséquent, le foncteur (∆m\∆/X)ϕ → e est dans W 1∞. Le morphisme d’ensembles sim-
pliciaux (SX)m,• → Xm,• s’identifie donc à une somme d’équivalences faibles ; c’est donc une
équivalence faible. En vertu de la proposition 2.1.6, le morphisme d’ensembles simpliciaux
KX → Ni∆X
est donc une équivalence faible.
Il suffit maintenant de vérifier que le morphisme d’ensembles simpliciaux
(SX)•,n // (Ni∆X)•,n
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est une équivalence faible pour tout entier n ≥ 0. Ce morphisme s’identifie à∐
∆r0→···→∆rn→X
(∆r0 → ∗).
Pour tout entier r0 ≥ 0, la flèche ∆r0 → ∗ est une équivalence faible. Le morphisme
(SX)•,n // (Ni∆X)•,n
s’identifie donc à une somme d’équivalences faibles ; c’est donc une équivalence faible, ce qui
termine la démonstration.
2.1.36. Pour toute catégorie C et toute classe WC de morphismes de C, on notera WC
−1C la
catégorie localisée de C relativement à WC .
Théorème 2.1.37 (Quillen). On a l’égalité
W∆∞ = i∆
−1(W 1∞).
De plus, les foncteurs nerf N : Cat → ∆̂ et i∆ : ∆̂→ Cat induisent des équivalences de catégories
quasi-inverses l’une de l’autre
N : W 1∞
−1
Cat →W∆∞
−1
∆̂
et
i∆ : W
∆
∞
−1
∆̂→W 1∞
−1
Cat .
Démonstration. La première affirmation est une conséquence immédiate de la proposition 2.1.35,
par deux arguments de « 2 sur 3 » appliqués au diagramme
Ni∆X
Ni∆(f)

KX
∼oo ∼ //
K(f)

X
f

Ni∆Y KY∼
oo
∼
// Y
pour un morphisme arbitraire f : X → Y d’ensembles simpliciaux. Cela montre au passage que
le foncteur K respecte les équivalences faibles. L’existence de foncteurs induits N : W 1∞
−1
Cat →
W∆∞
−1
∆̂, i∆ : W∆∞
−1
∆̂→ W 1∞
−1
Cat et K : W∆∞
−1
∆̂→ W∆∞
−1
∆̂ est immédiate. Le zigzag de la
proposition 2.1.35 fournit un zigzag
Ni∆ K
∼oo ∼ // 1W∆∞−1∆̂
d’isomorphismes naturels, donc un isomorphisme entre Ni∆ et 1W∆∞−1∆̂. Il reste à vérifier l’exis-
tence d’un isomorphisme naturel entre 1W 1∞−1Cat et i∆N . Pour cela, il suffit de vérifier qu’il existe
un morphisme de foncteurs i∆N ⇒ 1Cat W 1∞-asphérique argument par argument, c’est-à-dire un
foncteur W 1∞-asphérique ∆/NA→ A naturel en A ∈ Ob(Cat). C’est précisément un tel foncteur
que fournit la proposition 2.1.31.
2.1.38. Soient I et J deux petites catégories et F (•, •) : I × J → Cat un foncteur. On peut
considérer les foncteurs
J → Cat
j 7→
∫
I
F (•, j)
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et
I → Cat
i 7→
∫
J
F (i, •).
Lemme 2.1.39. Soient I et J deux petites catégories et F : I × J → Cat un foncteur. Il existe
des isomorphismes canoniques∫
I×J
F (•, •) ≃
∫
I
(
i 7→
∫
J
F (i, •)
)
≃
∫
J
(
j 7→
∫
I
F (•, j)
)
.
Démonstration. C’est immédiat.
On suppose fixé un localisateur fondamental W de Cat.
Lemme 2.1.40. Un morphisme de Cat admettant un adjoint à droite ( resp. à gauche) est une
équivalence faible.
Démonstration. Soit u : A → B un morphisme de Cat admettant un adjoint à droite v. De la
bijection
HomB(u(a), b) ≃ HomA(a, v(b))
fonctorielle en a ∈ Ob(A) et b ∈ Ob(B), on déduit un isomorphisme de catégories A/b ≃ A/v(b)
pour tout objet b de B. Comme la catégorie A/v(b) admet un objet final, elle est asphérique.
Il en va donc de même de A/b. Le foncteur u est donc asphérique, donc une équivalence faible.
Le cas d’un morphisme de Cat admettant un adjoint à droite s’en déduit (du fait de l’existence
d’une transformation naturelle 1A ⇒ vu, par exemple), ou se traite de façon analogue.
Remarque 2.1.41. Le lemme 2.1.40 n’est autre que [40, proposition 1.1.9.], dont nous reproduisons
la démonstration. Comme nous renvoyons souvent le lecteur à [18], précisons que c’est également
[18, corollaire 1.1.10.], mais que cela ne résulte pas de ce qui précède directement ce corollaire
dans [18].
Proposition 2.1.42. Soient A une petite catégorie, F et G deux foncteurs de A vers Cat et
σ : F ⇒ G une transformation naturelle. Supposons que, pour tout objet a de A, σa : F (a)→ G(a)
soit une équivalence faible. Alors
∫
A
σ :
∫
A
F →
∫
A
G est une équivalence faible.
Démonstration. Considérons le diagramme commutatif
∫
A F
∫
A
σ
//
PF
!!❇
❇❇
❇❇
❇❇
❇
∫
AG
PG
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
A ,
dans lequel PF et PG désignent les projections canoniques. Pour tout objet a de A, on a un
diagramme commutatif
F (a)
σa //

G(a)

(
∫
A F )/a (
∫
A
σ)/a
// (
∫
AG)/a
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dont les flèches verticales admettent un adjoint à droite (les projections
∫
A F → A et
∫
AG→ A
étant des préopfibrations dont les fibres au-dessus de a s’identifient à F (a) et G(a) respective-
ment) et sont donc des équivalences faibles en vertu du lemme 2.1.40. En vertu des hypothèses,
un argument de « 2 sur 3 » permet d’affirmer que (
∫
A σ)/a est une équivalence faible, d’où le
résultat.
Définition 2.1.43. On dit qu’un morphisme de préfaisceaux sur une petite catégorie A est une
équivalence faible (de préfaisceaux) si son image par le foncteur iA est une équivalence faible (de
Cat). On notera WÂ la classe des équivalences faibles de préfaisceaux sur A.
Lemme 2.1.44. Soient A et B deux petites catégories et f(•, •) : X(•, •) → Y (•, •) un mor-
phisme de Â×B.
Supposons que, pour tout objet a de A, le morphisme f(a, •) : X(a, •) → Y (a, •) soit dans
WB̂. Alors, f(•, •) est dans WÂ×B .
Supposons que, pour tout objet b de B, le morphisme f(•, b) : X(•, b) → Y (•, b) soit dans
WÂ. Alors, f(•, •) est dans WÂ×B .
Démonstration. Il suffit bien entendu de démontrer la première assertion. Supposons que, pour
tout objet a de A, le morphisme f(a, •) : X(a, •) → Y (a, •) soit dans WB̂ , c’est-à-dire que le
foncteur iB(f(a, •)) soit dans W . Il s’agit de montrer que f(•, •) est dans WÂ×B, c’est-à-dire
que le morphisme iA×B(f(•, •)) est dans W . Un énoncé dual du lemme 2.1.39 permet d’identi-
fier iA×B(f(•, •)) à iA(iB(f(a, •))). L’assignation a 7→ iB(f(a, •)) définissant un morphisme de
foncteurs de
A→ Cat
a 7→ iBX(a, •)
vers
A→ Cat
a 7→ iBY (a, •),
la proposition 2.1.42 permet de conclure.
Définition 2.1.45. On dit qu’une petite catégorie A est totalement W -asphérique, ou plus
simplement totalement asphérique, si elle est asphérique et si le foncteur diagonal
A→ A×A
a 7→ (a, a)
est asphérique.
Remarque 2.1.46. Pour qu’une petite catégorie A soit totalement asphérique, il suffit qu’elle soit
non vide et que le foncteur diagonal A→ A×A soit asphérique. Pour une démonstration, ainsi
que des conditions équivalentes de totale asphéricité, on renvoie à [40, proposition 1.6.1].
Proposition 2.1.47. Soient A et B deux catégories asphériques et u : A → B un morphisme
de Cat. Les deux conditions suivantes sont équivalentes :
(i) Le foncteur u est asphérique.
(ii) Pour toute équivalence faible ϕ de B̂, u∗(ϕ) est une équivalence faible de Â.
Démonstration. C’est une partie de l’énoncé de [40, proposition 1.2.9].
Proposition 2.1.48. Soient A une petite catégorie totalement asphérique et f un morphisme
de Â×A. Si, pour tout objet a de A, le morphisme f(a, •) est dans WÂ, alors δ
∗
A(f) est dans
WÂ.
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Démonstration. En vertu des hypothèses et du lemme 2.1.44, f est dans W
Â×A
. Le foncteur
diagonal δA : A→ A×A étant asphérique, la conclusion résulte de la proposition 2.1.47.
Proposition 2.1.49. La catégorie des simplexes ∆ est totalement asphérique.
Démonstration. Voir la démonstration de [40, proposition 1.6.13].
Remarque 2.1.50. Insistons sur le fait que les propositions 2.1.48 et 2.1.49 ne fournissent pas
une démonstration de la proposition 2.1.6. En effet, pour démontrer que l’image d’un morphisme
simplicial par N est une équivalence faible si et seulement si son image par i∆ en est une (voir
le théorème 2.1.37), nous avons utilisé la proposition 2.1.35, dont la démonstration repose sur la
proposition 2.1.6.
On conclut cette section par un rappel du « lemme d’homotopie » de [40], que nous utiliserons
plus loin. Cela nous permet d’introduire quelques notions utiles, dont nous recopions presque mot
pour mot les définitions figurant dans [40].
2.1.51. Soient M une petite catégorie et W une partie de Fl1(M). On dit qu’un morphisme
u : A→ B de M est universellement dans W si les conditions suivantes sont vérifiées.
(i) Le morphisme u est quarrable ; autrement dit, pour tout morphisme B′ → B, le produit
fibré B′ ×B A est représentable dans M .
(ii) Pour tout carré cartésien
A′ //
u′

A
u

B′ // B
dans M , le morphisme u′ est dans W .
2.1.52. On suppose dans la suite que M admet des produits finis. Soient I = (I, ∂0, ∂1) un
segment de M et f, g : X → Y deux morphismes de M . On dit que f est I-homotope de
façon élémentaire à g, ou encore élémentairement I-homotope à g, voire encore élémentairement
homotope à g ou qu’il existe une homotopie élémentaire de u vers v en l’absence d’ambiguïté,
s’il existe un morphisme h : I ×X → Y tel que f = h(∂0, 1X) et g = h(∂1, 1X), autrement dit
tel que le diagramme
I ×X
h

X
∂0×1X
;;①①①①①①①①①
f
##❋
❋❋
❋❋
❋❋
❋❋
X
∂1×1X
cc❋❋❋❋❋❋❋❋❋
g
{{①①
①①
①①
①①
①
Y
soit commutatif, et on dit que h est une I-homotopie (ou, par abus de langage, une I-homotopie)
de f vers g.
Remarque 2.1.53. Le lemme 1.2.2 stipule donc que, s’il existe une transformation ou une op-
transformation d’un 2-foncteur lax u vers un 2-foncteur lax v, alors u est élémentairement
([1], {0}, {1})-homotope à v dans 2-Cat lax, catégorie admettant des produits qui sont les mêmes
que ceux de la catégorie 2-Cat.
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2.1.54. Soit I un ensemble de segments de M . On appelle relation de I-homotopie la relation
d’équivalence engendrée par la relation « il existe un segment I appartenant à I tel que f soit
I-homotope à g de façon élémentaire ». On dit que deux morphismes sont I-homotopes (ou
I-homotopes si I = {I}) s’ils sont en relation par la relation de I-homotopie. Si I = {(I, ∂0, ∂1)},
on dira parfois, par abus de langage, qu’ils sont I-homotopes.
2.1.55. On vérifie immédiatement que la relation de I-homotopie est compatible à la composition
et au produit de morphismes.
(a) Si f0, f1 : X → Y et g0, g1 : Y → Z sont des morphismes deM tels que f0 soit I-homotope
à f1 et g0 soit I-homotope à g1, alors g0f0 est I-homotope à g1f1.
(b) Si f0, f1 : X → Y et f ′0, f
′
1 : X
′ → Y ′ sont des morphismes de M tels que f0 soit
I-homotope à f1 et f ′0 soit I-homotope à f
′
1, alors f0 × f
′
0 est I-homotope à f1 × f
′
1.
2.1.56. On dit qu’un objet X de M est I-contractile (ou I-contractile si I = {I}) si l’identité de
X est I-homotope à un endomorphisme constant de X (c’est-à-dire se factorisant par l’objet final
eM de M). Si I = {(I, ∂0, ∂1)}, on parlera parfois, par abus de langage, d’objet I-contractile.
Lemme 2.1.57 (Lemme d’homotopie). Soient M une catégorie admettant des produits finis,
W une partie faiblement saturée de Fl1(M) et I un ensemble de segments de M tel que, pour
tout segment I = {(I, ∂0, ∂1)} appartenant à I, le morphisme canonique pI : I → eM , où eM
désigne l’objet final de M , soit universellement dans W (autrement dit, pour tout objet Z de
M , la projection canonique I × Z → Z est dans W ). Si f, g : X → Y sont deux morphismes
I-homotopes de M , alors :
(a) f est dans W si et seulement si g l’est ;
(b) γ(f) = γ(g), où γ : M → W−1M désigne le foncteur canonique de localisation ;
(c) si f est un isomorphisme et g un morphisme constant (c’est-à-dire qu’il se factorise par
l’objet final eM), alors les morphismes canoniques X → eM et Y → eM sont universelle-
ment dans W .
Démonstration. C’est [40, lemme 1.4.6]. Pour démontrer (a) et (b), on peut supposer qu’il existe
un segment I = (I, ∂0, ∂1) appartenant à I et une I-homotopie h : I ×X → Y de f vers g, de
sorte que le diagramme
I ×X
h

X
∂0×1X
;;①①①①①①①①①
f
##❋
❋❋
❋❋
❋❋
❋❋
X
∂1×1X
cc❋❋❋❋❋❋❋❋❋
g
{{①①
①①
①①
①①
①
Y
soit commutatif. En vertu des hypothèses, la projection canonique p2 : I ×X → X est dans W .
Comme c’est une rétraction commune à ∂0 × 1X et ∂1 × 1X , ces deux morphismes sont dans W .
On en déduit l’assertion (a) par deux arguments consécutifs de « 2 sur 3 ».
De plus, des égalités
p2(∂0 × 1X) = 1X = p2(∂1 × 1X)
et du fait que γ(p2) est un isomorphisme (puisque p2 est dans W par hypothèse) on déduit, par
fonctorialité de γ,
γ(∂0 × 1X) = (γ(p2))
−1 = γ(∂1 × 1X).
L’assertion (b) en résulte immédiatement.
Montrons l’assertion (c), dont la preuve semble un peu rapide dans [40]. Par hypothèse,
g = spX , où pX : X → eM désigne le morphisme canonique et s : eM → Y est un morphisme de
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M . Il s’agit de montrer que, pour tout objet T de M , la projection canonique X × T → T , qui
s’identifie à pX × 1T , est dans W . La relation d’équivalence « être homotopes » étant compatible
au produit (paragraphe 2.1.55), f ×1T est homotope à g×1T = (s×1T )(pX ×1T ). Comme f est
un isomorphisme, il en est de même de f×1T , qui est donc dansW . En vertu de l’assertion (a), le
morphisme (s×1T )(pX×1T ) est donc dans W . Comme f−1 est un isomorphisme, (f−1×1T ) est
un isomorphisme, donc est dansW . De ce qui précède, on déduit que (f−1×1T )(s×1T )(pX×1T )
est dans W . Comme (pX × 1T )(f−1 × 1T )(s × 1T ) = 1eM×T est dans W , pX × 1T est dans W
en vertu de la saturation faible de W , ce qui montre que le morphisme pX : X → eM est
universellement dans W . Considérons le diagramme commutatif
X × T
f×1T
//
pX×1T %%❑
❑❑
❑❑
❑❑
❑❑
❑ Y × T
pY ×1Tyyss
ss
ss
ss
ss
eM × T .
On a vu que f × 1T et pX × 1T étaient dans W . Un argument de « 2 sur 3 » permet de conclure
que le morphisme pY × 1T l’est aussi. Autrement dit, le morphisme canonique pY : Y → eM est
universellement dans W .
Proposition 2.1.58. Soient M une catégorie admettant des produits finis, W une partie fai-
blement saturée de Fl1(M) et I un ensemble de segments de M tel que, pour tout segment
I = (I, ∂0, ∂1) appartenant à I, le morphisme canonique pI : I → eM soit universellement dans
W , eM désignant l’objet final de M . Si X est un objet I-contractile de M , alors le morphisme
canonique X → eM est universellement dans W .
Démonstration. C’est une conséquence immédiate de l’assertion (c) du lemme 2.1.57.
2.2 Nerfs simpliciaux
2.2.1. On définit maintenant divers foncteurs associant à une 2-catégorie — que l’on suppo-
sera petite — un objet simplicial de Cat . Certains d’entre eux sont à valeurs dans la catégorie
des ensembles simpliciaux. On verra qu’ils sont tous reliés par des morphismes induisant des
équivalences d’homotopie. Autrement dit, ils sont tous homotopiquement équivalents et, dans
l’étude homotopique des 2-catégories que nous entreprenons, on pourra indifféremment considé-
rer n’importe lequel de ces nerfs suivant les situations et notre humeur du moment. La référence
principale pour cette section est l’article [13], dont nous ne faisons essentiellement que reprendre
les résultats. Si l’on ne se limite pas aux travaux de nature homotopique, les définitions de nerfs
en dimension supérieure remontent beaucoup plus loin. Sans nullement prétendre à l’exhausti-
vité, rendue plus délicate encore par le caractère difficilement accessible de certains textes, voici
quelques références, en attendant la publication d’une histoire de la théorie des catégories. La
définition générale maintenant standard du nerf en dimension quelconque, due à Street, apparaît
dans [45], dont l’introduction cite des travaux de Roberts que nous n’avons pu consulter. On
peut également se reporter à [46] et, pour les bicatégories, au travail de Duskin [23].
Définition 2.2.2. Soient A une 2-catégorie et m ≥ 0 un entier.
(i) On note
FonLax([m],A)
l’ensemble des 2-foncteurs lax de [m] vers A et NlA l’ensemble simplicial
NlA : ∆
op → Ens
[m] 7→ FonLax([m],A)
142 CHAPITRE 2. DE CAT À 2-CAT EN PASSANT PAR ∆̂
dont les faces et dégénérescences sont définies de façon « évidente ».
Cela permet de définir un foncteur nerf lax
Nl : 2-Cat lax → ∆̂
A 7→ NlA
u 7→ Nl(u).
(ii) On note
FonLaxNor([m],A)
l’ensemble des 2-foncteurs lax normalisés de [m] vers A et Nl,nA l’ensemble simplicial
Nl,nA : ∆
op → Ens
[m] 7→ FonLaxNor([m],A)
dont les faces et dégénérescences sont définies de façon « évidente ».
Cela permet de définir un foncteur nerf lax normalisé
Nl,n : 2-Cat → ∆̂
A 7→ Nl,nA
u 7→ Nl,n(u).
(iii) On note
FonLax([m],A)
la catégorie dont les objets sont les 2-foncteurs lax de [m] versA et dont les morphismes sont
les transformations relatives aux objets entre tels 2-foncteurs lax et N lA l’objet simplicial
de Cat
N lA : ∆
op → Cat
[m] 7→ FonLax([m],A)
dont les faces et dégénérescences sont définies de façon « évidente ».
Cela permet de définir un foncteur nerf lax catégorique
N l : 2-Cat → HomCAT (∆
op, Cat)
A 7→ N lA
u 7→ N l(u)
en notant CAT la catégorie des catégories (non nécessairement petites).
(iv) On note
FonLaxNor([m],A)
la catégorie dont les objets sont les 2-foncteurs lax normalisés de [m] vers A et dont les mor-
phismes sont les transformations relatives aux objets entre tels 2-foncteurs lax normalisés
et N l,nA l’objet simplicial de Cat
N l,nA : ∆
op → Cat
[m] 7→ FonLaxNor([m],A)
dont les faces et dégénérescences sont définies de façon « évidente ».
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Cela permet de définir un foncteur nerf lax normalisé catégorique
N l,n : 2-Cat → HomCAT (∆
op, Cat)
A 7→ N l,nA
u 7→ N l,n(u).
(v) On note
Fon([m],A)
la catégorie dont les objets sont les 2-foncteurs stricts de [m] vers A et dont les morphismes
sont les transformations relatives aux objets entre tels 2-foncteurs stricts. Autrement dit,
Fon([m],A) est la catégorie∐
(a0,...,am)∈(Ob(A))
m+1
HomA(a0, a1)× · · · ×HomA(am−1, am).
On note N2A l’objet simplicial de Cat
N2A : ∆
op → Cat
[m] 7→ Fon([m],A)
dont les faces et dégénérescences sont définies de façon « évidente ».
Cela permet de définir un foncteur nerf strict
N2 : 2-Cat → HomCAT (∆
op, Cat)
A 7→ N2A
u 7→ N2(u).
Remarque 2.2.3. Nous avons considéré le domaine de définition des nerfs Nl,n, N l et N l,n comme
étant 2-Cat . Nous ne les considérerons pas, sauf mention contraire, comme des foncteurs de do-
maine la catégorie dont les objets sont les 2-catégories et dont les morphismes sont les 2-foncteurs
lax normalisés, ce qui serait possible.
Remarque 2.2.4. Insistons sur le fait que l’on considérera généralement le nerf lax Nl comme un
foncteur de 2-Cat lax vers ∆̂, et pas simplement de 2-Cat vers ∆̂. En revanche, aucun des quatre
autres nerfs ci-dessus ne définit de foncteur de source 2-Cat lax. En particulier, le nerf N2 n’est
pas fonctoriel sur les 2-foncteurs lax. Pour un contre-exemple, on pourra considérer l’inclusion
[1]→ [2], 0 7→ 0, 1 7→ 2. Si le nerf N2 était fonctoriel sur les 2-foncteurs lax, on aurait, pour tout
2-foncteur lax u : A → B, un diagramme commutatif
(N2A)2 //
(N2(u))2

(N2A)1
(N2(u))1

(N2B)2 // (N2B)1
dans Cat , dans lequel les flèches horizontales désignent les images des inclusions ci-dessus, ce
qui n’est manifestement pas le cas. En l’absence d’ambiguïté, on pourra s’autoriser à commettre
l’abus de considérer les nerfs Nl et Nl,n comme des foncteurs à valeurs dans HomCAT (∆
op, Cat)
à l’aide de l’inclusion
∆̂ = HomCAT (∆
op, Ens) →֒ HomCAT (∆
op, Cat).
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Lemme 2.2.5. Pour toute 2-catégorie A et tout entier m ≥ 0, l’inclusion naturelle de catégories
Fon([m],A) →֒ FonLaxNor([m],A)
admet un adjoint à droite.
Démonstration. Voir, par exemple, la démonstration de [20, proposition 8.4.4] ou, pour un ré-
sultat plus général (car bicatégorique), celle de [13, théorème 6.4].
Proposition 2.2.6. Pour toute 2-catégorie A, l’inclusion naturelle de catégories
i
l,n
homA :
∫ op
∆
N2A →֒
∫ op
∆
N l,nA
est une équivalence faible pour tout localisateur fondamental de Cat .
Démonstration. Pour tout entier m ≥ 0, notons σm l’inclusion naturelle de catégories
Fon([m],A) →֒ FonLaxNor([m],A).
L’assignation [m] 7→ σm définit une transformation naturelle σ de N2A : ∆op → Cat vers N l,nA :
∆op → Cat dont les composantes admettent chacune un adjoint à droite, en vertu du lemme
2.2.5, et sont donc des équivalences faibles en vertu du lemme 2.1.40. Pour conclure, il suffit donc
d’invoquer la proposition 2.1.42.
Remarque 2.2.7. Ainsi, pour tout 2-foncteur strict u : A → B, il existe un diagramme commutatif
∫ op
∆ N2A
∫ op
∆
N2(u)
//

∫ op
∆ N2B
∫ op
∆
N l,nA ∫ op
∆
N l,n(u)
//
∫ op
∆
N l,nB
dont les flèches verticales sont des équivalences faibles pour tout localisateur fondamental de Cat .
En particulier, pour tout localisateur fondamental de Cat ,
∫ op
∆ N2(u) est une équivalence faible
si et seulement si
∫ op
∆
N l,n(u) en est une.
Lemme 2.2.8. Pour toute 2-catégorie A et tout entier m ≥ 0, l’inclusion naturelle de catégories
FonLaxNor([m],A) →֒ FonLax([m],A)
admet un adjoint à droite.
Démonstration. Voir la démonstration de [13, théorème 6.3] (relatif au cas plus général des
bicatégories).
Proposition 2.2.9. Pour toute 2-catégorie A, l’inclusion naturelle de catégories∫ op
∆
N l,nA →֒
∫ op
∆
N lA
est une équivalence faible pour tout localisateur fondamental de Cat .
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Démonstration. Pour tout entier m ≥ 0, notons σm l’inclusion naturelle de catégories
FonLaxNor([m],A) →֒ FonLax([m],A).
L’assignation [m] 7→ σm définit une transformation naturelle σ de N l,nA : ∆
op → Cat vers
N lA : ∆
op → Cat dont les composantes admettent chacune un adjoint à droite, en vertu du
lemme 2.2.8, et sont donc des équivalences faibles en vertu du lemme 2.1.40. Pour conclure, il
suffit donc d’invoquer la proposition 2.1.42.
Remarque 2.2.10. Pour tout 2-foncteur lax normalisé u : A → B, il existe donc un diagramme
commutatif ∫ op
∆ N l,nA
∫
op
∆
N l,n(u)
//

∫ op
∆ N l,nB
∫ op
∆
N lA ∫ op
∆
N l(u)
//
∫ op
∆
N lB
dont les flèches verticales sont des équivalences faibles pour tout localisateur fondamental de
Cat . (Nous avons souligné dans la remarque 2.2.3 la possibilité d’appliquer le foncteur N l,n aux
2-foncteurs lax normalisés.) En particulier, pour tout localisateur fondamental de Cat ,
∫ op
∆
N l,n(u)
est une équivalence faible si et seulement si
∫ op
∆ N l(u) en est une.
Proposition 2.2.11. Pour toute 2-catégorie A, les inclusions naturelles de catégories
i
l
lA :
∫ op
∆
NlA →֒
∫ op
∆
N lA
et
i
l,n
l,nA :
∫ op
∆
Nl,nA →֒
∫ op
∆
N l,nA
sont des équivalences faibles pour tout localisateur fondamental de Cat.
Démonstration. Nous renvoyons le lecteur à la démonstration de [13, théorème 6.2] (on pourra
aussi se reporter à la démonstration de [20, théorème 8.4.9]).
Remarque 2.2.12. Pour tout 2-foncteur lax normalisé u : A → B, il existe un diagramme com-
mutatif ∫ op
∆ NlA
//
∫ op
∆
Nl(u)

∫ op
∆ N lA
∫ op
∆
N l(u)
∫ op
∆ NlB
//
∫ op
∆ N lB
dont les flèches horizontales sont des équivalences faibles pour tout localisateur fondamental de
Cat . En particulier, pour tout localisateur fondamental de Cat ,
∫ op
∆ Nl(u) est une équivalence
faible si et seulement si
∫ op
∆
N l(u) en est une.
Remarque 2.2.13. Pour tout 2-foncteur lax normalisé u : A → B, il existe un diagramme com-
mutatif ∫ op
∆ Nl,nA
//
∫
op
∆
Nl,n(u)

∫ op
∆ N l,nA
∫ op
∆
N l,n(u)
∫ op
∆
Nl,nB //
∫ op
∆
N l,nB
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dont les flèches horizontales sont des équivalences faibles pour tout localisateur fondamental de
Cat . En particulier, pour tout localisateur fondamental de Cat ,
∫ op
∆ Nl,n(u) est une équivalence
faible si et seulement si
∫ op
∆ N l,n(u) en est une.
Proposition 2.2.14. Pour toute 2-catégorie A et tout entier m ≥ 0, l’inclusion naturelle de
catégories
ill,nA :
∫ op
∆
Nl,nA →֒
∫ op
∆
NlA
est une équivalence faible pour tout localisateur fondamental de Cat .
Démonstration. C’est une conséquence immédiate des propositions 2.2.9 et 2.2.11, par un argu-
ment « de 2 sur 3 ».
Remarque 2.2.15. Pour tout 2-foncteur lax normalisé u : A → B, il existe donc un diagramme
commutatif
∆/Nl,nA
∆/Nl,n(u)
//

∆/Nl,nB

∆/NlA
∆/Nl(u)
// ∆/NlB
dont les flèches verticales sont des équivalences faibles pour tout localisateur fondamental de Cat .
En particulier, pour tout localisateur fondamental de Cat , pour tout 2-foncteur lax normalisé u,
le foncteur ∆/Nl(u) est une équivalence faible si et seulement si le foncteur ∆/Nl,n(u) en est une
(ce que l’on savait en fait déjà).
2.3 Morphismes extrémistes
2.3.1. Soit A une petite 2-catégorie. On définit un 2-foncteur lax
suplA : ∆/NlA → A
comme suit. Pour tout objet ([m], x) de ∆/NlA,
suplA([m], x) = xm.
Pour tout morphisme simplicial ϕ : [m] → [n] définissant un morphisme de ([m], x) vers
([n], y) dans ∆/NlA,
suplA(ϕ : ([m], x)→ ([n], y)) = yn,ϕ(m).
Pour tout objet ([m], x) de ∆/NlA,
suplA([m],x) = (x)m : 1xm ⇒ x(1m).
(On rappelle noter (x)m la 2-cellule structurale d’unité du 2-foncteur lax x associée à l’objet [m]
et ne pas la noter xm afin d’éviter toute confusion avec l’objet xm de A. C’est une 2-cellule de
A.)
Pour tout couple de morphismes composables ϕ : ([m], x) → ([n], y) et ψ : ([n], y) → ([p], z)
de ∆/NlA,
suplAψ,ϕ = zp,ψ(n),ψϕ(m).
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Vérifions que cela définit bien un 2-foncteur lax. La condition de cocycle s’énonce ainsi : si
([m], x), ([n], y), ([p], z) et ([q], t) sont des objets de ∆/NlA, ϕ un morphisme de ([m], x) vers
([n], y), ψ un morphisme de ([n], y) vers ([p], z) et ξ un morphisme de ([p], z) vers ([q], t), alors le
diagramme
suplA(ξ)sup
l
A(ψ)sup
l
A(ϕ)
suplAξ,ψ◦sup
l
A(ϕ) +3
suplA(ξ)◦sup
l
Aψ,ϕ

suplA(ξψ)sup
l
A(ϕ)
suplAξψ,ϕ

suplA(ξ)sup
l
A(ψϕ)
suplAξ,ψϕ
+3 suplA(ξψϕ)
est commutatif. Ce diagramme est par définition
tq,ξ(p)zp,ψ(n)yn,ϕ(m)
tq,ξ(p),ξψ(n)◦yn,ϕ(m) +3
tq,ξ(p)◦zp,ψ(n),ψϕ(m)

tq,ξψ(n)yn,ϕ(m)
tq,ξψ(n),ξψϕ(m)

tq,ξ(p)zp,ψϕ(m) tq,ξ(p),ξψϕ(m)
+3 tq,ξψϕ(m) ,
ce qui se récrit
tq,ξ(p)tξ(p),ξψ(n)tξψ(n),ξψϕ(m)
tq,ξ(p),ξψ(n)◦tξψ(n),ξψϕ(m) +3
tq,ξ(p)◦tξ(p),ξψ(n),ξψϕ(m)

tq,ξψ(n)tξψ(n),ξψϕ(m)
tq,ξψ(n),ξψϕ(m)

tq,ξ(p)tξ(p),ξψϕ(m) tq,ξ(p),ξψϕ(m)
+3 tq,ξψϕ(m) .
Il résulte de la condition de cocycle, vérifiée par le 2-foncteur lax t, que ce diagramme est bien
commutatif.
Considérons un morphisme ϕ de ([m], x) vers ([n], y), 1[m] vu comme morphisme de ([m], x)
vers ([m], x) (dont c’est l’identité) et 1[n] vu comme morphisme de ([n], y) vers ([n], y) (dont c’est
l’identité). Vérifions l’égalité
suplAϕ,1[m](sup
l
A(ϕ) ◦ sup
l
A([m],x)) = 1suplA(ϕ).
En vertu de l’hypothèse x = yϕ, si l’on note (y)ϕ(m) la 2-cellule structurale d’unité 1yϕ(m) ⇒
y(1ϕ(m)) de y, cette égalité devient
yn,ϕ(m),ϕ(m)(yn,ϕ(m) ◦ (y)ϕ(m)) = 1yn,ϕ(m) .
Cette dernière égalité résulte du fait que y est un 2-foncteur lax.
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Vérifions l’égalité
suplA(1[n],ϕ)(sup
l
A([n],y) ◦ sup
l
A(ϕ)) = 1supl
A
(ϕ).
En notant (y)n la 2-cellule structurale 1yn ⇒ y(1n) de y, cette égalité s’écrit
yn,n,ϕ(m)((y)n ◦ yn,ϕ(m)) = 1yn,ϕ(m) .
Cette dernière égalité résulte du fait que y est un 2-foncteur lax.
Les autres conditions de cohérence portant sur suplA sont automatiquement vérifiées du fait
que ∆/NlA est une catégorie. Nous avons donc vérifié que suplA est un 2-foncteur lax.
2.3.2. Soit A une petite 2-catégorie. On définit un 2-foncteur lax normalisé
supl,nA : ∆/Nl,nA → A
par la condition de commutativité du diagramme
∫ op
∆ NlA
suplA ##●
●●
●●
●●
●●
∫ op
∆ Nl,nA
ill,nA
oo
supl,n
Azz✈✈
✈✈
✈✈
✈✈
✈
A .
Plus explicitement, pour tout objet ([m], x) de ∆/Nl,nA,
supl,nA ([m], x) = xm.
Pour tout morphisme ϕ : ([m], x)→ ([n], y) de ∆/Nl,nA,
supl,nA (ϕ) = yn,ϕ(m).
Pour tout objet ([m], x) de ∆/Nl,nA,
supl,nA ([m],x) = 11xm .
Pour tout couple de morphismes composables ϕ : ([m], x) → ([n], y) et ψ : ([n], y) → ([p], z)
de ∆/Nl,nA,
supl,nA ψ,ϕ = zp,ψ(n),ψ(ϕ(m)).
2.3.3. Soit A une petite 2-catégorie. On définit un 2-foncteur lax normalisé
supl,n
A
:
∫ op
∆
N l,nA → A
comme suit.
Pour tout objet ([m], x) de
∫ op
∆
N l,nA,
supl,n
A
([m], x) = xm.
Pour tout morphisme (ϕ, α) : ([m], x)→ ([n], y) de
∫ op
∆ N l,nA,
supl,n
A
(ϕ, α) = yn,ϕ(m).
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Pour tout objet ([m], x) de
∫ op
∆ N l,nA
supl,n
A ([m],x)
= (x)m = 11xm .
Pour tout couple de morphismes composables (ϕ, α) : ([m], x)→ ([n], y) et (ψ, β) : ([n], y)→
([p], z) de
∫ op
∆
N l,nA,
supl,n
A (ψ,β),(ϕ,α)
= zp,ψ(n),ψϕ(m)(zp,ψ(n) ◦ βn,ϕ(m)).
Vérifions que cela définit bien un 2-foncteur lax.
Soit
([m], x)
(ϕ,α)
// ([n], y)
(ψ,β)
// ([p], z)
(ξ,γ)
// ([q], t)
dans
∫ op
∆
N l,nA. La condition de cocycle résulte des égalités suivantes :
tq,ξψ(n),ξψϕ(m)(tq,ξψ(n) ◦ (γψ(n),ψϕ(m)βn,ϕ(m)))(tq,ξ(p),ξψ(n) ◦ yn,ϕ(m))(tq,ξ(p) ◦ γp,ψ(n) ◦ yn,ϕ(m))
= tq,ξψ(n),ξψϕ(m)(tq,ξ(p),ξψ(n) ◦ tξψ(n),ξψϕ(m))(tq,ξ(p) ◦ γp,ψ(n) ◦ γψ(n),ψϕ(m))(tq,ξ(p)zp,ψ(n) ◦ βn,ϕ(m))
= tq,ξ(p),ξψϕ(m)(tq,ξ(p) ◦ tξ(p),ξψ(n),ξψϕ(m))(tq,ξ(p) ◦ γp,ψ(n) ◦ γψ(n),ψϕ(m))(tq,ξ(p)zp,ψ(n) ◦ βn,ϕ(m))
= tq,ξ(p),ξψϕ(m)(tq,ξ(p) ◦ γp,ψϕ(m))(tq,ξ(p) ◦ zp,ψ(n),ψϕ(m))(tq,ξ(p)zp,ψ(n) ◦ βn,ϕ(m)).
Les autres conditions de cohérence sont automatiquement vérifiées puisque
∫ op
∆
N l,nA est une
catégorie et que les 2-foncteurs lax considérés sont normalisés (voir la remarque 1.1.18). On a
donc bien défini un 2-foncteur lax normalisé
supl,n
A
:
∫ op
∆
N l,nA → A.
2.3.4. Soit A une petite 2-catégorie. On définit un 2-foncteur lax normalisé
sup
A
:
∫ op
∆
N2A → A
par la condition de commutativité du diagramme
∫ op
∆
N l,nA
supl,n
A $$❍
❍❍
❍❍
❍❍
❍❍
∫ op
∆
N2A
i
l,n
homAoo
sup
A
{{✇✇
✇✇
✇✇
✇✇
✇
A .
Plus explicitement, pour tout objet ([m], x) de
∫ op
∆ N2A,
sup
A
([m], x) = xm.
Pour tout morphisme (ϕ, α) : ([m], x)→ ([n], y)) de
∫ op
∆
N2A,
sup
A
(ϕ, α) = yn,ϕ(m).
Pour tout objet ([m], x) de
∫ op
∆ N2A,
sup
A([m],x)
= 11xm .
Pour tout couple de morphismes composables (ϕ, α) : ([m], x)→ ([n], y) et (ψ, β) : ([n], y)→
([p], z) de
∫ op
∆ N2A,
sup
A(ψ,β),(ϕ,α)
= zp,ψ(n) ◦ βn,ϕ(m).
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Lemme 2.3.5. Pour toute petite 2-catégorie A, le diagramme
∫ op
∆
NlA
suplA
..
∫ op
∆
Nl,nA
ill,nA
oo
supl,n
A
""
i
l,n
l,nA
//
∫ op
∆
N l,nA
supl,n
A
||
∫ op
∆
N2A
i
l,n
homAoo
sup
A
ppA
est commutatif.
Démonstration. En vertu des définitions, il suffit de vérifier l’égalité supl,nA = sup
l,n
A
i
l,n
l,nA, ce qui
ne pose aucune difficulté.
2.4 De 1 à 2
À toute classe S de morphismes de Cat , on peut associer une classe N−1l,n (i
−1
∆ (S)) de mor-
phismes de 2-Cat. On étudie dans cette section les premières propriétés des classes de 2-foncteurs
stricts obtenues par un tel procédé à partir d’un localisateur fondamental de Cat , avant d’en
entreprendre une étude plus axiomatique dans le chapitre suivant.
On suppose fixé un localisateur fondamental W de Cat .
Lemme 2.4.1. Pour tout 2-foncteur strict u, les conditions suivantes sont équivalentes :
(i) Le foncteur ∆/Nl,n(u) = i∆(Nl,n(u)) =
∫ op
∆ Nl,n(u) est une équivalence faible.
(ii) Le foncteur ∆/Nl(u) = i∆(Nl(u)) =
∫ op
∆
Nl(u) est une équivalence faible.
(iii) Le foncteur
∫ op
∆
N l,n(u) est une équivalence faible.
(iv) Le foncteur
∫ op
∆
N l(u) est une équivalence faible.
(v) Le foncteur
∫ op
∆
N2(u) est une équivalence faible.
Démonstration. Il suffit de mettre bout à bout les remarques 2.2.7, 2.2.12, 2.2.13 et 2.2.15.
Définition 2.4.2. On notera W la classe des 2-foncteurs stricts vérifiant les cinq conditions
équivalentes de l’énoncé du lemme 2.4.1. On appellera les éléments de W des W-équivalences
faibles, ou plus simplement des équivalences faibles.
Définition 2.4.3. On notera Wlax la classe des 2-foncteurs lax dont l’image par le foncteur
i∆Nl est dans W . On appellera les éléments de Wlax des W-équivalences faibles lax, ou plus
simplement des équivalences faibles lax, voire encore plus simplement des équivalences faibles.
Remarque 2.4.4. En vertu du lemme 2.4.1, un 2-foncteur strict est dans W si et seulement s’il
est dans Wlax.
Lemme 2.4.5. Les classes W et Wlax sont faiblement saturées.
Démonstration. Cela résulte immédiatement, par fonctorialité, de la saturation faible de la classe
W .
Lemme 2.4.6. Pour toute petite 2-catégorie A, la projection canonique [1] × A → A est une
équivalence faible.
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Démonstration. La commutativité du nerf lax Nl et du produit permet d’identifier le morphisme
d’ensembles simpliciaux
Nl([1]×A)→ NlA
à la projection simpliciale
∆1 ×NlA → NlA,
dont l’image par le foncteur i∆ est bien dans W en vertu de [18, lemme 2.2.6].
Définition 2.4.7. Deux morphismes de 2-Cat lax seront dits homotopes s’ils sont ([1], 0, 1)-ho-
motopes 1.
Lemme 2.4.8. Si deux morphismes de 2-Cat lax sont homotopes, alors l’un est une équivalence
faible si et seulement si l’autre en est une.
Démonstration. En vertu du lemme 2.4.6, c’est une conséquence du lemme 2.1.57.
Définition 2.4.9. On dira qu’une petite 2-catégorie A est W-asphérique, ou plus simplement
asphérique, si le morphisme canonique A → e est une équivalence faible.
Exemple 2.4.10 (Bourbaki). La 2-catégorie ponctuelle e est asphérique.
Lemme 2.4.11. Une petite 2-catégorie A est W-asphérique si et seulement si la catégorie
∆/Nl,nA est W -asphérique (c’est-à-dire si et seulement si le foncteur ∆/Nl,nA → e est dans
W ).
Démonstration. C’est immédiat, la catégorie ∆ étant W -asphérique (elle admet un objet final)
et la classe W vérifiant la propriété de 2 sur 3.
Lemme 2.4.12. Une petite 2-catégorie admettant un objet admettant un objet final ( resp. ad-
mettant un objet admettant un objet initial, resp. op-admettant un objet admettant un objet final,
resp. op-admettant un objet admettant un objet initial) est W-asphérique.
Démonstration. Soit A une petite 2-catégorie admettant un objet z tel que, pour tout objet a
de A, la catégorie HomA(a, z) admette un objet final. Pour montrer le résultat désiré, il suffit,
en vertu du lemme 2.4.11, de vérifier que la catégorie ∆/Nl,nA est asphérique.
Pour tout objet a de A, on notera pa : a → z l’objet final de HomA(a, z) et, pour toute
1-cellule f : a → z, on notera ϕf : f ⇒ pa l’unique 2-cellule de f vers pa dans A. Pour tout
2-foncteur lax normalisé x : [m]→ A, on définit un 2-foncteur lax normalisé D(x) : [m+1]→ A
comme suit. Pour tout objet i de [m], D(x)i = xi ; de plus, D(x)m+1 = z. Pour tout couple
d’entiers 0 ≤ i ≤ j ≤ m, D(x)j,i = xj,i ; de plus, D(x)m+1,i = pxi pour tout objet i de [m].
Pour tout triplet d’entiers 0 ≤ i ≤ j ≤ k ≤ m, D(x)k,j,i = xk,j,i ; de plus, D(x)m+1,j,i = ϕpxj xj,i
pour tout couple d’entiers 0 ≤ i ≤ j ≤ m. Pour tout morphisme simplicial ψ : [m] → [n],
on définit un morphisme simplicial D(ψ) : [m + 1] → [n + 1] par D(ψ)(i) = ψ(i) si i ≤ m et
D(ψ)(m + 1) = n+ 1. Cela permet de définir un endofoncteur
D : ∆/Nl,nA → ∆/Nl,nA
([m], x : [m]→ A) 7→ ([m+ 1], D(x) : [m+ 1]→ A)
ψ 7→ D(ψ).
1. Voir le paragraphe 2.1.54 pour la définition.
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Considérons en outre l’endofoncteur constant
Z : ∆/Nl,nA → ∆/Nl,nA
([m], x : [m]→ A) 7→ ([0], z)
ψ 7→ 1[0].
Pour tout objet ([m], x) de ∆/Nl,nA, posons
ι([m],x) : [m]→ [m+ 1]
i 7→ i
et
ω([m],x) : [0]→ [m+ 1]
0 7→ m+ 1.
Cela définit des morphismes de foncteurs ι : 1∆/Nl,nA ⇒ D et ω : Z ⇒ D. Il en résulte que Z
est une équivalence faible. Comme c’est un endofoncteur constant de ∆/Nl,nA, cette catégorie
est asphérique (en vertu du lemme 2.1.22). Les trois autres cas s’en déduisent par dualité ou se
démontrent de façon analogue.
Remarque 2.4.13. Voici une autre démonstration du lemme 2.4.12. En conservant les notations
utilisées ci-dessus, l’on définit un 2-endofoncteur constant Z de A par
Z : A → A
a 7→ z
f 7→ 1z
α 7→ 11z .
On pose alors σa = pa pour tout objet a de A et σf = ϕpa′f pour toute 1-cellule f : a→ a
′ de A.
Cela définit une transformation σ : 1A ⇒ Z. En vertu du lemme 1.2.2, il existe une homotopie
élémentaire de 1A vers Z. Le lemme 2.4.8 permet donc d’affirmer que Z est une équivalence
faible. On conclut grâce au lemme 2.1.17.
2.4.14. Suivant [14], nous définissons maintenant la notion de 2-catégorie tranche au-dessus
d’un simplexe (les définitions duales permettant de remplacer « au-dessus » par « au-dessous »),
généralisant celle de 2-catégorie au-dessus (ou, dualement, au-dessous) d’un objet, correspondant
au cas des 0-simplexes. Nous n’en présentons pas la version la plus générale. Les calculs ne sont
pas détaillés, puisque l’on se borne à reprendre les résultats de [14]. Soit donc u : A → B un
morphisme de 2-Cat et b un m-simplexe de Nl,nB. On définit une 2-catégorie A//uc b comme suit.
Ses objets sont les couples (a, x) avec a un objet de A et x un m+ 1-simplexe de Nl,nB tel que
x0 = u(a) et d0x = b. (L’expression d0x désigne la « zéroième » face de x.) Une 1-cellule de
(a, x) vers (a′, x′) est un couple (f, y) avec f : a→ a′ une 1-cellule de A et y un m+ 2-simplexe
de B tel que y1,0 = u(f), d0y = x′ et d1y = x. Étant donné les mêmes objets (a, x) et (a′, x′)
ainsi que deux 1-cellules (f, y) et (f ′, y′) du premier vers le second, les 2-cellules de la première
vers la seconde sont les 2-cellules α : f ⇒ f ′ dans A telles que, pour tout 0 ≤ i ≤ m,
y′i+2,1,0(yi+2,1 ◦ u(α)) = yi+2,1,0.
Les diverses unités et compositions sont définies de façon « évidente ».
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On construit maintenant un couple de 2-foncteurs stricts qui sont des équivalences faibles
entre A//uc b et A//
u
c b0, suivant toujours en cela [14]. Notons R le 2-foncteur strict défini par
A//uc b→ A//
u
c b0
(a, x) 7→ (a, x1,0)
(f, y) 7→ (f, y2,1,0)
γ 7→ γ.
Il admet une section I : A//uc b0 → A//
u
c b définie comme suit. À tout objet (a, p) de A//
u
c b0, I
associe le couple (a, x) défini par d0x = b, x0 = u(a), x1,0 = p, xi+1,0 = bi,0p et xj+1,i+1,0 = bj,i,0p.
À toute 1-cellule (f, α) de (a, p) vers (a′, p′), I associe le couple (f, y) défini par yi+2,1,0 = bi,0 ◦α.
Enfin, pour toute 2-cellule γ de A//uc b0, on pose I(γ) = γ. L’égalité RI = 1A//uc b0 est alors
évidente. De plus, on construit une transformation stricte σ : 1A//uc b ⇒ IR en posant σ(a,x) =
(1a, x˜) avec x˜i+2,1,0 = xi+1,1,0. En vertu des lemmes 1.2.2 et 2.4.8, IR est donc une équivalence
faible. On en déduit que I et R sont des équivalences faibles.
2.4.15. Soient maintenant
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un triangle commutatif de 2-foncteurs stricts et c un simplexe de Nl,nC. Ces données permettent
de définir un 2-foncteur strict
u//cc : A//
w
c c→ B//
v
c c
de façon « évidente ». On vérifie alors la commutativité du diagramme
A//wc c
u//cc
//

B//vc c

A//wc c0 u//cc0
// B//vc c0 ,
dans lequel les flèches verticales désignent les 2-foncteurs stricts canoniques précédemment notés
R et sont donc en particulier des équivalences faibles. On en déduit le lemme 2.4.16.
Lemme 2.4.16. En conservant les notations ci-dessus, u//cc est une équivalence faible si et
seulement si u//cc0 en est une.
2.4.17. Pour un m + n + 1-simplexe c de Nl,nC, nous désignerons ci-dessous par d
n+1
m+1(c) la
« (m + 1)e face de c itérée n + 1 fois », qu’il faudrait en toute rigueur noter par exemple
dm+1m+1 . . . d
m+n+1
m+1 (c). C’est donc un m-simplexe de Nl,nC.
En conservant les données du paragraphe 2.4.15, on définit un ensemble bisimplicial Sw par
la formule
(Sw)m,n = {(a ∈ (Nl,nA)m, c ∈ (Nl,nC)m+n+1), d
n+1
m+1(c) = (Nl,n(w))(a)}.
Autrement dit, on considère les couples (a, c) tels que « l’image de a par w soit le début de c ».
On définit de même un ensemble bisimplicial Sv par la formule
(Sv)m,n = {(b ∈ (Nl,nB)m, c ∈ (Nl,nC)m+n+1), d
n+1
m+1(c) = (Nl,n(v))(b)}.
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De plus, on considère Nl,nA et Nl,nB comme des ensembles bisimpliciaux constants sur les co-
lonnes. Autrement dit, pour tout couple d’entiers positifsm et n, on pose (Nl,nA)m,n = (Nl,nA)m
et (Nl,nB)m,n = (Nl,nB)m. On note de même Nl,n(u) : Nl,nA → Nl,nB le morphisme d’ensembles
bisimpliciaux induit par Nl,n(u). On construit alors un diagramme commutatif de morphismes
d’ensembles bisimpliciaux
Nl,nA
Nl,n(u)
// Nl,nB
Sw
ϕw
OO
U
// Sv
ϕv
OO
comme suit. Pour tout couple d’entiers positifs m et n, pour tout objet (a, c) de (Sw)m,n, on
pose (ϕw)m,n(a, c) = a et Um,n(a, c) = ((Nl,n(u))(a), c). La définition de ϕv est analogue à celle
de ϕw.
Plaçons-nous désormais sous l’hypothèse que, pour tout objet c de C, le 2-foncteur strict u//cc
est une équivalence faible. On se propose de montrer qu’il en est de même de u.
Par construction, δ∗∆(Nl,n(u)) = Nl,n(u). Pour démontrer que u est une équivalence faible, il
suffit donc de vérifier que δ∗∆(U), δ
∗
∆(ϕw) et δ
∗
∆(ϕv) sont des équivalences faibles simpliciales.
En vertu des propositions 2.1.48 et 2.1.49, pour montrer que δ∗∆(U) est une équivalence
faible simpliciale, il suffit de montrer que, pour tout entier n ≥ 0, le morphisme d’ensembles
simpliciaux U•,n : (Sw)•,n → (Sv)•,n en est une. On remarque que la source et le but de ce
morphisme s’identifient à ∐
c∈(Nl,nC)n
Nl,n(A//
w
c c)
et ∐
c∈(Nl,nC)n
Nl,n(B//
v
c c)
respectivement et U•,n s’identifie à ∐
c∈(Nl,nC)n
Nl,n(u//cc).
En vertu des hypothèses et du lemme 2.4.16, chaque terme de cette somme est une équivalence
faible. Il s’ensuit que U•,n est une équivalence faible. Il en est donc de même de δ∗∆(U).
Les raisonnements permettant de montrer que δ∗∆(ϕw) et δ
∗
∆(ϕv) sont des équivalences faibles
sont évidemment analogues l’un à l’autre. Considérons le cas de δ∗∆(ϕw). Pour montrer que c’est
une équivalence faible, il suffit, en vertu des propositions 2.1.48 et 2.1.49, de montrer que, pour
tout entier m ≥ 0, le morphisme simplicial (ϕw)m,• : (Sw)m,• → (Nl,nA)m,• est une équivalence
faible. On remarque que la source et le but de ce morphisme s’identifient à∐
a∈(Nl,nA)m
Nl,n((Nl,n(w)(a))\\cC)
et ∐
a∈(Nl,nA)m
∗
respectivement, ∗ désignant un ensemble simplicial final. Le morphisme simplicial (ϕw)m,• s’iden-
tifie ainsi à ∐
a∈(Nl,nA)m
Nl,n((Nl,n(w)(a))\\cC → e).
2.4. DE 1 À 2 155
Comme la 2-catégorie (Nl,n(w)(a))\\cC est asphérique en vertu du lemme 2.4.16, de l’exemple
1.6.7 et du lemme 2.4.12, l’expression ci-dessus est une somme d’équivalences faibles, donc une
équivalence faible. Ainsi, (ϕw)m,• est une équivalence faible. Il en est donc de même de δ∗∆(ϕw).
Comme annoncé, il s’ensuit que Nl,n(u) est une équivalence faible. On a donc démontré le théo-
rème 2.4.18, dont la version absolue constitue l’un des résultats principaux de [10].
Théorème 2.4.18. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un triangle commutatif de 2-foncteurs stricts. Supposons que, pour tout objet c de C, le 2-foncteur
strict
u//cc : A//
w
c c→ B//
v
c c
soit une équivalence faible. Alors, u est une équivalence faible.
Remarque 2.4.19. Il est bien entendu possible de remplacer le 2-foncteur strict u//cc par u//lc,
c\\cu ou c\\lu dans l’énoncé du théorème 2.4.18. On démontrera ces variantes plus loin, dans un
cadre plus conceptuel.
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Chapitre 3
Localisateurs fondamentaux de 2-Cat
3.1 Premières définitions et propriétés
Définition 3.1.1. Un localisateur fondamental de 2-Cat est une partieW ⊂ Fl1(2-Cat) vérifiant
les propriétés suivantes.
LF1 La classe W est faiblement saturée.
LF2 Si une petite 2-catégorie A admet un objet admettant un objet final, alors le morphisme
canonique A → e est dans W .
LF3 Si
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
désigne un triangle commutatif de 2-foncteurs stricts et si, pour tout objet c de C, le
2-foncteur strict
u//cc : A//
w
c c→ B//
v
c c
est dans W , alors u est dans W .
Exemple 3.1.2. Si W est un localisateur fondamental de Cat , posons
W = N−1l,n (i
−1
∆ (W ))
= N−1l (i
−1
∆ (W )) ∩ Fl1(2-Cat),
la seconde égalité résultant de l’équivalence des conditions (i) et (ii) du lemme 2.4.1. Cette classe
est un localisateur fondamental de 2-Cat en vertu du lemme 2.4.5, du lemme 2.4.12 et du théorème
2.4.18. On montrera plus loin que tous les localisateurs fondamentaux de 2-Cat s’obtiennent ainsi.
On commettra sans plus le signaler l’abus anodin de considérer Cat comme une sous-catégorie
(pleine) de 2-Cat .
Remarque 3.1.3. Une petite catégorie admet un objet final si et seulement si, vue comme
2-catégorie, elle admet un objet admettant un objet final. De plus, si le triangle commutatif
de la condition LF3 est un triangle de Cat , le morphisme u//cc n’est rien d’autre que u/c. Par
conséquent, si W est un localisateur fondamental de 2-Cat , alors W ∩ Fl1(Cat) est un localisa-
teur fondamental de Cat . On montrera plus loin que tous les localisateurs fondamentaux de Cat
s’obtiennent ainsi.
157
158 CHAPITRE 3. LOCALISATEURS FONDAMENTAUX DE 2-CAT
On suppose fixé un localisateur fondamental W de 2-Cat.
Définition 3.1.4. On appellera les éléments de W des W-équivalences, 2-équivalences faibles
ou, plus simplement, si cela n’introduit aucune ambiguïté, équivalences faibles. On dira qu’une
petite 2-catégorie A est W-asphérique, ou plus simplement asphérique en l’absence d’ambiguïté,
si le morphisme A → e est dans W .
Remarque 3.1.5. En vertu de la condition LF1, tout 2-foncteur strict entre 2-catégories asphé-
riques est une équivalence faible.
Exemple 3.1.6. Pour toute petite 2-catégorie A et tout objet a de A, la 2-catégorie A//ca est
asphérique, en vertu de l’axiome LF2, puisque elle admet un objet admettant un objet final
(exemple 1.6.7). En vertu de l’axiome LF3, en y posant v = 1B, on en déduit qu’étant donné un
2-foncteur strict u : A → B, si, pour tout objet b de B, la 2-catégorie A//uc b est asphérique, alors
u est une équivalence faible. De ce qui précède, on déduit qu’un préadjoint à gauche colax est
une équivalence faible.
Lemme 3.1.7. Soient A une petite 2-catégorie, z un objet de A et q : e → A le morphisme
de 2-Cat défini par l’objet z. Alors, pour tout objet a de A, e//qc a est la 2-catégorie associée à la
catégorie (HomA(z, a))
op.
Démonstration. C’est immédiat.
Lemme 3.1.8. Une petite 2-catégorie op-admettant un objet admettant un objet initial est asphé-
rique.
Démonstration. Soient A une 2-catégorie op-admettant un objet admettant un objet initial et
z un objet de A tel que, pour tout objet a de A, la catégorie HomA(z, a) admette un objet
initial. Considérons les 2-foncteurs stricts pA : A → e et qA : e → A, le second étant défini par
qA(∗) = z. En vertu du lemme 3.1.7, pour tout objet a de A, la 2-catégorie e//qAc a admet un
objet admettant un objet final (elle admet également un objet admettant un objet initial). On
en déduit que la 2-catégorie e//qAc a est asphérique pour tout objet a de A. Par conséquent, qA
une équivalence faible. Comme pAqA = 1e, il résulte de la saturation faible de W que pA est une
équivalence faible. Par définition, la 2-catégorie A est donc asphérique.
Corollaire 3.1.9. Pour toute petite 2-catégorie A et tout objet a de A, la 2-catégorie a\\lA est
asphérique.
Démonstration. La 2-catégorie a\\lA op-admettant un objet admettant un objet initial (voir
l’exemple 1.6.7), cela résulte du lemme 3.1.8.
Lemme 3.1.10. Une petite 2-catégorie op-admettant un objet admettant un objet final est asphé-
rique.
Démonstration. Soit A une 2-catégorie op-admettant un objet admettant un objet final et soit
z un objet de A tel que, pour tout objet a de A, la catégorie HomA(z, a) admette un objet
final. Considérons les 2-foncteurs stricts pA : A → e et qA : e → A, le second étant défini par
qA(∗) = z. En vertu du lemme 3.1.7, pour tout objet a de A, la 2-catégorie e//qAc a op-admet un
objet admettant un objet initial (elle op-admet également un objet admettant un objet final).
On en déduit, en vertu du lemme 3.1.8, que la 2-catégorie e//qAc a est asphérique pour tout objet
a de A. Par conséquent, qA est une équivalence faible. La saturation faible de W permet d’en
conclure que la 2-catégorie A est asphérique.
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Corollaire 3.1.11. Pour toute petite 2-catégorie A et tout objet a de A, la 2-catégorie a\\cA
est asphérique.
Démonstration. La 2-catégorie a\\cA op-admettant un objet admettant un objet final (voir
l’exemple 1.6.7), cela résulte du lemme 3.1.10.
Proposition 3.1.12. Soient A une 2-catégorie et F : Aco → 2-Cat un 2-foncteur strict tel que,
pour tout objet a de A, la 2-catégorie F (a) soit asphérique. Alors, la projection canonique
PF :
∫ co
A
F → A
est une équivalence faible.
Démonstration. La fibre (
∫ co
A F )
PF
a
de PF au-dessus de a s’identifiant à F (a), elle est asphérique
en vertu des hypothèses. En vertu de la proposition 1.10.38, il existe un 2-foncteur strict
Ka :
(∫ co
A
F
)
//PFc a→
(∫ co
A
F
)PF
a
qui est un préadjoint à gauche colax, donc une équivalence faible (exemple 3.1.6). Par conséquent,
la 2-catégorie (
∫ co
A F )//
PF
c a est asphérique. Il en résulte que PF est une équivalence faible (voir
l’exemple 3.1.6).
3.1.13. Soit u : A → B un 2-foncteur strict. On rappelle avoir construit, dans le paragraphe
1.11.1, un diagramme commutatif
Aop
uop

S1(A)
sA1oo
S1(u)

tA1 // A
u

Bop S1(B)
sB1
oo
tB1
// B
avec
S1(A) =
∫ co
Aop
(a\\lA) =
∫ co
A
(A//la)
op
et
S1(B) =
∫ co
Bop
(b\\lB) =
∫ co
B
(B//lb)
op
.
(Les symboles d’égalité désignent des isomorphismes tout ce qu’il y a de canoniques.) Les flèches
horizontales désignent les projections canoniques. Les 2-catégories a\\lA et b\\lB sont asphériques
en vertu du corollaire 3.1.9. Les 2-catégories (A//la)
op et (B//lb)
op sont asphériques en vertu de
l’exemple 1.6.7 et du lemme 3.1.8. Ainsi, en vertu de la proposition 3.1.12, les quatre flèches
horizontales du diagramme ci-dessus sont des équivalences faibles.
Proposition 3.1.14. Un 2-foncteur strict u est une équivalence faible si et seulement si uop est
une équivalence faible.
Démonstration. Cela résulte de ce qui précède par deux arguments de « 2 sur 3 » consécutifs.
Corollaire 3.1.15. Une petite 2-catégorie A est asphérique si et seulement si Aop est asphérique.
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Démonstration. Il suffit d’appliquer la proposition 3.1.14 au morphisme canonique A → e.
Corollaire 3.1.16. Une petite 2-catégorie admettant un objet admettant un objet initial est
asphérique.
Démonstration. Si une petite 2-catégorie A admet un objet admettant un objet initial, alors Aop
op-admet un objet admettant un objet initial, donc est asphérique (lemme 3.1.8). On conclut
grâce au corollaire 3.1.15.
Corollaire 3.1.17. Pour toute petite 2-catégorie A et tout objet a de A, la 2-catégorie A//la est
asphérique.
Démonstration. En vertu de l’exemple 1.6.7, cela résulte du corollaire 3.1.16.
3.1.18. Soit u : A → B un 2-foncteur strict. On rappelle avoir construit, dans le paragraphe
1.11.2, un diagramme commutatif
Aco
uco

S2(A)
sA2oo
S2(u)

tA2 // A
u

Bco S2(B)
sB2
oo
tB2
// B
avec
S2(A) =
(∫ co
Acoop
(a\\lA)
op
)op
=
∫ co
A
(A//ca)
co
et
S2(B) =
(∫ co
Bcoop
(b\\lB)
op
)op
=
∫ co
B
(B//cb)
co
.
(Les symboles d’égalité désignent des isomorphismes tout ce qu’il y a de canoniques.) Les flèches
horizontales désignent les projections canoniques. En vertu de la proposition 3.1.12 et du corol-
laire 3.1.16, tA2 et t
B
2 sont des équivalences faibles. Toujours en vertu de la proposition 3.1.12 et
du corollaire 3.1.16, les projections canoniques∫ co
Acoop
(a\\lA)
op
→ Acoop
et ∫ co
Bcoop
(b\\lB)
op
→ Bcoop
sont des équivalences faibles. Comme elles s’identifient à
(
sA2
)op
et
(
sB2
)op
, sA2 et s
B
2 sont des
équivalences faibles en vertu de la proposition 3.1.14.
Proposition 3.1.19. Un 2-foncteur strict u est une équivalence faible si et seulement si uco en
est une.
Démonstration. Cela résulte de ce qui précède par deux arguments de « 2 sur 3 » consécutifs.
Corollaire 3.1.20. Une petite 2-catégorie A est asphérique si et seulement si Aco est asphérique.
Démonstration. Il suffit d’appliquer la proposition 3.1.19 au morphisme canonique A → e.
3.1. PREMIÈRES DÉFINITIONS ET PROPRIÉTÉS 161
Proposition 3.1.21. Un 2-foncteur strict u est une équivalence faible si et seulement si ucoop
en est une.
Démonstration. Cela résulte des propositions 3.1.14 et 3.1.19.
Corollaire 3.1.22. Une 2-catégorie A est asphérique si et seulement si Acoop est asphérique.
Démonstration. Il suffit d’appliquer la proposition 3.1.21 au morphisme canonique A → e.
Proposition 3.1.23. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme commutatif dans 2-Cat. Supposons que, pour tout objet c de C, le morphisme
c\\cu : c\\
w
cA → c\\
v
cB
soit une équivalence faible. Alors, u est une équivalence faible.
Démonstration. En vertu des hypothèses et par définition, le 2-foncteur strict (uop//cc)
op est une
équivalence faible pour tout objet c de C. Par conséquent, en vertu de la proposition 3.1.14,
le 2-foncteur strict uop//cc est une équivalence faible pour tout objet c de C. En vertu de la
condition LF3, le 2-foncteur strict uop est donc une équivalence faible. Une nouvelle invocation
de la proposition 3.1.14 permet de conclure.
Proposition 3.1.24. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme commutatif dans 2-Cat. Supposons que, pour tout objet c de C, le morphisme
u//lc : A//
w
l c→ B//
v
l c
soit une équivalence faible. Alors, u est une équivalence faible.
Démonstration. En vertu des hypothèses et par définition, le 2-foncteur strict (uco//cc)
co est une
équivalence faible pour tout objet c de C. Par conséquent, en vertu de la proposition 3.1.19,
le 2-foncteur strict uco//cc est une équivalence faible pour tout objet c de C. En vertu de la
condition LF3, le 2-foncteur strict uco est donc une équivalence faible. Une nouvelle invocation
de la proposition 3.1.19 permet de conclure.
Proposition 3.1.25. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme commutatif dans 2-Cat. Supposons que, pour tout objet c de C, le morphisme
c\\lu : c\\
w
lA → c\\
v
lB
soit une équivalence faible. Alors, u est une équivalence faible.
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Démonstration. En vertu des hypothèses et par définition, le 2-foncteur strict (ucoop//cc)
coop est
une équivalence faible pour tout objet c de C. Par conséquent, en vertu de la proposition 3.1.21,
le 2-foncteur strict ucoop//cc est une équivalence faible pour tout objet c de C. En vertu de la
condition LF3, le 2-foncteur strict ucoop est donc une équivalence faible. Une nouvelle invocation
de la proposition 3.1.21 permet de conclure.
Définition 3.1.26. Étant donné un diagramme commutatif
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
de 2-foncteurs stricts, on dira que u est lax-asphérique au-dessus de C (resp. lax-opasphérique
au-dessus de C, resp. colax-asphérique au-dessus de C, resp. colax-opasphérique au-dessus de C)
si, pour tout objet c de C, le 2-foncteur strict u//lc (resp. c\\lu, resp. u//cc, resp. c\\cu) est une
équivalence faible. Si v = 1B, on dira simplement que u est lax-asphérique (resp. lax-opasphérique,
resp. colax-asphérique, resp. colax-opasphérique).
Remarque 3.1.27. En vertu des résultats ci-dessus, sous les données de la définition 3.1.26, le
2-foncteur strict u est une équivalence faible pour peu qu’il soit lax-asphérique, lax-opasphérique,
colax-asphérique ou colax-opasphérique au-dessus de C. En faisant v = 1B, on obtient le cas
particulier suivant : pour tout 2-foncteur strict u : A → B, si, pour tout objet b de B, la 2-catégorie
A//ul b (resp. b\\
u
lA, resp. A//
u
c b, resp. b\\
u
cA) est asphérique, alors u est une équivalence faible
(voir aussi l’exemple 3.1.6).
Corollaire 3.1.28. Un préadjoint à gauche lax ( resp. un préadjoint à droite lax, resp. un pré-
adjoint à droite colax) est une équivalence faible.
Démonstration. C’est une conséquence de la remarque 3.1.27.
Proposition 3.1.29. Une préfibration à fibres asphériques est une équivalence faible.
Démonstration. Soit u : A → B une préfibration à fibres asphériques. Par définition, pour tout
objet b de B, le 2-foncteur strict canonique Jb : Aub → b\\
u
cA est un préadjoint à gauche lax. En
vertu du corollaire 3.1.28, c’est donc une équivalence faible. Par conséquent, b\\ucA est asphérique.
On conclut en invoquant la remarque 3.1.27.
Proposition 3.1.30. Une préopfibration à fibres asphériques est une équivalences faible.
Démonstration. Soit u : A → B une préopfibration à fibres asphériques. Alors uop : Aop → Bop
est une préfibration à fibres asphériques en vertu des définitions, du lemme 1.8.4 et du corollaire
3.1.15. On conclut grâce aux propositions 3.1.29 et 3.1.14.
Proposition 3.1.31. Une précofibration à fibres asphériques est une équivalences faible.
Démonstration. Soit u : A → B une précofibration à fibres asphériques. Alors uco : Aco → Bco
est une préfibration à fibres asphériques en vertu des définitions, du lemme 1.8.4 et du corollaire
3.1.20. On conclut grâce aux propositions 3.1.29 et 3.1.19.
Proposition 3.1.32. Une précoopfibration à fibres asphériques est une équivalences faible.
Démonstration. Soit u : A → B une précoopfibration à fibres asphériques. Alors ucoop : Acoop →
Bcoop est une préfibration à fibres asphériques en vertu des définitions, du lemme 1.8.4 et du
corollaire 3.1.22. On conclut grâce aux propositions 3.1.29 et 3.1.21.
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Proposition 3.1.33. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme commutatif dans 2-Cat. On suppose que, pour tout objet c de C, le morphisme
uc : A
w
c → B
v
c , induit entre les fibres de w et v au-dessus de c, est une équivalence faible.
(a) Si v et w sont des préfibrations, alors u est colax-opasphérique au-dessus de C.
(b) Si v et w sont des préopfibrations, alors u est colax-asphérique au-dessus de C.
(c) Si v et w sont des précofibrations, alors u est lax-opasphérique au-dessus de C.
(d) Si v et w sont des précoopfibrations, alors u est lax-asphérique au-dessus de C.
En particulier, dans n’importe lequel de ces quatre cas, u est une équivalence faible.
Démonstration. Plaçons-nous dans le premier cas, les trois autres s’en déduisant par dualité.
Pour tout objet c de C, on a un carré commutatif
Awc
uc //
Jc

Bvc
Jc

c\\
w
cA c\\cu
// c\\
v
cB
dont les flèches verticales sont des préadjoints à gauche lax, donc des équivalences faibles (co-
rollaire 3.1.28). Comme, par hypothèse, uc est une équivalence faible, il en est de même de
c\\cu.
On ne suppose plus fixé de localisateur fondamental de 2-Cat.
Théorème 3.1.34. SoitW une partie de Fl1(2-Cat). Les conditions suivantes sont équivalentes :
(i) La classe W est un localisateur fondamental de 2-Cat.
(ii) Les conditions suivantes sont vérifiées.
LF1′ La partie W de Fl1(2-Cat) est faiblement saturée.
LF2′ Si une petite 2-catégorie A admet un objet admettant un objet initial, alors le mor-
phisme canonique A → e est dans W.
LF3′ Si
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
désigne un triangle commutatif dans 2-Cat et si, pour tout objet c de C, le 2-foncteur
strict
u//lc : A//
w
l c→ B//
v
l c
est dans W, alors u est dans W.
(iii) Les conditions suivantes sont vérifiées.
LF1′′ La partie W de Fl1(2-Cat) est faiblement saturée.
LF2′′ Si une petite 2-catégorie A op-admet un objet admettant un objet final, alors le
morphisme canonique A → e est dans W.
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LF3′′ Si
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
désigne un triangle commutatif dans 2-Cat et si, pour tout objet c de C, le 2-foncteur
strict
c\\cu : c\\
w
cA → c\\
v
cB
est dans W, alors u est dans W.
(iv) Les conditions suivantes sont vérifiées.
LF1′′′ La partie W de Fl1(2-Cat) est faiblement saturée.
LF2′′′ Si une petite 2-catégorie A op-admet un objet admettant un objet initial, alors le
morphisme canonique A → e est dans W.
LF3′′′ Si
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
désigne un triangle commutatif dans 2-Cat et si, pour tout objet c de C, le 2-foncteur
strict
c\\lu : c\\
w
lA → c\\
v
lB
est dans W, alors u est dans W.
(v) Les conditions suivantes sont vérifiées.
LFα La partie W de Fl1(2-Cat) est faiblement saturée.
LFβ Le morphisme canonique [1]→ e est dans W.
LFγ Si
A
u //
p

❄❄
❄❄
❄❄
❄❄
B
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
désigne un triangle commutatif dans 2-Cat, si p et q sont des précoopfibrations et si, pour
tout objet c de C, le 2-foncteur strict induit entre les fibres
uc : A
p
c → B
q
c
est dans W, alors u est dans W.
(vi) Les conditions suivantes sont vérifiées.
LFα′ La partie W de Fl1(2-Cat) est faiblement saturée.
LFβ′ Le morphisme canonique [1]→ e est dans W.
LFγ′ Si
A
u //
p

❄❄
❄❄
❄❄
❄❄
B
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
désigne un triangle commutatif dans 2-Cat, si p et q sont des précofibrations et si, pour
tout objet c de C, le 2-foncteur strict induit entre les fibres
uc : A
p
c → B
q
c
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est dans W, alors u est dans W.
(vii) Les conditions suivantes sont vérifiées.
LFα′′ La partie W de Fl1(2-Cat) est faiblement saturée.
LFβ′′ Le morphisme canonique [1]→ e est dans W.
LFγ′′ Si
A
u //
p

❄❄
❄❄
❄❄
❄❄
B
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
désigne un triangle commutatif dans 2-Cat, si p et q sont des préopfibrations et si, pour
tout objet c de C, le 2-foncteur strict induit entre les fibres
uc : A
p
c → B
q
c
est dans W, alors u est dans W.
(viii) Les conditions suivantes sont vérifiées.
LFα′′′ La partie W de Fl1(2-Cat) est faiblement saturée.
LFβ′′′ Le morphisme canonique [1]→ e est dans W.
LFγ′′′ Si
A
u //
p

❄❄
❄❄
❄❄
❄❄
B
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
désigne un triangle commutatif dans 2-Cat, si p et q sont des préfibrations et si, pour
tout objet c de C, le 2-foncteur strict induit entre les fibres
uc : A
p
c → B
q
c
est dans W, alors u est dans W.
Démonstration. L’implication (i)⇒ (v) résulte de la proposition 3.1.33 et de l’asphéricité de la
catégorie [1].
Montrons l’implication (v)⇒ (iii).
Soit A une petite 2-catégorie. Les flèches du triangle commutatif
[1]×A
pr2 //
pr2
##❋
❋❋
❋❋
❋❋
❋❋
A
1A
⑧⑧
⑧⑧
⑧⑧
⑧⑧
A
sont des précoopfibrations 1 et, pour tout objet a de A, le 2-foncteur strict induit entre les fibres
au-dessus de a s’identifie au morphisme canonique [1]→ e, qui est dansW par la condition LFβ.
Ainsi, pour toute petite 2-catégorie A, la projection canonique [1] ×A → A est dans W par la
condition LFγ.
Supposons que A op-admette un objet admettant un objet final. En vertu d’un argument
similaire à celui que nous avons présenté dans la remarque 2.4.13, A admet un endomorphisme
constant homotope à 1A ; elle est donc contractile. En vertu de ce qui précède et de la proposition
2.1.58, le morphisme canonique A → e est dans W . La condition LF2′′ est donc vérifiée.
1. Voir la remarque 1.10.8.
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Pour tout 2-foncteur strict u : A → B, on peut considérer les 2-foncteurs stricts
Bop → 2-Cat
b 7→ b\\
u
cA
et
A → 2-Cat
a 7→ (B//cu(a))
op
.
Les formules générales permettent d’expliciter la structure de la 2-catégorie
∫
Bop
(b\\ucA)
comme suit.
Ses objets sont les
(b, (a, k : b→ u(a))),
b étant un objet de B, a un objet de A et k une 1-cellule de B.
Les 1-cellules de (b, (a, k)) vers (b′, (a′, k′)) sont les
(f : b′ → b, (g : a→ a′, α : u(g)kf ⇒ k′)),
f étant une 1-cellule de B, g une 1-cellule de A et α une 2-cellule de B.
Les 2-cellules de (f, (g, α)) vers (f ′, (g′, α′)) sont les
(ϕ : f ⇒ f ′, γ : g ⇒ g′)
vérifiant
α′(u(γ) ◦ k ◦ ϕ) = α,
ϕ étant une 2-cellule de B et γ une 2-cellule de A.
Les diverses unités et compositions sont définies de façon « évidente ».
Les formules générales permettent d’expliciter la structure de la 2-catégorie
∫
A
(B//cu(a))
op
comme suit.
Ses objets sont les
(a, (b, k : b→ u(a))),
a étant un objet de A, b un objet de B et k une 1-cellule de B.
Les 1-cellules de (a, (b, k)) vers (a′, (b′, k′)) sont les
(g : a→ a′, (f : b′ → b, α : u(g)kf ⇒ k′)),
g étant une 1-cellule de A, f une 1-cellule de B et α une 2-cellule de B.
Les 2-cellules de (g, (f, α)) vers (g′, (f ′, α′)) sont les
(γ : g ⇒ g′, ϕ : f ⇒ f ′)
vérifiant
α′(u(γ) ◦ k ◦ ϕ) = α,
γ étant une 2-cellule de A et ϕ une 2-cellule de B.
Les diverses unités et compositions sont définies de façon « évidente ».
Considérons la 2-catégorie S(u) définie comme suit. Ses objets sont les triplets (b, a, k : b →
u(a)) avec b un objet de B, a un objet de A et k une 1-cellule de B. Les 1-cellules de (b, a, k)
vers (b′, a′, k′) sont les triplets (f : b′ → b, g : a → a′, α : u(g)kf ⇒ k′), f étant une 1-cellule
de B, g une 1-cellule de A et α une 2-cellule de B. Les 2-cellules de (f, g, α) vers (f ′, g′, α′) sont
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les couples (ϕ : f ⇒ f ′, γ : g ⇒ g′) avec ϕ une 2-cellule de B et γ une 2-cellule de A telles que
α′(u(γ) ◦ k ◦ ϕ) = α.
Il existe alors des isomorphismes canoniques
S(u)→
∫
Bop
b\\
u
cA
(b, a, k) 7→ (b, (a, k))
(f, g, α) 7→ (f, (g, α))
(ϕ, γ) 7→ (ϕ, γ)
et ∫
Bop
b\\
u
cA → S(u)
(b, (a, k)) 7→ (b, a, k)
(f, (g, α)) 7→ (f, g, α)
(ϕ, γ) 7→ (ϕ, γ)
inverses l’un de l’autre, ainsi que des isomorphismes canoniques
S(u)→
∫
A
(B//cu(a))
op
(b, a, k) 7→ (a, (b, k))
(f, g, α) 7→ (g, (f, α))
(ϕ, γ) 7→ (γ, ϕ)
et ∫
A
(B//cu(a))
op → S(u)
(a, (b, k)) 7→ (b, a, k)
(g, (f, α)) 7→ (f, g, α)
(γ, ϕ) 7→ (ϕ, γ)
inverses l’un de l’autre.
Les projections canoniques
su : S(u)→ B
op
(b, a, k) 7→ b
(f, g, α) 7→ f
(ϕ, γ) 7→ ϕ
et
tu : S(u)→ A
(b, a, k) 7→ a
(f, g, α) 7→ g
(ϕ, γ) 7→ γ
sont donc des précoopfibrations. De plus, pour tout objet a de A, la 2-catégorie (B//cu(a))
op op-
admet un objet admettant un objet final. En vertu de ce qui précède, le morphisme canonique
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(B//cu(a))
op
→ e est donc dansW . Or, c’est à ce morphisme canonique que s’identifie le 2-foncteur
strict induit entre les fibres au-dessus de a par le diagramme
S(u)
tu //
tu
!!❈
❈❈
❈❈
❈❈
❈
A
1A
⑧⑧
⑧⑧
⑧⑧
⑧⑧
A .
Comme tu et 1A sont des précoopfibrations, tu est dans W en vertu de la condition LFγ.
Soit
A
u //
v

B
w

A′
u′
// B′
un carré commutatif dans 2-Cat. On définit un 2-foncteur strict
S(v, w) : S(u)→ S(u′)
(b, a, k) 7→ (w(b), v(a), w(k))
(f, g, α) 7→ (w(f), v(g), w(α))
(ϕ, γ) 7→ (w(ϕ), v(γ)).
Cela fournit un diagramme commutatif
Bop
wop

S(u)
suoo
tu //
S(v,w)

A
v

B′
op
S(u′)su′
oo
tu′
// A′
dans lequel tu et tu′ sont dans W en vertu de ce qui précède.
Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme commutatif dans 2-Cat tel que, pour tout objet c de C, le 2-foncteur strict
c\\cu : c\\
w
cA → c\\
v
cB soit dans W . En vertu de ce qui précède, cela fournit un diagramme com-
mutatif
Cop
1Cop

S(w)
swoo
tw //
S(u,1C)

A
u

Cop S(v)
sv
oo
tv
// B .
En particulier, on a un diagramme commutatif
S(w)
S(u,1C)
//
sw
""❊
❊❊
❊❊
❊❊
❊
S(v)
sv
||②②
②②
②②
②②
Cop
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dans lequel sw et sv sont des précoopfibrations. Pour tout objet c de C, le 2-foncteur strict induit
par ce diagramme entre les fibres au-dessus de c s’identifie à c\\cu, qui est dansW par hypothèse.
Par conséquent, S(u, 1C) est dans W en vertu de la condition LFγ. Comme tw et tv sont dans
W , qui est faiblement saturée, u est dans W , ce qui termine la démonstration de la condition
LF3′′ et donc celle de l’implication (v)⇒ (iii).
Montrons l’implication (iii)⇒ (i). Notons Wop la partie de Fl1(2-Cat) définie par
Wop = {u ∈ Fl1(2-Cat)|uop ∈ W}.
Vérifions que la classe Wop constitue un localisateur fondamental de 2-Cat . La saturation faible
de Wop est immédiate. Soit A une petite 2-catégorie admettant un objet admettant un objet
final. Alors, Aop op-admet un objet admettant un objet final, donc la flèche Aop → e est dans
W , c’est-à-dire que la flèche A → e est dans Wop. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme commutatif dans 2-Cat tel que, pour tout objet c de C, le 2-foncteur strict u//cc
soit dansWop, c’est-à-dire tel que le 2-foncteur strict (u//cc)
op soit dansW , c’est-à-dire tel que le
2-foncteur strict ((uop)op//cc)
op
soit dans W . Pour tout objet c de C, le 2-foncteur strict c\\cu
op
est donc dans W . La condition LF3′ implique que uop est dans W , c’est-à-dire que u est dans
Wop, qui est donc bien un localisateur fondamental de 2-Cat. Par conséquent, en vertu de la
proposition 3.1.14, Wop =W . La classeW est donc un localisateur fondamental de 2-Cat, ce qui
démontre l’implication (iii)⇒ (i).
Les autres implications se démontrent de façon analogue ou se déduisent de ce qui précède
par des arguments de dualité.
Remarque 3.1.35. Le lecteur à la page n’aura pas manqué de remarquer que le théorème 3.1.34
s’inspire de [40, théorème 2.1.11]. Pour en obtenir un exact analogue, toutefois, il aurait fallu
disposer de notions de fibration et de morphisme cartésien dans 2-Cat . Le développement actuel
de la théorie des fibrations dans 2-Cat ne permet malheureusement pas, comme nous l’avons déjà
remarqué (remarque 1.8.10), de considérer ces notions comme définitivement dégagées. Lors-
qu’elles seront fermement établies, il devrait être facile de renforcer le théorème 3.1.34 ci-dessus
pour en faire un analogue 2-catégorique plus précis de [40, théorème 2.1.11].
3.1.36. Soient A et B des 2-catégories et u : A → B et B → 2-Cat des 2-foncteurs stricts. Ces
données permettent de définir un 2-foncteur strict
U :
∫
A
Fu→
∫
B
F
(a, x) 7→ (u(a), x)
(f, r) 7→ (u(f), r)
(γ, ϕ) 7→ (u(γ), ϕ).
Il résulte d’une simple vérification que le carré∫
A Fu
U //
PFu

∫
B F
PF

A
u
// B
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est cartésien, les flèches verticales désignant les projections canoniques.
Lemme 3.1.37. Pour tout 2-foncteur strict u : A → B, pour tout objet b de B, les carrés
A//ul b
//
u//lb

A
u

b\\
u
lA
//
b\\lu

A
u

A//uc b //
u//cb

A
u

b\\
u
cA
//
b\\cu

A
u

B//lb
// B b\\lB
// B B//cb
// B b\\cB
// B ,
dans lesquels les flèches horizontales désignent les projections canoniques, sont cartésiens dans
2-Cat.
Démonstration. Les quatre assertions, duales l’une de l’autre, sont conséquences du caractère
cartésien du diagramme figurant dans le paragraphe 3.1.36, puisque les diverses 2-catégories
tranches et 2-foncteurs tranches ne sont que des cas particuliers d’intégrales et de 2-foncteurs
induits suivant le procédé décrit dans le paragraphe 3.1.36.
On suppose fixé un localisateur fondamental W de 2-Cat.
Proposition 3.1.38. Un morphisme de 2-Cat universellement dans W est lax-asphérique, lax-
opasphérique, colax-asphérique et colax-opasphérique.
Démonstration. C’est une conséquence immédiate du lemme 3.1.37.
Proposition 3.1.39. Soit A une petite 2-catégorie. Les conditions suivantes sont équivalentes.
(a) Le morphisme canonique A → e est une équivalence faible (autrement dit, A est asphé-
rique).
(b) Le morphisme canonique A → e est lax-asphérique.
(b′) Le morphisme canonique A → e est lax-opasphérique.
(b′′) Le morphisme canonique A → e est colax-asphérique.
(b′′′) Le morphisme canonique A → e est colax-opasphérique.
(c) Le morphisme canonique A → e est universellement dans W.
Démonstration. L’équivalence de (a), (b), (b′), (b′′) et (b′′′) est immédiate. L’implication (c)⇒ (b)
résulte (tout comme ses trois variantes duales) de la proposition 3.1.38. Montrons que (a) im-
plique (c). Il s’agit de montrer que, pour toute petite 2-catégorie B, la projection canonique
p2 : A× B → B est une équivalence faible. Il suffit pour cela de montrer que, pour tout ob-
jet b de B, la 2-catégorie (A× B)//p2c b est asphérique. Or, on a un isomorphisme canonique de
2-catégories (A× B)//p2c b ≃ A × (B//cb) et, comme A est asphérique par hypothèse, il suffit de
montrer que la première projection q1 : A× (B//cb)→ A est une équivalence faible. Il suffit pour
cela de montrer que, pour tout objet a de A, la 2-catégorie (A× (B//cb))//
q1
c a est asphérique.
Comme on a un isomorphisme canonique (A× (B//cb))//
q1
c a ≃ (A//ca) × (B//cb), cela résulte de
la condition LF2, puisque la 2-catégorie (A//ca) × (B//cb) admet un objet admettant un objet
final.
Corollaire 3.1.40. Un produit fini de petites 2-catégories asphériques est asphérique.
Démonstration. Soient A et B des petites 2-catégories asphériques. En vertu de la proposition
3.1.39, la projection canonique A× B → B est une équivalence faible. Par conséquent, en vertu
d’un argument de 2 sur 3, le morphisme canonique A× B → e est une équivalence faible, ce qui
prouve le résultat.
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Corollaire 3.1.41. Un produit fini de 2-foncteurs stricts lax-asphériques ( resp. lax-opasphé-
riques, resp. colax-asphériques, resp. colax-opasphériques) est lax-asphérique ( resp. lax-opasphé-
rique, resp. colax-asphérique, resp. colax-opasphérique).
Démonstration. Les quatre cas s’obtiennent évidemment les uns des autres par un argument de
dualité. Il suffit de montrer que, si u : A → B et u′ : A′ → B′ sont des 2-foncteurs stricts lax-
asphériques, alors leur produit u×u′ : A×A′ → B×B′ est lax-asphérique. Pour cela, on remarque
que, pour tout objet (b, b′) de B × B′, la 2-catégorie (A×A′)//u×u
′
l (b, b
′) est canoniquement
isomorphe à A//ul b × A
′//u
′
l b
′ et, par hypothèse, A//ul b et A
′//u
′
l b
′ sont asphériques. L’assertion
résulte donc du corollaire 3.1.40.
Proposition 3.1.42. Un produit fini d’équivalences faibles est une équivalence faible.
Démonstration. La démonstration est analogue à celle de [40, proposition 2.1.3], que nous repre-
nons mot pour mot. Il suffit de montrer que le produit de deux équivalences faibles u1 : A1 → B1
et u2 : A2 → B2 est une équivalence faible. Comme u1 × u2 = (1B1 × u2)(u1 × 1A2) , il suffit de
montrer que, pour toute équivalence faible u : A → B et toute petite 2-catégorie C, le morphisme
u× 1C est une équivalence faible. On a un triangle commutatif
A× C
u×1C //
p
""❊
❊❊
❊❊
❊❊
❊❊
B × C
q
||②②
②②
②②
②②
②
C
dans lequel p et q désignent les projections canoniques. En vertu de la condition LF3, il suffit de
montrer que, pour tout objet c de C, le morphisme
(A× C)//pc c ≃ A× (C//cc)
(u×1C)//cc ≃ u×(1C//cc) // B × (C//cc) ≃ (B × C)//
q
c c
est une équivalence faible. Or, on a un carré commutatif
A× (C//cc)
u×(1C//cc) //

B × (C//cc)

A
u
// B
dans lequel les flèches verticales désignent les projections canoniques, qui sont des équivalences
faibles en vertu de la proposition 3.1.39 puisque C//cc est asphérique. Comme u est une équiva-
lence faible, il en est de même de u× (1C//cc), ce qui achève la démonstration.
Proposition 3.1.43. Une petite somme arbitraire d’équivalences faibles est une équivalence
faible.
Démonstration. La démonstration est analogue à celle de [40, proposition 2.1.4], que nous repre-
nons mot pour mot. Soit ui : Ai → Bi, i ∈ I, une petite famille d’équivalences faibles. Notons
aussi I la catégorie discrète correspondant à l’ensemble I. On a un triangle commutatif
A =
∐
Ai
u=
∐
ui
//
πA
$$❍
❍❍
❍❍
❍❍
❍❍
❍
B =
∐
Bi
πB
{{✈✈
✈✈
✈✈
✈✈
✈
I
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et l’on remarque que, pour tout objet i de I, le morphisme u//ci : A//πAc i→ B//
πB
c i s’identifie à
ui : Ai → Bi. En vertu de la condition LF3, u est donc une équivalence faible, ce qui démontre
la proposition.
Lemme 3.1.44. Soient M une catégorie, W une classe de flèches de M et γM : M → W−1M
le foncteur de localisation. Si eM est un objet final de M , alors son image par le foncteur γM
est un objet final de W−1M .
Démonstration. C’est [40, lemme 1.3.6], dont nous donnons une démonstration.
Par commodité, l’on notera de la même façon les objets de M et leur image par le fonc-
teur γM . Soit x un objet quelconque de M . Notons px l’unique morphisme de x vers eM dans
M . Considérons un morphisme quelconque de x vers eM dans W−1M , c’est-à-dire une classe
d’équivalence de chaînes constituées de morphismes de M et d’inverses formels d’éléments de W
modulo la relation d’équivalence bien connue, que nous noterons ∼. Soit f un représentant de
cette classe d’équivalence.
S’il est de longueur 1, soit c’est px, auquel cas il n’y a rien à faire, soit c’est un inverse formel
w−1 : x → eM d’un élément w : eM → x de W . Dans ce cas, comme pxw = 1eM , on a les
équivalences w−1 ∼ 1eMw
−1 ∼ pxww
−1 ∼ px.
Supposons qu’il soit de longueur 2. En vertu de ce qui précède, on peut se ramener aux deux
seuls cas suivants. S’il s’écrit
x
g
// x′
px′ // eM ,
où px′ est l’unique morphisme de x′ vers eM dansM et g est un morphisme deM , alors px′g = px,
donc f ∼ px. S’il s’écrit
x
w−1 // x′
px′ // eM ,
avec w : x′ → x un élément de W , alors pxw = px′ , donc px′w−1 ∼ pxww−1 ∼ px, donc f ∼ px.
Le résultat s’en déduit par récurrence.
Proposition 3.1.45. Soient M une catégorie admettant des produits ( resp. des sommes) bi-
naires et W une partie de Fl1(M) contenant les identités et stable par produit ( resp. par somme)
de deux flèches. Alors, la catégorie W−1M admet des produits ( resp. des sommes) binaires et le
foncteur de localisation M →W−1M commute à ces produits ( resp. ces sommes).
Démonstration. C’est [40, proposition 2.1.8].
Proposition 3.1.46. La catégorie W−12-Cat admet des produits finis et des sommes finies et le
foncteur de localisation 2-Cat →W−12-Cat y commute.
Démonstration. Cela résulte des propositions 3.1.45, 3.1.42, 3.1.43, du lemme 3.1.44 et de son
dual.
On termine cette section en montrant la stabilité par composition des morphismes asphériques
de 2-Cat.
Lemme 3.1.47. Soient u, v : A → B deux morphismes parallèles de 2-Cat. S’il existe une
transformation stricte de u vers v, alors u est une équivalence faible si et seulement si v en est
une.
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Démonstration. En vertu du lemme 1.2.2, il existe un diagramme commutatif
[1]×A
h

A
0×1A
;;①①①①①①①①①
u
##●
●●
●●
●●
●●
A
1×1A
cc❋❋❋❋❋❋❋❋❋
v
{{✇✇
✇✇
✇✇
✇✇
✇
B
dans 2-Cat lax. L’examen des formules définissant h (voir la démonstration du lemme 1.2.2) permet
de vérifier qu’il s’agit, dans ce cas particulier, d’un 2-foncteur strict. Les flèches du diagramme
ci-dessus sont donc toutes des morphismes de 2-Cat . Le résultat s’en déduit par un argument de
2 sur 3.
Remarque 3.1.48. Le lemme 3.2.12 généralisera le lemme 3.1.47.
Lemme 3.1.49. Pour tout triangle commutatif
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
de 2-foncteurs stricts, u est lax-asphérique si et seulement si, pour tout objet c de C, le 2-foncteur
strict u//lc : A//wl c→ B//
v
l c est lax-asphérique.
Démonstration. Soit (b, p : v(b)→ c) un objet de B//vl c. On va exhiber un couple de 2-foncteurs
stricts
(A//wl c)//
u//lc
l (b, p)
F
))
A//ul b
G
ii
tels que
FG = 1A//ul b
et une transformation stricte
σ : 1
(A//wl c)//
u//lc
l (b,p)
⇒ GF.
Il en résultera que F et G sont des équivalences faibles, donc en particulier que la 2-catégorie
(A//wl c)//
u//lc
l (b, p) est asphérique si et seulement si la 2-catégorie A//
u
l b l’est, d’où le résultat
annoncé.
Explicitons partiellement la structure de la 2-catégorie (A//wl c)//
u//lc
l (b, p).
– Ses objets sont les quadruplets (que l’on écrira sous la forme d’un couple de couples)
((a, q), (r, δ)), où a est un objet de A, q : w(a) → c est une 1-cellule de C, r : u(a)→ b est
une 1-cellule de B et δ : q ⇒ pv(r) est une 2-cellule de C.
– Les 1-cellules de ((a, q), (r, δ)) vers ((a′, q′), (r′, δ′)) dans (A//wl c)//
u//lc
l (b, p) sont les triplets
((f, α), ǫ), où f : a → a′ est une 1-cellule de A, α : q ⇒ q′w(f) est une 2-cellule de C et
ǫ : r ⇒ r′u(f) est une 2-cellule de B, ce triplet satisfaisant l’égalité
(p ◦ v(ǫ))δ = (δ′ ◦w(f))α.
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– Les 2-cellules de ((f, α), ǫ) : ((a, q), (r, δ))→ ((a′, q′), (r′, δ′)) vers ((g, β), η) : ((a, q), (r, δ))→
((a′, q′), (r′, δ′)) dans (A//wl c)//
u//lc
l (b, p) sont les 2-cellules ϕ : f ⇒ g dans A telles que
soient vérifiées les égalités
(q′ ◦ w(ϕ))α = β
et
(r′ ◦ u(ϕ))ǫ = η.
– L’identité de l’objet ((a, q), (r, δ)) est donnée par ((1a, 1q, ), 1r).
– La composition des 1-cellules est donnée par la formule générale
((f ′, α′), ǫ′)((f, α), ǫ) = ((f ′f, (α′ ◦ w(f))α), (ǫ′ ◦ u(f))ǫ).
Définissons un 2-foncteur strict
F : (A//wl c)//
u//lc
l (b, p) −→ A//
u
l b
((a, q), (r, δ)) 7→ (a, r)
((f, α), ǫ) 7→ (f, ǫ)
ϕ 7→ ϕ.
Cela définit bien un 2-foncteur strict en vertu des vérifications suivantes.
– Pour tout objet ((a, q), (r, δ)) de (A//wl c)//
u//lc
l (b, p),
F (1((a,q),(r,δ))) = (1a, 1r)
= 1(a,r)
= 1F ((a,q),(r,δ)).
– Pour tout couple de 1-cellules ((f, α), ǫ) et ((f ′, α′), ǫ′) de (A//wl c)//
u//lc
l (b, p) telles que la
composée ((f ′, α′), ǫ′)((f, α), ǫ) fasse sens,
F (((f ′, α′), ǫ′)((f, α), ǫ)) = (f ′f, (ǫ′ ◦ u(f))ǫ)
= (f ′, ǫ′)(f, ǫ)
= F ((f ′, α′), ǫ′)F ((f, α), ǫ).
– Pour tout couple de 2-cellules ϕ et ϕ′ de (A//wl c)//
u//lc
l (b, p) telles que la composée ϕ
′ ◦ ϕ
fasse sens, l’égalité
F (ϕ′ ◦ ϕ) = F (ϕ′) ◦ F (ϕ)
est évidente.
– Pour tout couple de 2-cellules ϕ et ψ telles que la composée ψϕ fasse sens, l’égalité
F (ψϕ) = F (ψ)F (ϕ)
est évidente.
– Pour toute 1-cellule ((f, α), ǫ), l’égalité
F (1((f,α),ǫ)) = 1F ((f,α),ǫ)
est évidente.
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Définissons maintenant un 2-foncteur strict
G : A//ul b→ (A//
w
l c)//
u//lc
l (b, p)
(a, r) 7→ ((a, pv(r)), (r, 1pv(r)))
(f, ǫ) 7→ ((f, p ◦ v(ǫ)), ǫ)
ϕ 7→ ϕ.
Cela définit bien un 2-foncteur strict en vertu des vérifications suivantes.
– Il est immédiat queG envoie bien toute 2-cellule deA//ul b sur une 2-cellule de (A//
w
l c)//
u//lc
l (b, p)
de source et de but l’image par G de la source et du but, respectivement, de la 2-cellule de
départ.
– Pour tout objet (a, r) de A//ul b,
G(1(a,r)) = G(1a, 1r)
= ((1a, 1pv(r)), 1r)
= 1((a,pv(r)),(r,1pv(r)))
= 1G(a,r).
– Pour tout couple de 1-cellules (f, ǫ) : (a, r)→ (a′, r′) et (f ′, ǫ′) : (a′, r′)→ (a′′, r′′),
G((f ′, ǫ′)(f, ǫ)) = G(f ′f, (ǫ′ ◦ u(f))ǫ)
= ((f ′f, p ◦ v((ǫ′ ◦ u(f))ǫ)), (ǫ′ ◦ u(f))ǫ)
= ((f ′f, (p ◦ v(ǫ′) ◦ v(u(f)))(p ◦ v(ǫ))), (ǫ′ ◦ u(f))ǫ)
= ((f ′f, (p ◦ v(ǫ′) ◦ w(f))(p ◦ v(ǫ))), (ǫ′ ◦ u(f))ǫ)
= ((f ′, p ◦ v(ǫ′)), ǫ′)((f, p ◦ v(ǫ)), ǫ)
= G(f ′, ǫ′)G(f, ǫ).
– Pour tout couple de 2-cellules ϕ et ϕ′ telles que la composée ϕ′ ◦ ϕ fasse sens, l’égalité
G(ϕ′ ◦ ϕ) = G(ϕ′) ◦G(ϕ)
est évidente.
– Pour tout couple de 2-cellules ϕ et ψ telles que la composée ψϕ fasse sens, l’égalité
G(ψϕ) = G(ψ)G(ϕ)
est évidente.
– Pour toute 1-cellule (f, ǫ), l’égalité
G(1(f,ǫ)) = 1G(f,ǫ)
est évidente.
L’identité
FG = 1A//u
l
b
est immédiate.
Pour tout objet ((a, q), (r, δ)) de (A//wl c)//
u//lc
l (b, p),
GF ((a, q), (r, δ)) = ((a, pv(r)), (r, 1pv(r))).
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Le triplet ((1a, δ), 1r) définit une 1-cellule
σ((a,q),(r,δ)) : ((a, q), (r, δ))→ GF ((a, q), (r, δ)).
Soit ((f, α), ǫ) une 1-cellule de ((a, q), (r, δ)) vers ((a′, q′), (r′, δ′)) dans (A//wl c)//
u//lc
l (b, p). On
a donc en particulier l’égalité
(p ◦ v(ǫ))δ = (δ′ ◦ w(f))α.
De plus,
GF ((f, α), ǫ) = ((f, p ◦ v(ǫ)), ǫ).
Considérons le diagramme
((a, q), (r, δ))
((f,α),ǫ)
//
((1a,δ),1r)

((a′, q′), (r′, δ′))
((1a′ ,δ
′),1r′ )

((a, pv(r)), (r, 1pv(r)))
((f,p◦v(ǫ)),ǫ)
// ((a′, pv(r′)), (r′, 1pv(r′))) .
Il est commutatif en vertu de l’égalité déjà soulignée (p ◦ v(ǫ))δ = (δ′ ◦ w(f))α et des égalités
((1a′ , δ
′), 1r′)((f, α), ǫ) = ((f, (δ
′ ◦ w(f))α), ǫ)
et
((f, p ◦ v(ǫ)), ǫ)((1a, δ), 1r) = ((f, (p ◦ v(ǫ) ◦ w(1a))δ), (ǫ ◦ u(1a))1r)
= ((f, (p ◦ v(ǫ))δ), ǫ).
De plus, pour toute 2-cellule ϕ de ((f, α), ǫ) vers ((g, β), η) dans (A//wl c)//
u//lc
l (b, p), l’égalité
11a′ ◦ ϕ = ϕ ◦ 11a se récrit σ((a′,q′),(r′,δ′)) ◦ ϕ = GF (ϕ) ◦ σ((a,q),(r,δ)). On a donc bien défini une
transformation stricte
σ : 1
(A//wl c)//
u//lc
l (b,p)
⇒ GF.
En vertu du lemme 3.1.47, comme annoncé, F et G sont donc des équivalences faibles. En
particulier, la 2-catégorie (A//wl c)//
u//lc
l (b, p) est asphérique si et seulement si la 2-catégorieA//
u
l b
l’est. Ainsi, u//lc est lax-asphérique si et seulement si u l’est.
Remarque 3.1.50. On peut en outre vérifier les « identités triangulaires » F ◦σ = 1F et σ◦G = 1G
dans 2-Cat.
Remarque 3.1.51. L’énoncé du lemme 3.1.49 semble rester valide en n’imposant pas à u d’être
strict 2, mais nous n’avons pas vérifié suffisamment les détails pour énoncer ici le résultat le plus
général.
Remarque 3.1.52. Le lemme 3.1.49 admet bien entendu trois variantes duales. Plus précisément,
sous les mêmes hypothèses, u est lax-opasphérique (resp. colax-asphérique, resp. colax-opasphé-
rique) si et seulement si, pour tout objet c de C, le 2-foncteur strict c\\lu : c\\
w
lA → c\\
v
lB (resp.
u//cc : A//
w
c c→ B//
v
c c, resp. c\\cu : c\\
w
cA → c\\
v
cB) est lax-opasphérique (resp. colax-asphérique,
2. Voir la définition 3.2.23.
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resp. colax-opasphérique). Donnons par exemple la démonstration du premier cas. Le triangle de
2-foncteurs stricts
Aop
uop //
wop ""❊
❊❊
❊❊
❊❊
❊ B
op
vop||②②
②②
②②
②②
Cop
étant commutatif, le lemme 3.1.49 assure que uop est lax-asphérique si et seulement si uop//lc est
lax-asphérique pour tout objet c de C. Ainsi, u est lax-opasphérique si et seulement si (uop//lc)
op
l’est pour tout objet c de C, c’est-à-dire si et seulement si c\\lu l’est pour tout objet c de C.
Proposition 3.1.53. Soit u : A → B et v : B → C un couple de 2-foncteurs stricts composables.
Si u est lax-asphérique ( resp. lax-opasphérique, resp. colax-asphérique, resp. colax-opasphérique),
alors vu est lax-asphérique ( resp. lax-opasphérique, resp. colax-asphérique, resp. colax-opasphé-
rique) si et seulement si v l’est.
Démonstration. Supposons u lax-asphérique. En vertu du lemme 3.1.49, pour tout objet c de
C, u//lc : A//vul c → B//
v
l c est lax-asphérique, donc en particulier une équivalence faible. Par
conséquent, B//vl c est asphérique si et seulement si A//
vu
l c est asphérique. Le résultat s’ensuit.
Les trois autres assertions s’en déduisent facilement par un argument de dualité. Par exemple, si
u est lax-opasphérique, alors uop est lax-asphérique. En vertu de ce que l’on vient de voir, vopuop
est lax-asphérique si et seulement si vop l’est, donc (vu)op est lax-asphérique si et seulement si
vop l’est, donc vu est lax-opasphérique si et seulement si v l’est.
3.2 Homotopie des morphismes lax
Proposition 3.2.1. Pour toute petite 2-catégorie A, pour tout objet a de A, la 2-catégorie
A˜//ǫAc a admet un objet admettant un objet final.
Démonstration. Décrivons partiellement la structure de cette 2-catégorie 3 :
– Les objets de A˜//ǫAc a sont les couples
(a′, p : a′ → a)
où a′ est un objet de A et p est une 1-cellule de A.
– Si (a′, p) et (a′′, q) sont deux objets de A˜//ǫAc a, les 1-cellules de (a
′, p) vers (a′′, q) dans
A˜//ǫAc a sont les triplets
([m], x, α : qxm,m−1 . . . x1,0 ⇒ p)
tels que ([m], x) soit une 1-cellule de a′ vers a′′ dans A˜ (en particulier, x0 = a′ et xm = a′′).
– Si (a′, p) et (a′′, q) sont deux objets de A˜//ǫAc a, et ([m], x, α) et ([n], y, β) deux 1-cellules
de (a′, p) vers (a′′, q) dans A˜//ǫAc a, les 2-cellules de ([m], x, α) vers ([n], y, β) dans A˜//
ǫA
c a
sont les 2-cellules (ϕ : [n] → [m], δ : xϕ ⇒ y) de ([m], x) vers ([n], y) dans A˜ (ϕ est donc
un morphisme d’intervalles) telles que
β(1q ◦ δn,n−1 ◦ · · · ◦ δ1,0) = α.
La 2-catégorie A˜//ǫAc a possède l’objet (a, 1a). Si (a
′, p : a′ → a) est un objet arbitraire
de A˜//ǫAc a, ([1], p, 1p) définit un objet de HomA˜//ǫAc a((a
′, p), (a, 1a)). Soit ([m], x, α) un objet
3. Conformément à nos habitudes, nous n’explicitons pas tout.
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de HomA˜//ǫAc a((a
′, p), (a, 1a)). Les morphismes de ([m], x, α) vers ([1], p, 1p) dans la catégorie
HomA˜//ǫAc a((a
′, p), (a, 1a)) s’identifient aux couples
(ϕ : [1]→ [m], δ : xm,m−1 . . . x1,0 ⇒ p)
avec ϕ un morphisme d’intervalles et δ une 2-cellule de A tels que 1p(11a ◦ δ) = α, c’est-à-dire
δ = α. Cela impose l’existence et l’unicité d’un tel morphisme de ([m], x, α) vers ([1], p, 1p) dans
HomA˜//ǫAc a((a
′, p), (a, 1a)). La 2-catégorie A˜//ǫAc a admet donc un objet admettant un objet final,
ce qu’il fallait vérifier.
Proposition 3.2.2. Pour toute petite 2-catégorie A, le 2-foncteur strict ǫA : A˜ → A est colax-
asphérique (donc en particulier une équivalence faible).
Démonstration. C’est une conséquence directe de la proposition 3.2.1.
Lemme 3.2.3. Soit u un 2-foncteur strict. Les propositions suivantes sont équivalentes.
(i) Le 2-foncteur strict u est une équivalence faible ;
(ii) Le 2-foncteur strict u est une équivalence faible ;
(iii) Le 2-foncteur strict u˜ est une équivalence faible.
Démonstration. En vertu de la définition 1.12.31, c’est une conséquence immédiate du lemme
1.12.25, de la saturation faible de W et de la proposition 3.2.2.
Définition 3.2.4. On dira qu’un 2-foncteur lax u est une W-équivalence faible lax ou, plus
simplement, une équivalence faible lax , voire, en l’absence d’ambiguïté, une équivalence faible,
si le 2-foncteur strict u˜ est dans W . On notera Wlax la classe des W-équivalences faibles lax.
Autrement dit, Wlax = B−1(W).
Remarque 3.2.5. En vertu du lemme 3.2.3, un 2-foncteur strict est une équivalence faible si et
seulement si c’est une équivalence faible lax.
3.2.6. Il paraît naturel d’utiliser la notion de nerf lax pour définir une notion d’équivalence
faible lax. Plus précisément, on pourrait se trouver tenté de dire qu’un 2-foncteur lax u est une
équivalence faible lax si ∆/Nl(u) est dans W ∩ Fl1(Cat). Il semble donc que l’on dispose de
deux définitions de la classe des équivalences faibles lax, à savoir N−1l (i
−1
∆ (W ∩ Fl1(Cat))) et
B−1(W). On verra plus loin qu’elles sont équivalentes. La proposition 3.2.7 dissipe les premières
inquiétudes à ce sujet.
On ne suppose plus fixé de localisateur fondamental de 2-Cat.
Proposition 3.2.7. Pour tout localisateur fondamental W de Cat, pour tout 2-foncteur lax u,
∆/Nl(u˜) est dans W si et seulement si ∆/Nl(u) l’est.
Démonstration. Soient W un localisateur fondamental de Cat et u : A → B un 2-foncteur lax.
Les 2-foncteurs stricts ǫA et ǫB sont des équivalences faibles pour tout localisateur fondamental
de 2-Cat (proposition 3.2.2). Comme N−1l,n (i
−1
∆ (W )) est un localisateur fondamental de 2-Cat,
∆/Nl,n(ǫA) et ∆/Nl,n(ǫB) sont dans W . Il en est donc de même de ∆/Nl(ǫA) et ∆/Nl(ǫB) (en
vertu de l’implication (i)⇒ (ii) du lemme 2.4.1). La saturation faible de W permet d’en déduire
que les sections ∆/Nl(ηA) et ∆/Nl(ηB) sont dans W . On conclut par un argument de 2 sur 3
après avoir appliqué le foncteur i∆Nl au diagramme commutatif
A˜
u˜ // B˜
A
ηA
OO
u
// B
ηB
OO
.
3.2. HOMOTOPIE DES MORPHISMES LAX 179
On suppose fixé un localisateur fondamental W de 2-Cat.
Lemme 3.2.8. La classe des équivalences faibles lax est faiblement saturée.
Démonstration. Cela résulte par fonctorialité de la définition de la notion d’équivalence faible
lax et de la saturation faible de W .
Proposition 3.2.9. Pour toute petite 2-catégorie A, le 2-foncteur lax ηA : A → A˜ est une
équivalence faible.
Démonstration. En vertu de la proposition 3.2.2 et de la remarque 3.2.5, cela résulte de l’égalité
ǫAηA = 1A.
Lemme 3.2.10. Un 2-foncteur lax u : A → B est une équivalence faible lax si et seulement si u
est une équivalence faible.
Démonstration. Cela résulte de l’égalité uηA = u et de la proposition 3.2.9.
Théorème 3.2.11. L’inclusion
I : 2-Cat →֒ 2-Cat lax
et le foncteur de strictification de Bénabou
B : 2-Cat lax → 2-Cat
induisent des équivalences de catégories
W−12-Cat →Wlax
−12-Cat lax
et
Wlax
−12-Cat lax →W−12-Cat
quasi-inverses l’une de l’autre.
Démonstration. Les foncteurs I et B respectant les équivalences faibles, ils induisent bien des
foncteurs entre les catégories localisées de l’énoncé. Le reste est conséquence du fait que les
composantes des transformations naturelles η et ǫ sont dans Wlax et W respectivement.
Lemme 3.2.12. (Lemme d’homotopie lax) Soit I un ensemble de segments de 2-Cat lax tel que,
pour tout segment I = (I, ∂0, ∂1) appartenant à I, le morphisme canonique I → e soit dans W
(donc universellement dans W). Si F,G : A → B sont deux 2-foncteurs lax I-homotopes, alors :
(a) On a l’égalité γlax(F ) = γlax(G), où γlax : 2-Cat lax →Wlax
−12-Cat lax désigne le foncteur
canonique de localisation.
(a′) Si F et G sont des 2-foncteurs stricts, alors γ(F ) = γ(G), où γ : 2-Cat → W−12-Cat
désigne le foncteur canonique de localisation.
(b) Le 2-foncteur lax F est dans Wlax si et seulement si G l’est.
(b′) Si F et G sont des 2-foncteurs stricts, alors F est dans W si et seulement si G l’est.
(c) Si F est un isomorphisme et G un morphisme constant, alors les morphismes canoniques
A → e et B → e sont universellement dans W. En particulier, A et B sont W-asphériques.
Démonstration. Les assertions (a) et (b) résultent du lemme 2.1.57. On en déduit les assertions
(a′) et (b′) en vertu du théorème 3.2.11 (puisqu’une équivalence de catégories est un foncteur
fidèle) et du lemme 3.2.3 respectivement. L’assertion (c) résulte également du lemme 2.1.57.
180 CHAPITRE 3. LOCALISATEURS FONDAMENTAUX DE 2-CAT
Lemme 3.2.13. Soient A une petite 2-catégorie et u et v des 2-foncteurs stricts de source (A˜)
op
.
Alors, u = v si et seulement si u(ηA)
op
= v(ηA)
op.
Démonstration. L’égalité u(ηA)
op
= v(ηA)
op équivaut à uopηA = vopηA, donc à uop = vop, donc
à u = v.
Lemme 3.2.14. Pour toute petite 2-catégorie A, il existe un isomorphisme canonique (qui est
un 2-foncteur strict)
jA : (A˜)
op
→ (˜Aop)
tel que le diagramme
(A˜)
op jA // (˜Aop)
Aop
(ηA)
op
bb❊❊❊❊❊❊❊❊❊ η(Aop)
<<②②②②②②②②②
soit commutatif.
Démonstration. C’est immédiat.
Remarque 3.2.15. On en déduit l’égalité ǫ(Aop)jA = (ǫA)
op. En effet, on a les égalités
ǫ(Aop)jA(ηA)
op
= ǫ(Aop)η(Aop) = 1Aop
et
(ǫA)
op
(ηA)
op
= (ǫAηA)
op
= (1A)
op
= 1Aop
L’identité annoncée résulte donc du lemme 3.2.13.
Lemme 3.2.16. En conservant les notations du lemme 3.2.14, pour toute petite 2-catégorie A
et tout 2-foncteur lax u de source A,
(uop)jA = (u)
op
Démonstration. En vertu du lemme 3.2.13, cette égalité équivaut à (uop)jA(ηA)
op = (u)op(ηA)
op,
ce qui se récrit (uop)η(Aop) = (uηA)
op, soit (uop)η(Aop) = uop, ce qui est vrai par définition.
Proposition 3.2.17. Un 2-foncteur lax u est une équivalence faible si et seulement si uop en
est une.
Démonstration. Notons A la source de u. En conservant les notations employées ci-dessus, jA
est un isomorphisme, donc une équivalence faible et donc, en vertu de la saturation faible de W
et du lemme 3.2.16, (uop) est une équivalence faible si et seulement si (u)op en est une. Or, par
définition, (uop) est une équivalence faible si et seulement si uop en est une et, en vertu de la
proposition 3.1.14, (u)op est une équivalence faible si et seulement si u en est une, c’est-à-dire,
par définition, si et seulement si u en est une ; d’où le résultat annoncé.
Définition 3.2.18. On dira qu’un 2-foncteur colax u : A → B est une W-équivalence faible
colax , ou plus simplement une équivalence faible, si le 2-foncteur lax uco est une équivalence
faible lax.
Lemme 3.2.19. Un 2-foncteur strict u est une équivalence faible colax si et seulement s’il est
dans W.
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Démonstration. Par définition, u est une équivalence faible colax si et seulement si le 2-foncteur
strict uco est une équivalence faible lax, ce qui est le cas si et seulement si uco est dans W (voir
la remarque 3.2.5), ce qui est le cas si et seulement si u est dans W (en vertu de la proposition
3.1.19).
Lemme 3.2.20. La classe des équivalences faibles colax est faiblement saturée.
Démonstration. C’est immédiat en vertu de la définition 3.2.18, la classe des équivalences faibles
lax étant faiblement saturée (voir le lemme 3.2.8).
Proposition 3.2.21. Un 2-foncteur colax u est une équivalence faible si et seulement si uop en
est une.
Démonstration. Par définition, uop est une équivalence faible colax si et seulement si ucoop est
une équivalence faible lax, ce qui, en vertu de la proposition 3.2.17, est le cas si et seulement si
uco est une équivalence faible lax, ce qui est le cas, par définition, si et seulement si u est une
équivalence faible colax.
Lemme 3.2.22. Un 2-foncteur colax u est une équivalence faible si et seulement si uc est dans
W.
Démonstration. Par définition, u est une équivalence faible colax si et seulement si le 2-foncteur
lax uco est une équivalence faible lax, ce qui est le cas si et seulement si le 2-foncteur strict uco
est dans W , ce qui est le cas si et seulement si (uco)co est dans W (en vertu de la proposition
3.1.19), autrement dit si et seulement si uc est dans W .
Définition 3.2.23. Soient
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme de 2-foncteurs lax (resp. de 2-foncteurs lax, resp. de 2-foncteurs colax, resp. de
2-foncteurs colax), non nécessairement commutatif, ainsi qu’une optransformation (resp. une
transformation, resp. une transformation, resp. une optransformation) σ de vu vers w (resp. de
w vers vu, resp. de vu vers w, resp. de w vers vu). Nous utilisons les notations de la section
1.5. On dira que u est lax-asphérique au-dessus de C relativement à σ (resp. lax-opasphérique
au-dessus de C relativement à σ, resp. colax-asphérique au-dessus de C relativement à σ, resp.
colax-opasphérique au-dessus de C relativement à σ) si le 2-foncteur lax u//σl c : A//
w
l c → B//
v
l c
(resp. le 2-foncteur lax c\\σlu : c\\
w
lA → c\\
v
lB, resp. le 2-foncteur colax u//
σ
c c : A//
w
c c → B//
v
c c,
resp. le 2-foncteur colax c\\σcu : c\\
w
cA → c\\
v
cB) est une équivalence faible lax (resp. lax, resp. colax,
resp. colax). Conformément à la terminologie déjà introduite, si σ est une identité, on omettra
les termes « relativement à σ » dans les expressions ci-dessus. Si σ et v sont des identités, on
omettra les termes « au-dessus de C ».
Remarque 3.2.24. Un 2-foncteur lax (resp. 2-foncteur lax, resp. 2-foncteur colax, resp. 2-foncteur
colax) u : A → B est lax-asphérique (resp. lax-opasphérique, resp. colax-asphérique, resp. colax-
opasphérique) si et seulement si, pour tout objet b de B, la 2-catégorie A//ul b (resp. b\\
u
lA, resp.
A//uc b, resp. b\\
u
cA) est asphérique.
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Lemme 3.2.25. Soient
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
❴❴❴❴ +3
σ
un diagramme de 2-foncteurs lax commutatif à la transformation σ : w ⇒ vu près seulement
et c un objet de C. Alors, le 2-foncteur lax c\\σlu est une équivalence faible si et seulement si le
2-foncteur lax uop//σ
op
l c en est une.
Démonstration. Le morphisme c\\σlu n’est autre que ((u
op)//σ
op
l c)
op
. En vertu de la proposition
3.2.17, c’est une équivalence faible si et seulement si uop//σ
op
l c est une équivalence faible.
Proposition 3.2.26. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
❴❴❴❴ +3
σ
un diagramme de 2-foncteurs lax commutatif à la transformation σ : w ⇒ vu près seulement.
Alors, u est lax-opasphérique au-dessus de C relativement à σ si et seulement si uop est lax-
asphérique au-dessus de Cop relativement à σop.
Démonstration. C’est une conséquence immédiate du lemme 3.2.25.
Remarque 3.2.27. Le lemme 3.2.25 et la proposition 3.2.26 admettent bien entendu moult va-
riantes duales. Le lecteur pourra s’exercer à les expliciter.
Lemme 3.2.28. Soient j : A → B un isomorphisme de 2-catégories, u : B → C un 2-foncteur
lax ( resp. un 2-foncteur lax, resp. un 2-foncteur colax, resp. un 2-foncteur colax) et c un objet de
C. Alors j//lc : A//
uj
l c → B//
u
l c ( resp. c\\lj : c\\
uj
l A → c\\
u
lB, resp. j//cc : A//
uj
c c → B//
u
c c, resp.
c\\cj : c\\
uj
c A → c\\
u
cB) est un isomorphisme.
Démonstration. La vérification est laissée au lecteur.
Lemme 3.2.29. Soient j : A → B un isomorphisme de 2-catégories et u : B → C un 2-foncteur
lax ( resp. un 2-foncteur lax, resp. un 2-foncteur colax, resp. un 2-foncteur colax). Alors, u est
lax-asphérique ( resp. lax-opasphérique, resp. colax-asphérique, resp. colax-opasphérique) si et
seulement si uj l’est.
Démonstration. C’est une conséquence du lemme 3.2.28 et du fait qu’un isomorphisme est une
équivalence faible.
Proposition 3.2.30. Pour toute 2-catégorie A, le 2-foncteur strict ǫA : A˜ → A est colax-
opasphérique.
Démonstration. On sait déjà (voir la proposition 3.2.2) que ǫ(Aop) est colax-asphérique. En vertu
de l’égalité ǫ(Aop)jA = (ǫA)
op (voir la remarque 3.2.15) et du lemme 3.2.29, on en déduit que
(ǫA)
op est colax-asphérique, d’où la conclusion en vertu d’un énoncé dual de celui de la proposition
3.2.26.
Remarque 3.2.31. Plus précisément, pour tout objet a de A, la 2-catégorie a\\ǫAc A˜ op-admet un
objet admettant un objet final.
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Proposition 3.2.32. Pour toute 2-catégorie A, le 2-foncteur strict ǫcA : A˜
c → A est lax-
asphérique et lax-opasphérique.
Démonstration. Le 2-foncteur strict (ǫcA)
co n’est autre que ǫ(Aco), qui est colax-asphérique et
colax-opasphérique en vertu des propositions 3.2.2 et 3.2.30. La conclusion découle alors d’un
énoncé dual de celui de la proposition 3.2.26.
3.3 Un Théorème A
Proposition 3.3.1. Soient u : A → B un morphisme de 2-Cat lax, b un objet de B et ǫA//σl b :
A˜//ul b→ A//
u
l b le 2-foncteur strict induit par le diagramme
4
A˜
u

❃❃
❃❃
❃❃
❃❃
ǫA

⑦⑦{ σ
A u
// B .
Alors, pour tout objet (a, p : u(a)→ b) de A//ul b, la 2-catégorie
(A˜//ul b)//
ǫA//
σ
l b
c (a, p)
admet un objet admettant un objet final.
Démonstration. Le 2-foncteur strict ǫA//σl b est défini comme suit :
A˜//ul b→ A//
u
l b
(a, p) 7→ (a, p)
(([m], x, α) : (a, p)→ (a′, p′)) 7→ (xm,m−1 . . . x1,0, (p
′ ◦ ux)α)
(ϕ, (γ1, . . . , γn)) 7→ γn ◦ · · · ◦ γ1.
Explicitons partiellement la structure de la 2-catégorie (A˜//ul b)//
ǫA//
σ
l b
c (a, p).
– Les objets en sont les quadruplets (a′, p′, f, α), où a′ est un objet de A, p′ : u(a′)→ b une
1-cellule de B, f : a′ → a une 1-cellule de A et α : p′ ⇒ pu(f) une 2-cellule de B.
– Les 1-cellules de (a′, p′, f, α) vers (a′′, p′′, f ′, α′) sont données par les ([m], x, β, γ), avec
([m], x) une 1-cellule de a′ vers a′′ dans A˜, β : p′ ⇒ p′′u(xm,m−1) . . . u(x1,0) une 2-cellule
de B et γ : f ′xm,m−1 . . . x1,0 ⇒ f une 2-cellule dans A, quadruplets satisfaisant l’égalité
(p ◦ (u(γ)uf ′,x))(α
′ ◦ u(xm,m−1 . . . x1,0))(p
′′ ◦ ux)β = α.
(On a noté uf ′,x la 2-cellule structurale de composition uf ′,xm,m−1...x1,0 de u, de source
u(f ′)u(xm,m−1 . . . x1,0) et de but u(f ′xm,m−1 . . . x1,0).)
– Si ([m], x, β, γ) et ([n], y, σ, τ) sont deux 1-cellules de (a′, p′, f, α) vers (a′′, p′′, f ′, α′), les
2-cellules de ([m], x, β, γ) vers ([n], y, σ, τ) sont données par les 2-cellules (ϕ, ρ) de ([m], x)
vers ([n], y) dans A˜ satisfaisant
(p′′ ◦ ((u(ρn,n−1) ◦ · · · ◦ u(ρ1,0))(uxϕ(n−1)→···→xm ◦ · · · ◦ ux0→···→xϕ(1))))β = σ
et
τ(f ′ ◦ ρn ◦ · · · ◦ ρ1) = γ.
4. Voir le lemme 1.12.30 pour la définition de σ.
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Dans cette 2-catégorie (A˜//ul b)//
ǫA//
σ
l b
c (a, p) se distingue l’objet (a, p, 1a, p ◦ ua).
Soit (a′′, p′′ : u(a′′) → b, f ′ : a′′ → a, α : p′′ ⇒ pu(f ′)) un objet quelconque de la 2-catégorie
(A˜//ul b)//
ǫA//
σ
l b
c (a, p). Le quadruplet ([1], f ′, α, 1f ′) définit alors une 1-cellule de (a′′, p′′, f ′, α) vers
(a, p, 1a, p ◦ ua). En effet, la condition de commutativité à vérifier se simplifie ici en l’égalité
(p ◦ (u1a,f ′(ua ◦ u(f
′))))α = α,
qui est vérifiée en vertu de l’égalité
u1a,f ′(ua ◦ u(f
′)) = 1u(f ′).
Supposons donné une 1-cellule
([m], x, α′ : p′′ ⇒ pu(xm,m−1) . . . u(x1,0), γ : xm,m−1 . . . x1,0 ⇒ f
′)
de (a′′, p′′, f ′, α) vers (a, p, 1a, p ◦ ua) dans (A˜//ul b)//
ǫA//
σ
l b
c (a, p). La définition des 1-cellules de
cette catégorie assure l’égalité
(p ◦ u(γ))(p ◦ u1a,x)(p ◦ ua ◦ u(xm,m−1 . . . x1,0))(p ◦ ux)α
′ = α,
qui se récrit
(p ◦ (u(γ)u1a,x(ua ◦ u(xm,m−1 . . . x1,0))ux))α
′ = α.
La composée
u1a,x(ua ◦ u(xm,m−1 . . . x1,0))
est une identité. Ainsi, l’égalité
(p ◦ (u(γ)ux))α
′ = α
fait partie des hypothèses.
Une 2-cellule de ([m], x, α′, γ) vers ([1], f ′, α, 1f ′) dans (A˜//ul b)//
ǫA//
σ
l b
c (a, p) correspond à un
couple (ϕ, ρ), où ϕ : [1]→ [m] est un morphisme d’intervalles et ρ une 2-cellule de xm,m−1 . . . x1,0
vers f ′ dans A, telles que
(p ◦ (u(ρ)ux))α
′ = α
et
1f ′(1a ◦ ρ) = γ.
La seconde égalité force ρ = γ et, par hypothèse, la première égalité est vérifiée si l’on fait ρ = γ.
Cela termine la démonstration.
Proposition 3.3.2. Soient u : A → B un 2-foncteur lax et b un objet de B. Alors, le 2-foncteur
strict ǫA//σl b : A˜//
u
l b → A//
u
l b (voir l’énoncé de la proposition 3.3.1) est colax-asphérique (donc
en particulier une équivalence faible).
Démonstration. C’est une conséquence immédiate de la proposition 3.3.1.
Proposition 3.3.3. Soient u : A → B un 2-foncteur lax et b un objet de B. Alors, le 2-foncteur
lax ηA//lb : A//ul b→ A˜//
u
l b induit par le diagramme commutatif
A˜
u

❃❃
❃❃
❃❃
❃❃
A
ηA
OO
u
// B
est une équivalence faible.
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Démonstration. On remarque que le 2-foncteur strict ǫA//σl b (explicité par exemple au cours de
l’énoncé et de la démonstration de la proposition 3.3.1) est une rétraction de ηA//lb. En vertu de
la proposition 3.3.2, de la remarque 3.2.5 et du lemme 3.2.8, on en déduit le résultat.
Remarque 3.3.4. Les propositions 3.3.1 et 3.3.3 généralisent les propositions 3.2.2 et 3.2.9 sans
que leur démonstration en dépende. On aurait donc pu s’abstenir d’énoncer les cas particuliers.
Les calculs s’avérant toutefois sensiblement plus pénibles dans le cas général, on a privilégié la
solution consistant à détailler les deux démonstrations.
Remarque 3.3.5. Soit u : A → B un 2-foncteur lax. En conservant des notations analogues à
celles des propositions 3.3.1 et 3.3.3, on peut considérer le diagramme d’équivalences faibles
A˜//ul b
ǫA//u
l
b
55
A//ul b
ηA//u
l
b
uu
ηA//lb
))
A˜//ul b
ǫA//
σ
l b
ii
.
Cela fournit un couple (ηA//lb ǫA//ul b, ηA//ul b ǫA//
σ
l b) d’équivalences faibles entre les 2-catégories
A˜//ul b et A˜//
u
l b.
Lemme 3.3.6. Soient u et v deux 2-foncteurs lax tels que la composée vu fasse sens. Alors,
vu˜ = vu.
Démonstration. Comme vu˜ est un 2-foncteur strict, cela résulte de la suite d’égalités vu˜ηA =
vηBu = vu.
Ainsi, à tout diagramme commutatif de 2-foncteurs lax
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
est associé un diagramme commutatif de 2-foncteurs stricts
A˜
u˜ //
w

❃❃
❃❃
❃❃
❃❃
B˜
v
  ✁✁
✁✁
✁✁
✁✁
C
et donc, pour tout objet c de C, un 2-foncteur strict
u˜//lc : A˜//
w
l c→ B˜//
v
l c.
Lemme 3.3.7. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
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un diagramme commutatif de 2-foncteurs lax. Alors, pour tout objet c de C, le diagramme
A˜//wl c
u˜//lc
// B˜//vl c
A//wl c
ηA//lc
OO
u//lc
// B//vl c
ηB//lc
OO
est commutatif.
Démonstration. Cela résulte de calculs ne posant aucune difficulté. On détaillera la démonstra-
tion d’un cas plus général de ce résultat — et indépendant de la démonstration de celui-ci —
plus loin (voir le lemme 3.7.4).
Théorème 3.3.8. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme commutatif de 2-foncteurs lax. Supposons que, pour tout objet c de C, le 2-foncteur
lax u//lc : A//wl c→ B//
v
l c soit une équivalence faible. Alors, u est une équivalence faible.
Démonstration. Supposant donné un diagramme commutatif de 2-foncteurs lax tel que celui
de l’énoncé, on a vu qu’on pouvait lui associer, pour tout objet c de C, un 2-foncteur strict
u˜//lc : A˜//
w
l c→ B˜//
v
l c induit par le diagramme commutatif de 2-foncteurs stricts
A˜
u˜ //
w

❃❃
❃❃
❃❃
❃❃
B˜
v
  ✁✁
✁✁
✁✁
✁✁
C .
Vérifions que u//lc est une équivalence faible si et seulement si u˜//lc en est une. Pour cela, on
considère le diagramme commutatif
A˜//wl c
u˜//lc
// B˜//vl c
A//wl c
ηA//lc
OO
u//lc
// B//vl c
ηB//lc
OO
de l’énoncé du lemme 3.3.7. En vertu de la proposition 3.3.3, ηA//lc et ηB//lc sont des équivalences
faibles. On conclut en invoquant la remarque 3.2.5 et le lemme 3.2.8.
Remarque 3.3.9. Dans ses notes [22], qu’il nous avait communiquées lorsque nous cherchions à
dégager un analogue du Théorème A de Quillen pour les 2-foncteurs lax, del Hoyo invoque le fait
qu’une équivalence de Dwyer-Kan 5 bijective sur les objets est une équivalence faible pour établir
5. Les équivalences de Dwyer-Kan sont définies de façon standard pour ce que l’on appelle maintenant généra-
lement les « catégories simpliciales », c’est-à-dire les catégories enrichies en ensembles simpliciaux. La définition
fait sens dans le cas des 2-catégories que l’on considère comme des « catégories simpliciales » en remplaçant les
catégories de morphismes par leur nerf.
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une version absolue du Théorème A de Quillen pour les 2-foncteurs lax dans le cas du localisateur
fondamental de 2-Cat formé des équivalences de Thomason « classiques » (morphismes dont le nerf
est une équivalence faible simpliciale). Nous utilisons pour notre part un critère d’asphéricité et
donnons le cas relatif. Nous généralisons plus loin ce résultat au cas d’un diagramme commutatif
à 2-cellule près seulement.
Théorème 3.3.10. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme commutatif de 2-foncteurs lax. Supposons que, pour tout objet c de C, le 2-foncteur
lax c\\lu : c\\
w
lA → c\\
v
lB soit une équivalence faible. Alors, u est une équivalence faible.
Démonstration. Par hypothèse, le 2-foncteur lax (uop//lc)
op est une équivalence faible pour tout
objet c de C. En vertu de la proposition 3.2.17, uop//lc est une équivalence faible pour tout objet
c de C. En vertu du théorème 3.3.8, uop est une équivalence faible. Une nouvelle invocation de
la proposition 3.2.17 permet de conclure.
3.4 Ho(Cat) ≃ Ho(2-Cat)
3.4.1. L’objet de cette section est d’établir l’équivalence des catégories homotopiques de Cat
et 2-Cat relativement aux équivalences faibles que nous considérons. Une approche naïve de la
question, motivée par la considération des phénomènes connus en dimension 1, consisterait à
tenter de vérifier que, pour toute petite 2-catégorie A, il existe une équivalence faible, pour un
certain foncteur nerf N , donnée par un foncteur du type∫ op
∆
NA → A,
qui jouerait un rôle analogue à celui du foncteur
supA :
∫ op
∆
NA→ A
défini pour toute petite catégorie A (voir le paragraphe 2.1.30 et la proposition 2.1.31). On a vu
dans la section 2.3 qu’il était possible de définir fonctoriellement de tels morphismes, mais il s’agit
de 2-foncteurs lax, ce qui nous fait sortir de la catégorie 2-Cat. On pourrait être tenté d’appliquer
la variante du Théorème A établie pour les morphismes lax (théorème 3.3.8) afin de montrer
que ces 2-foncteurs lax sont des équivalences faibles, puis utiliser l’équivalence déjà démontrée
entre les catégories homotopiques de 2-Cat et 2-Cat lax (voir le théorème 3.2.11). Bien que cela
ne soit pas la façon dont nous procéderons dans cette section, nous verrons plus loin qu’il est
bien possible de parvenir à démontrer très simplement le résultat souhaité par un raisonnement
de ce genre. La démonstration que nous présentons dans cette section utilise l’existence d’un
remplacement fonctoriel de toute petite 2-catégorie par une petite catégorie qui lui est reliée par
un zigzag de longueur 2 d’équivalences faibles de 2-Cat. La proposition 3.4.3 montre qu’il serait
illusoire d’espérer mieux.
3.4.2. On notera W22 la classe des morphismes de 2-Cat dont la réalisation topologique du nerf
induit une bijection entre les π0 et des isomorphismes entre les π1 et π2 respectifs pour tout choix
de point base.
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Proposition 3.4.3. Soient G un groupe abélien et G la 2-catégorie ayant un seul objet, une
seule 1-cellule et dont le monoïde des 2-cellules est donné par le monoïde sous-jacent au groupe
G. Supposons qu’au moins une des deux propriétés suivantes soit vérifiée.
(i) Il existe un élément de W22 de source une catégorie et de but G.
(ii) Il existe un élément de W22 de source G et de but une catégorie.
Alors G est le groupe trivial.
Démonstration. Supposons qu’il existe une petite catégorie A et un morphisme s : A → G qui
soit dansW22 . Le morphisme s se factorise alors par τβG = e (voir la section 1.3) et il existe ainsi
un diagramme commutatif
A //
s

❄❄
❄❄
❄❄
❄❄
e
    
  
  
  
G .
En vertu du lemme 2.1.17, le morphisme e → G est dans W22 . En particulier, il induit un
isomorphisme entre π2(e) = {∗} et π2(G) = G (on ne note pas le point base puisqu’il est unique),
d’où le résultat.
Supposons, de façon analogue, qu’il existe une petite catégorie A et un morphisme s : G → A
qui soit dans W22 . Le morphisme s se factorise alors par τιG = e (voir la section 1.3) et il existe
ainsi un diagramme commutatif
G //
s

❄❄
❄❄
❄❄
❄ e
  
  
  
  
A .
En vertu du lemme 2.1.17, le morphisme G → e est dans W22 . En particulier, il induit un
isomorphisme entre π2(G) = G et π2(e) = {∗} (on ne note pas le point base puisqu’il est unique),
d’où le résultat.
La proposition 3.4.4 provient de [20] (résultat repris dans [21]), aux contextes et notations
près. On comparera avec la proposition 2.1.31. On suppose toujours fixé un localisateur fonda-
mental W de 2-Cat .
Proposition 3.4.4 (Del Hoyo). Pour toute 2-catégorie A, le 2-foncteur lax normalisé
sup
A
:
∫ op
∆
N2A → A
est lax-asphérique (donc en particulier une équivalence faible).
Démonstration. Soit a un objet quelconque deA. La catégorie (
∫ op
∆ N2A)//
sup
A
l a se décrit comme
suit. Ses objets sont donnés par les ([m], x, p : xm → a), en conservant des notations déjà utilisées.
Les morphismes de ([m], x, p) vers ([n], y, q) sont donnés par les
(ϕ : [m]→ [n], α, γ : p⇒ qyn,n−1 . . . yϕ(m)+1,ϕ(m)),
dans lesquels ϕ est un morphisme de ∆, α une transformation relative aux objets de x vers yϕ
et γ une 2-cellule de A. Cette catégorie admet un endofoncteur constant
Ca :
(∫ op
∆
N2A
)
//
sup
A
l a→
(∫ op
∆
N2A
)
//
sup
A
l a
([m], x, p) 7→ ([0], a, 1a)
(ϕ, α, γ) 7→ (1[0], 1a, 11a)
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(on a noté 1a l’unique transformation relative aux objets de a vers a, c’est-à-dire du 2-foncteur
strict [0]→ A de valeur a vers lui-même) ainsi qu’un endofoncteur
D :
(∫ op
∆
N2A
)
//
sup
A
l a→
(∫ op
∆
N2A
)
//
sup
A
l a
([m], x, p) 7→ ([m+ 1], Dp(x), 1a)
(ϕ, α, γ) 7→ (D(ϕ), α, γ, 11a).
Dans cette expression,Dp(x) désigne le 2-foncteur strict de [m+1] versA défini par (Dp(x))i,i−1 =
xi,i−1 si 1 ≤ i ≤ m et (Dp(x))m+1,m = p et D(ϕ) : [m+1]→ [n+1] est défini par D(ϕ)(i) = ϕ(i)
si 0 ≤ i ≤ m et D(ϕ)(m+ 1) = n+ 1. De plus, on a noté « α, γ » la transformation relative aux
objets correspondant à α « suivie de » γ.
Vérifions la fonctorialité de D. Pour tout objet ([m], x, p) de la catégorie
(∫ op
∆ N2A
)
//
sup
A
l a,
D(1([m],x,p)) = D(1[m], 1x, 1p)
= (1[m+1], 1Dp(x), 11a)
et
1D([m],x,p) = 1([m+1],Dp(x),1a)
= (1[m+1], 1Dp(x), 11a),
donc D(1([m],x,p)) = 1D([m],x,p). Soient maintenant (ϕ, α, γ) : ([m], x, p)→ ([n], y, q) et (ψ, β, δ) :
([n], y, q)→ ([r], z, s) deux morphismes composables de
(∫ op
∆
N2A
)
//
sup
A
l a. Notons αi′,i la « com-
posante de α en le morphisme i → i′ » pour 0 ≤ i ≤ i′ ≤ m ; c’est une 2-cellule de xi′,i vers
yϕ(i′),ϕ(i) dans A. De façon analogue, on notera βj′,j la composante de β en le morphisme j → j′
pour 0 ≤ j ≤ j′ ≤ n. Rappelons qu’en vertu des axiomes des transformations (qui se simpli-
fient dans le cas, qui nous occupe ici, de transformations relatives aux objets entre morphismes
stricts), les composantes α1,0, . . ., αm,m−1 (resp. β1,0, . . ., βn,n−1) déterminent entièrement α
(resp. β). Pour 0 ≤ i ≤ m− 1, posons
ρi+1,i = (βϕ(i),ϕ(i−1)+1)αi
si ϕ(i− 1) ≤ ϕ(i)− 1 et
ρi+1,i = αi
si ϕ(i − 1) = ϕ(i). Cela définit une transformation relative aux objets de x vers zψϕ. On pose
également
τ = βn,ϕ(m)+1
si ϕ(m) ≤ n− 1 et
τ = 11yn
si ϕ(m) = n. Alors,
(ψ, β, δ)(ϕ, α, γ) = (ψϕ, ρ, (δ ◦ τ)γ).
Par conséquent,
D((ψ, β, δ)(ϕ, α, γ)) = (D(ψϕ), ρ, (δ ◦ τ)γ, 11a).
D’autre part,
D(ψ, β, δ)D(ϕ, α, γ) = (D(ψ), β, δ, 11a)(D(ϕ), α, γ, 11a)
= (D(ψϕ), ρ, (δ ◦ τ)γ, 11a),
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la seconde égalité se déduisant de la formule générale ci-dessus de la composition des morphismes
dans
(∫ op
∆ N2A
)
//
sup
A
l a. Cela conclut les vérifications des propriétés de fonctorialité de D.
Les inclusions
[m]→ [m+ 1]
i 7→ i
et
[0]→ [m+ 1]
0 7→ m+ 1
permettent alors de définir des transformations naturelles σ : 1
(
∫
op
∆
N2A)//
sup
A
l a
⇒ D et µ : Ca ⇒ D
respectivement. Vérifions-le.
Pour tout objet ([m], x, p) de
(∫ op
∆ N2A
)
//
sup
A
l a, on définit
σ([m],x,p) : ([m], x, p)→ ([m+ 1], Dp(x), 1a)
par
σ([m],x,p) = ([m]→ [m+ 1], i 7→ i, 1x, 1p).
Soit (ϕ, α, γ) : ([m], x, p)→ ([n], y, q) un morphisme de (
∫ op
∆
N2A)//
sup
A
l a. Il s’agit de vérifier la
commutativité du diagramme
([m], x, p)
σ([m],x,p)
//
(ϕ,α,γ)

([m+ 1], Dp(x), 1a)
(D(ϕ),α,γ,11a)

([n], y, q) σ([n],y,q)
// ([n+ 1], Dq(y), 1a) .
Pour calculer les composées, on peut se référer aux formules générales ci-dessus. Elles permettent
d’écrire :
(D(ϕ), α, γ, 11a)σ([m],x,p) = (D(ϕ), α, γ, 11a)([m]→ [m+ 1], i 7→ i, 1x, 1p)
= ([m]→ [n+ 1], i 7→ ϕ(i), α, γ)
et
σ([n],y,q)(ϕ, α, γ) = ([n]→ [n+ 1], j 7→ j, 1y, 1q)(ϕ, α, γ)
= ([m]→ [n+ 1], i 7→ ϕ(i), α, γ).
Cela démontre la commutativité du diagramme ci-dessus, donc la naturalité de σ.
Pour tout objet ([m], x, p) de
(∫ op
∆ N2A
)
//
sup
A
l a, on définit
µ([m],x,p) : ([0], a, 1a)→ ([m+ 1], Dp(x), 1a)
par
µ([m],x,p) = ([0]→ [m+ 1], 0 7→ m+ 1, 1a, 11a).
Soit (ϕ, α, γ) : ([m], x, p)→ ([n], y, q) un morphisme de (
∫ op
∆ N2A)//
sup
A
l a. Il s’agit de vérifier la
commutativité du diagramme
([0], a, 1a)
µ([m],x,p)
//
(1[0],1a,11a )

([m+ 1], Dp(x), 1a)
(D(ϕ),α,γ,11a)

([0], a, 1a) µ([n],y,q)
// ([n+ 1], Dq(y), 1a) .
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Or,
(D(ϕ), α, γ, 11a)µ([m],x,p) = (D(ϕ), α, γ, 11a)([0]→ [m+ 1], 0 7→ m+ 1, 1a, 11a)
= ([0]→ [n+ 1], 0 7→ n+ 1, 1a, 11a)
et
µ([n],y,q)(1[0], 1a, 11a) = ([0]→ [n+ 1], 0 7→ n+ 1, 1a, 11a)(1[0], 1a, 11a)
= ([0]→ [n+ 1], 0 7→ n+ 1, 1a, 11a).
Cela démontre la commutativité du diagramme ci-dessus, donc la naturalité de µ.
Il existe donc un diagramme
1
(
∫ op
∆
N2A)//
sup
A
l a
σ +3 D Ca
µks
de morphismes d’endofoncteurs de (
∫ op
∆ N2A)//
sup
A
l a.
L’endofoncteur constant Ca de
(∫ op
∆
N2A
)
//
sup
A
l a est donc une équivalence faible. La catégo-
rie
(∫ op
∆
N2A
)
//
sup
A
l a est donc asphérique, en vertu du lemme 2.1.17.
Théorème 3.4.5. L’inclusion Cat →֒ 2-Cat et le foncteur
∫ op
∆ N2 : 2-Cat → Cat induisent des
équivalences de catégories
(W ∩ Fl1(Cat))
−1
Cat →W−12-Cat
et
W−12-Cat → (W ∩ Fl1(Cat))
−1
Cat
quasi-inverses l’une de l’autre.
Démonstration. L’inclusion Cat →֒ 2-Cat envoyant tautologiquement les éléments deW∩Fl1(Cat)
sur des éléments deW , elle induit un foncteur entre les catégories localisées de l’énoncé. De plus,
pour tout morphisme u : A → B de Cat , le foncteur
∫ op
∆ N2(u) n’est autre que ∆/N(u), et l’on
sait déjà, en vertu de la proposition 2.1.31, que les flèches horizontales du diagramme commutatif
∆/NA
∆/N(u)

supA // A
u

∆/NB supB
// B
sont dansW∩Fl1(Cat) puisque la classeW∩Fl1(Cat) forme un localisateur fondamental de Cat .
Pour établir le résultat, il suffit donc de montrer que le foncteur
∫ op
∆ N2 envoie les éléments
de W sur des éléments de W ∩ Fl1(Cat) et qu’il existe un isomorphisme de foncteurs entre
l’identité de W−12-Cat et l’endofoncteur de cette catégorie induit par la composée du foncteur∫ op
∆ N2 : 2-Cat → Cat et de l’inclusion Cat →֒ 2-Cat.
Il suffit donc de montrer que, pour tout morphisme u : A → B de 2-Cat, le diagramme
∫ op
∆
N2A
∫
op
∆
N2(u)

˜∫ op
∆
N2A
ǫ∫ op
∆
N2A
oo
sup
A //
˜
∫
op
∆
N2(u)

A
u
∫ op
∆ N2B
˜∫ op
∆ N2Bǫ∫op
∆
N2B
oo
sup
B
// B
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est commutatif et que les flèches horizontales y figurant sont dans W . Cette seconde assertion
résulte directement de la proposition 3.2.2 et de la proposition 3.4.4. Pour vérifier la première,
on remarque d’abord que le rectangle de gauche est commutatif par naturalité de ǫ. Pour établir
la commutativité du rectangle de droite, il suffit de vérifier l’égalité
u sup
A
η∫ op
∆
N2A = supB
˜∫ op
∆
N2(u) η∫ op
∆
N2A
ce qui se récrit
u sup
A
= sup
B
∫ op
∆
N2(u).
Cette dernière égalité se vérifie directement.
3.5 Localisateurs fondamentaux de 2-Cat lax
On ne suppose plus fixé de localisateur fondamental de 2-Cat.
Définition 3.5.1. On dira qu’une classe W de morphismes de 2-Cat lax est un localisateur fon-
damental de 2-Cat lax si les conditions suivantes sont vérifiées.
LF1lax La classe W est faiblement saturée.
LF2lax Si une petite 2-catégorie A admet un objet admettant un objet initial, alors le mor-
phisme canonique A → e est dans W .
LF3lax Si
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
désigne un triangle commutatif dans 2-Cat lax et si, pour tout objet c de C, le 2-foncteur
lax u//lc : A//wl c→ B//
v
l c est dans W , alors u est dans W .
Remarque 3.5.2. Pour tout localisateur fondamental W de 2-Cat lax, W ∩ Fl1(2-Cat) est un
localisateur fondamental de 2-Cat, en vertu de l’implication (ii) ⇒ (i) du théorème 3.1.34, et
W ∩ Fl1(Cat) est un localisateur fondamental de Cat .
Proposition 3.5.3. SiW est un localisateur fondamental de 2-Cat, alorsWlax est un localisateur
fondamental de 2-Cat lax.
Démonstration. En vertu du lemme 3.2.8, la classe Wlax vérifie la condition LF1lax.
Montrons queWlax vérifie LF2lax. SoitA une petite 2-catégorie admettant un objet admettant
un objet initial. Il s’agit de montrer que le morphisme canonique A → e est dans Wlax. Comme
c’est un 2-foncteur strict, il est dans W si et seulement s’il est dans Wlax en vertu du lemme
3.2.3. Comme il est dans W en vertu du corollaire 3.1.16, il est dans Wlax.
La propriété LF3lax résulte du théorème 3.3.8.
Lemme 3.5.4. Pour tout localisateur fondamental W de 2-Cat lax, pour toute petite 2-catégorie
A, le 2-foncteur strict ǫA : A˜ → A et le 2-foncteur lax ηA : A → A˜ sont dans W.
Démonstration. Comme W ∩ Fl1(2-Cat) est un localisateur fondamental de 2-Cat, ǫA est dans
W ∩ Fl1(2-Cat) en vertu de la proposition 3.2.2. En particulier, ǫA est dans W . On en déduit
que sa section ηA est dans W en vertu de la saturation faible de W .
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Lemme 3.5.5. Soit W un localisateur fondamental de 2-Cat lax. Un 2-foncteur lax u : A → B
est dans W si et seulement si u l’est et si et seulement si u˜ l’est.
Démonstration. Cela résulte des égalités uηA = u et ηBu = u˜ηA, du lemme 3.5.4 et de la
saturation faible de W .
Définition 3.5.6. Pour toute classe S de 2-foncteurs stricts, on notera Slax la classe des
2-foncteurs lax dont l’image par le foncteur de strictification de Bénabou est dans S. En for-
mule :
Slax = B
−1(S).
Théorème 3.5.7. Les applications
P(Fl1(2-Cat))→ P(Fl1(2-Cat lax))
W 7→ Wlax
et
P(Fl1(2-Cat lax))→ P(Fl1(2-Cat))
W 7→ W ∩ Fl1(2-Cat)
induisent des isomorphismes inverses l’un de l’autre entre la classe des localisateurs fondamen-
taux de 2-Cat ordonnée par l’inclusion et la classe des localisateurs fondamentaux de 2-Cat lax
ordonnée par l’inclusion.
Démonstration. Ces applications respectent manifestement la relation d’inclusion. Il s’agit de
vérifier que, pour tout localisateur fondamentalW de 2-Cat, on a l’égalitéWlax∩Fl1(2-Cat) =W
et que, pour tout localisateur fondamentalW de 2-Cat lax, on a l’égalitéW = (W∩Fl1(2-Cat))lax.
Soit donc W un localisateur fondamental de 2-Cat . L’égalité Wlax ∩ Fl1(2-Cat) = W résulte
directement de la remarque 3.2.5.
Soit maintenant W un localisateur fondamental de 2-Cat lax. Un 2-foncteur lax u est dans
(W ∩ Fl1(2-Cat))lax si et seulement si u˜ est dans W ∩ Fl1(2-Cat), donc si et seulement si u˜
est dans W , donc si et seulement si u est dans W (lemme 3.5.5). Cela montre l’égalité W =
(W ∩ Fl1(2-Cat))lax.
Lemme 3.5.8. Soit W un localisateur fondamental de 2-Cat lax. Un 2-foncteur lax u est dans
W si et seulement si le 2-foncteur lax uop l’est.
Démonstration. Cela résulte du fait que W ∩ Fl1(2-Cat) est un localisateur fondamental de
2-Cat . Plus précisément, u est dans W si et seulement s’il est dans (W ∩ Fl1(2-Cat))lax, donc si
et seulement si uop est dans (W∩Fl1(2-Cat))lax (proposition 3.2.17), donc si et seulement si uop
est dans W .
Théorème 3.5.9. Pour toute partie W de Fl1(2-Cat lax), les propriétés suivantes sont équiva-
lentes.
(i) La classe W est un localisateur fondamental de 2-Cat lax.
(ii) Les propriétés suivantes sont vérifiées.
LF1′lax La classe W est faiblement saturée.
LF2′lax Si une petite 2-catégorie A op-admet un objet admettant un objet initial, alors le
morphisme canonique A → e est dans W.
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LF3′lax Si
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
désigne un triangle commutatif dans 2-Cat lax et si, pour tout objet c de C, le 2-foncteur
lax c\\lu : c\\
w
lA → c\\
v
lB est dans W, alors u est dans W.
Démonstration. Montrons l’implication (i) ⇒ (ii). La condition LF1′lax est vérifiée par hypo-
thèse, puisque ce n’est autre que la condition LF1lax. Pour vérifier la condition LF2′lax, considé-
rons une petite 2-catégorie A op-admettant un objet admettant un objet initial. La 2-catégorie
Aop admettant un objet admettant un objet initial, le morphisme canonique Aop → e est dans
W . En vertu du lemme 3.5.8, le morphisme A → e est donc dans W . Plaçons-nous sous les
hypothèses de la condition LF3′lax. Pour tout objet c de C, le 2-foncteur lax (uop//lc)
op est dans
W . En vertu du lemme 3.5.8, le 2-foncteur lax uop//lc est donc dans W pour tout objet c de C.
La condition LF3 étant vérifiée, uop est dansW . Une nouvelle invocation du lemme 3.5.8 permet
de conclure.
Pour montrer l’implication (ii)⇒ (i), on commence par remarquer que la classe
Wop = {u ∈ Fl1(2-Cat lax)|uop ∈ W}
est un localisateur fondamental de 2-Cat lax. La conclusion est analogue à celle de l’implication
(iii)⇒ (i) du théorème 3.1.34 en utilisant le lemme 3.5.8.
3.6 Correspondances
Lemme 3.6.1. Pour tout 2-foncteur lax u : A → B, le diagramme
∆/NlA
suplA //
∆/Nl(u)

A
u

∆/NlB
suplB
// B
est commutatif.
Démonstration. Pour tout objet ([m], x : [m]→ A) de ∆/NlA (x est donc un 2-foncteur lax),
u(suplA([m], x)) = u(xm)
et
suplB(∆/Nl(u)([m], x)) = sup
l
B([m], ux)
= u(xm).
Pour tout morphisme ϕ : [m]→ [n] de ([m], x) vers ([n], y) dans ∆/NlA,
u(suplA(ϕ)) = u(yn,ϕ(m))
et
suplB(∆/Nl(u)(ϕ)) = (uy)n,ϕ(m)
= u(yn,ϕ(m)).
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Pour tout objet ([m], x : [m]→ A) de ∆/NlA,
(u suplA)([m],x) = u((sup
l
A)([m],x))usupl
A
([m],x)
= u((x)m)uxm
et
(suplB ∆/Nl(u)([m],x) = sup
l
B(∆/Nl(u))([m],x))(sup
l
B)∆/Nl(u)([m],x)
= (suplB)([m],ux)
= (ux)m
= u((x)m)uxm .
Soient
([m], x)
ϕ
// ([n], y)
ψ
// ([p], z)
deux 1-cellules composables dans ∆/NlA. Alors,
(u suplA)ψ,ϕ = u(sup
l
Aψ,ϕ)usuplA(ψ),suplA(ϕ)
= u(zp,ψ(n),ψϕ(m))uzp,ψ(n),yn,ϕ(m)
= u(zp,ψ(n),ψϕ(m))uzp,ψ(n),zψ(n),ψϕ(m)
et
(suplB ∆/Nl(u))ψ,ϕ = sup
l
B(∆/Nl(u)ψ,ϕ)(sup
l
B)∆/Nl(u)(ψ),∆/Nl(u)(ϕ)
= (suplB)∆/Nl(u)(ψ),∆/Nl(u)(ϕ)
= (uz)p,ψ(n),ψϕ(m)
= u(zp,ψ(n),ψϕ(m))uzp,ψ(n),zψ(n),ψϕ(m) .
Cela termine les vérifications de la commutativité du diagramme de l’énoncé.
Proposition 3.6.2. Pour tout localisateur fondamental W de 2-Cat lax, pour toute petite 2-ca-
tégorie A, le 2-foncteur lax suplA : ∆/NlA → A est une équivalence faible.
Démonstration. En vertu des propositions 2.2.6, 2.2.11 et 2.2.14, les flèches horizontales du dia-
gramme commutatif figurant dans l’énoncé du lemme 2.3.5 sont des équivalences faibles. En
vertu de la proposition 3.4.4, sup
A
est une équivalence faible. Il en résulte, par des invocations
successives de « 2 sur 3 », que toutes les flèches du diagramme commutatif figurant dans l’énoncé
du lemme 2.3.5 sont des équivalences faibles. C’est donc en particulier le cas de suplA.
Lemme 3.6.3. Pour tout localisateur fondamental W de 2-Cat lax, un 2-foncteur lax u est une
équivalence faible si et seulement si ∆/Nl(u) en est une.
Démonstration. C’est une conséquence immédiate du lemme 3.6.1 et de la proposition 3.6.2.
Lemme 3.6.4. Pour tout localisateur fondamental W de 2-Cat lax,
W = Nl
−1(i−1∆ (W ∩ Fl1(Cat))).
Démonstration. Un 2-foncteur lax u est dans W si et seulement si le foncteur ∆/Nl(u) l’est
(lemme 3.6.3), donc si et seulement si ∆/Nl(u) est dans W ∩ Fl1(Cat), donc si et seulement si u
est dans Nl
−1i−1∆ (W ∩ Fl1(Cat)).
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Lemme 3.6.5. Pour tout localisateur fondamental W de Cat ,
Nl
−1(i−1∆ (W )) = (Nl,n
−1(i−1∆ (W )))lax.
Démonstration. Cela résulte de la suite d’équivalences suivante, pour tout morphisme u de
2-Cat lax.
u ∈ Nl
−1(i−1∆ (W ))⇐⇒ ∆/Nl(u) ∈W
⇐⇒ ∆/Nl(u˜) ∈W (proposition 3.2.7)
⇐⇒ ∆/Nl,n(u˜) ∈ W (lemme 2.4.1)
⇐⇒ u˜ ∈ Nl,n
−1(i−1∆ (W ))
⇐⇒ u ∈ (Nl,n
−1(i−1∆ (W )))lax.
Lemme 3.6.6. Pour tout localisateur fondamental W de Cat, la classe Nl
−1(i−1∆ (W )) est un
localisateur fondamental de 2-Cat lax.
Démonstration. Cela résulte du lemme 3.6.5, de la remarque 3.1.2 et de la proposition 3.5.3.
Lemme 3.6.7. Pour tout localisateur fondamental W de Cat ,
Nl
−1(i−1∆ (W )) ∩ Fl1(Cat) =W.
Démonstration. C’est une conséquence immédiate de la proposition 2.1.32 et du fait que la
restriction du nerf lax Nl à Cat coïncide avec le nerf N . En formule :
Nl
−1(i−1∆ (W )) ∩ Fl1(Cat) = N
−1(i−1∆ (W )) ∩ Fl1(Cat) = W ∩ Fl1(Cat) = W.
Théorème 3.6.8. Les applications
P(Fl1(Cat))→ P(Fl1(2-Cat lax))
W 7→ Nl
−1(i−1∆ (W ))
et
P(Fl1(2-Cat lax))→ P(Fl1(Cat))
W 7→ W ∩ Fl1(Cat)
induisent des isomorphismes inverses l’un de l’autre entre la classe ordonnée par inclusion des
localisateurs fondamentaux de Cat et la classe ordonnée par inclusion des localisateurs fondamen-
taux de 2-Cat lax.
Démonstration. Ces applications respectant manifestement la relation d’inclusion, il résulte de
la remarque 3.5.2 et des lemmes 3.6.4, 3.6.6 et 3.6.7 qu’il s’agit bien d’isomorphismes.
Lemme 3.6.9. Pour tout localisateur fondamental W de 2-Cat,
W ∩ Fl1(Cat) =Wlax ∩ Fl1(Cat).
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Démonstration. En vertu du théorème 3.5.7, Wlax ∩ Fl1(2-Cat) =W . Ainsi,
Wlax ∩ Fl1(Cat) =Wlax ∩ (Fl1(2-Cat) ∩ Fl1(Cat))
= (Wlax ∩ Fl1(2-Cat)) ∩ Fl1(Cat)
=W ∩ Fl1(Cat).
Théorème 3.6.10. Les applications
P(Fl1(Cat))→ P(Fl1(2-Cat))
W 7→ Nl,n
−1(i−1∆ (W ))
(= Nl
−1(i−1∆ (W )) ∩ Fl1(2-Cat))
et
P(Fl1(2-Cat))→ P(Fl1(Cat))
W 7→ W ∩ Fl1(Cat)
induisent des isomorphismes inverses l’un de l’autre entre la classe ordonnée par inclusion des
localisateurs fondamentaux de Cat et la classe ordonnée par inclusion des localisateurs fondamen-
taux de 2-Cat.
Démonstration. C’est une conséquence des théorèmes 3.5.7 et 3.6.8 et du lemme 3.6.9.
La notion de localisateur fondamental de 2-Cat lax est stable par intersection. On définit
le localisateur fondamental minimal de 2-Cat lax comme l’intersection de tous les localisateurs
fondamentaux de 2-Cat lax.
Théorème 3.6.11. Le localisateur fondamental minimal de 2-Cat lax est la classe
W2∞,lax = Nl
−1(W∆∞).
Démonstration. C’est une conséquence des théorèmes 2.1.34 et 3.6.8.
La notion de localisateur fondamental de 2-Cat est stable par intersection. On définit le locali-
sateur fondamental minimal de 2-Cat comme l’intersection de tous les localisateurs fondamentaux
de 2-Cat.
Théorème 3.6.12. Le localisateur fondamental minimal de 2-Cat est la classe
W2∞ = Nl,n
−1(W∆∞)
(= Nl
−1(W∆∞) ∩ Fl1(2-Cat)).
Démonstration. C’est une conséquence des théorèmes 2.1.34 et 3.6.10.
Théorème 3.6.13. Pour tout localisateur fondamental W de 2-Cat lax, l’inclusion
I : 2-Cat →֒ 2-Cat lax
et le foncteur de strictification de Bénabou
B : 2-Cat lax → 2-Cat
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induisent des équivalences de catégories
(W ∩ Fl1(2-Cat))
−1
2-Cat →W−12-Cat lax
et
W−12-Cat lax → (W ∩ Fl1(2-Cat))
−1
2-Cat
quasi-inverses l’une de l’autre.
Démonstration. Comme W ∩ Fl1(2-Cat) est un localisateur fondamental de 2-Cat , on sait, en
vertu du théorème 3.2.11, que I et B induisent des équivalences de catégories
(W ∩ Fl1(2-Cat))
−1
2-Cat → (W ∩ Fl1(2-Cat))lax
−1
2-Cat lax
et
(W ∩ Fl1(2-Cat))lax
−1
2-Cat lax → (W ∩ Fl1(2-Cat))
−1
2-Cat
quasi-inverses l’une de l’autre. La conclusion résulte de l’égalité (W ∩ Fl1(2-Cat))lax =W .
Théorème 3.6.14. Pour tout localisateur fondamental W de Cat , l’inclusion
Cat →֒ 2-Cat lax
et le foncteur
i∆Nl : 2-Cat lax → Cat
induisent des équivalences de catégories
W−1Cat → (Nl
−1(i−1∆ (W )))
−1
2-Cat lax
et
(Nl
−1(i−1∆ (W )))
−1
2-Cat lax →W−1Cat
quasi-inverses l’une de l’autre.
Démonstration. Comme Nl,n
−1(i−1∆ (W )) est un localisateur fondamental de 2-Cat , on sait déjà,
en vertu des théorèmes 3.2.11 et 3.4.5, que l’inclusion Cat →֒ 2-Cat lax et le foncteur
∫ op
∆
N2B :
2-Cat lax → Cat induisent des équivalences de catégories
(N−1l,n (i
−1
∆ (W )) ∩ Fl1(Cat))
−1
Cat → (N−1l,n (i
−1
∆ (W )))lax
−1
2-Cat lax
et
(N−1l,n (i
−1
∆ (W )))lax
−1
2-Cat lax → (N
−1
l,n (i
−1
∆ (W )) ∩ Fl1(Cat))
−1
Cat
quasi-inverses l’une de l’autre. On a de plus les égalités
N−1l,n (i
−1
∆ (W )) ∩ Fl1(Cat) = W
et
(N−1l,n (i
−1
∆ (W )))lax = N
−1
l (i
−1
∆ (W )).
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La conclusion résulte donc du fait que, pour tout morphisme u : A → B de 2-Cat lax, pour tout
localisateur fondamental W de Cat , il existe un diagramme commutatif 6 dans W−1Cat
∫ op
∆ N2A˜
//
∫ op
∆
N2(u˜)

∫ op
∆ NlA˜
∫ op
∆
Nl(u˜)

∫ op
∆ NlA = ∆/NlA
∫
op
∆
Nl(ηA)
oo
∫ op
∆
Nl(u)=∆/Nl(u)
∫ op
∆
N2B˜ //
∫ op
∆
NlB˜
∫ op
∆
NlB = ∆/NlB∫ op
∆
Nl(ηB)
oo
dont les flèches horizontales sont des isomorphismes.
Théorème 3.6.15. Pour tout localisateur fondamental W de 2-Cat lax, l’inclusion
Cat →֒ 2-Cat lax
et le foncteur
i∆Nl : 2-Cat lax → Cat
induisent des équivalences de catégories
(W ∩ Fl1(Cat))
−1Cat →W−12-Cat lax
et
W−12-Cat lax → (W ∩ Fl1(Cat))
−1
Cat
quasi-inverses l’une de l’autre.
Démonstration. Comme la classeW∩Fl1(Cat) est un localisateur fondamental de Cat , cela résulte
du théorème 3.6.14 et de l’égalité
N−1l (i
−1
∆ (W ∩ Fl1(Cat))) =W .
Théorème 3.6.16. Pour tout localisateur fondamental W de Cat, l’inclusion
Cat →֒ 2-Cat
et le foncteur
i∆Nl,n : 2-Cat → Cat
induisent des équivalences de catégories
W−1Cat → (Nl,n
−1(i−1∆ (W )))
−1
2-Cat
et
(Nl,n
−1(i−1∆ (W )))
−1
2-Cat →W−1Cat
quasi-inverses l’une de l’autre.
6. Dans lequel on a noté de la même façon les morphismes de Cat et leur image par le foncteur de localisation.
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Démonstration. La classe N−1l,n (i
−1
∆ (W )) est un localisateur fondamental de 2-Cat. Par consé-
quent, en vertu de l’égalité
N−1l,n (i
−1
∆ (W )) ∩ Fl1(Cat) = W
et du théorème 3.4.5, l’inclusion Cat →֒ 2-Cat et le foncteur
∫ op
∆
N2 : 2-Cat → Cat induisent des
équivalences de catégories quasi-inverses l’une de l’autre entreW−1Cat et (N−1l,n (i
−1
∆ (W )))
−1
2-Cat.
La conclusion résulte donc du fait que, pour tout morphisme u : A → B de 2-Cat, pour tout
localisateur fondamental W de Cat , il existe un diagramme commutatif 7 dans W−1Cat∫ op
∆ N2A
//
∫
op
∆
N2(u)

∫ op
∆ Nl,nA
∫
op
∆
Nl,n(u)
∫ op
∆ N2B
//
∫ op
∆ Nl,nB
dont les flèches horizontales sont des isomorphismes.
On termine cette section par quelques énoncés permettant notamment d’assurer que les iso-
morphismes entre localisateurs fondamentaux de Cat , 2-Cat et 2-Cat lax figurant dans l’énoncé
des théorèmes 3.5.7, 3.6.8 et 3.6.10 préservent la propriété d’être engendré par un ensemble de
morphismes, détail d’importance lorsqu’il s’agit de montrer l’existence de structures de catégorie
de modèles sur Cat ou 2-Cat dont la classe des équivalences faibles est donnée par un localisateur
fondamental.
Définition 3.6.17. On dira qu’un localisateur fondamental de Cat (resp. un localisateur fonda-
mental de 2-Cat , resp. un localisateur fondamental de 2-Cat lax) est engendré par une classe S de
morphismes de Cat (resp. de 2-Cat, resp. de 2-Cat lax) si c’est le plus petit localisateur fondamen-
tal de Cat (resp. localisateur fondamental de 2-Cat, resp. localisateur fondamental de 2-Cat lax)
contenant S ou, autrement dit, l’intersection de tous les localisateurs fondamentaux de Cat (resp.
localisateurs fondamentaux de 2-Cat, resp. localisateurs fondamentaux de 2-Cat lax) contenant S.
Proposition 3.6.18. Si un localisateur fondamental W de 2-Cat est engendré par une classe
S ⊂ Fl1(2-Cat), alors le localisateur fondamental Wlax de 2-Cat lax est également engendré par
S.
Démonstration. On a évidemment S ⊂ Wlax. Soit W ′ un localisateur fondamental de 2-Cat lax
contenant S. En vertu du théorème 3.5.7, l’inclusion Wlax ⊂ W ′ équivaut àWlax ∩Fl1(2-Cat) ⊂
W ′∩Fl1(2-Cat), c’est-à-dire, en vertu de ce même théorème,W ⊂ W ′∩Fl1(2-Cat). Cette inclusion
résulte de l’hypothèse faite sur W et du fait queW ′ ∩Fl1(2-Cat) est un localisateur fondamental
de 2-Cat contenant S.
Définition 3.6.19. Pour toute classe S ⊂ Fl1(2-Cat lax), on pose
S˜ = B(S).
Les éléments de S˜ sont donc les images de ceux de S par le foncteur de strictification de Bénabou.
Lemme 3.6.20. Soit W un localisateur fondamental de 2-Cat lax. S’il est engendré par S ⊂
Fl1(2-Cat lax), alors il est engendré par S˜.
7. Dans lequel on a noté de la même façon les morphismes de Cat et leur image par le foncteur de localisation.
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Démonstration. Pour tout u : A → B dans S, on a le diagramme commutatif
A˜
u˜ // B˜
A
ηA
OO
u
// B
ηB
OO
dont les flèches verticales sont dans W . Comme u l’est aussi, c’est également le cas de u˜, ce
qui montre l’inclusion S˜ ⊂ W . Soit maintenant W ′ un localisateur fondamental de 2-Cat lax
contenant S˜. La considération du même diagramme, dont les flèches verticales sont dans W ′,
permet d’affirmer S ⊂ W ′, donc W ⊂ W ′.
Proposition 3.6.21. Soit W un localisateur fondamental de 2-Cat lax. S’il est engendré par
S ⊂ Fl1(2-Cat lax), alors le localisateur fondamental W ∩ Fl1(2-Cat) de 2-Cat est engendré par
S˜.
Démonstration. En vertu du lemme 3.6.20, W est engendré par S˜. On a bien sûr S˜ ⊂ W ∩
Fl1(2-Cat). Soit W ′ un localisateur fondamental de 2-Cat contenant S˜. Comme W ′ ⊂ W ′lax,
l’hypothèse implique S˜ ⊂ W ′lax, donc W ⊂ W ′lax, c’est-à-dire (W ∩ Fl1(2-Cat))lax ⊂ W ′lax,
donc W ∩ Fl1(2-Cat) ⊂ W ′, ce qui permet de conclure.
Remarque 3.6.22. On se gardera de croire que, si un localisateur fondamental W de 2-Cat lax est
engendré par une classe de 2-foncteurs lax S, alors le localisateur fondamental W ∩ Fl1(2-Cat)
de 2-Cat est engendré par S ∩ Fl1(2-Cat). Pour un contre-exemple, on peut considérer S =
Fl1(2-Cat lax)\Fl1(2-Cat), c’est-à-dire la classe des morphismes de 2-Cat lax qui ne sont pas dans
2-Cat .
Proposition 3.6.23. Soit W un localisateur fondamental de Cat. S’il est engendré par S ⊂
Fl1(Cat), alors le localisateur fondamental N
−1
l (i
−1
∆ (W )) de 2-Cat lax est également engendré par
S.
Démonstration. On a bien sûr S ⊂ N−1l (i
−1
∆ (W )). Soit de plus W un localisateur fondamental
de 2-Cat lax contenant S. L’inclusion N
−1
l (i
−1
∆ (W )) ⊂ W équivaut à N
−1
l (i
−1
∆ (W )) ∩ Fl1(Cat) ⊂
W ∩ Fl1(Cat), c’est-à-dire à W ⊂ W ∩ Fl1(Cat), ce qui résulte du fait que W ∩ Fl1(Cat) est un
localisateur fondamental de Cat contenant S et de l’hypothèse faite sur W .
Lemme 3.6.24. Soit W un localisateur fondamental de 2-Cat lax. S’il est engendré par S ⊂
Fl1(2-Cat lax), alors il est également engendré par i∆(Nl(S)).
Démonstration. Pour tout u : A → B dans S, on a le diagramme commutatif
∆/NlA
∆/Nl(u)
//
suplA

∆/NlB
suplB

A u
// B
dont les flèches verticales sont dans W . C’est donc également le cas de ∆/Nl(u), ce qui montre
i∆(Nl(S)) ⊂ W . Étant donné un localisateur fondamental W ′ de 2-Cat lax contenant i∆(Nl(S)),
la considération du même diagramme permet de conclure S ⊂ W ′, donc W ⊂W ′.
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Proposition 3.6.25. Soit W un localisateur fondamental de 2-Cat lax. S’il est engendré par
S ⊂ Fl1(2-Cat lax), alors le localisateur fondamental W ∩ Fl1(Cat) de Cat est engendré par
i∆(Nl(S)).
Démonstration. En vertu du lemme 3.6.24, W est engendré par i∆(Nl(S)), donc en particulier
i∆(Nl(S)) ⊂ W ∩ Fl1(Cat). Soit W un localisateur fondamental de Cat contenant i∆(Nl(S)).
On a donc l’inclusion S ⊂ N−1l (i
−1
∆ (W )), donc W ⊂ N
−1
l (i
−1
∆ (W )) puisque N
−1
l (i
−1
∆ (W )) est
un localisateur fondamental de 2-Cat lax et que W est le plus petit localisateur fondamental
de 2-Cat lax contenant S. En vertu du lemme 3.6.6, cela se récrit N
−1
l (i
−1
∆ (W ∩ Fl1(Cat))) ⊂
N−1l (i
−1
∆ (W )), d’où W ∩ Fl1(Cat) ⊂W en vertu du théorème 3.6.8.
Proposition 3.6.26. Soit W un localisateur fondamental de 2-Cat. S’il est engendré par S ⊂
Fl1(2-Cat), alors le localisateur fondamental W ∩ Fl1(Cat) de Cat est engendré par i∆(Nl,n(S)).
Démonstration. C’est une conséquence des propositions 3.6.18 et 3.6.25 et de la remarque 2.2.15.
Proposition 3.6.27. Soit W un localisateur fondamental de Cat. S’il est engendré par S ⊂
Fl1(Cat), alors le localisateur fondamental N
−1
l,n (i
−1
∆ (W )) de 2-Cat est engendré par S.
Démonstration. C’est une conséquence des propositions 3.6.21 et 3.6.23 et du lemme 3.2.3.
3.7 Un Théorème A plus général
On suppose fixé un localisateur fondamental W de 2-Cat.
Lemme 3.7.1. Soient A une petite 2-catégorie, u et v des 2-foncteurs stricts de A vers 2-Cat et
σ une transformation stricte de u vers v. Supposons que, pour tout objet a de A, le 2-foncteur
strict σa : u(a)→ v(a) soit une équivalence faible. Alors, le 2-foncteur strict
∫
A σ :
∫
A u→
∫
A v
est une équivalence faible.
Démonstration. En vertu des lemmes 1.10.19 et 1.10.20, de la proposition 1.10.7, du corollaire
3.1.28 et de la saturation faible de W , les hypothèses impliquent que, pour tout objet a de A,
le 2-foncteur strict (
∫
A
σ)//la : (
∫
A
u)//Pul a→ (
∫
A
v)//Pvl a est une équivalence faible. La proposi-
tion 3.1.24 permet de conclure.
Lemme 3.7.2. Pour tout 2-foncteur strict w : A → C, le 2-foncteur strict canonique 8
QA :
∫
C
Tw → A
est une équivalence faible.
Démonstration. En vertu du paragraphe 1.10.41, c’est une préfibration dont la fibre au-dessus
d’un objet quelconque a de A s’identifie à w(a)\\cC, donc est asphérique. Le 2-foncteur strict QA
est donc une préfibration à fibres asphériques. La conclusion résulte de la proposition 3.1.29.
Théorème 3.7.3. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
❴❴❴❴ks
σ v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
8. Défini dans le paragraphe 1.10.41.
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un diagramme de 2-foncteurs stricts commutatif à l’optransformation σ : vu⇒ w près seulement.
Si, pour tout objet c de C, le 2-foncteur strict 9 u//σl c : A//
w
l c→ B//
w
l c est une équivalence faible,
alors u est une équivalence faible.
Démonstration. Considérons le diagramme commutatif 10 de 2-foncteurs stricts
∫
C
Tw
∫
C
Tσ
//
QA

∫
C
T v
QB

A u
// B .
En vertu des hypothèses et du lemme 3.7.1, le 2-foncteur strict
∫
C T
σ est une équivalence faible.
Comme QA et QB sont des équivalences faibles en vertu du lemme 3.7.2, la saturation faible de
W permet de conclure.
Lemme 3.7.4. Soient
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
❴❴❴❴ks
σ v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme de 2-foncteurs lax commutatif à l’optransformation σ : vu ⇒ w près seulement,
c un objet de C, u//σl c : A//
w
l c → B//
w
l c le 2-foncteur lax induit par ces données et u˜//
σ
l c le
2-foncteur strict induit par le diagramme
A˜
u˜ //
w

❂❂
❂❂
❂❂
❂❂
B˜
❴❴❴❴ks
σ v
  ✁✁
✁✁
✁✁
✁✁
C ,
lequel est commutatif à l’optransformation σ de source vu˜ = vu et de but w près seulement.
Alors, le diagramme
A˜//wl c
u˜//σl c // B˜//vl c
A//wl c
ηA//lc
OO
u//σl c
// B//vl c
ηB//lc
OO
est commutatif.
Démonstration. Pour tout objet (a, p : w(a)→ c) de A//wl c,
(ηB//lc)((u//
σ
l c)(a, p)) = (ηB//lc)(u(a), pσa)
= (u(a), pσa)
et
(u˜//σl c)((ηA//lc)(a, p)) = (u˜//
σ
l c)(a, p)
= (u˜(a), pσa)
= (u(a), pσa).
9. Défini dans la section 1.5.
10. Voir le lemme 1.10.42.
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Pour toute 1-cellule (f : a→ a′, α : p⇒ p′u(f)) de (a, p) vers (a′, p′) dans A//wl c,
(ηB//lc)((u//
σ
l c)(f, α)) = (ηB//lc)(u(f), (p
′ ◦ σf )(α ◦ σa))
= (([1], u(f)), (p′ ◦ σf )(α ◦ σa))
et
(u˜//σl c)((ηA//lc)(f, α)) = (u˜//
σ
l c)(ηA(f), α)
= (u˜//σl c)(([1], f), α)
= (u˜([1], f), (p′ ◦ σ([1],f))(α ◦ σa))
= (([1], u(f)), (p′ ◦ σf )(α ◦ σa)).
Pour toute 2-cellule β de (f, α) vers (f ′, α′) dans A//wl c,
(ηB//lc)((u//
σ
l c)(β)) = (ηB//lc)(u(β))
= ηB(u(β))
= (1[1], u(β))
et
(u˜//σl c)((ηA//lc)(β)) = (u˜//
σ
l c)(ηA(β))
= (u˜//σl c)(1[1], β)
= u˜(1[1], β)
= (1[1], u(β)).
Pour tout objet (a, p : w(a)→ c) de A//wl c,
((ηB//lc)(u//
σ
l c))(a,p) = (ηB//lc)((u//
σ
l c)(a,p))(ηB//lc)(u//σl c)(a,p)
= (ηB//lc)(ua)(ηB//lc)(u(a),pσa)
= (ηB//lc)(ua)(ηB)u(a)
= (1[1], ua)([1]→ [0], 11u(a))
= ([1]→ [0], ua)
et
((u˜//σl c)(ηA//lc))(a,p) = (u˜//
σ
l c)((ηA//lc)(a,p))
= (u˜//σl c)((ηA)a)
= (u˜//σl c)([1]→ [0], 11a)
= u˜([1]→ [0], 11a)
= ([1]→ [0], ua).
Pour tout couple de 1-cellules composables (f, α) : (a, p) → (a′, p′) et (f ′, α′) : (a′, p′) →
(a′′, p′′) dans A//wl c,
((ηB//lc)(u//
σ
l c))(f ′,α′),(f,α) = (ηB//lc)((u//
σ
l c)(f ′,α′),(f,α))(ηB//lc)(u//σl c)(f ′,α′),(u//σl c)(f,α)
= (ηB//lc)(uf ′,f )(ηB//lc)(u(f ′),(p′′◦σf′ )(α′◦σa′ )),(u(f),(p′◦σf )(α◦σa))
= (1[1], uf ′,f )(ηB)u(f ′),u(f)
= (1[1], uf ′,f )([1]→ [2], 1u(f ′)u(f))
= ([1]→ [2], uf ′,f )
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et
((u˜//σl c)(ηA//lc))(f ′,α′),(f,α) = (u˜//
σ
l c)((ηA//lc)(f ′,α′),(f,α))
= (u˜//σl c)((ηA)f ′,f )
= (u˜//σl c)([1]→ [2], 1f ′f )
= u˜([1]→ [2], 1f ′f )
= ([1]→ [2], uf ′,f ).
En vertu de ces calculs et de la transitivité de la relation d’égalité, le lemme 3.7.4 est démontré.
Corollaire 3.7.5. Soient
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
❴❴❴❴ks
σ v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme de 2-foncteurs lax commutatif à l’optransformation σ : vu⇒ w près seulement et
c un objet de C. Alors, le 2-foncteur lax u//σl c : A//
w
l c → B//
v
l c est une équivalence faible si et
seulement si le 2-foncteur strict u˜//σl c : A˜//
w
l c→ B˜//
v
l c en est une.
Démonstration. En vertu de la proposition 3.3.3, les 2-foncteurs lax ηA//lc et ηB//lc sont des
équivalences faibles. Le lemme 3.7.4 et la saturation faible de la classe des équivalences faibles
permettent de conclure.
Théorème 3.7.6. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
❴❴❴❴ks
σ v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
un diagramme de 2-foncteurs lax commutatif à l’optransformation σ : vu ⇒ w près seulement.
Supposons que, pour tout objet c de C, le 2-foncteur lax
u//σl c : A//
w
l c→ B//
v
l c
soit une équivalence faible. Alors, u est une équivalence faible.
Démonstration. En vertu des hypothèses et du corollaire 3.7.5, pour tout objet c de C, le
2-foncteur strict u˜//σl c est une équivalence faible. En vertu du théorème 3.7.3, u˜ est une équiva-
lence faible, donc u est une équivalence faible.
Théorème 3.7.7. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
❴❴❴❴ +3
σ
un diagramme de 2-foncteurs lax commutatif à la transformation σ : w ⇒ vu près seulement.
Supposons que, pour tout objet c de C, le 2-foncteur lax
c\\σlu : c\\
w
lA → c\\
v
lB
soit une équivalence faible. Alors u est une équivalence faible.
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Démonstration. En vertu des hypothèses, le 2-foncteur lax (uop//σ
op
l c)
op
est une équivalence
faible pour tout objet c de C. Par conséquent, en vertu de la proposition 3.2.17, le 2-foncteur lax
uop//σ
op
l c est une équivalence faible pour tout objet c de C. Le théorème 3.7.6 permet d’en déduire
que uop est une équivalence faible. Une nouvelle invocation de la proposition 3.2.17 permet de
conclure.
Théorème 3.7.8. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
❴❴❴❴ks
σ
C
un diagramme de 2-foncteurs colax commutatif à la transformation σ : vu ⇒ w près seulement.
Supposons que, pour tout objet c de C, le 2-foncteur colax
u//σc c : A//
w
c c→ B//
v
c c
soit une équivalence faible. Alors u est une équivalence faible.
Démonstration. En vertu des hypothèses, le 2-foncteur colax (uco//σ
co
l c)
co
est une équivalence
faible pour tout objet c de C. Par définition et conséquent, le 2-foncteur lax uco//σ
co
l c est une
équivalence faible pour tout objet c de C. Le théorème 3.7.6 permet d’en déduire que le 2-foncteur
lax uco est une équivalence faible, c’està-dire, par définition, que le 2-foncteur colax u est une
équivalence faible.
Théorème 3.7.9. Soit
A
u //
w

❄❄
❄❄
❄❄
❄❄
B
v
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C
❴❴❴❴ +3
σ
un diagramme de 2-foncteurs colax commutatif à l’optransformation σ : w ⇒ vu près seulement.
Supposons que, pour tout objet c de C, le 2-foncteur colax
c\\
σ
cu : c\\
w
cA → c\\
v
cB
soit une équivalence faible. Alors u est une équivalence faible.
Démonstration. En vertu des hypothèses, le 2-foncteur colax (ucoop//σ
coop
l c)
coop
est une équi-
valence faible pour tout objet c de C. Par conséquent, le 2-foncteur lax ucoop//σ
coop
l c est une
équivalence faible pour tout objet c de C. Le 2-foncteur lax ucoop est donc une équivalence faible,
donc le 2-foncteur colax u est une équivalence faible.
3.8 Critère local
On ne suppose plus fixé de localisateur fondamental.
Définition 3.8.1. Soit W un localisateur fondamental de Cat . On dira qu’un morphisme u :
A→ B de Cat est W -localement constant, ou plus simplement localement constant si, pour tout
morphisme b→ b′ de B, le morphisme A/b→ A/b′ de Cat est une W -équivalence faible.
Théorème 3.8.2 (Cisinski). Le localisateur fondamental minimal W 1∞ de Cat est le seul locali-
sateur fondamental de Cat vérifiant les propriétés suivantes.
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(i) Pour tout morphisme u : A → B de Cat, si u est une équivalence faible, alors π0(u) :
π0A→ π0B est une bijection.
(ii) Pour tout morphisme u : A→ B de Cat localement constant, u est une équivalence faible
si et seulement s’il est asphérique.
Démonstration. C’est une conséquence de [18, corollaire 2.3.3], [18, proposition 2.3.4] et [18,
théorème 2.3.6].
Définition 3.8.3. Soit W un localisateur fondamental de 2-Cat . On dira qu’un morphisme
u : A → B de 2-Cat estW-lax-localement constant , ou plus simplement lax-localement constant si,
pour tout morphisme b→ b′ de B, le morphisme A//ul b→ A//
u
l b
′ de 2-Cat est uneW-équivalence
faible.
3.8.4. On rappelle qu’il existe une structure de catégorie de modèles sur ∆̂ dont les équiva-
lences faibles sont les éléments de W∆∞ et dont les cofibrations sont les monomorphismes. Cela
permet (même si ce n’est en principe pas indispensable) de donner sens à la notion de carré
homotopiquement cartésien dans ∆̂.
Théorème 3.8.5 (Cegarra). Soit u : A → B un morphisme de 2-Cat W2∞-lax-localement
constant. Alors, pour tout objet b de B, le carré canonique
Nl,n(A//
u
l b)
//

Nl,n(A)

Nl,n(B//lb)
// Nl,n(B)
est homotopiquement cartésien.
Démonstration. C’est un énoncé dual de celui de [14, théorème 3.2].
Théorème 3.8.6. Le localisateur fondamental minimal W2∞ de 2-Cat est le seul localisateur
fondamental de 2-Cat vérifiant les propriétés suivantes.
(i) Pour tout morphisme u : A → B de 2-Cat, si u est une équivalence faible, alors π0(u) :
π0A → π0B est une bijection.
(ii) Pour tout morphisme u : A → B de 2-Cat lax-localement constant, u est une équivalence
faible si et seulement s’il est lax-asphérique.
Démonstration. Le localisateur fondamental W2∞ de 2-Cat vérifie par définition la condition (i)
de l’énoncé. On sait déjà qu’un morphisme W2∞-lax-asphérique de 2-Cat est dans W
2
∞. Réci-
proquement, si un morphisme u de 2-Cat est W2∞-lax-localement constant et que c’est une
W2∞-équivalence faible, alors, en vertu du théorème 3.8.5, il est W
2
∞-lax-asphérique. Le loca-
lisateur fondamental W2∞ de 2-Cat vérifie donc la condition (ii).
Soit W un localisateur fondamental de 2-Cat. S’il vérifie les conditions (i) et (ii) de l’énoncé,
le localisateur fondamental W ∩ Fl1(Cat) de Cat vérifie les conditions (i) et (ii) de l’énoncé
du théorème 3.8.2. En vertu de ce même théorème 3.8.2, W ∩ Fl1(Cat) = W 1∞. On en déduit
W =W2∞ en vertu du théorème 3.6.10.
Remarque 3.8.7. Les versions duales de la définition 3.8.3 et du théorème 3.8.5 permettent bien
sûr de démontrer des versions duales du théorème 3.8.6 de façon analogue.
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Conclusion
Nous n’avons pas l’ambition de retracer l’histoire de la théorie de l’homotopie des petites
catégories. Signalons simplement qu’en 1979, les auteurs de [37] parlaient du « programme à
long terme de développer une topologie algébrique des petites catégories ». Nous avons men-
tionné non seulement la construction fondamentale par Thomason d’une structure de catégorie
de modèles sur Cat dont les équivalences faibles sont les équivalences faibles définies classique-
ment par le foncteur nerf, mais également la démonstration par Cisinski de la conjecture cruciale
de Grothendieck de minimalité de cette classe d’équivalences faibles parmi les localisateurs fon-
damentaux de Cat , ce résultat lui permettant d’en déduire, en utilisant celui de Thomason, pour
tout localisateur fondamental accessible de Cat , une structure de catégorie de modèles sur Cat
dont la classe des équivalences faibles est précisément le localisateur fondamental considéré.
Au début du travail de thèse dont ce texte présente les résultats, l’époque semblait mûre pour
aborder la question du développement d’une théorie de l’homotopie des 2-catégories suivant le
point de vue de Grothendieck : à l’importance croissante des catégories supérieures en théorie
de l’homotopie s’ajoutait la publication récente d’une généralisation du Théorème A de Quillen
— ingrédient de base de l’axiomatique des localisateurs fondamentaux de Cat — aux 2-foncteurs
stricts [10] ainsi que d’une présumée version 2-catégorique du résultat de Thomason [49]. Les
résultats concernant 2-Cat n’ont toutefois pas été démontrés dans le même ordre que les résultats
analogues pour Cat . En effet, même si l’article [49] contient des éléments intéressants, nous
avons déjà mentionné l’incorrection de la démonstration de son assertion principale. L’existence
de la structure de catégorie de modèles « à la Thomason » sur 2-Cat n’était donc pas encore
établie lorsque nous avons dégagé la démonstration de notre résultat principal, le théorème
3.6.10, dont la propriété de minimalité de W2∞ résulte immédiatement, en utilisant bien sûr le
résultat de minimalité démontré par Cisinski pour W 1∞. De ce résultat de minimalité de W
2
∞
découle, comme Ara l’explique dans [1], pour tout localisateur fondamental accessible de 2-Cat ,
l’existence d’une structure de catégorie de modèles sur 2-Cat dont la classe des équivalences faibles
est précisément le localisateur fondamental de 2-Cat considéré ; mais cela ne vaut qu’à condition
d’avoir déjà démontré l’existence de la structure de catégorie de modèles « à la Thomason » pour
W2∞. Ce dernier résultat n’est venu que dans un second temps par rapport au théorème 3.6.10 :
pendant que nous achevions de construire le cadre 2-catégorique exposé dans le premier chapitre
du présent travail, contexte dans lequel nous présentons la notion de localisateur fondamental de
2-Cat , Ara et Maltsiniotis ont résolu la question ; leur solution, présentée dans [2], va plus loin,
puisqu’elle leur permet d’aborder la question de la structure analogue présumée sur la catégorie
n-Cat des n-catégories strictes et des n-foncteurs stricts. Comme nous l’avons déjà mentionné,
c’est le théorème 3.4.5 de notre texte qui permet de montrer que l’adjonction de Quillen entre ∆̂
et 2-Cat construite par Ara et Maltsiniotis est en fait une équivalence de Quillen.
Si la notion de localisateur fondamental se trouve au cœur de la « théorie de l’homotopie
de Grothendieck », cette dernière contient d’autres notions. Une fois dégagés les définitions et
résultats fondamentaux présentés dans notre travail, base d’une « théorie de l’homotopie de
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Grothendieck supérieure », on pourrait donc par exemple souhaiter développer une théorie des
2-catégories test, généralisation de la notion de catégorie test dégagée par Grothendieck. Une
autre direction de recherche consisterait à vouloir étudier des notions de 2-foncteurs lisses et
2-foncteurs propres, généralisations de celles de foncteurs lisses et foncteurs propres, notions
également dues à Grothendieck et généralisant celles de catégorie préfibrée et de catégorie pré-
opfibrée. En fait, la notion de structure d’asphéricité à droite proposée par Maltsiniotis dans
[41], généralisation de celle de localisateur fondamental de Cat , permet d’envisager aussi les ca-
tégories fibrées. On pourrait donc, éventuellement pour aborder l’étude de ce que doivent être
les 2-catégories fibrées ou les 2-catégories préfibrées — puisqu’il n’est pas certain que la notion de
préfibration présentée dans notre travail soit celle qui mérite le mieux ce nom —, définir d’abord
une notion de structure d’asphéricité à droite pour 2-Cat, ce qu’il est du reste déjà possible de
faire. Un autre projet de recherche envisageable consisterait à construire, délaissant le cas par-
ticulier des 2-catégories, une théorie des localisateurs fondamentaux de n-Cat , ce qui n’exclut
évidemment pas d’envisager le développement des notions générales de n-catégorie test et de
n-foncteur propre ou lisse... La démonstration du fait que les n-catégories modélisent les types
d’homotopie pourrait d’ailleurs s’inspirer de celle que nous avons dégagée pour n = 2. Le présent
travail indique assez l’importance que les morphismes « lax » joueront sans doute dans cette
entreprise. On devrait donc également se pencher sur les analogues supérieurs du foncteur de
strictification de Bénabou.
Plus que la fierté d’avoir participé à ce programme en démontrant par une méthode inattendue
un résultat fondamental dans le développement de cette « théorie de l’homotopie de Grothendieck
supérieure », théorème dont quelques « sous-produits » de la démonstration vivront d’ailleurs
peut-être leur existence propre — tels les généralisations présentées du Théorème A de Quillen
ou les développements 2-catégoriques du premier chapitre —, et plus que la désillusion somme
toute nécessaire et formatrice suscitée par le comportement de certaines personnes et par le
fonctionnement actuel de la « communauté mathématique » et de l’Université, c’est encore le
plaisir que m’a procuré la recherche mathématique que je veux retenir — et, du fait de la façon
dont s’est déroulée cette thèse, il me reste à préciser que j’exprimerai mes remerciements en privé.
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