Abstract. In this paper, we design a domain decomposition algorithm for the two-dimensional parabolic equation with variable coefficient by using a larger spacing at interface points and the implicit scheme at the interior points, hence get an algorithm with the relaxed stability bounds. Then we prove the stability and analyze the accuracy of the algorithm by using the idea of maximum principle. Some results of numerical experiments are also provided.
Introduction
Domain decomposition is a powerful tool for devising parallel PDE methods. There is rich literature on domain decomposition methods. [1] has developed the finite difference domain decomposition algorithm for the linear parabolic equation by using the larger spacing H = mh(m is a positive integer) in the explicit scheme at the interface points. The algorithm increases the stability bound of the classical explicit scheme by m 2 times. [2] has developed some techniques for the linear parabolic equation by using smaller time step ∆t = ∆t/m in Saul'yev schemes at the interface points. The algorithm designed with the technique can increase the stability bound of the classical explicit scheme by 2m times. The algorithm in [3] can increase the stability bound of the classical explicit scheme by 2m
2 times for the linear parabolic equation, using the larger spacing in the x-direction implicit scheme and the y-direction implicit scheme at the interface points. The parallel efficiency is not very high, because the algorithm needs the global communication while solving the tridiagonal linear algebraic equations. [4] has proposed a parallel finite difference method for parabolic PDEs, using either a high-order explicit scheme or a multistep explicit scheme with an intermediate mesh size H lying inside (h,H D ) at the interface points. There are some other algorithms, see [5, 6, 7, 8, 9] for related discussions.
However, much of the work has been directed at the linear parabolic equation, and the proof technique is a constructive method, which is unfit for the parabolic equation with variable a coefficient. In this paper, we design a domain decomposition algorithm which can increase the stability bound of the classical explicit scheme by 4m 2 times for the parabolic equation with a variable coefficient, and prove the stability and analyze the accuracy of the algorithm by using the idea of maximum principle.
The framework of the paper is as follows. In the next section, a domain decomposition algorithm for the parabolic equation with a variable coefficient is constructed. We use a larger spacing at interface points and the implicit scheme at the interior points, hence we get an algorithm with the relaxed stability bounds. Then the approximation property is displayed. In section 3, first some Lemmas are provided, then we prove that the algorithm is stable in the sense of L ∞ and analyze the accuracy of the algorithm by these Lemmas. In the last section, we provide some results of numerical experiments and examine numerically the stability, accuracy and parallelism of the algorithm on a certain test problem.
Domain decomposition algorithm
In this paper, we consider the two-dimensional parabolic equation with variable coefficient:
where Ω = (0,1) × (0,1); u 0 is a known function. a is a continuous function and b is a continuous function in Ω, 0
It's well known that there are several discrete schemes for the parabolic equation the explicit scheme:
3) the x-direction implicit scheme: 4) and the y-direction implicit scheme:
Their truncation errors are O(τ + h 2 ). In another paper we have gotten a new difference scheme for the linear parabolic equation, e.g.
For the same reason, we can get a new difference scheme for the parabolic equation with variable coefficient as follows:
By Taylor's expansion at (i,j,n) for the solution u n i,j of u t = au xx + bu yy , the truncation error for (2.6) is
which is the same as the accuracy of the fully implicit scheme. Next we design a domain decomposition algorithm. Define the following operators:
where
The domain decomposition algorithm is as follows: Algorithm:
14)
where Our algorithm and the ones in [1, 2, 3] all use the classical implicit scheme at the interior points, the difference lying in the scheme used at the interface points. The 
Proof of Theorem
In order to show the theorem, we first provide some lemmas. 1 ,··· ,l 2 }}, and (i 0 ,j 0 ) ∈ P , if i 0 ∈ P 1 or j 0 ∈ P 2 , the conclusion is obvious. From above, we know that
and the proof is finished.
Lemma 3.2. If v ij satisfies the following relation
Notice that
So we get that
M ≤ max{ max 
The proof is the same as the proof of Lemma3.2. 
Lemma 3.4. If v ij satisfies the following relation
v n+1 ij = (a n ij r) 2 v n i−2,j + a n ij r(1 − a n ij r)v n i−1,j + a n ij r(1 − a n ij r)v n i+1,j + (a n ij r) 2 v n i+2,j 1 + 3a n ij r + (b n ij r) 2 v n i,j−2 + b n ij r(1 − b n ij r)v n i,j−1 + b n ij r(1 − b n ij r)v n i,j+1 + (b n ij r) 2 v n i,j+2 1 + 3b n ij r +[ 1 + a n ij r 1 + 3a n ij r + 1 + b n ij r 1 + 3b n ij r − 1]v n ij ,(3.max 2m ≤ i ≤ J − 2m 2m ≤ j ≤ J − 2m |v n+1 ij | ≤ max 0 ≤ i ≤ J 0 ≤ j ≤ J |v n ij |.
Proof: Notice that
Then we deduce that 6) hence the algorithm is stable. It's obvious that e ij satisfies the relation:
at boundary points,
ij ,i ∈ P 1 and j ∈ P 2 , or j ∈ P 1 and i ∈ P 3 ,
where R n+1 ij
With the same reason
then we deduce that
e.g.
which finishs the proof.
Numerical experiment
In this section we provide some numerical experiments. For the parabolic equation with a variable coefficient, consider the equation (1) The real solution of this problem is u = e −4t x(1 − x)y(1 − y). We give some numerical results calculated by serial procedures and the algorithm in Table 1 .
In our experiments the algebraic equations are solved by the biconjugate gradient stabilized algorithm. The control error in the biconjugate gradient stabilized algorithm is 1.0e-5. The last computational time is t=0.1. The max error is max i, j, n |u n ij − U n ij |, 2 × 2 processors are used in the parallel computation.
, m is the ratio of the larger spatial step length H compared with the one spatial step length h. Our experiments are implemented on a massively distributed memory computer.
From Table 1 we find the smaller the spacing is, the higher the accuracy is. The accuracy will reduce while R is increasing and h and m are fixed. The same tendency occurs while m is increasing and h and R are fixed. Table 2 shows the parallel property of the algorithm. Where mesh scale equals J × J, T s is the run time of a serial implementation, T p is the parallel run time, speedup is the ratio of T s and T p , parallel efficiency is the ratio of speedup and the number of CPUS.
From this table we can see that the parallel efficiency will increase while the number of CPUS is increasing and the scale is fixed. This is because of the fact that our Table 2 algorithm can be implemented only with communication between nearby processors. Because the smaller the scale of the algebraic equations is, the less the iteration count is when it converges, when we use our algorithm and get some small scale algebraic equations instead of large scale algebraic equations in the serial procedures, the run time can be significantly reduced, so the parallel efficiency is very high.
