ABSTRACT. The motivation of this work is an inverse problem for the acoustic wave equation, where an array of sensors probes an unknown medium with pulses and measures the scattered waves. The goal of the inversion is to determine from these measurements the structure of the scattering medium, modeled by a spatially varying acoustic impedance function. Many inversion algorithms assume that the mapping from the unknown impedance to the scattered waves is approximately linear. The linearization, known as the Born approximation, is not accurate in strongly scattering media, where the waves undergo multiple reflections before they reach the sensors in the array. Thus, the reconstructions of the impedance have numerous artifacts. The main result of the paper is a novel, linear-algebraic algorithm that uses a reduced order model (ROM) to map the data to those corresponding to the single scattering (Born) model. The ROM construction is based only on the measurements at the sensors in the array. The ROM is a proxy for the wave propagator operator, that propagates the wave in the unknown medium over the duration of the time sampling interval. The output of the algorithm can be input into any off-the-shelf inversion software that incorporates state of the art linear inversion algorithms to reconstruct the unknown acoustic impedance.
INTRODUCTION
Let us formulate the problem in a general setting, for a hyperbolic system of equations of the form
satisfied by a wave field with components P (t, x) and U (t, x), in a simply connected domain Ω ⊂ R d with piecewise smooth boundary ∂Ω = ∂Ω a ∪ ∂Ω i given by the union of two sets: The first set is the accessible boundary ∂Ω a , where the measurements are made, and the second set is the inaccessible boundary ∂Ω i . In this paper we consider sound waves, where P (t, x) ∈ R corresponds to the acoustic pressure field and U (t, x) ∈ R d to the velocity field, satisfying the boundary conditions U (t, x) · ν(x) = 0, x ∈ ∂Ω a and P (t, x) = 0, x ∈ ∂Ω i ,
where ν(x) is the outer unit normal at ∂Ω a . However, the results can be extended to other boundary conditions and to other waves that satisfy a system of form (1) , such as electromagnetic and elastic waves. Note that ∂Ω i may be a true boundary or a fictitious one, for a truncation of an infinite medium, in which case we can use causality to set the condition (2) at ∂Ω i , without affecting the wave measured at the sensors on ∂Ω a , for the duration t ≤ t max .
The wave evolves in time t starting from
as described by the skew symmetric operator in (1) , with L q a first order partial differential operator in the x variable, and L T q its adjoint. The coefficients in these operators depend linearly on a function q(x), which is the unknown in the inverse problem, to be determined from measurements of the wave, "the data". These are modeled by continuously differentiable measurement functions M j of the self-adjoint operator L q L T q ,
with D j scalar or matrix valued, depending on the dimension d.
In the context of inverse scattering for sound waves considered in this paper, the data are gathered by a collection (aka array) of sensors at ∂Ω a . These sensors act as both sources and receivers that probe the medium with pulses and measure the reflected pressure field. The acoustic system of wave equations takes the form (1) after a Liouville transformation of the pressure and velocity fields, and the array measurements can be written in the form (4), as described in sections 2 and 4. If the medium has constant density, there is a single unknown in the inverse problem, the wave speed c(x). In general, the medium has variable density ρ(x), so we have two unknowns: the wave speed c(x) and the acoustic impedance σ(x) = ρ(x)c(x).
We assume henceforth that the waves propagate through a medium with known wave speed 1 , and the unknown q(x) in the inverse problem is the logarithm of the acoustic impedance σ(x). This formulation of the inverse scattering problem is motivated by the generic setup in imaging, where waves propagate in a reference medium with smooth wave speed c(x), and the goal is to determine rough perturbations of the medium, the "reflectivity". The setup reflects the separation of scales in the problem, where c(x) determines the kinematics (travel time) of the waves, whereas scattering occurs at the rough variations in the medium [46] , like boundaries of inclusions.
In some applications, such as ultrasonic non-destructive evaluation [17] or radar imaging [14] , the reference medium is approximately homogeneous, like air, so c(x) is constant and known. In other applications, like reflection seismology [46, 5] , c(x) must be determined from the measurements. Velocity estimation is a difficult problem because the wave fields are oscillatory in time and small perturbations of c(x) can result in travel time perturbations that exceed the period of oscillations, which is a major change of the wave. This is a serious issue for data fitting optimization methods that use successive linearizations, but there are effective approaches for estimating c(x) [43, 48, 35] .
In this paper we assume that c(x) is known, and focus attention on imaging the reflectivity. Most of the imaging technology is based on the linearization (Born approximation) of the mapping of the reflectivity to the scattered wave [14, 3, 40, 4] . The so-called Kirchhoff formulas [45, Chapter 6] show that if the aperture of the array is not too large, the Born approximation of the reflected waves depends to leading order only on the perturbations of the acoustic impedance σ(x). This is the unknown in our setting.
While the linearization assumption has lead to popular imaging methods known as Kirchhoff migration [5] , matched filtering [47] or filtered back-projection [14] , multiple scattering effects are present and may lead to significant image artifacts [16, 36] . There has been progress in the removal of multiple scattering effects in three different contexts:
(1) For imaging point-like scatterers buried deep in media with small random variations of the wave speed on scales comparable to the wavelength [6, 11, 1, 2] , and for imaging in strongly scattering layered media [7, 24] . (2) For imaging scattering surfaces in a smooth reference medium, mostly in the context of reflection seismology [51, 36] and a related setting in optics [38] . (3) For imaging almost layered media using the so-called Marchenko redatuming method [50] , and also for imaging based on data-driven reduced order models [20, 22] . This latter work is the foundation of the algorithm in this paper. Here we consider an arbitrary unknown acoustic impedance σ(x) and seek to transform the reflection data (4) to measurements expected in the Born approximation. The transformation, called Data to Born (DtB) mapping, is the main result of the paper. We define it using a reduced order model (ROM) of the wave problem, which can be calculated from the measurements (4) for q(x) = ln σ(x). The ROM is defined by a matrix L q of special structure, constructed from the matching relations
for continuously differentiable ROM measurement functions M j that do not depend on q. These are consistent with the functions M j in (4), as explained in [20] and the next sections. The ROM construction is rooted in the theory of Stieltjes strings due to Krein [32] . An outgrowth of this theory, the spectrally matched grids, also called optimal grids, designed to give spectrally accurate finite difference approximations of Dirichlet-to-Neumann maps [19] , were used for discretizations of exterior and multi-scale problems in [18, 21] , and for the numerical solution of the electrical impedance tomography problem in the model reduction framework in [10, 9] . A related approach, based on Krein's work and the theory of Marchenko, Gel'fand and Levitan [33, 34, 37, 27] , has been used in inverse hyperbolic problems in layered media in [29, 30, 13, 44, 42, 12] . Recent extensions to higher dimensions can be found in [31, 49] . At the core of this theory is the reduction of the inverse 1 In applications, we can only know the smooth wave speed in the medium that contains scattering inhomogeneities. If these inhomogeneities have constant density, their impedance is a constant multiple of the wave speed, so by finding σ(x) we can also determine the variations of c(x). Even if the perturbations of c(x) cannot be determined, their effect is mainly manifested in small travel time coordinate deformations, and our approach still suppresses multiple scattering artifacts, as illustrated in section 4.7. scattering problem to a nonlinear Volterra integral equation, or a system of equations. In the discrete, linear algebra setting, this translates to the Lanczos and block Lanczos algorithms or, alternatively, the Stieltjes moment problems [25, 26, 23] and the Cholesky or block-Cholesky algorithms used in the construction of L q [20, 22] .
We explain in sections 2 and 4 that the matrix L q obtained from (5) is a Galerkin-Petrov approximation of the operator L q , for carefully constructed bases of the spaces of approximation of the fields P (t, x) and U (t, x). We also discuss in section 3 a related ROM, constructed from spectral measurements of the operator L q L T q in one dimension [8] . The analogy is useful for interpreting the entries of L q in terms of averages of the unknown impedance σ(x) on a special "spectrally matched" grid.
While there are other choices of reduced order models, the ones considered in this paper have an important property: They are approximately linear in the unknown q(x). This means that if we had a perturbation q ε (x) of a known q 0 (x), of the form
the operator L q , which is linear in q, would be perturbed as
and the corresponding ROM would satisfy a similar relation
Here L q 0 is constructed the same way as L q , from the reference data
calculated by solving equations (1) with the operator L q 0 .
We do not have access to the data D ε j for coefficient (6) . However, since the ROM is obtained from the matching conditions (5), we obtain from (8) the approximation
The Born data model is defined by
and using (9) we approximate it with the DtB mapping D, which takes the measurements D = D j 2n−1 j=0
with entries (5) for the unknown q(x), and returns
Note that ε is an arbitrary scaling factor in this equation. We take it equal to 1 so that (6) equals q. The DtB mapping (11) is described in sections 2 and 4. We define it form first principles in the one dimensional case d = 1 in section 2, and then extend the results to multi-dimensions in section 4. The related inverse spectral problem for the hyperbolic system (1) is discussed in section 3. We end with a summary in section 5.
THE DTB MAPPING IN ONE DIMENSION
We define here the mapping (11) in one dimension. We begin in section 2.1 with the derivation of the data model (4), starting from the acoustic wave equation. Then we introduce in section 2.2 the wave propagator operator, which we use in section 2.3 to construct the ROM. The matrix L q that defines the ROM is a Galekin-Petrov approximation of the operator L q , as shown in section 2.4. The algorithm for computing the DtB map (11) is in section 2.5, and we illustrate its performance with numerical simulations in section 2.6.
2.1.
Derivation of the data model. Let us consider sound waves modeled by the excess acoustic pressure denoted by p(t, x). We use the different script notation p to distinguish this field from another, related pressure field defined below, in equation (25) .
The pressure field p(t, x) is defined in the domain x > 0, with sound hard boundary at x = 0,
For a finite duration t < t max , with
we can truncate the domain at x = without affecting the wave at x = 0, and set
Thus, p(t, x) satisfies the wave equation
in the domain Ω = (0, ), with boundary condition (12) at the accessible boundary ∂Ω a = {0} and (14) at the inaccessible boundary ∂Ω i = { }. The operator A is given by
The medium is at equilibrium prior to the emission of the pulse f (t) from a source located at x = 0 + ,
For convenience in the derivation of the ROM, we take f (t) real valued, with Fourier transform f (ω) ≥ 0. For example, f (t) may be a modulated Gaussian with central frequency ω o and bandwidth B
, so that its Fourier transform is
Note that A is self-adjoint in the Hilbert space
on the domain of functions ϕ(x) ∈ H 1 σc , satisfying ϕ (0) = 0, ϕ( ) = 0. It has simple and positive eigenvalues {λ j } j≥1 and the eigenfunctions {y j (x)} j≥1 form an orthonormal basis of H 1 σc . Expanding p(t, x) in this basis we obtain the separation of variables formula
where denotes convolution, H(t) is the Heaviside step function, and the series is the causal Green's function of (15) . We work with the even time extension of p(t, x),
because it has a simpler expression than (19) ,
This defines the data
for the inverse scattering problem with unknown impedance σ(x). The instances t j = jτ of measurement are equally spaced, at sufficiently small interval τ = t max /(2n − 1), as explained in the next section. Since p(−t, 0) = 0 for t exceeding the temporal support of the pulse f (t), the second term in (22) plays a role only for the first few indexes j.
Using the expression (21) and the self-adjointness of A, we can rewrite (22) in the symmetric form
with the notation 4 We call b(x) the "sensor function", because it is supported neat x = 0 and appears in equation (23) as a model of the source and receiver 2 . To arrive at the first order hyperbolic system (1), note that
is the pressure field in the acoustic system of equations
with initial conditions
and with boundary conditions
Here u(t, x) is the particle velocity. The system (26) is not in the desired form for our purpose, because the unknown impedance σ(x) appears in a nonlinear fashion in the coefficients of the differential operator. We show next how to transform (26) to the system (1), with operator L q and its adjoint L T q depending linearly on q(x) = ln σ(x).
2.1.1. The Schrödinger system of equations. Consider the Liouville transformation
which takes (26) to
This is the system (1) in the introduction, with
The adjoint of (31) with respect to the inner product ·, · 1 c weighted by 1/c(x), is given by
and we note that both L q and L T q are first order Schrödinger operators with potentials that are linear in q(x) = ln σ(x). The transformed fields (29) , called henceforth the "primary wave" P (t, x) and the "dual wave" U (t, x), satisfy the initial conditions
and boundary conditions
These are the conditions (2)-(3) stated in the introduction. The data model follows from equations (23), (25) and (29)
2 Our construction of the DtB map uses that b(x) is supported near x = 0, but does not require knowing b(x). In the case of a homogeneous medium we can calculate b(x) in terms of f (x/c), which is localized at x = 0. In a variable medium the eigenfunctions are not known, but they are oscillatory, and the right hand side in (24) is a generalized Fourier series of the smooth function ( f ) 1/2 . This series is localized near x = 0.
Travel time coordinates.
In one dimension we can avoid dealing with weighted inner products, by changing coordinates in (30) from x to the travel time
This transformation is invertible for T ∈ [0, T ], with T defined in (13) as the travel time from the accessible boundary at x = 0 to the inaccessible boundary at x = . Thus, we can write
We keep the same notation for the operator (31) in the travel time coordinates
and its adjoint with respect to the usual, Euclidean inner product ·, ·
We also let q(T ) = ln σ x(T ) and b(T ) = b x(T ) . The measurements (35) are defined by the primary wave at the time instances t j = jτ , denoted by
We also use in the discussion the dual field U (t, x(T )) evaluated at the shifted time instances t j + τ /2. Solving equations (30) for U we get
and we denote
2.2. The propagator. The propagator of the primary wave is the operator
that maps the initial condition b(T ) to P (τ, x(T )). We use it in equation (39) to write
where T j (P) = cos j arccos(P) are the Chebyshev polynomials of the first kind [41] . The data model (35) takes the form (4), with measurement functions M j defined by
The propagator of the dual wave is the operator
and it is shown in [20, Lemma 3.6 ] that
with U 0 obtained from (40) evaluated at t = τ /2, and T (2) j the Chebyshev polynomials of the second kind [41] . 3 Note that in our formulation the sensor function b(T ) depends on q. We do not write this dependence explicitly in M j because in the ROM construction given in section 2.3, b(T ) is mapped to the "ROM sensor vector" b = D 1/2 0 e 1 , with e 1 = (1, 0, . . . , 0) T ∈ R n and n N . Thus, we can remove the dependence on q of the ROM measurement functions M j by either normalizing the measurements with D 0 , or by assuming that q(T ) is known near the accessible boundary i.e., at T ≈ 0.
2.2.1.
Time stepping and factorization of the propagator. Because the Chebyshev polynomials satisfy the three term recurrence relation
where I is the identity operator, we obtain from definition (43) that the primary wave satisfies the exact time stepping
Here we introduced the affine function
and the last relation in (49) is derived from
Similarly, we obtain an explicit time stepping scheme for the dual wave, from equation (46) and the definition of the Chebyshev polynomials of the second kind
with T
with U 0 (T ) defined by (40) at t = τ /2 and
derived from (51) and definition (46) . We can write these two schemes in first order system form, by factorizing the affine function of the propagators in the right hand side of (48) and (52). We obtain that
and
with operator
and its adjoint L T q with respect to the Euclidean inner product. Then, equations (48) and (52) are equivalent to the first order time stepping scheme
This is the exact time discretization of the system (30), for time t ∈ [0, t max ] sampled at intervals τ .
2.3.
The reduced order model. To avoid technical arguments, we work with the discretization of (57) on a very fine grid in the interval (0, T ), with N 1 equidistant points at spacing ∆T = T /N . Using a two point finite difference scheme on this grid, we obtain an N × N lower bidiagonal matrix L q , the discretization of the Schrödinger operator (37) . The operator (56) is discretized by
where I N is the N × N identity matrix. Assuming a small time sampling interval τ , so that
we obtain
(61) Then, the primary and dual propagator N × N matrices
are approximately tridiagonal. Here we used definition (50), the factorizations (54), (55) and the approximation (61).
We call the vectors P j and U j in R N , with entries approximating P j (T ) and U j (T ) on the fine grid, the primary and dual "solution snapshots". They evolve from the initial values P 0 = b and U 0 according to the equations
for j = 0, . . . , 2n − 1. The data model (44) becomes
with small error of the approximation, of order 1/N , for N 1. Here b is the "sensor vector" in R N with entries defined by the values of the sensor function b(T ) on the grid, multiplied by √ ∆T , so that
We neglect henceforth the O(1/N ) error and treat (65) and (66) as equalities. The ROM is defined by the n × n symmetric and tridiagonal (Jacobi) matrix P P P, satisfying the data matching conditions
where e 1 = (1, 0, . . . , 0) T ∈ R n and n N . Comparing (67) with (65), we note that b, which is supported in the first rows, is replaced by the "ROM sensor vector" b = b e 1 , with b = D 1/2 0 by (66). We refer to [20] for many details on the propagator P P P. Here it suffices to obtain its factorization
with I n the n × n identity, and lower bidiagonal L q . This is the matrix used in the DtB map (11), and we explain in the next section how to calculate it.
2.3.1. Projection ROM. It is shown in [20, Lemma 4.5] that P P P can be constructed with an orthogonal projection of P P P on the span of the first n primary snapshots {P j } n−1 j=0 , the range of the N × n matrix P P P = P 0 , . . . , P n−1 .
By equation (64), this is the Krylov subspace K n (b, P P P) = span{b, P P Pb, . . . , P P P n−1 b} = range(P P P ).
It is intuitive that the projection space is determined only by the first n snapshots. The backscattered wave measured at x = 0, for t ≤ t 2n−1 , cannot propagate farther than x(t n−1 ) in the medium, before it reflects and turns back to x = 0. This means that we can image up to depth x(t n−1 ), and all the information is contained in the subspace (70).
There are many ways to project on K n (b, P P P), depending on the choice of the basis. We use an orthonormal basis {V 1 , . . . , V n } that makes the projection
tridiagonal, where V = (V 1 , . . . , V n ) is the N × n orthogonal matrix in the QR factorization
with R ∈ R n×n invertible and upper triangular [28] . Because of this triangular matrix we obtain from (72) that the basis satisfies the causality relations
This is important for at least two reasons: First, it ensures that P P P is tridiagonal, as shown in appendix A. Second, it concentrates the support of V j near the wavefront, at T = t j , and makes the matrix V almost independent of the unknown q.
There are two ways of explaining this last property of the vectors V j : One way is to start with V 1 which equals P o = b, up to a normalization factor, and recall that b is supported in the first rows, at travel time T ≈ t 0 = 0. The support of the second snapshot P 1 advances by the travel time T = t 1 . Since V 2 ∈ span{V 1 , P 1 } and V 2 is orthogonal to V 1 , the entries in V 2 must be large at the wavefront T = t 1 . Arguing this way, with index j increased one by one, we see that the support of the orthonormal basis follows the wavefront of the wave. Depending on how oscillatory the pulse is, there are some reverberations behind the wavefront, but as shown in the numerical simulations, the entries in V j are larger around travel times T = t j−1 . This property is important in our context, because the travel times are determined by the known wave speed c(x), and not the unknown impedance or, equivalently, q(x). This means that V is almost independent of q(x), as illustrated in section 2.5.
The other way of explaining is algebraic: By causality, the matrix P P P of the primary snapshots is approximately upper triangular. The approximation is because P P P ∈ R N ×n is a tall rectangular matrix and b is not an exact deltafunction, but an approximation. If there where no inhomogeneities in the medium, there would be no reflected waves and the matrix P P P would be approximately diagonal. The inhomogeneities cause reflections, which fill-in the upper triangular part of P P P . The QR orthogonalization (72) transforms the almost upper triangular matrix P P P to the almost identity matrix V , which is almost independent of q.
2.3.2.
The calculation of the ROM. Although the QR factorization (72) is useful for understanding the ROM, we cannot use it directly to compute P P P because we do not know the matrix (69). We only know the inner products of its columns with b, from (65). We now explain how to calculate P P P from the matching relations (67).
Let us begin with the calculation of the upper triangular matrix R. We obtain from equations (64) and (72) that
where we used the symmetry of P P P. The Chebyshev polynomials satisfy the relation
so substituting in (74) and using (65), we get
This shows that the n×n matrix P P P T P P P can be determined from the data, and that R can be calculated from its Cholesky factorization [28] P P P T P P P = R T R.
With the matrix R calculated from (77), we solve for V in (72) to obtain
and then rewrite (71) as
The matrix in parentheses has the entries
by definition (64). Then, relation (75), T 1 (P P P) = P P P, and definition (65) give
for j, k = 1, . . . , n. This shows that P P P T P P PP P P can be computed from the data, and the propagator P P P follows from (79). To obtain the factorization (68), we note from (71) that the spectral norm of the ROM propagator is bounded above by the spectral norm of P P P = cos τ L T q L q . With our choice (60) of τ this norm is strictly less than one, so I n − P P P is positive definite. Therefore, we can calculate the matrix L q in (68) from another Cholesky factorization
This is the ROM version of equation (54). It remains to show that the vector b in the data matching conditions has the form given in (67). We define b as the projection of b on the space (70), given by
Using equations (77), (78), (66) and the upper triangular structure of R we get
as stated in (67).
We can make them independent of q by normalizing the measurements with D 0 , which is strictly positive by (29)- (30) . Alternatively, we may suppose that q(T ) is known near T = 0, and conclude from the causality of the wave equation that D 0 is independent of the variations of q(T ) at larger T . We make this assumption henceforth, and treat D 0 as constant.
2.4.
The Galerkin-Petrov approximation. Here we show that the lower bidiagonal matrix L q computed above is a Galerkin-Petrov approximation of the operator L q in (59), which in turn is an approximation of the Schrödinger operator L q . Multiplying (82) on the right with the inverse of
where we used definitions (62), (71) and V T V = I n . We rewrite the result as
which is orthogonal by equation (82),
Thus, we conclude that L q is the Galerkin-Petrov approximation of the operator L q , with the primary field approximated in the space (70), and the dual field approximated in the range of W . This is the same as the range of the matrix U U U = (U 0 , . . . , U n−1 ) of the dual snapshots, as explained in section 3.1.
Remark 2.1. It follows from (61) and the linearity of L q with respect to q that L q is approximately linear in q.
The discussion at the end of section 2.3.1, which is for the columns of matrix V , but extends verbatim to matrix W , explains that V and W are almost independent of q. Thus, equation (87) yields approximate linearity of the reduced order matrix L q in q, as needed in the DtB mapping.
2.5. The data to Born mapping. Let L q 0 be the ROM matrix in the reference medium with known impedance σ 0 (x) and Schrödinger potential q 0 (x) = ln σ 0 (x). Let also V 0 and W 0 be the projection matrices in this medium. As explained in section 2.3.1 and Remark 2.1, these matrices change slowly with the potential q(x), so for the perturbed q ε (x) defined in (6) we have
and due to the approximation (61) and the linearity of L q in q, we have
Substituting (92) in (91) we get the approximate linearity relation (8), which makes the mapping (11) useful.
Algorithm 2.1. The algorithm for computing the DtB mapping is as follows:
Map the data to the ROM matrix L q using equations (76), (79), (81) and the Cholesky factorizations (77) and (82).
Compute the data
j=0 in the reference medium with given q 0 , using formula 
where The derivative in (94) must be calculated carefully, because the usual chain rule does not apply to matrix functions, unless the matrix commutes with its derivative. We obtain it in the next algorithm using the recursion relation (47). Algorithm 2.2. The algorithm for computing (94) is as follows: Input: L q , L q 0 and τ .
, j = 0, . . . , 2n − 1.
We have z 0 = 0 and
, and for j = 2, . . . , 2n − 1,
Output: The derivative (94) given by
2.6. Numerical results. We present numerical results for a layered model, with relative acoustic impedance shown in Figure 1 . The relative impedance is defined as the ratio of the impedance and that of the homogeneous background.
We display it as a function of the travel time, at steps τ chosen consistent with the Nyquist sampling rate of the Gaussian pulse used in the simulations. To avoid the "inverse crime", the data are generated with a finite-difference time-domain algorithm, on an equidistant grid with steps much smaller than τ . In Figure 2 we show the primary snapshots, columns of P P P 0 and P P P , for the homogeneous background with relative impedance σ 0 = 1, and the layered model. The wave has crossed all the discontinuities of the impedance by the time t = 80τ of the snapshots displayed in the bottom row. Thus, we observe significant differences between P P P 80 and P P P In Figure 2 we show the columns of V 0 and V , for the homogeneous background and the layered model. We call these columns the primary orthonormal snapshots. We observe that they are almost independent of the medium, as discussed in Remark 2.1. A similar behavior holds for the dual orthonormal snapshots, not shown here. In Figure 3 we show the raw scattering data, its Born approximation 4 and the data obtained with the DtB algorithm. We observe that the strong multiples in the raw data are removed, and that the result is indistinguishable from the Born approximation.
Remark 2.2. Our experiments with different τ (not showed here) indicate that the l ∞ discrepancy between the true Born approximation and the output of the DtB algorithm decays as O(τ 2 ) for smooth σ(x), in agreement with the approximation error in (59). We speculate that if we solved exactly for L q in (59), the discrepancy would decay exponentially in τ −1 .
A RELATED INVERSE SPECTRAL PROBLEM
In this section we look in more detail at the entries of the ROM matrix L q , and compare it with another ROM obtained from spectral measurements of the operator (16) in the wave equation.
3.1. The orthonormal snapshots and the entries in L q . The first primary snapshots {P j } n−1 j=0 span the Krylov space K n (b, P P P) defined in (70), and the dual snapshots {U j } n−1 j=0 span the Krylov space K n (U U U 0 , U U U ), as follows from definition (64).
The classical method for computing an orthonormal basis of a Krylov subspace is given by the Lanczos method [39] , which is used in [20, Algorithm 3.1] to calculate the orthogonal vectors 5 {p j } n j=1 and the orthogonal vectors {u j } n j=1 , satisfying the equations
for j ≥ 1, with initial conditions p 1 = b, u 0 = 0, and coefficients
It is also shown in [20, Sections 4.2, 4.3] how the coefficients (96) enter the expression of the tridiagonal ROM propagator P P P. Using the factorization (82), we obtain from those results the lower bidiagonal matrix L q with entries 4 The Born approximation cannot be computed in the inverse scattering problem, because it corresponds to solving the wave equation linearized with respect to the logarithm of the unknown impedance. This is why we need the DtB transform. We display the Born approximation only for comparison with the output of the DtB algorithm. 5 The vectors p j and u j are called orthogonalized primary and dual snapshots in [20] .
The columns of the projection matrix V on the Krylov space K n (b, P P P), aka the orthonormal primary snapshots, are given by
and the projection matrix W satisfies by definition (88)
The j-th column in this equation reads
where we used (95) and (98). The left hand side is a linear combination of the columns W j and W j−1 of W , because L q is lower bidiagonal. Using the expression (97) of the entries in L q and equation (98), we conclude that
This shows that W is the matrix of orthormal dual snapshots, as stated in the previous section. Let us take the constant reference impedance σ 0 = 1, corresponding to the potential q 0 = 0, and define the coefficients
With these coefficients we introduce the discrete Liouville transform
substitute it in (95) and obtain after straightforward algebraic manipulations the system
for j = 1, . . . , n. Recalling the approximation (61), we see that the finite difference operators in the left hand sides of equations (104)- (105) can be interpreted as discretizations of L
, with q(T ) = ln σ(T ). The discretization is on a special grid with primary points spaced at γ 0 j , and dual points spaced at γ 0 j . In our case these equal τ [20] . In Figure 2 the primary grid corresponds to the integer values in the abscissa, and the dual grid points are offset by τ /2. We note that the peaks of the primary orthonormal snapshots V j are approximately aligned with the j-th primary grid point, which is the location of the wavefront.
The coefficients σ j and σ j are approximations of the impedance at the primary and dual grid points, and the terms in the parentheses in (104)-(105) are discretizations of
We display in Figure 1 the values σ j and σ j computed for the impedance model considered in section 2.5. They give a reasonable approximation of the discontinuous impedance, but better results can be obtained by inverting the data processed by the DtB algorithm, which is almost indistinguishable from the Born approximation. We show next that the same approximation formulas (102) arise for another ROM, constructed from different measurement functions of the operator L q L . With this ROM described below, it is proved in [8] that the approximations (102) converge to the unknown impedance function σ(T ) in the limit n → ∞.
3.2.
The spectrally matched ROM. In this section we draw an analogy between the ROM constructed from the data matching conditions (5) and the "spectrally matched" ROM introduced and analyzed in [8] . Spectrally matched means that the ROM defines a three point finite difference scheme in x for the wave equation satisfied by the pressure field p(t, x) in (26), modeled with an n × n tridiagonal matrix constructed from the truncated spectral measure of the differential operator A in (16) .
The Laplace transform of p(t, x) with respect to time t, written in the travel time coordinates (36),
satisfies the boundary value problem
Here we wrote the operator in (16) in the travel time coordinates
with q(T ) = ln σ(T ). This is the formulation considered in [8] , and the spectral measure of A q is defined by its eigenvalues {λ j > 0} j≥1 and {ζ j = y 2 j (0)} j≥1 , where {y j (T )} j≥1 are the eigenfunctions, orthonormal with respect to the weighted inner product ·, · 1/σ .
The spectrally matched ROM is defined in [8] by an n × n tridiagonal matrix with spectral measure defined by {λ j , ζ j } n j=1 . To compare it with the ROM defined in section 2.3, let us consider the Liouville transform
and suppose that σ(T ) is constant in a vicinity of T = 0. Then,P (s, T ) satisfies
with L q and L T q defined in (37) and (38) . Note that
so it has the same eigenvalues λ j . The eigenfunctions z j (T ) = σ(T ) −1/2 y j (T ) are orthonormal with respect to the Euclidian L 2 (0, T ) inner product. Thus, the spectral measure of L q L T q is the same as that of A q , up to the multiplicative constant 1/σ(0), which we take equal to 1.
The measurement functions in the data model (4) are now
The ROM is defined by the n × n symmetric, positive definite and tridiagonal matrix A A A q in the finite difference discretization of (110) on a special grid with n points in [0, T ],
be the Cholesky factorization of this matrix, with lower bidiagonal L q . Let also λ j and z j be the eigenvectors of A A A q , with Euclidean norm z j = 1. The matrix A A A q is obtained from the matching conditions
using the Lanczos algorithm [15] . The resulting lower bidiagonal matrix L q has the entries
that have the same expression as in (97), but the values of {γ j , γ j } n j=1 are different.
3.3.
Inversion on the spectrally matched grid. With the factorization (114) we can rewrite (113) as the first order system
for the ROM primary and dual vectors P (s) and U (s). We now show that the entries in these vectors represent discretizations of the Laplace transformsP (s, T ) andȖ (s, T ) of the primary and dual fields in equations (30), rewritten in travel time coordinates. The discretization grid is defined by the spectrally matched ROM coefficients {γ
calculated in the reference medium with constant impedance σ 0 = 1 i.e., potential q 0 = 0. It is proved in [8, Lemma 3.2] that these coefficients define a staggered grid in the interval [0, T ],
with T n+1 approaching T from below in the limit n → ∞. The primary fieldP (s, T ) is discretized on the grid with points {T j } n+1 j=1 , spaced at intervals h j = γ 0 j = T j+1 − T j , and the dual fieldȖ (s, T ) is discretized on the grid with points { T j } n j=0 , spaced at intervals h j = γ 0 j = T j − T j−1 , for j = 1, . . . , n. Let us define the diagonal matrices
and write the vectors in (117) in the form
so that the first equation in the system (117) becomes
Let also
and write explicitly the j-th equation in (120)
This is the discretization of equation
, on the spectrally matched grid. A similar result applies to the second equation in (117), which is the discretization of
The ratios (121) are of the same form as in (102) and represent approximations of the impedance function σ(T ) on the spectrally matched grid (118). Specifically, it is proved in [8, Theorem 6.1] that if σ(T ) is smooth, then the piecewise constant function
THE MULTI DIMENSIONAL CASE
In this section we generalize the DtB mapping from one dimension, as described in section 2, to R d with d > 1. The derivation follows the same strategy as in section 2, with certain modifications described below.
4.1.
Data model for an array of sensors. In the multi-dimensional case we consider an array of m sensors on the accessible boundary ∂Ω a , located at points x s ∈ ∂Ω a , for s = 1, . . . , m. Each sensor excites a pressure field, the solution of the wave equation
where the index s denotes the source and the operator A is now defined as
with ∇ denoting the gradient and ∇· the divergence operator. For simplicity, we assume that the same pulse ∂ t f (t) is emitted from all the sensors. The boundary conditions at ∂Ω a are ∇p s (t, x) · ν(x) = 0, where ν(x) is the outer unit normal, and on the inaccessible boundary ∂Ω i we let p s (t, x) = 0. The medium is at rest initially, so we set p s (t, x) = 0, for t 0. Following the same argument that lead to equation (22), we define the matrix-valued data D k ∈ R m×m with entries defined by
in terms of the measurements at the instances t k = kτ for k = 0, 1, . . . , 2n−1. For each k the matrix D k is symmetric due to the source-receiver reciprocity.
4.2.
First order system form and Liouville transformation. Similar to the one-dimensional case, we introduce the sensor functions
and define the analogue of (25)
Here p s (t, x) is the pressure field in the first order system
This system is the analogue of (26) and the vector field u s (t, x) is the particle velocity. Using the Liouville transformation
we rewrite (127) as a Schrödinger system (1) with the operators L q and L T q given by
and the same q(x) = ln σ(x). The transformed boundary and initial conditions take the form (2)- (3), and the entries of the data matrix D k ∈ R m×m , for k = 0, . . . , 2n − 1, are expressed in terms of the primary wave P i (t, x) as
4.3. Symmetrized data model, propagator and measurement function. In one dimension we used travel time coordinates to write the data model in the symmetrized form. Because such a transformation is not available in higher dimensions, we follow a different approach to symmetrize (132) and thus obtain an analogue of (44) .
Combining (132) with (126) and (130) we write
where we assume for the remainder of this section i, j = 1, . . . , m, and k = 0, . . . , 2n − 1. From the definition (131) of L q it follows that
Hence,
where we used that analytic matrix functions commute with similarity transformations. We use another similarity transformation to rewrite (135) as
with the rescaled sensor functions
We also define the rescaled operators
which are adjoint to each other with respect to the standard L 2 (Ω) inner product. These operators define the propagator for the multi-dimensional problem as in (42) ,
The data model (136) is now in symmetric form, and the measurement functions
Similar to the one-dimensional case, the propagator P can be used to define an exact time stepping scheme for
Here we use the convention that the first index denotes the discrete time instance and the second index denotes the source. We obtain the same second-order time stepping scheme (48),
with the affine function ξ given by (50) and the initial conditions
We also have the same factorization (54) of ξ(P) in terms of the operator L q defined as in (56) 
4.4.
Multi-input, multi-output reduced order model. The main difference between one and multi dimensions is the type of ROM that we use. In one dimension we had a single-input, single output (SISO) projection ROM (79), obtained from matching the ROM output (85) to the scalar valued data (67). In multi dimensions we need a multi-input, multi-output (MIMO) ROM that matches the matrix valued data (141). As in section 2.3, let us introduce the matrix A ∈ R N ×N , a discretization of the operator (123) on a very fine, uniform grid with a total of N nodes and step size h. Note that the operator (123) is related to the Schrödinger operators (138)-(139) as
Let Σ ∈ R N ×N and C ∈ R N ×N be the diagonal matrices with entries given by σ(x) and c(x) evaluated at the fine grid nodes. Then we can set L q , a fine grid approximation of L c q , to be a Cholesky factor of
where we drop the index c on L q to simplify notation. We assume as in one dimension that the discretized propagator P P P ∈ R N ×N is well approximated by (62) on the fine grid. As in one dimension, we call the fine grid discretization of the field P at the measurement instances "the primary snapshots". It is convenient to arrange these into matrices P k ∈ R N ×m , for k = 0, . . . , 2n − 1, with each column corresponding to a different sensor. These matrices satisfy a fine grid analogue of the time stepping scheme (143),
with initial conditions P 0 = b and 
for k = 0, . . . , 2n − 1. The analogue of equation (66), which relates the data D 0 at the first time instant to the sensor matrix is
As we did in one dimension, we neglect henceforth the fine grid discretization errors and treat the approximate relations (149)- (150) as equalities. The MIMO ROM consists of the symmetric matrix P P P ∈ R nm×nm , called the ROM propagator, and the ROM sensor matrix b ∈ R nm×m , satisfying the data matching conditions
The matrix P P P is block tridiagonal, with m × m blocks, while b has all zeros except for the uppermost m × m block.
Using the m × m identity matrix I m and zero matrix 0 m , we write
4.5. Calculation of the projection MIMO ROM. The MIMO ROM satisfying the data matching conditions (151) is given by the orthogonal projection of P P P on the block Krylov subspace, spanned by the columns of
We follow the notation in section 2.3.1, and let V = [V 1 , . . . , V n ] be the matrix containing the orthonormal basis for range(P P P ). Here V ∈ R N ×nm and each V k is an N × m matrix. To compute the matrices P P P T P P P and P P P T P P PP P P from the data we can still use the formulas (76) and (81), however, the indexing is understood block-wise. Thus, when we write
for i, j = 1, . . . , n, we use the notation P P P T P P P i,j for the m × m block of P P P T P P P ∈ R nm×nm , at the intersection of rows (i − 1)m + 1, . . . , im and columns (j − 1)m + 1, . . . , jm. We use this notation for P P P T P P PP P P ∈ R nm×nm and all other block matrices with block size m × m.
Note that (153)- (154) give that P P P T P P P and P P P T P P PP P P and their blocks are symmetric.
4.6. The Data to Born map. The main difference in the calculation of the DtB mapping is that the Cholesky factorizations (77) and (82) at step 1 of Algorithm 2.1 are replaced with their block Cholesky counterparts given below.
Algorithm 4.1 (Block Cholesky factorization).
Input: the symmetric block matrix X ∈ R nm×nm with m × m blocks.
To obtain the block Cholesky factorization of X perform the following steps:
where Q k ∈ R m×m is an arbitrary orthogonal matrix.
Output: the block matrix R ∈ R nm×nm with m × m blocks, satisfying X = R T R.
While the regular Cholesky factorization is defined uniquely (assuming it uses the principal value of the square root), there is an ambiguity in defining the block Cholesky factorization, which comes from the computation of the diagonal blocks R k,k in (155). An optimal choice of this matrix is still an open question. We obtained good results with Q k = I, but here we present another choice (yielding equally good numerical results). This choice allows us to extend the Galerkin-Petrov reasoning of Section 2.4 to the MIMO case. Explicitly, we choose the factor Q k consistent with the MIMO analogue of recursion (95)-(97) for computing the primary and dual orthogonalized block snapshots p j ∈ R N ×m and u j ∈ R N ×m , for j = 1, . . . , n. Here the coefficients are no longer scalar, but symmetric positive definite matrices γ j ∈ R m×m and γ j ∈ R m×m . These matrices give the estimates of σ(x) in the multidimensional case [20, Section 7 .3], so we can extend the reasoning of section 3 to the MIMO case, relating the block-bidiagonal L q to a discretization of the Schrodinger equation, via the solution of the discrete inverse problem. We describe the computation of the block-bidiagonal L q in Appendix B.
After the factor L q is found, the DtB map is computed using the block versions of Algorithms 2.1 and 2.2, with b given by (148) and e 1 replaced by E 1 from (152). We can also rewrite the MIMO counterpart of (87) in block form. The validity of the MIMO DtB map is based on the assumption of weak dependence of the primary and dual block-QR orthonormal snapshots V and W on q = ln σ. Because of the consistency with the discrete inverse problem discussed above, this weak dependence can be understood using the same reasoning as in the SISO case. In particular, similar to the SISO case, the orthonormal snapshots approximate columns of the identity, as shown in Figure 5 . We also refer for more details to [22] . 
4.7.
Numerical results. We begin with numerical results for a two dimensional impedance model with two inclusions and a linear velocity model, shown in Figure 4 . We display the relative impedance and wave speed, normalized by their constant values at the sensors. Both the time sampling τ and the distances between the m = 50 sensors in the array are chosen close to the Nyquist sampling rate for the Gaussian pulse used in the experiments. As in the one dimensional case, the scattering data and the true Born approximation are computed using a fine grid finite difference time domain scheme, with grid steps much smaller than τ .
In Figure 5 we plot the primary snapshots at two time instances t k = kτ , with k = 25 and k = 30, for the reference medium with σ 0 ≡ 1 and the scattering medium displayed in Figure 4 . We also display the orthonormal snapshots. The primary snapshots in the reference medium (first column) show the wavefront. In the scattering medium (second column) there are multiple reflections behind the wavefront. The orthonormal snapshots for both media (third and forth columns) have a "smile-like" shape with a "thick lower lip". They can be viewed as approximations of delta functions. The reflections are suppressed in the orthonormal snapshots, and we note that they are almost the same in both media i.e., they are almost independent of σ. A similar result holds for the dual snapshots, not shown here.
In the left plot of Figure 6 we display the raw scattered data at the sensors, due to the excitation from the sensor at the center of the linear array, lying just below the top boundary. The Born approximation and the data transformed by the DtB algorithm are in the middle and right plots. The results are almost the same. To illustrate better the agreement between the Born approximation and the output of the DtB algorithm, we display in To illustrate the benefit of the DtB transformation on imaging, we display in As we mentioned in the introduction, in practice only the smooth part of c(x) may be known. To illustrate that the DtB algorithm can deal with perturbations of the sound speed, we present in Figure 9 numerical results for three inclusions embedded in a medium with constant wave speed c 0 = 1km/s and constant density ρ. The inclusions are modeled by the variation of c(x) displayed in the left plot, but the density is kept constant i.e., σ(x) = ρc(x). Only c 0 is assumed known in the DtB algorithm, meaning that we used the incorrect speed c 0 instead of the true c(x). The data gathered by the array, for the excitation from the source shown with a red circle in the left plot, are displayed in the middle plot. They contain the primary reflections from each inclusion and multiply scattered reflections between the inclusions. The output of the DtB algorithm is displayed in the right plot of Figure 9 . The multiply scattered echoes are removed and there are three, clearly separated echoes, corresponding to each inclusion. Note the unmasking of the second echo, due to the smaller inclusion, that was mixed with a multiply scattered echo in the middle plot.
SUMMARY
This paper is motivated by the inverse scattering problem for the wave equation, where an array of sensors probes an unknown scattering medium with pulses and measures the reflected waves. The goal of the inversion is to estimate the perturbations of the acoustic impedance in the medium, which cause wave scattering. We introduced a direct, linear-algebra based algorithm, called the Data to Born (DtB) algorithm, for transforming the data collected by the array to data corresponding to the single scattering (Born) approximation. These data can then be used by any offthe-shelf algorithms that incorporate state of the art linear inversion methodologies. The key ingredient in the DtB algorithm is a data driven, reduced order model (ROM), that approximates the wave propagator operator. Because the DtB algorithm involves only linear algebra operations, like matrix-matrix multiplications and block Cholesky factorizations, the cost of the algorithm is O((mn)
3 ), where m is the number of sensors and 2n is the number of time samples in the measurements. However, due to the Toeplitz-plus-Hankel structure of the mass and stiffness matrices, this cost can be reduced, possibly to O(m 3 n 2 log n). This will be a subject of future research.
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APPENDIX A. THE TRIDIAGONAL STRUCTURE OF THE ROM PROPAGATOR
In this appendix we show that the the ROM propagator given by the projection (71) is a tridiagonal matrix. Obviously, P P P is symmetric, so it suffices to show that its entries ( P P P) j+l,j = V T j+l P P PV j
are zero when l ≥ 2.
We obtain from equation (78) that V j = j−1 i=0 (R −1 ) i+1,j P P P i , where we used that the inverse R −1 of the upper triangular matrix R is upper triangular. The relation (75) satisfied by the Chebyshev polynomials and definition (64) give P P PP P P i = T 1 (P P P)T i (P P P)b = 1 2 T i+1 (P P P) + T |i−1| (P P P) b = 1 2 P P P i+1 + P P P |i−1| ,
so equation (157) (R −1 ) i+1,j V T j+l P P P i+1 + V T j+l P P P |i−1| .
Each term in this sum can be calculated from (72) as V T j+l P P P i = (R) j+l,i+1 , so we obtain ( P P P) j+l,j = 1 2
Note that j + l > max{i + 2, |i − 1| + 1} when l ≥ 2 and i = 0, . . . , j − 1, so the right hand side in (160) is zero by the upper triangular structure of R. This means that P P P is tridiagonal.
APPENDIX B. COMPUTATION OF THE BLOCK-BIDIAGONAL L q
We describe the computation of the block-Cholesky factor L q using an approach outlined in [21] . As mentioned in section 4.5, the block Cholesky factorization is not uniquely defined. Clearly, if Q k = I m , the diagonal blocks R k,k , are symmetric, for k = 1, . . . , n. We denote the corresponding MIMO ROM matrix given by (79) as P P P I .
For non-trivial orthogonal matrices Q k , the MIMO ROM matrix P P P Q is given by Q P P P I Q T where Q is the blockdiagonal matrix with orthogonal blocks Q k , k = 1, . . . , n. However, the block bidiagonal factor L q in (82) has to be consistent with the matrix analogue of the recursion (95)-(97) for computing the primary and dual orthogonalized block snapshots p j ∈ R N ×m and u j ∈ R N ×m ,
with initial conditions p 1 = b and u 0 = 0, and symmetric positive definite matrix coefficients
for j = 1, . . . , n. Then,
We now determine the matrix Q such that the factorization
corresponds to L q of the form (163) with symmetric positive definite γ j and γ j , j = 1, . . . , n.
Denote the diagonal and the off-diagonal blocks of ξ P P P I by α j ∈ R m×m , for j = 1, . . . , n and β j ∈ R m×m , for j = 2, . . . , n. By definition,
The remaining matrix coefficients γ j and γ j are obtained from (164) 
