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1. Introduction
Recently, the authors found out unexpected, interesting and nice relations between two classical mathematical theo-
ries: theory of selection principles (related also to game theory and Ramsey theory) and theory of divergent processes in
asymptotic analysis (see [4,5,7,8] and the survey paper [6]).
The theory of selection principles has old roots going back to the 1920s to works of Borel (1919), Menger (1924),
Hurewicz (1925, 1927), Rothberger (1938), Sierpin´ski (1926, 1928) and others. In [28], M. Scheepers began a systematic
study of this subject. For survey papers related to selection principles and their interplay with game theory and Ramsey
theory we refer the reader to [23,24,29,32,22].
Studying in the 1930s Tauberian theory, in particular working on a simpliﬁcation of the work of Hardy and Littlewood
on Tauberian theorems, J. Karamata initiated investigation in asymptotic analysis of divergent processes, nowadays known
as Karamata theory of regular variation (see [16–20], and also [1,12,30,3,10,11,21,9]). In 1970, de Haan [13] deﬁned and inves-
tigated rapid variation and so stimulated further development in asymptotic analysis. The book [1] is a nice exposition of
Karamata Theory and the theory of rapid variability (see also [12,13,30]), while Hardy’s book [15] is a general textbook for
the theory of divergent sequences. In what follows, we consider both regular variation and rapid variation.
The basic object in this paper is the set S of sequences of positive real numbers and several its subsets. We identify a
sequence x and its image Im(x).
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We familiarize now the reader with the basic notions concerning regular and rapid variation, selection principles and
games, and give a necessary background.
Regular and rapid variations
These kinds of variation are related to real functions and sequences from S. Usually, a class F of functions has the
corresponding partner class Fs of sequences deﬁned in such a way that the restriction f  N of a function f ∈ F belongs
to Fs .
A measurable function ϕ : [a,∞) → (0,∞), a > 0, is called regularly varying [1] if for every λ > 0 there exists the limit
g(λ) = lim
x→∞
ϕ(λx)
ϕ(x)
.
If g(λ) = 1 for each λ > 0, then ϕ is said to be slowly varying.
The class of regularly varying (respectively slowly varying) functions we denote by RV f (respectively SV f ).
A sequence x = (xn)n∈N of positive real numbers is said to be regularly varying (in the sense of Karamata) if for each
λ > 0 it satisﬁes
kx(λ) := lim
n→∞
x[λn]
xn
< ∞. (1)
It is well known that the limit function kx(λ) is of the form λρ for some ρ ∈ R (see [1]); ρ is called the index of variability
of (xn)n∈N .
If ρ = 0, then (xn)n∈N ∈ S is said to be slowly varying.
By RVs and SVs we denote the class of regularly varying sequences and the class of slowly varying sequences, respec-
tively. RVρ,s is the class of regularly varying sequences of index ρ .
Bojanic´ and Seneta [2] (see also [12,11]) uniﬁed the theory of slow variability by the following theorem.
Theorem 2.1. For a sequence x = (xn)n∈N of positive real numbers the following are equivalent:
(1) (xn)n∈N is slowly varying;
(2) The function fx deﬁned by fx(t) = x[t] , t  1, is slowly varying.
A function ϕ : [a,∞) → (0,∞), a > 0, is said to be rapidly varying of index of variability ∞ [13] (see also [1]) if it is
measurable and satisﬁes the asymptotic condition
lim
x→∞
ϕ(λx)
ϕ(x)
= ∞, λ > 1.
The class of rapidly varying functions of index ∞ we denote by R∞, f .
A sequence (xn)n∈N ∈ S is rapidly varying if the following asymptotic condition is satisﬁed:
lim
n→∞
x[λn]
xn
= 0, 0< λ < 1, (2)
or equivalently
lim
n→∞
x[λn]
xn
= ∞, λ > 1. (3)
R∞,s denotes the class of rapidly varying sequences.
The following theorem, which allowed a uniﬁed study of rapidly varying sequences and rapidly varying functions, was
shown in [4].
Theorem 2.2. For a sequence x = (xn)n∈N in S the following are equivalent:
(a) (xn)n∈N belongs to the class R∞,s;
(b) The function fx deﬁned by fx(t) = x[t] , t  1, is in the class R∞, f .
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Let A and B be sets whose elements are families of subsets of an inﬁnite set X . Then (see [28]) S1(A,B) denotes the
selection principle:
For each sequence (An: n ∈ N) of elements of A there is a sequence (bn: n ∈ N) such that for each n, bn ∈ An and
{bn: n ∈ N} is an element of B.
The symbol G1(A,B) denotes the inﬁnitely long game for two players, ONE and TWO, who play a round for each positive
integer. In the nth round ONE chooses a set An ∈ A, and TWO responds by choosing an element bn ∈ An . TWO wins a play
(A1,b1; . . . ; An,bn; . . .) if {bn: n ∈ N} ∈ B; otherwise, ONE wins.
A strategy of a player is a function σ from the set of all ﬁnite sequences of moves of the opponent into the set of (legal)
moves of the strategy owner.
It is evident that if ONE does not have a winning strategy in the game G1(A,B), then the selection hypothesis S1(A,B)
is true. The converse implication is not always true.
A strategy σ for the player TWO is a coding strategy (see [27] where this concept was introduced) if TWO remembers
only the most recent move by ONE and by TWO before deciding how to play the next move. More precisely the moves of
TWO are: b1 = σ(A1,∅); bn = σ(An,bn−1), n 2.
In [25] new selection principles αi(A,B) were introduced and studied (see also [33]).
Because in this paper A and B will be certain subfamilies of the family S, we deﬁne αi(A,B)-properties for such families
A and B.
Deﬁnition 2.3. Let A and B be subfamilies of S. The symbol αi(A,B), i = 1,2,3,4, denotes the following selection hypoth-
esis. For each sequence (An: n ∈ N) of elements of A there is an element B ∈ B such that:
α1(A,B): for each n ∈ N the set An \ B is ﬁnite;
α2(A,B): for each n ∈ N the set An ∩ B is inﬁnite;
α3(A,B): for inﬁnitely many n ∈ N the set An ∩ B is inﬁnite;
α4(A,B): for inﬁnitely many n ∈ N the set An ∩ B is nonempty.
Evidently,
α1(A,B) ⇒ α2(A,B) ⇒ α3(A,B) ⇒ α4(A,B)
and
S1(A,B) ⇒ α4(A,B).
Known results
Our results concerning selection properties of the S1-type obtained so far have been derived from the fact that the player
TWO has a winning strategy in the corresponding game of G1-type.
In [4] we showed that the class R∞,s has nice selection properties:
Theorem 2.4. The class R∞,s , satisﬁes each of the following principles:
S1(R∞,s,R∞,s); α2(R∞,s,R∞,s); α3(R∞,s,R∞,s); α4(R∞,s,R∞,s).
In [7] this result was improved, changing the ﬁrst coordinate R∞,s by a wider class ARVs .
A sequence x = (xn)n∈N ∈ S is in the class ARVs if for each λ > 1 the following condition is satisﬁed:
kx(λ) := lim infn→∞
x[λn]
xn
> 1. (4)
In fact it was shown
Theorem 2.5. The player TWO has a winning coding strategy in the game G1(ARVs,R∞,s).
Corollary 2.6. The selection principles S1(ARVs,R∞,s), α2(ARVs,R∞,s), α3(ARVs,R∞,s) and α4(ARVs,R∞,s) are satisﬁed.
In this paper we deﬁne and study some subclasses of the class R∞,s of rapidly varying sequences (of index ∞) and
show that some of them have the above game-theoretic (and selection) properties, and some do not have. In particular,
Theorem 3.23 and Corollary 3.26 give signiﬁcant improvements of Theorem 2.5 and Corollary 2.6 from [7].
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A function ϕ : R → (0,∞) belongs to the class Γ f (see [14]; also [1]) if it is nondecreasing, continuous from the right,
and if there is a measurable function g : R → (0,∞), called the auxiliary function of ϕ , such that for each λ ∈ R,
lim
x→∞
ϕ(x+ λg(x))
ϕ(x)
= eλ.
Fact 1. If ϕ ∈ Γ f , then for each A ∈ (0,∞), the restriction of ϕ on [A,∞) belongs to the class R∞, f of rapidly varying
functions [1].
Fact 2. If Γ f ,+ is the set of functions which are restrictions of functions from Γ f on some interval [A,∞), A > 0, then (see
[1, Prop. 2.4.4]
Γ f ,+  KR∞, f  R∞, f ,
where KR∞, f is the class of rapidly varying functions with the left and the right Matuszewska index equal to ∞ [26,1].
We deﬁne now an important class of sequences corresponding to the function class Γ f , contained in the class of rapidly
varying sequences (see Remark 3.12 for some clariﬁcations concerning this deﬁnition).
Deﬁnition 3.1. A sequence x = (xn)n∈N ∈ S is in the class Γs if it is nondecreasing and there is a sequence (αn)n∈N of positive
real numbers, called the auxiliary sequence of x, such that for each λ ∈ R,
lim
n→∞
x[n+λαn]
xn
= e[λ]. (5)
Theorem 3.2. Γs ⊂ R∞,s .
Proof. Let (xn)n∈N belong to the class Γs and let (αn)n∈N be the auxiliary sequence of (xn)n∈N . Then the sequence (xn)n∈N
is nondecreasing and limn→∞ xn = ∞; otherwise (5) would not be satisﬁed (say for λ = 1). Therefore, for every λ ∈ R,
limn→∞(n + λαn) = limn→∞ n(1+ λαnn ) = ∞.
Claim. limn→∞ αnn = limsupn→∞ αnn = 0.
Suppose, on the contrary, that limsupn→∞ αnn = H > 0. Consider two cases:
1. H < ∞, and
2. H = ∞.
1. There is an increasing mapping k : N → N such that limn→∞ αk(n)k(n) = H . For suﬃciently large n we have
αk(n)
k(n) 
H
2 . So,
for λ = − 3H and n suﬃciently large we have that n + λαn does not tend to ∞ as n → ∞, which is a contradiction.
2. Again, there is an increasing mapping k : N → N such that limn→∞ αk(n)k(n) = H . For suﬃciently large n we have
αk(n)
k(n)  2.
So, for λ = −1 and n suﬃciently large we have that n + λαn does not tend to ∞ as n → ∞, which is again a contradiction.
This completes the proof of Claim.
Therefore, for each λ > 1 we have (λ − 1) · nαn → ∞ as n → ∞, so that
lim inf
n→∞
x[λn]
xn
= lim inf
n→∞
x[n+(λ−1) nαn ·αn]
xn
 lim inf
n→∞
x[n+Aαn]
xn
= e[A],
for each A > 0. If here A → ∞, we have
lim inf
n→∞
x[λn]
xn
= lim
n→∞
x[λn]
xn
= ∞.
By [4, Cor. 2.2] we conclude that (xn)n∈N ∈ R∞,s . 
Example 3.3. The class Γs is a proper subclass of R∞,s .
Consider the sequence (xn)n∈N deﬁned by
xn =
{
en+2, if n is odd,
ne , if n is even.
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0 lim inf
n→∞
x[λn]
xn
 limsup
n→∞
x[λn]
xn
 limsup
n→∞
e[λ(n+2)]
en
 limsup
n→∞
eλ(n+2)
en
= limsup
n→∞
(
e(λ−1)n · e2λ)= e2λ · 0 = 0,
which means that (xn)n∈N ∈ R∞,s .
It would be interesting to ﬁnd a nondecreasing sequence in R∞,s \ Γs .
Deﬁnition 3.4. (See [31].) A sequence x = (xn)n∈N ∈ S is in the class Tr(RVs) of translationally regularly varying sequences if for
each λ ∈ R,
lim
n→∞
x[n+λ]
xn
= r(λ) < ∞. (6)
Remark 3.5. It is easy to see that the class Tr(RVs) coincides with the class of sequences (xn)n∈N ∈ S such that limn→∞ xn+1xn
is ﬁnite. However, we use the deﬁnition above because of traditional reasons applied to the theory of regular variation.
Similar observations are applied to the deﬁnition of translationally rapidly varying sequences (Deﬁnition 3.20).
In connection with the following theorem see also [31].
Theorem 3.6. If (xn)n∈N ∈ Tr(RVs), then r(λ) = eρ[λ] for some ρ ∈ R.
Proof. Let (xn)n∈N ∈ Tr(RVs). Then for each λ ∈ R,
1
r(λ)
= lim
n→∞
xn
x[n+λ]
= lim
n→∞
xn
xn+[λ]
= lim
k→∞
xk−[λ]
xk
= lim
k→∞
x[k−[λ]]
xk
= r(−[λ]).
Since, for each λ ∈ R, r(−[λ]) < ∞, we have r(λ) > 0 for each λ ∈ R.
We prove the second part of the theorem. For λ = 0 the statement is trivially true. Suppose λ > 0. We have
r(λ) = lim
n→∞
x[n+λ]
xn
= lim
n→∞
xn+[λ]
xn
=
{
limn→∞( xn+1xn ·
xn+2
xn+1 · · ·
xn+[λ]
xn+[λ]−1 ), for λ 1,
1, for 0< λ < 1
= (r(1))[λ].
By the ﬁrst part of the proof r(1) > 0, so that (for the considered λ > 0) we have
r(λ) = e[λ]·ln(r(1)).
If ρ = ln(r(1)) ∈ R, then for λ > 0 we obtain r(λ) = eρ[λ] .
Let now λ < 0. Then we have
r(λ) = 1
limn→∞ xnx[n+λ]
= 1
limn→∞ xnxn+[λ]
= 1
limn→∞( xn+[λ]+1xn+[λ] · · · xnxn−1 )
= 1
(r(1))−[λ]
= (r(1))[λ] = eρ[λ].
This completes the proof of the theorem. 
If the sequence (xn)n∈N is in the class Tr(RVs), then the number ρ from Theorem 3.6 is called the index of variability of
(xn)n∈N .
By Tr(RVs)ρ we denote the family of all sequences in Tr(RVs) of index ρ .
By deﬁnitions of the classes Γs and Tr(RVs) and Theorem 3.6 we directly have the following
Corollary 3.7. If (xn)n∈N is a nondecreasing sequence from Tr(RVs)1 , then (xn)n∈N ∈ Γs .
Theorem 3.8. Let (xn)n∈N ∈ Tr(RVs)ρ . Then:
(1) If ρ > 0, then (xn)n∈N ∈ R∞,s;
(2) If ρ < 0, then (xn)n∈N /∈ R∞,s .
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ρ+1
2 · xn . According to
the proof of [4, Th. 3.1], a sequence having this property belongs to the class R∞,s .
(2) Let now ρ < 0. Then limn→∞ xn+1xn = eρ < 1. So, for n suﬃciently large we have xn+1  e
ρ+1
2 · xn . By [7] (see also [6])
a sequence satisfying this property belongs to the class R−∞,s of rapidly varying sequences of index −∞ and thus cannot
be in the class R∞,s . 
The case ρ = 0 in the previous theorem is different. For ρ = 0 we have limn→∞ x[n+λ]xn = 1 for each λ ∈ R. The next
example shows that there are sequences with this property which belong to R∞,s and sequences which do not belong
to R∞,s .
Example 3.9. (1) The sequence (xn)n∈N deﬁned by xn = n, n ∈ N, for each λ ∈ R satisﬁes
lim
n→∞
x[n+λ]
xn
= lim
n→∞
xn+[λ]
xn
= lim
n→∞
(
1+ [λ]
n
)
= 1.
On the other hand, this sequence belongs to the class of regularly varying sequences in the sense of Karamata of index 1
(see [1]) and for each λ > 1 satisﬁes limn→∞ x[λn]xn = λ; thus it does not belong to R∞,s .
(2) The sequence (xn)n∈N deﬁned by xn = e
√
n , n ∈ N, for every λ ∈ R satisﬁes
lim
n→∞
x[n+λ]
xn
= lim
n→∞
xn+[λ]
xn
= lim
n→∞ e
√
n+[λ]−√n = 1.
For λ > 1 this sequence satisﬁes
lim inf
n→∞
x[λn]
xn
= lim inf
n→∞ e
√[λn]−√n = lim inf
n→∞ e
[λn]−n√[λn]+√n  lim inf
n→∞ e
λn−1−n√[λn]+√n = lim inf
n→∞ e
(λ−1)− 1n√ [λn]
n2
+
√
1
n = ∞,
which means that (xn)n∈N ∈ R∞,s .
Theorem 3.10. Let ITr(RVs)1 be the class of nondecreasing sequences from Tr(RVs)1 . Then
ITr(RVs)1 ⊂ Γs  IR∞,s  R∞,s.
Proof. Observe that the class ITr(RVs)1 is nonempty: it is easy to verify that the sequence (xn)n∈N deﬁned by xn = en , n ∈ N,
belongs to this class. Also, we have ITr(RVs)1 ⊂ Γs , by deﬁnitions of these two classes. By Theorem 3.2 and Example 3.3,
Γs  R∞,s . Since sequences from Γs are nondecreasing, one concludes Γs ⊂ IR∞,s . Let us prove that the later inclusion is
proper.
Consider the sequence (xn)n∈N deﬁned by xn = e n2 , n ∈ N. This sequence is increasing and for each λ > 1 we have
lim inf
n→∞
x[λn]
xn
= lim inf
n→∞ e
1
2 ([λn]−n)  lim inf
n→∞ e
1
2 (λn−1−n) = lim inf
n→∞ e
1
2 (λ−1)n− 12 = ∞.
This means that (xn)n∈N ∈ R∞,s , hence to IR∞,s .
We prove (xn)n∈N /∈ Γs . Suppose (xn)n∈N ∈ Γs . There is a sequence (αn)n∈N , the auxiliary sequence of (xn)n∈N , so that for
each λ ∈ R it holds
lim
n→∞
e
1
2 (n+[αnλ])
e
1
2n
= e[λ],
i.e.
lim
n→∞ e
1
2 [αnλ] = e[λ].
The last equality is equivalent to the fact that for each λ ∈ R
lim
n→∞
1
2
[αnλ] = [λ].
Let λ ∈ [0,1). Then limn→∞ 12 [αnλ] = 0, i.e. for suﬃciently large n we have 0 αn · λ < 1. In particular, for λ = 23 there
is n0 = n0( 23 ) ∈ N such that for each n n0,
0< αn <
3
2
.
Let now λ ∈ [1,2). Then the fact limn→∞ 1 [αnλ] = [λ] is equivalent to2
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n→∞[αn · λ],
which implies
2[λ]
[
3
2
λ
]
.
We get a contradiction, since the last inequality does not hold for λ ∈ [1, 43 ). 
Problem 3.11. Is the set Γs \ ITr(RVs)1 nonempty?
Remark 3.12. For a nondecreasing sequence x = (xn)n∈N ∈ S we say that belongs to the class Γ ∗s if there is a sequence
α = (αn)n∈N ∈ S (called the auxiliary sequence for x) such that for each λ ∈ R the following holds:
lim
n→∞
x[n+αnλ]
xn
= eλ.
The class Γ ∗s is nonempty. Namely, the sequence x = (xn)n∈N deﬁned by xn = e
√
n , n ∈ N, is in this class. Indeed, if we take
αn = 2√n, n ∈ N, then for each λ ∈ R we have
lim
n→∞
x[n+αnλ]
xn
= lim
n→∞
xn+[αnλ]
xn
= lim
n→∞ e
√
n+[2λ√n]−√n = lim
n→∞ e
[2λ√n]√
n+[2λ√n]+√n = lim
n→∞ e
[2λ√n]
2
√
n√
1
4 +
[2λ√n]
4n +
√
1
4 = eλ.
Also, according to Example 3.9, (xn)n∈N ∈ Tr(RVs)0.
Notice that, on the other hand, the sequence y = (yn)n∈N , yn = en , n ∈ N, does not belong to the class Γ ∗s . Since this
sequence is the restriction to N of the function ϕ(x) = ex , x ∈ R, and since this function is a fundamental representative of
the class Γ f of functions (see [1]), we consider the class Γs (which contains the sequence y) as a partner sequential class
to Γ f (see Introduction).
Let us note that Γs and Γ ∗s are different classes of sequences, that Γ ∗s ⊂ R∞,s and Γ ∗s  IR∞,s (compare with the proof
of Theorem 3.2).
Problem 3.13. Is it true Γs  Γ ∗s or Γ ∗s  Γs?
Theorem 3.14. For any ρ > 0 the player ONE has a winning strategy in the game G1(Tr(RVs)ρ,Tr(RVs)).
Proof. Let σ be a strategy for ONE. Suppose that the ﬁrst move of ONE is the sequence σ(∅) = x1 = (x1,m)m∈N belonging
to Tr(RVs)ρ . Let TWO’s response be y1 = x1,m1 ∈ x1. Then ONE looks at x1,m1 and picks a new sequence x2 = (x2,m)m∈N ∈
Tr(RVs)ρ such that all its elements are bigger than 2 · y1. (This is possible, passing if necessary to subsequences, because
x2 ∈ Tr(RVs)ρ  R∞,s , and thus x2 is unbounded.) Let y2 = x2,m2 ∈ x2 be the choice of TWO. In the nth round ONE looks at
yn−1, TWO’s choice in the (n− 1)th round, and chooses a sequence xn = (xn,m)m∈N ∈ Tr(RVs)ρ such that all its elements are
bigger than n · yn−1. And so on.
The sequence (yn)n∈N obtained during the play
x1, y1; x2, y2; . . . ; xn, yn; . . .
for each λ 1 satisﬁes
lim inf
n→∞
y[n+λ]
yn
= lim inf
n→∞
yn+[λ]
yn
= lim inf
n→∞
(
yn+1
yn
· · · yn+[λ]
yn+[λ]−1
)
 lim inf
n→∞ (n + 1)
[λ] = ∞.
Therefore, for λ 1, limn→∞ y[n+λ]yn = ∞ and thus (yn)n∈N /∈ Tr(RVs). 
Corollary 3.15. For any ρ > 0 and δ ∈ R ONE has a winning strategy in the game G1(Tr(RVs)ρ,Tr(RVs)δ).
Corollary 3.16.ONE has awinning strategy in the game G1(ARVs,Tr(RVs)) (and thus also in G1(R∞,s,Tr(RVs)) and G1(Γs,Tr(RVs))).
Similarly to the proof of Theorem 3.14 one proves the following statement.
Theorem 3.17. For any ρ > 0 the player ONE has a winning strategy in the game G1(RVs,ρ ,RVs).
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let TWO’s response be y1 = x1,m1 ∈ x1. Then ONE chooses a new sequence x2 = (x2,m)m∈N ∈ RVρ,s such that all its elements
are bigger than 2 · y1. (Note that for any ρ > 0, RVρ,s  ARVs [7], which implies that sequences from RVρ,s , ρ > 0, are
unbounded.) Let y2 = x2,m2 ∈ x2 be the choice of TWO. In the nth round ONE looks at yn−1, chosen by TWO in the (n−1)th
round, and chooses a sequence xn = (xn,m)m∈N ∈ RVρ,s such that all its elements are bigger than 2 · yn−1. And so on.
For each λ > 1 we have
lim
n→∞
y[λn]
yn
= lim
n→∞
(
y[λn]
y[λn]−1
· · · yn+1
yn
)
> lim
n→∞2
[λn]−n > lim
n→∞2
(λ−1)n−1 = ∞,
and therefore (yn)n∈N ∈ R∞,s , i.e. (yn)n∈N /∈ RVs . 
Remark 3.18. The same proof may be used to show that the previous theorem is true if the ﬁrst coordinate is replaced by
the class of increasing, unbounded slowly varying sequences. (Recall that there are bounded slowly varying sequences [1].)
Corollary 3.19. ONE has a winning strategy in the games G1(ARVs,RVs) (in particular, in G1(ARVs,SVs)), G1(R∞,sRVs),
G1(Γs,RVs), and for ρ > 0 in G1(Tr(RVs)ρ,RVs).
We introduce now a new subclass of the class of rapidly varying sequences. It will be shown that from game-theoretic
point of view this class is quite different from the class of translationally regularly varying sequences.
Deﬁnition 3.20. A sequence x = (xn)n∈N ∈ S is in the class Tr(R∞,s) of translationally rapidly varying sequences if for each
λ 1, the following condition holds:
lim
n→∞
x[n+λ]
xn
= ∞. (7)
Some important divergent sequences are translationally rapidly varying. For example, we directly have
Example 3.21. The sequence (xn)n∈N , xn = n!, n ∈ N, belongs to the class Tr(R∞,s).
Theorem 3.22. The following hold:
(1) Tr(R∞,s)  R∞,s;
(2) A sequence (xn)n∈N belongs to Tr(R∞,s) if and only if
lim
n→∞
x[n+λ]
xn
=
{
1, if 0 λ < 1,
0, if λ < 0.
Proof. (1) Let x = (xn)n∈N be a sequence from Tr(R∞,s). Then limn→∞ xn+1xn = ∞. Hence there is n0 ∈ N such that for each
n n0, xn+1 > 2 · xn . Since for λ > 1
lim inf
n→∞
x[λn]
xn
= lim inf
n→∞
(
xn+1
xn
· · · x[λn]
x[λn]−1
)
 lim inf
n→∞ 2
λn−1−n = ∞,
we have (xn)n∈N ∈ R∞,s . So, Tr(R∞,s) ⊂ R∞,s . Since Tr(RVs)1  R∞,s and Tr(RVs)1 ∩ Tr(R∞,s) = ∅, one concludes that (1) is
true.
(2) Let x = (xn)n∈N ∈ Tr(R∞,s). The statement is obviously true for λ ∈ [0,1). Suppose λ < 0. Then
lim
n→∞
x[n+λ]
xn
= lim
n→∞
xn+[λ]
xn
= lim
n→∞
1
xn
xn+[λ]
= lim
k→∞
1
xk−[λ]
xk
= 0,
because for λ < 0, −[λ] 1.
The converse is easily shown. 
The following theorem and its corollary give a signiﬁcant improvement of the main selection and game-theoretic results
from [7] (and from [4]).
Theorem 3.23. The player TWO has a winning coding strategy in the game G1(ARVs,Tr(R∞,s)).
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(x1,m)m∈N from ARVs . TWO responds by choosing σ(x1,∅) = x1,m1 = y1—any element in x1. If in the second round ONE has
played x2 = (x2,m)m∈N ∈ ARVs , then TWO picks x2,m2 ∈ x2 such that x2,m2 > 2 · y1 (which is possible by [7, Lemma 2.1] saying
that every sequence in ARVs contains a subsequence diverging to ∞) and responds by σ(x2, y1) = x2,m2 = y2. Let in the nth
round ONE play xn = (xn,m)m∈N; then TWO ﬁnds xn,mn ∈ xn such that xn,mn > n · yn−1 and plays σ(xn, yn−1) = xn,mn = yn .
And so on.
We claim that (yn)n∈N is translationally rapidly varying.
As in the proof of Theorem 3.14 one proves that for each λ 1,
lim inf
n→∞
y[n+λ]
yn
 lim inf
n→∞ (n + 1)
[λ] = ∞,
i.e. (yn)n∈N ∈ Tr(R∞,s). 
Corollary 3.24. The selection principle S1(ARVs,Tr(R∞,s)) is satisﬁed.
Theorem 3.25. The following selection properties are equivalent:
(1) S1(ARVs,Tr(R∞,s));
(2) α2(ARVs,Tr(R∞,s));
(3) α3(ARVs,Tr(R∞,s));
(4) α4(ARVs,Tr(R∞,s)).
Proof. Because (2) ⇒ (3) and (3) ⇒ (4) are obvious, we should prove only (1) ⇒ (2) and (4) ⇒ (1).
(1) ⇒ (2): Let (xn : n ∈ N) be a sequence of elements of ARVs . For each n ∈ N consider a sequence (xn,m: m ∈ N) of
pairwise disjoint subsequences of xn each converging to ∞ (which is possible by [7, Lemma 2.1]). Clearly, each xn,m ∈ ARVs .
Apply (1) to the sequence (xn,m: n,m ∈ N) to ﬁnd a sequence (yn,m)n,m∈N such that for each (n,m) ∈ N × N, yn,m ∈ xn,m
and y := (yn,m)n,m∈N ∈ Tr(R∞,s). It is clear that for each n ∈ N the set xn ∩ y is inﬁnite, i.e. y is a selector for the original
sequence (xn: n ∈ N) witnessing that α2(ARVs,Tr(R∞,s)) is true.
(4) ⇒ (1): Suppose that α4(ARVs,Tr(R∞,s)) holds and let (xn: n ∈ N) be a sequence of elements of ARVs; let for each
n ∈ N, xn = (xn,m)m∈N . By assumption (4) there is an increasing sequence n1 < n2 < · · · in N and a sequence y = (xni ,mi )i∈N ∈
Tr(R∞,s) such that for each i ∈ N, xni ,mi ∈ xni . According to the proof of Theorem 3.23 one may assume that xn1,m1 >
nn1−1 · x1,m0 for some m0, and that for each i  1, xni ,mi > nni−ni−1 · xni−1,mi−1 (so that one can insert ni − ni−1 − 1 new
elements, each from the corresponding sequence xn , between xni ,mi and xni−1,mi−1 in such a way that the next element is n
times bigger than the previous one). Put n0 = 0. For each i  0 and each n with ni  n < ni+1 choose xn,mn ∈ xn such that
xn,mn > n
n−ni · xni ,mi . Then the sequence (xn,mn : n ∈ N) shows that S1(ARVs,Tr(R∞,s)) is true. 
By Corollary 3.24 and Theorem 3.25 we have the following consequence.
Corollary 3.26. All the properties (1)–(4) in Theorem 3.25 are true.
For a set A let [A]n denote the set of all n-element subsets of A. Recall that for subclasses A and B of S and n,k ∈ N,
the symbol
A → (B)nk
(known as the ordinary partition relation) denotes the statement:
For each A ∈ A and for each function f : [A]n → {1, . . . ,k} there are a set B ∈ B with B ⊂ A and some i ∈ {1, . . . ,k} such
that for each Y ∈ [B]n , f (Y ) = i.
Theorem 3.27. The ordinary partition relation
ARVs →
(
Tr(R∞,s)
)n
k , n,k ∈ N,
holds.
Proof. We consider the case n = k = 2; the general case is proved by a standard induction argument on n and k, the usual
method for proving Ramsey theoretical statements for n > 2, k > 2 (see, for example, [22]). Let x = (xn)n∈N be a sequence
from ARVs and let f : [x]2 → {1,2} be a coloring. It is easy to see that one of the sets y1 := {xi ∈ x: f ({x1, xi}) = 1} or
y2 := {xi ∈ x: f ({x1, xi}) = 2} is in ARVs . Let i1 be the element from {1,2} for which yi1 ∈ ARVs and put z1 = yi1 . Inductively
deﬁne zn and in , n  2, such that zn := {xi ∈ zn−1: f ({xn, ci}) = in} is in the class ARVs . Apply S1(ARVs,Tr(R∞,s)) to the
D. Djurcˇic´ et al. / Topology and its Applications 156 (2008) 46–55 55sequence (zn)n∈N and pick for each n an element cn ∈ zn such that c = (cn)n∈N ∈ Tr(R∞,s). One may assume that cn = cm for
n =m and that there is i ∈ {1,2} such that for each cm ∈ c, im = i. It follows that f ({cp, cm}) = i for each {cp, cm} ∈ [c]2. 
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