Kernelization is a well-known and widely studied topic in parameterized complexity. Turing kernelization is a general form of kernelization. For kernelization, It has been established a nice hardness theory [Bodlaender etc. (ICALP 2008, Fortnow and Santhanam (STOC 2008, JCSS 2011), Dell and van Melkebeek (STOC 2010, J.ACM 2014, Dell and Marx (SODA 2012), Drucker (FOCS 2012, SIAM J. Comput. 2015], based on assumption of the polynomial time hierarchy do not collapse, which can obtain lower bounds for kernel size. Unfortunately, This framework is not fit for Turing kernelization, moreover, there is yet no tool can proof Turing kernel lower bound for any FPT problem modulo any reasonable complexity hypothesis. Thus, finding a framework for refuting Turing kernels was becom- This paper develop a new framework based on some reasonable complexity theoretic assumptions. The framework has three main applications. First and foremost, under the assumption of exponential time hierarchy do not collapse to the second level, the framework can rule out many Turing kernel lower bound of FPT problems. These problems include edge clique cover, Σ QBF k parameterized by treewidth and k-choosibility parameterized by treewidth for constant k ≥ 3. etc.. Besides, the framework can also prove better many-one kernel lower bound of these problems under the assumption NP ⊆ coNP/poly. Last but not least, the framework figure out a large number of natural candidate problems in NP-intermediate. Or more precisely, we proved that if these problems in NP-complete then polynomial time hierarchy collapse to S N P 2 , or if these problems in P then NP ⊆ DTIME(2 polylogn ).
Introduction
A kernelization is a theoretical formalization of efficient algorithm to deal with hard languages. By polynomial time preprocessing to shrink the size of instance and output a equivalent instance, the output of the preprocessing is called kernel. Kernelization is a well-known and important topic in parameterized complexity [30] [31] [32] . Another important topic in parameterized complexity is fixed-parameter tractable (FPT). A parameterized problem is FPT if there exists an algorithm to decide whether (x, k) ∈ Q in time f (x)|x| O(1) where f is a computable function. There is a clear and important connection between kernelizaiton and FPT, this is, a problem has kernel if and only if the problem is FPT. Definition 1 (Kernelization) A kernelization for a parameterized language L ⊆ Σ * × N is a polynomial-time Turing machine M that given any instance (x, k) returns an instance (x ′ , k ′ ) such that (x, k) ∈ L if and only if (x ′ , k ′ ) ∈ L and with |x ′ |, k ′ f (k) for some nondecreasing function f : N → N. We also call the kernelization as f -sized kernelization.
If F is a class of functions, we say L has F -sized kernelization if L has f -sized kernelization for some f ∈ F . Such as, if f (k) is polynomially (linearly) bounded in k then M is a polynomial (linearly) kernelization and we say the language L has polynomial (linearly) kernel.
For kernelization, we need the input and output instances belong to the same language. If we do not require this, then the concepts of kernelization turn into compression.
Definition 2 (Compression) A compression for a parameterized language L ⊆ Σ * × N is a polynomial-time Turing machine M that given any instance (x, k) returns an instance x ′ such that (x, k) ∈ L if and only if x ′ ∈ Q (Q is a language) and with |x ′ | ≤ 2f (k) for some nondecreasing function f : N → N. We also call the compression as f -sized compression.
If F is a class of functions, we define F -sized compression the same as the F -sized kernelization. Compression is a general type of kernelization. In some languages, we can probably shrink the instances into smaller size with compression rather than kernelization. Such as, Wahlström [51] proved that K-cycle problem has a |K| 3 -sized compression, but even a polynomial kernel has not found.
As more and more pretty techniques for kernelization are found, people realized that some problems are hard to obtain small kernels (such as polynomial kernel) by using any techniques. Such as k-path problem, which asks whether a graph has a simple path of length k. Thus, people wanted to know why these problems are so hard to get small kernels, and a impressive hardness theory be use to prove lower bounds for kernel size were proposed. In their paper [33] , firstly Bodlaender etc. given two classes of problems, then they proved the problems in one class (include k-path) have no polynomial kernels unless or(SAT) can compress, simultaneously, they proved the problems in other class have no polynomial kernels unless and(SAT) can compress. Then Fortnow and Santhanam [34] proved that or(SAT) can not be compression unless co-NP ⊆ NP/poly and the polynomial time hierarchy collapse. But and(SAT) remained an open problem for five years until it was settled by Drucker [35] , and the assumption is also co-NP ⊆ NP/poly. Another insightful work of kernel lower bound is due to Dell and van Melkebeek [36] , they given a framework for proving polynomial lower bounds for problems that do admit some polynomial kernelization. Such as, they showed that d-SAT has no O(n d−ǫ ) kernel unless co-NP ⊆ NP/poly and polynomial time hierarchy collapse. Dell and Marx [37] as well as Hermelin and Wu [38] also had nice work on this kind of lower bound. Then a large number of further papers have applied these frameworks to concrete problems [38] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] . In fact, all of the kernelization lower bound frameworks mentioned above are also fit for compression lower bound.
However, there are nature relaxed notions of kernelization which are not ruled out by any existing techniques, and these notions had proposed [39] [31] before the kernelization lower bound framework raised. The relaxed notions allow the kernelization algorithm output many independent small instances. In their paper [40] Binkele-Raible etc. found the first problem named leaf out-tree(k) which have no polynomial kernel unless polynomial time hierarchy collapse. However, they can construct a polynomial time algorithm that regard a instance of leaf out-tree(k) as input and output n independent kernels of O(k 3 )-sized (n is the vertices number and k is the parameter), and the input is a yes instance if and only if at least one of the output instances are yes instances. We call this relaxed kernel disjunctive kernel since the status of the input instance is equivalent to the disjunction of the output kernels. We can design a algorithm to the original problem by solve each kernels one by one, and the algorithm need to deal with at most n-kernels. So this kind of relaxed kernel would still be useful in practice. According to the definition of disjunctive kernelization, it will be easy to understand other relaxed notions of kernels, including conjunctive kernels, truth-table kernels and Turing kernels. The most and least powerful of these three relaxed notions are Turing kernels and conjunctive kernels, respectively. In this paper, we mainly discuss the most general relaxed notion of kernels, i.e., the Turing kernels. Since the framework for refuting Turing kernel can also be refute other types of kernelization. We recall the definition of Turing kernelization given in [40] .
Definition 3 Function t : N → N is a nondecreasing function, a t-oracle for a parameterized language Q is an oracle that takes as input (x, k) with |x| ≤ t(n) and k ≤ t(n) (n is some integer) and decides whether (x, k) ∈ Q in constant time.
Definition 4 (Turing Kernelization) Function f : N → N is a nondecreasing function, a parameterized language L ⊆ Σ * × N is said to have an f -sized Turing kernelization if there is a Turing machine which given an input (x, k) together with an f (k)-oracle for L decides whether
If F is a class of functions, we say L has F -sized Turing kernelization if L has f -sized Turing kernelization for some f ∈ F . As with the definition of compression, we given the Turing compression in the same way by letting the oracle queries be to any other language L. We will define the variants.
Definition 5 Function t : N → N is a nondecreasing function, a t-oracle for a classic language Q is an oracle that takes as input x with |x| ≤ 2t(n) (n is some integer) and decides whether x ∈ Q in constant time.
Definition 6 (Turing compression) Function f : N → N is a nondecreasing function, A parameterized language L ⊆ Σ * × N is said to have an f -sized Turing compression if there is an Turing machine which given an input (x, k) together with an f (k)-oracle for Q ⊆ Σ * decides whether (x, k) ∈ L in time polynomial in |x| + k.
If F is a class of functions, we define F -sized Turing compression the same as the definition of F -sized Turing kernelization.
Turing kernelization is more powerful than other relaxed notions of kernelization, it is even create reduced instance adaptively rather than parallel. Thus, lower bound against Turing kernelization can also be against other relaxed notions. So far, a lot of polynomial Turing kernels were found for problems without polynomial kernels [41] [48] . In particular, during Dagstuhl Seminars on Kernels in 2014, Cygan etc. [48] given a list of open problems and rank them (with stars, include one star, two star and three star) depending on their importance and possible hardness, this problem is a three stars problem. Unfortunately, Unlike for many-one kernel, until now, there is no techniques can deal with lower bound of Turing kernels (even for truth-table kernels and disjunctive kernels) for any FPT problem modulo any reasonable complexity hypothesis. The positive aspect is that the polynomial conjunctive kernels can be refuted by modifying the framework of the lower bound of many-one kernels [44] . There are also many other works related on this problem. Hermelin etc. [45] introduce a new complexity hierarchy for parameterized problems named WK/MK-hierarchy. Let us consider the lowest hardness class in the hierarchy called WK [1] . They found some problems are complete for WK [1] , and conjectured that no WK [1] -hard problem admits a polynomial Turing kernelization, because if there exist a polynomial Turing kernelization for a WK [1] -hard problem then all problems in WK [1] have polynomial Turing kernelization. The situations of the WK[k]-complete problems are alike. Jansen and Marx [50] studied the F-Subgraph Test and F-Packing problems where F is a class of graphs. And pointed out which classes F make the two problems tractable in one of the following senses: polynomial-time solvable, admits a polynomial many-one kernel or admits a polynomial Turing kernel.
Problems that are in NP but are neither in the class P nor NP-complete are called NPintermediate. If we can find any problem in NP-intermediate without any assumption, then NP = P. So we will not try to find this kind of problems without any assumption in this paper. It is well known by Ladner's Theorem [52] that if NP = P, then there exist infinitely many NPintermediate problems. However, the constructed problems by Ladner is artificial. So finding natural NP-intermediate problems were becoming a fascinating open problem. Some problems are considered in NP-intermediate, because people find the problems are hard to proved in NPcomplete or in P, but there are not widely believed assumption to support it. Graph isomorphism problem is a famous natural candidate NP-intermediate Problem. Schöning [54] proved that if graph isomorphism in NP-complete then polynomial time hierarchy collapse to second level. Last year, Babai [53] announced a quasipolynomial time algorithm for graph isomorphism, this is a big break though on this problem, and it is also a good evident for showing graph isomorphism is not in NP-complete. However, as far as we know, it has no impact on complexity assumption if graph isomorphism problem in P. In their paper [55] Hartmanis etc. proved that there are sparse set in NP-P if and only if NEXP = EXP. Under the assumption NEXP = EXP. Since NEXP = EXP means NP = P, the sparse set can not be in NP-complete by Mahaney's theorem [17] . Thus, the sparse set must be in NP-intermediate. Moreover, we can obtain the sparse set by padding NEXP-complete problems. This result is very nice, but the padding NEXP-complete problems is not so nature. There are a lot of natural problems proved in NP-intermediate based on ETH, such as tournament dominating set problem [56] , dense constraint satisfaction [57] , Densest k-Subgraph with perfect completeness [58] . This type of candidate NP-intermediate problems are very natural, but ETH is a very strong assumption.
Our results. In this paper, We find a new bridge to connect parameterized complexity and classic complexity theory. Then we use this bridge construct a framework. Surprisingly, on one hand, the framework can refute Turing kernels by using the fruitful researches in classic complexity theory, thus we solved a arresting open problem in parameterized complexity. On the other hand, the framework can find natural candidate NP-intermediate problems with the help of the fruitful researches in parameterized complexity, thus we gave some contributions to the long standing open problem in classic complexity theory.
In particular, the framework showed that if a parameterized problem is still hard when restrict the parameter to a small function of instance length, then this parameterized problem have no small Turing compression. Such as, edge clique cover parameterized by clique numbers has no polynomial Turing compression unless the exponential hierarchy collapses, k-choosability parameterized by treewidth has no polynomial Turing compression unless the exponential hierarchy collapses to the second level etc.. This framework can also find better many-one kernel lower bound for these problems. Such as, edge clique cover has no 2 o(n) -sized many-one kernel (this match the result in [3] ) and k-choosability parameterized by treewidth has no 2 o(n) -sized many-one kernel unless polynomial time hierarchy collapse. The framework is easy to construct natural candidate NP-intermediate problems by restricting the problems which have polynomial compression. It proved that if these problems in NP-complete then polynomial time hierarchy collapse to S N P 2 , and if these problems in P then NP ⊆ DTIME(2 polylogn ). For example, given an n-vertex graph G, deciding whether there are n 1 √ logn vertex-disjoint triangles in G. If this problem in NP-complete then polynomial time hierarchy collapse to S N P 2 , and if this problem in P then NP ⊆ DTIME(n O(logn) ). Thus, the framework not only provided a great many natural problems, but also proved them in NP-intermediate base on wildly believed assumptions in classic computation complexity.
Organization. In section 2, we give preliminaries on other definitions are needed in this paper. In section 3, we give a new framework for refuting (Turing) compression. In section 4, we apply the framework on (Turing) compression lower bound of concrete problems. In section 5, combining with the result in section 2, we give a framework for finding natural candidate NP-intermediate problems and list some concrete natural candidate NP-intermediate problems. Section 6 is conclusion and final remarks.
Preliminaries
At first, we define the nonelementary tower function. Let function p : N → N be the nonelementary tower function, and p(0, n) = n, p(k + 1, n) = 2 p(k,n) . The inverse of p would be the log (k) function, and log (0) n = n, log (k+1) n = log(log (k) n). log * n equals to the least integer k such that log (k) n ≤ 1. We also use the O or o notations in the nonelementary tower function, for example,
Let G be a graph, V (G) and E(G) denote the vertex set and edge set of G, respectively. The running time of compression and Turing compression are polynomials. We will extend the time complexity from a polynomial function to some function t. these are the definitions of t-Compression and t-Turing compression.
Definition 7 (t-Compression) A t-compression for a parameterized language L ⊆ Σ * × N is a Turing machine M , and the running time of M is bounded by the function t(n) where t(n) is a nondecreasing function t : N → N, the integer n is the size of the input of Turing machine M , given any instance (x, k) to M , it will return an instance x ′ such that (x, k) ∈ L if and only if x ′ ∈ Q (Q is a language) and with |x ′ | 2f (k) for some nondecreasing function f : N → N. we also say parameterized language L has a f -sized t-compression.
If both T and F are classes of functions, we say
The parameter k is smaller than the instance length |x| in almost all important problems in parameterized complexity. Thus, without lose of generality we assume that k ≤ |x|. The same as t-compression, we will give a definition of t-Turing compression.
Definition 8 (t-Turing compression) Functions g : N → N and t : N → N are nondecreasing functions, a parameterized language L ⊆ Σ * × N is said to have a g-sized t-Turing compression if there is an Turing machine which given an input (x, k) together with a g(k)-oracle for Q ⊆ Σ * decides whether (x, k) ∈ L in time bounded by t(n), where n = |x| + k.
If both T and F are classes of functions, we define f -sized T -Turing compression, F -sized tTuring compression and F -sized T -Turing compression similar to the definitions in definition 7.
For a parameterized language, the parameter can choice any number. If we restrict the parameter to some special function of input length, then the parameterized language turn into a new language. We named this kind of languages constraint parameterized languages.
and (x, k) is a string of the parameterized language L. f : N → N is a nondecreasing function. For all (x, k) ∈ L, if we restrict the parameter k to f (|x|) then we get a constraint parameterized language (x, f (|x|)) ∈ Q. And we say that Q is the f-constraint parameterized language of L.
If F is a class of functions, we say
Definition 10 (f-Hard Parameterized Language) L ⊆ Σ * × N is a parameterized language and f : N → N is a nondecreasing function. If language Q ⊆ Σ * × N is a f -constraint parameterized language of L as well as Q is NP-hard, then we call the parameterized language L f -hard parameterized language.
If F is a class of functions, we define F -hard parameterized language similar to the definition of F -constraint parameterized language. F can be various kind of function classes, such as log, poly, linear etc..
People usually call polynomial-sparse set sparse set. In some papers, people define set S ⊆ Σ * is f -sparse if {x ∈ A||x| ≤ n} ≤ f (n) for all n. However, these two kinds of definition make no different when set S is (quasi)polynomial-sparse or subexponential-sparse.
Definition 12 (C/F ) An advice function is a function f : N → Σ * . Let C be a complexity class and F be a class of advice functions. The class C/F is the collection of all sets A such that for some B ∈ C and some f ∈ F , A = {x|(x, f (|x|)) ∈ B}.
P/poly is a famous language class in computation complexity. And it is well known that the following three languages are equal.
(1)P/poly. (2)The class of languages which have polynomial size circuits. (3)The class of languages which are polynomial time Turing reducible to some polynomial sparse set.
Definition 13 (edge clique cover) The input is an undirected graph G and a nonnegative integer k, k is the parameter, the problem ask if there exist a set of k subgraphs of G, such that each subgraph is a clique and each edge of G is contained in at least one of these subgraphs.
Edge clique cover is a NP-complete problem [7] . It is also in PFT [22] . In the papaer [60] Cygan etc. proved this problem has no polynomial compression unless co-NP ⊆ NP/poly. Then in the paper [3] Cygan etc. improved the lower bound to 2 o(k) .
Given graph G together with sets L(v) ∈ N, one for every vertex v, then G is L-colorable if there exists a coloring c : V (G) → N, which is proper and for every vertex
Definition 14 (k-choosability) G is a graph and the parameter tw is the treewidth of G. Integer k ≥ 3, decide whether G is k-choosable.
For each k ≥ 3, k-choosability is Π P 2 -complete problem [9] . And the problem is FPT when parameterized by treewidth [59] .
Definition 15 (k-choosability deletion) G is a graph and the parameter tw is the treewidth of G, the problem ask for the minimum number of vertices that need to be deleted to make G k-choosability for integer k ≥ 4.
For each k ≥ 4, k-choosability deletion is Σ P 3 -complete problem [5] . And the problem is FPT when parameterized by treewidth [5] .
For QBF problem. We will give a definition from [6] . Quantified Boolean formula (QBF) extends propositional logic by introducing quantifiers over the Boolean domain {0,1}. We write formulas in QBF in prenex normal form ψ = (
where the Qs are quantifiers, the ps are propositions, and ψ ′ is a propositional formula, which we call the matrix. are the most famous Σ P k -complete problem and Σ P k -complete problem, respectively. The treewidth of a QBF formula is defined as the width of the interaction graph of its CNF matrix. The interaction graph is defined with the set of propositions as vertices, and the co-occurrence (in the same clause) relation between propositions as edges. parameterized by quantifier alternations number) Given a QBF formula with bounded treewidth, and the quantifier alternations are k, decide whether the formula is satisfiable.
The Framework
At first we will give some lemmas related to the framework. Lemma 3.1 and Lemma 3.2 point out that compression and Turing compression is the general notions of kernelization and Turing kernelization, respectively.
Proof.
According to the definition, it is easy to see that compression is a general type of kernelization, in order to simulate a g(k)-sized t(n)-kernelization of L, we just need to restrict the output of g(k)-sized t(n)-compression to the string of L.
Proof. For any instance (x, k) for language L, running the g(k)-sized t(n)-Turing kernelization for (x, k), suppose g(k)-sized t(n)-Turing kernelization are Turing machine M and g(k)-oracle for a parameterized language Q, and whenever M ask Q for a string (x ′ , k ′ ), the length of (x ′ , k ′ ) can be bounded by
Turing compression (kernelization) lower bound
Lemma 3.3 (see [12] , [13] )If every set in NP has polynomial-size family of circuits, then the polynomial hierarchy collapses to S
This lemma is the well known Karp-Lipton theorem [12] , Their original proof collapsed PH to Σ P 3 , and Michael Sipser improved it to Σ P 2 in the same paper. After that, there has been a lot of work on the general theme inspired by the Karp-Lipton theorem [14] [15] [16] , especially, the Mahaney theorem [17] , which will also be needed in this paper. One of the improvement on the collapse of PH was proved in [13] by Segupta, the paper pointed out that NP has polynomial-size family of circuits collapses the PH to S p 2 . Moreover, it became a stronger version of Karp-Lipton theorem after Cai [18] proved that S p 2 ⊆ ZP P N P . Another variant of the Karp-Lipton theorem was provided by Buhrman and Homer [2] . They proved that NP has quasipolynomial-size circuits implies exponential hierarchy collapses to the second level. In their paper [ Lemma 3.4 (see [2] ) If any NP-complete problem is reducible to a set S of density n log k n in time n log k n , for some k. then the exponential hierarchy collapses to N EXP N P .
Actually, In their paper [2] Buhrman and Homer have not regard this result as a lemma or theorem. It is including in the proof of theorem 1 of [2] . Next lemma will give a connection between Turing compression of parameterized problems and the NP-complete problems reduce to f -sparse set.
Lemma 3.5 L ⊆ Σ * × N is a parameterized language, (x, k) is a string of the parameterized language L. g : N → N, t : N → N and f : N → N are nondecreasing functions, language Q ⊆ Σ * × N is a f-constraint parameterized language of L. Suppose 2g(f (|x|)) ≤ |x| + f (|x|) for |x| ≥ C, C is a larger constant. If L has a g-sized t-Turing compression, then Q is Turing reducible to a set S ⊆ Σ * of density O(4 g(f (n)) ) in time O(nt(n)) where n = |x| + f (|x|).
Proof. Suppose M, M 1 are Turing machines, S 1 , S 2 ∈ Σ * are languages. If the input |x| ≤C, the theorem is easy to prove, for the constant number hiding in the big O notation. So in the following proof, we just need to deal with the long length inputs.
L has a g-sized t-Turing compression means that there exist a Turing machine M 1 together with a g(k)-oracle for S 1 can decide whether (x, k) ∈ L in time t(|x| + k). whenever M 1 generate a string and access the g(k)-oracle S 1 , the length of the string can be bounded by 2g(k). Now we consider the language Q. Q is a f -constraint parameterized language of L, so Q ⊆ L and Q ⊆ L (where Q and L are complement language of Q and L, respectively), thus language Q can also be decide by the Turing machine M 1 together with a g(k)-oracle for S 1 , it is to say that the Turing machine M 1 together with a g(f (|x|))-oracle for S 1 can decide whether (x, f (k)) ∈ Q in time bounded by t(|x|+f (|x|)), whenever M 1 generate a string and access oracle S 1 , the length of string must be bounded by 2g(f (|x|)). for convenience, We express the Turing machine M 1 together with the g(f (|x|))-oracle for
. Dividing the strings of Q into different classes Q =n (n = 1, 2, 3...), and
2,x is the collection of strings, which M 1 ask for S 1 and S 1 return yes, suppose S =n 2 = x∈Q =n (S =n 2,x )={s n 2,1 , s n 2,2 , ..., s n 2,tn }, it is easy to know that |s n 2,i | ≤ 2g(f (|x|)) (i = 1, 2, ..., t n ), so the number of elements in set S =n
2 i = 2 2g(f (|x|))+1 . Since 2g(f (|x|)) ≤ n for lager n, we create a class of new sets S =n = {s n 1 , s n 2 , ..., s n tn } where (n = 1, 2, 3...), s n i is a string that padding n − |s n 2,i | character "1" on the end of the string s n 2,i . let the set S = n≥1 S =n , then the number of elements in set S =n is S =n 2 ≤ 2 2g(f (|x|))+1 , f and g are no decreasing function, so 2 2g(f (|x|))+1 ≤ 2 2g(f (|x|+f (|x|)))+1 =2 2g(f (n))+1 , finally we get a set S and S =n ≤ 2 2g(f (n))+1 .
We regard the language Q as a classic language, it is means that the input length is equal to the instance length plus the parameter. We will design a Turing machine M with the oracle S to solve Q, for any input string (x, f (|x|)) ∈ Q (n = |x| + f (|x|)), let M simulate M 1 , except for the steps before access the oracle S, whenever M 1 generate a string s and access the g((f (|x|))-oracle for S 1 , M can also produced the string s, in addition, M will padding n − |s| character "1" in the end of string s, and obtain a n-bit string s ′ , then M asks whether s ′ in S. From the structure of S, we can see that if M 1 asks the g((f (|x|))-oracle for S 1 for string s and return yes if and only if M asks the oracle for S for string s ′ and return yes, thus M g(f (|x|))−S 1 1 can simulated by M with oracle S in this way. Now we analysis the time cost of M , since the time cost of M 1 is t(n), and the only different between M and M 1 are the steps before access the oracle, for M , each time before M access the oracle S, it need to pad at most n bit "1", assume N is the times M need to access the oracle S, then the time complexity for M is less than O(nN + t(n)) ≤ O(nt(n) + t(n)) = O(nt(n)). Finally, we can say that Q can be solved by M with oracle S, the running time of M is O(nt(n)) and S =n ≤ 2 2g(f (n))+1 .
Combined with the the input |x| ≤C, we proofed that If L has a g-sized t-Turing compression then Q is Turing reducible to a set S ⊆ Σ * of density O(4 g(f (n)) ) in time O(nt(n)). Lemma 3.6 Suppose parameterized language L ⊆ Σ * × N is a f -hard parameterized language and has g-sized quasipolynomial-Turing compression. If there exist a constant c > 0, such that g(f (n)) ≤ log c n for all but finitely many n, then the EXP hierarchy collapses to the second level.
Proof. Assume (x, k) is an instance of L, NP-hard language Q ⊆ Σ * × N is a f -constraint parameterized language. If L has a g-sized quasipolynomial-Turing compression, it is means that L has a g-sized t-Turing compression for some quasipolynomial function t, theorem 3.5 applies to show Q is Turing reducible to a set S ⊆ Σ * of density O(4 g(f (n)) ) in time O(nt(n)) where n = |x| + f (|x|). Obviosly, O(nt(n)) is a quasipolynomial function. Since there exist a constant c > 0, such that g(f (n)) ≤ log c n, we have also O(n4 g(f (n)) ) ≤ Cn4 log c n = 2 2log(Cn)log c n for some constant C. on the other hand, 2log(Cn) ≤ log 2 n for all but finitely many n. hence, there exist a constant c 1 = c + 2, O(n4 g(f (n)) ) ≤ 2 log c 1 n for all but finitely many n. According to lemma 3.4, L has g-sized quasipolynomial-Turing compression implies the EXP hierarchy collapses to the second level.
This lemma gives us a tool to get Turing kernel lower bound under some widely believed hypothesis. In order to obtain the Turing kernel lower bound of some problem, we only need to design a polynomial time reduction algorithm for this problem. Thus, this tool transform the lower bound type problem to a algorithm design type problem.
In particular, compare with all kinds of Turing kernel lower bound, people are more concerned about the polynomial-sized Turing kernel lower bound. So we given the polynomial-sized Turing kernel lower bound lemma, it is a special case of lamme 3.6. Lemma 3.7 Suppose parameterized language L ⊆ Σ * × N is a polylogarithmic-hard parameterized language, then L has a polynomial-sized quasipolynomial-Turing compression imply the EXP hierarchy collapses to the second level.
Proof. Assume Q ⊆ Σ * × N is a f -constraint parameterized language of L, f is a polylogarithmic function, moreover, Q is NP-hard. If L has a polynomial-sized quasipolynomial-Turing compression, it is means that L has a g-sized t-Turing compression for some polynomial function g and quasipolynomial function t. Function g(f (n)) = (log c 1 n) c 2 = log c n for some constant c = c 1 + c 2 . According to theorem 3.6, EXP hierarchy collapses to the second level.
We can also use weaker hypothesis for the lower bound of Turing kernel, such as polynomial hierarchy do not collapse. The following lemma will given a tool for Turing kernel lower bounded under the hypothesis of polynomial hierarchy do not collapse.
Lemma 3.8 Suppose parameterized language L ⊆ Σ * × N is a f -hard parameterized language and has g-sized polynomial-Turing compression. If there exist a constant c > 0, such that g(f (n)) ≤ clogn for all but finitely many n, then the polynomial hierarchy collapses to S p 2 .
Proof.
Similar to the proof of theorem 3.6. The different are the density of set S is O(4 g(f (n)) ) = poly(n) and the running time of the Turing reduction is O(nt(n)) = poly(n). So we have NP polynomial time Turing reducible to a sparse set, the polynomial hierarchy collapses to S p 2 according to the lemma 3.3.
Many-one compression (kernelization) lower bound
A set S has subexponential density if for every ǫ > 0, ||S =n || ≤ 2 n ǫ for all but finitely many n.
Lemma 3.9 (see [17] ) If NP polynomial time many-one reduce to a sparse set, then NP = P. This is Mahaney theorem, there has been a lot of work on the variant of this theorem. One direction is to generalize the reduction, one of prominent result is given by Ogiwara and Watanabe [21] , they prove that NP bounded truth-table reduce to a sparse set implies NP = P. Another direction are to enlarge the sparse set, lemma 3.10 is one of considerable results in this direction.
Lemma 3.10 (see [4] ) If NP polynomial time many-one reduce to a subexponential density set, then coNP ⊆ NP/poly and polynomial time hierarchy collapse to S N P
Yap [19] proved that if coNP ⊆ NP/poly then polynomial hierarchy collapse to the third level, and Cai etc. [20] improved the collapse to S N P 2 . Buhrman and Hitchcock proved NP has subexponential density under polynomial time many-one reduction implies coNP ⊆ NP/poly. In fact, the many-one reduction in lemma 3.10 can be generated to conjunctive reduction and query-bounded Turing reductions. Moreover, in the following theorems concerning many-one kernel lower bound in this paper can also be easy extend to conjunctive kernel lower bound and query-bounded Turing kernel lower bound [46] . Lemma 3.11 g : N → N, t : N → N and f : N → N are nondecreasing functions. L ⊆ Σ * × N is a parameterized language, and (x, k) is a string of L. language Q ⊆ Σ * × N is a f-constraint parameterized language of L. Suppose 2g(f (|x|)) ≤ |x|+ f (|x|) for |x| ≥C, C is a larger constant. If L has a g-sized t-compression then Q is many-one reducible to a set S ⊆ Σ * of density O(4 g(f (n)) ) in time O(nt(n)) where n = |x| + f (|x|).
Proof. Similar to theorem 3.5. In fact, the time complexity of the reduction can be bounded by O(n + t(n)) with careful analysis. Lemma 3.12 Suppose parameterized language L ⊆ Σ * × N is a f -hard parameterized language and has g-sized compression. If for all ǫ > 0, g(f (n)) ≤ n ǫ for all but finitely many n, then N P ⊆ coN P/poly and the polynomial hierarchy collapses to S N P 2 . Proof. Assume (x, k) is an instance of L, language Q ⊆ Σ * ×N is a f -constraint parameterized language of L as well as Q is NP-hard. L has a g-sized compression, it is means that L has a g-sized t-compression for some polynomial function t, theorem 3.11 applies to show Q is manyone reducible to a set S ⊆ Σ * of density O(4 g(f (n)) ) in time O(nt(n)) where n = |x| + f (|x|). Obviously, O(nt(n)) is a polynomial function. Since g(f (n)) ≤ n ǫ for all ǫ > 0, we have O(n4 g(f (n)) ) ≤ Cn4 n ǫ = 2 2log(Cn)n ǫ for some constant C. on the other hand, for all ǫ 1 > 0, 2log(Cn) ≤ n ǫ 1 for all but finitely many n. hence, for all ǫ + ǫ 1 ≥ 0, O(n4 g(f (n)) ) ≤ 2 n ǫ+ǫ 1 for all but finitely many n. According to theorem 3.10, L has g-sized compression implies coN P ⊆ N P/poly and the polynomial hierarchy collapses to the third level.
Lemma 3.13 Suppose parameterized language L ⊆ Σ * × N is a f -hard parameterized language and has g-sized compression. If there exist a constant c > 0, such that g(f (n)) ≤ clogn for all but finitely many n, then NP = P.
Proof.
Similar to lemma 3.8, it is not hard to know that L has g-sized compression and g(f (n)) ≤ clogn imply NP polynomial time many-one reduce to a sparse set, then NP = P according to lemma 3.9.
Lower bound of compression and Turing compression for concrete problems
In this section, we will divide into three parts. First we will provide the basic properties of the problems. Then we will give Turing compression (kernel) lower bounds of these problems. Last we will point out the many-one compression (kernel) lower bounds of these problems and some of these lower bounds are essentially tight.
Basic properties of the problems
This part will give the complexity of the constraint parameterized type of some FPT problems. These FPT problems include satisfiability for Σ QBF k formulas parameterized by treewidth, satisfiability for bounded treewidth QBF formulas parameterized by quantifier alternations number, edge clique cover, k-choosability parameterized by treewidth and k-choosability deletion parameterized by treewidth. Proof. Cygan, Pilipczuk, and Pilipczuk [3] shown there exists a polynomial-time algorithm that, given a 3-SAT formula with n variables and m clauses, constructs an equivalent edge clique cover instance (G, k) with k = O(logn) and |V (G)| = O(n + m). Proof. In the proof of the algorithmic lower bound of k-choosability problem [5] , it was also proved that k-choosability problem in O(logn) bounded treewidth graph is still NP-complete. In particular, Holyer [8] shown the edge 3-coloring problem is NP-complete by given a polynomial time reduction from 3-SAT to it. Gutner and Tarsi [9] given a polynomial time reduction from (2,3)-choosability problem to k-choosability problem, and the pathwidth pw(G ′ ) of the output instance of the reduction is linear bounded by the pathwidth pw(G) of the input instance, this is, pw(G ′ ) = O(pw(G)). Marx and Mitsou [5] given a nice polynomial time reduction from edge 3-coloring problem to (2,3)-choosability problem, moreover, they proved that if the input instance has n vertex then the pathwidth of the output instance is bounded by O(logn). Thus, we can see that k-choosability problem parameterized by treewidth is an O(logn)-hard parameterized problem.
Lemma 4.3 k-choosability deletion problem parameterized by treewidth is an O(loglogn)-hard parameterized problem.
Proof.
The same as the k-choosability problem, Marx and Mitsou [5] was underling proved that k-choosability deletion problem in O(loglogn) bounded treewidth graph is still NPcomplete. More precise, Kratochvl [10] proved that bipartite list 3-coloring is NP-hard. Marx and Mitsou [5] presented a reduction from bipartite list 3-coloring problem to k-choosability deletion problem, moreover, they proved that if the input instance has n vertex then the treewidth of the output instance is bounded by O(loglogn). Thus, k-choosability deletion problem parameterized by treewidth is an O(loglogn)-hard parameterized problem. 
In the paper [6] Theorem 4.2 implies Σ QBF k problem with treethwidth bound by O(log (k−1) n) is still NP-hard. Lemma 4.5 There exists an constant tw ≥ 1 such that QBF on inputs of treewidth at most tw parameterized by quantifier alternations number is a O(log * n)-hard parameterized problem.
Proof. In [11] , corollary 2 claimed there exists an constant tw ≥ 1 such that QBF on inputs of path-width at most tw and 4log * n quantifier alternations is NP-hard, where n is the number of variables in the formula.
Turing compression lower bound for concrete problems
In this part, we will give the Turing compression lower bound of concrete problems. p(o(k), 1) )-sized quasipolynomial-Turing compression for bounded treewidth QBF parameterized by quantifier alternations k.
Proof. Lemma 4.1 and 4.2 shown that edge clique cover problem parameterized by the number of cliques and k-choosability problem parameterized by treewidth are both polylogarithmic-hard parameterized problem, thus, these two problems both have no polynomial-sized quasipolynomialTuring compression unless EXP hierarchy collapses to the second level according to lemma 3.7. This is the proof of (1) and (2). Lemma 4.3 proved that k-choosability deletion problem parameterized by treewidth is an O(loglogn)-hard parameterized problem for each fixed k ≥ 4, so there is a function f (n) ∈ O(loglogn) such that k-choosability deletion is an f -hard parameterized problem. If there exists a g-sized quasipolynomial-Turing compression for k-choosability deletion for some function g(tw) ∈ 2 O(tw) , then we have g(f (n)) ≤ 2 c 1 (c 2 loglogn) = (logn) c for some constant c 1 , c 2 and c = c 1 + c 2 . Thus, the EXP hierarchy collapses to the second level base on lemma 3.6. This is the proof of (3). parameterized by treewidth is an O(loglogn)-hard parameterized problem, the same as the proof of k-choosability deletion, we can get that the Turing kernel lower bound of this problem is also 2 O(tw) . This is the proof of (4). For the case of k ≥ 4, there exists a function f (n) ∈ O(log (k−1) n), such that Σ QBF k is an f -hard parameterized problem. If there exists a g-sized quasipolynomial-Turing compression for Σ QBF k for some function g(tw) ∈ p(k − 2, o(tw)), then we have g(f (n)) ≤ p(k − 2, o(c 1 log (k−1) n)) for some constant c 1 , and it is easy to prove that p(k − 2, o(c 1 log (k−1) n)) ≤ log c n for some constant c. In fact, for any ǫ > 0, we still have p(k − 2, o(c 1 log (k−1) n)) ≤ log ǫ n. Thus, the EXP hierarchy collapses to the second level according to lemma 3.6. This is the proof of (5).
Lemma 4.5 pointed out that bounded treewidth QBF parameterized by quantifier alternations number is a f -hard parameterized problem for some function f ∈ O(log * n). If the problem exists a g-sized quasipolynomial-Turing compression for some function g ∈ log O(1) (p(o(k), 1)), then we have g(f (n)) = log c (p(o(f (n)), 1)) ≤ log c (p(log * n − 1, 1)) ≤ log c n for some constant c. Thus, the EXP hierarchy collapses to the second level base on lemma 3.6. This is the proof of (6). Proof. Refer to the theorem 4.6, the proofs of these two theorems are very similar, except for that this proof use lemma 3.8 instead of lemma 3.6.
Better many-one compression lower bound for concrete problems
This part will give the many-one compression (kernelization) for these problems.
Theorem 4.8 For edge clique cover parameterize by the number of cliques k, (1) (see [3] ) Unless PH collapses to S P 2 , there is no 2 o(k) -sized many-one compression. (2) Unless NP = P, there is no O(k)-sized many-one compression.
Proof. According to lemma 4.1, we can see that edge clique cover is a f -hard parameterized language for some function f (n) ∈ O(logn). On one hand, if the problem has a g-sized manyone compression for some function g(k) ∈ 2 o(k) , then we have g(f (n)) = 2 o(logn) ≤ 2 ǫlogn = n ǫ for any constant ǫ > 0. Thus PH collapses to S P 2 refer to lemma 3.12. On the other hand, if the problem has a g-sized many-one compression for some function g(k) ∈ O(k), then we have g(f (n)) = O(logn) ≤ clogn for some constant c > 0. Thus NP = P refer to lemma 3.13. This is the proof of (1) and (2) .
The proposition of (1) in theorem 4.8 has been proved in [3] , but we can obtain the same result use our framework. In their paper [22] Gramm etc. pointed out there is a 2 O(k) -sized many-one kernel for this problem, so the kernel lower bound in theorem 4.8 is essentially tight. Theorem 4.9 For both k-choosability (k ≥ 3) parameterize by treewidth tw, (1) Unless PH collapses to S P 2 , there is no 2 o(tw) -sized many-one compression. (2) Unless NP = P, there is no O(tw)-sized many-one compression.
Proof. Lemma 4.2 shown k-choosability is a f -hard parameterized language for some function f (n) ∈ O(logn). We can prove (1) and (2) use the same method in theorem 4.8. Proof. Lemma 4.3 proved that k-choosability deletion problem parameterized by treewidth is an O(loglogn)-hard parameterized problem for each fixed k ≥ 4. We can also prove (1) and (2) use the same method in theorem 4.8. parameterized by treewidth is a f -hard parameterized problem for some function f ∈ O(log (k−1) n). On one hand, if the problem has a g-sized many-one compression for some function g(tw) ∈ p(k − 1, o(tw)), then we have g(f (n)) = p(k − 1, o(f (n))) = p(k − 1, o(log (k−1) n)) ≤ n ǫ for any constant ǫ > 0. Thus PH collapses to S P 2 refer to lemma 3.12. On the other hand, if the problem has a g-sized many-one compression for some function g(k) ∈ p(k − 2, o(tw)), then we have g(f (n)) = p(k − 2, o(f (n))) = p(k − 2, o(log (k−1) n)) ≤ clogn for some constant c > 0. Thus NP = P refer to lemma 3.13. This is the proof of (1) and (2) . In fact, we can prove that g(f (n)) ≤ log ǫ n for any constant ǫ > 0 with more careful analysis.
Another meaning of the second propositions in each theorem is that if we can compression the problems then we can solve the problems in polynomial time. Because NP = P implies PH = P, more over, all the problems discussed in this section is in PH, thus, all problem can solved in polynomial time.
Natural candidate problems in NP-intermediate
This part, we will use the framework to find out a large number of natural candidate problems in NP-intermediate.
. If L is a O(n ǫ )-hard parameterized language and it has polynomial-sized many-one compression, then we have
Proof. (1) If Q is NP-complete, then we can get that L is a f -hard parameterized language. Since L has g-compression for some polynomial function g, then we have g(f (n)) = poly(n o(1) ) ≤ n ǫ for any constant ǫ > 0, thus, N P ⊆ coN P/poly and polynomial time hierarchy collapse to S P 2 by lemma 3.12.
). The first step, padding some special characters # in the end of string x, transforming the string (x, f ′ (|x|)) ∈ L into (y, f ′ (|x|)) ∈ L, and satisfying f ′ (|x|) = f (|y|). Thus, string (y, f ′ (|x|)) ∈ Q ⊆ L and the number of characters # is less than |y| = f −1 (f ′ (|x|)), the time complexity of this procedure is O(|y|). The second step, Since the string (y, f ′ (|x|)) ∈ Q ∈ P, it is means that we can decide it in polynomial time, so the time complexity of this procedure is (|y| + f ′ (|x|)) O(1) . Finally, sum up the time complexity in step 1 and step 2, we can get that L ′ can be decided in (|y| + f ′ (|x|)) O(1) . Since f −1 (|x|) is a superpolynomial function, and we assumed the parameter k ≤ |x|, so we have
Almost all of NP-complete parameterized problems which have polynomial kernel conform the theorem 5.1. Such as, Vertex Cover, Undirected Feedback Vertex Set etc. We will enumerate some natural candidate for NP-intermediate use theorem 5.1.
Next, we will consider a f -constraint parameterized language of vertex cover, where f = n 1 (logn) ǫ (constant number 0 < ǫ < 1). f is a set of the functions conform theorem 5.1, and we selected it as an example, we can also choose other functions meet requirements of theorem 5.1.
Corollary 5.2 Given a graph G with n vertices, decide whether G has a n 1 (logn) ǫ -sized vertex cover (constant number 0 < ǫ < 1).
(1) If this problem in NP-complete implies P H = S P 2 . (2) If this problem in P implies NP ⊆ DT IM E(n polylogn ). (Precisely, NP ⊆ DT IM E(2 O(log
Proof. Firstly, we named this problem Q.
On one hand, vertex cover problem is a O(n ǫ )-hard parameterized problem, since deciding whether there is a k-sized vertex-cover in 2k-vertices graph is NP-hard. On the other hand, Q is a f -constraint parameterized language of vertex cover and f (n) ∈ n o(1) . So Q can not be in NP-complete unless polynomial time hierarchy collapse to S P 2 by theorem 5.1. This is the proof of (1).
The derivative of f is f ′ (n) =
(1−ǫ)log ǫ n n and constant 0 < ǫ < 1, thus, f ′ (n) > 0 for all n > 1. So f is a strictly monotone increasing function. Then, we need to solve the inverse function of f . Since f (n) = n 1 (logn) ǫ , adding log functions in both sides of the equation, we have n = 2 log 1 1−ǫ (f (n)) , thus f −1 (n) = 2 log 1 1−ǫ n for some constant 0 < ǫ < 1. Thus we can prove that if Q ∈ P then NP ⊆ DTIME(2 O(log 1 1−ǫ n) ) according to theorem 5.1. This is the proof of (2).
We remark that different choice of function corresponding to different hypothesis. For example, ǫ is a constant, we can choose any constant 0 < ǫ < 1 for the problem. Such as, if we choose ǫ = 0.5, then Q ∈ P means NP ⊆ DTIME(2 O(log 2 n) ), and Q in NP-complete implies PH = S P 2 . If we choose ǫ = 0.2, then Q ∈ P means NP ⊆ DTIME(2 O(log 1.25 n) ), and Q in NP-complete implies PH = S P 2 , etc.. Similar with corollary 5.2, we have following results.
Corollary 5.3
The following problems are natural candidate for NP-intermediate, (ǫ is a constant number and 0 < ǫ < 1)
(1) (FVS) Given an n-vertex graph G, can we delete n 1 (logn) ǫ vertices from G, and the remaining graph is a forest. (2) (Disjoint Triangles) Given an n-vertex graph G, deciding whether there are n 1 (logn) ǫ vertexdisjoint triangles in G. (3) (Clique Partition) Deciding whether the edge-set of a given n-vertex graph can be partitioned into n 1 (logn) ǫ cliques (4) ((Directed) Max Internal Spanning Tree) Given a (directed) graph G with n vertices, deciding whether the graph have a spanning tree with n 1 (logn) ǫ internal vertices. (5) (Cluster Editing) Given a graph G with n vertices and m edges, find out whether we can transform G, by deleting or adding m 1 (logm) ǫ edges, into a graph that consists of a disjoint union of cliques. (6) (3-Hitting Set) Given a collection C of n subsets of size at most three of a finite set S, find a subset S ′ ⊆ S with |S ′ | = n 1 (logn) ǫ such that S ′ contains at least one element from each subset in C. In particular, if these problem in NP-complete implies P H = S P 2 , and in P implies NP ⊆ DT IM E(n polylogn ).
Proof.
The proof is similar to corollary 5.2. At first, It is well know that these problems are NP-hard when the parameter has polynomial relation to the vertices number n. Thus, all of these problems are n ǫ -hard parameterized problem. Then we discuss the kernels of these problems.
In the paper [23] Thomassé proved that feedback vertices set problem has an 4k 2 kernel. Thus (1) is correct.
In the paper [24] Fellows etc. proved that disjoint triangles problem has an k 3 kernel. Thus (2) is correct.
In the paper [28] Mujuni and Rosamond proved that Clique Partition problem has an k 2 kernel. Thus (3) is correct.
Gutin etc. in [29] and Li etc. [27] proved that Max Internal Spanning Tree problem in directed graph and undirected graph have an O(k 2 ) and 2k kernel, respectively. Thus (4) is correct.
In the paper [25] proved that Cluster Editing problem has an 2k kernel. Thus (5) is correct. In the paper [26] Abu-Khzam proved that 3-Hitting Set problem has an O(k 2 ) kernel. Thus (6) is correct.
Polynomial time hierarchy do not collapse and NP ⊆ DTIME(n polylogn ) are wildly believed hypotheses in computation coamplexity. In particular, the Proposition 2 in [2] claimed NP ⊆ DTIME(n polylogn ) implies NEXP = EXP.
Conclusion and final remarks
This paper found a new connecting between the parameterized complexity and the structural complexity of classic computation complexity. Then we created a framework based on this connection. Moreover, This framework can not only prove Turing compression (kernelization) lower bound of many FPT problems, but also find a large number of natural candidate NPintermediate problems. For the Turing compression lower bound, we applied the framework on some problems and obtained the Turing compression lower bound of these problems. Moreover, we could get better Turing compressions lower bound base on the stronger assumptions. Of course, based on this methodology, we can also get other (worse or better) forms of Turing compression (kernelization) lower bound, if we use other (stronger or weaker) assumptions. The status of many-one compression lower bounds is similar. We also used the framework for finding many natural candidate NP-intermediate problems. These problems are natural and important problems, and the reasons of these problems are in NP-intermediate are wildly believed in computation complexity community.
Similar to the definition of Turing compression (kernelization), we can define co-nondeterministic Turing compression (kernelization) by changing the deterministic Turing machine into the conondeterministic Turing machine. It is not hard to bound the co-nondeterministic Turing compression (kernelization) lower bound use the same methods in this paper, expect the assumption change into coNP ⊆ NP/qpoly [1] .
