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ABSTRACT
In this paper we describe a system to project virtual characters that
shall live with us in the same environment. In order to project the
characters’ visual representations onto room surfaces we use a con-
trollable projector.
1 INTRODUCTION
Dialogue systems are applied frequently to automate telephone ser-
vices. However, it appears to be that at least some people seem to
feel slightly uncomfortable to talk to such a system as a voice in the
room without a visual point of focus to it.
The expectation to be able to see the dialogue partner can be an
important factor if we for example intend to create reminder and
support systems for elderly people living at home by themselves,
one of our future goals. Those people, who may be suffering from
certain forms of dementia, could get very confused if there appears
to be a voice talking to them but they cannot connect the voice to
a person. Obviously this has to be avoided, or the system might do
more damage than it provides support.
With our current project we aim at creating a visual representa-
tion of virtual characters that shall live in our environment, created
by an extended dialogue system. With this system we plan to verify
the existence this effect and investigate how well different types of
visual points of focus or virtual characters may help to compensate
for it.
2 RELATED WORK
The Everywhere Displays project [9] uses a controllable mirror
and a steerable camera to project interfaces onto different surfaces.
However this system requires a few seconds to switch between dif-
ferent pre-programmed display locations. So while this system is
able to create different fixed projection areas, it can not let a virtual
character walk across the room in one continuous motion.
The author himself developed an AR system based on control-
lable video projectors [2, 3]. This included a roaming architecture
that enabled the applications responsible for the augmentation to
migrate between different projection units in order to follow the ob-
jects and users. User tests were performed to examine the quality of
projection as perceived by human subjects dependent on projection
distance and angle in order to optimise the selection of the active
projection unit at runtime.
In order to be able to augment the environment with a pan- and
tilt-able projector, the projector should ideally be placed so that the
centre of projection and the pivoting point coincide. Mitsugami et
al built such a projection system and described how to move the
projector to exactly the right spot in the gimbal [8]. As we use an
off the shelf controllable projection system which does not allow
for the projector to be moved within the gimbal, we could not use
their method of calibration. Yet we were inspired by their use of
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two projection surfaces at different distances in order to calibrate
the system.
For completeness sake we also have to mention efforts in the
field of projector camera research on calibration, such as [10, 4].
However, while it is impressive to be able to measure geometri-
cal changes of the projection surfaces with imperceptible structured
light or to be able to move an intelligent projection unit, which in
turn compensates for that and realigns its projected image with that
of its partner units in about ten seconds, it is not really relevant for
our application. For once, our controllable projection units are usu-
ally mounted in a fixed location. For that reason that location needs
to be calibrated only once and even if we move our system once in a
while it does not warrant the effort to set up a camera based calibra-
tion system, at least not at this stage. On the other hand, when the
projector is rotated, the image it projects has to be adapted instanta-
neously (in fact before the projector even moves to compensate for
rendering delays) and a delay of ten seconds would be completely
unacceptable.
Kruppa and colleagues [6, 5] developed a system to migrate and
project virtual characters in a museum environment. Although these
virtual characters were able to guide people around an exhibition,
they moved around on users’ PDAs and only at certain exhibits they
could migrate from the PDA to the wall next to the exhibit and back.
Users would interact with these characters only through their PDAs.
Furthermore, the virtual characters were created using a fixed set of
animations, leading to visible inaccuracies when the virtual room
inhabitant walked along the wall, projected by a controllable pro-
jector [7]. In order to cope with this, the characters were usually
transformed into a more abstract form, such as a circle or ball, that
could be moved without animation.
3 CALIBRATION OF PROJECTOR AND VIRTUAL CAMERA:
As the projector is mounted in a way that puts is centre of gravity
into the pivot point, its lens sits clearly in front of that point. Fur-
thermore the projector is usually not perfectly aligned within the
gimbal. Consequently the virtual camera has to be moved forward
and rotated slightly from the origin of the pan and tilt device, the
pivot point.
As the centre of projection or the point that corresponds to the
pinhole in the pinhole camera model is not clearly defined for the
projectors lens, we devised a way to optimise this offset parameter
together with the view angle, which has to match the projection an-
gle of the lens. As both parameters determine the projection, it was
impossible to determine any one of them by projecting onto a sin-
gle surface only. Instead one can only determine them by adjusting
them for two projection surfaces at different distances.
We calibrated these values by projecting a grid pattern onto two
surfaces at different distances from the gimbals pivot point and ad-
justing both values until we got the exact grid size on both surfaces
(figure 1). In order to do so, we wrote a set of vertex and fragment
shaders that renders any triangle or polyhedron overlaid with a 10
cm grid based on the vertex coordinates. As the next step we set
up two projection surfaces in known distances (the closer one be-
ing about half way between the projector and the second one) to
the projection system’s pivot point and rendered two quads at these
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Figure 1: If the distance between the centre of projection and the
two projection screens is is wrong it leads to different errors of the
projected grid on both screens. This can be used to find the offset
of the centre of projection in relation to the gimbal’s pivot point, as
the distance between the pivot point and the two screens can be
measured accurately. As a wrong value of the field of view parameter
affects the projections on both screens to the same degree, it can be
distinguished from a wrong forward offset and hence both can be
adjusted correctly.
distances from the origin. Then we adjusted the field of view as
well as the offset of the camera from the origin (i.e. the distance
of the projection centre from the pivot point) until the gridlines on
both projection surfaces were exactly 10 cm apart. A good way of
doing that is to adjust the field of view to the get the 10cm grid on
the distant plane. If the grid on the closer surface is smaller than 10
cm, it means that the projector is actually closer than it should be
and hence the virtual camera has to be moved closer towards both
screens by increasing the offset to compensate for that. If the grid
size is bigger than 10 cm, the offset has to be decreased accordingly.
While this may sound tedious, as it involves manual tweaking of
two parameters, it can easily be done in less that 10 minutes based
on the rule described above and illustrated in figure 1. As this has
to be done only once for a device, if not only once for all devices of
the same make, we did not see a need to try and automate this pro-
cess. However, if large numbers of devices were to be calibrated,
this could be automated by visually comparing the projected grid to
calibration patterns on the two screens with two cameras similarly
as it has been done by Ashdown et al in [1].
With the offset along the Z axis known, we have to determine the
offset in X an Y direction from the pivot point as well as calibrate
the alignment of the projector’s optical axis with the camera’s Z-
axis. This can be done by tilting the projector up 90 degrees to
align its optical axis with the pan axis. Any misalignment becomes
obvious if the projected image does not rotate around the projected
image of a point along this axis and can be compensated for. In
order to determine an offset, one has to do this for two projection
distances as well.
We also developed a method to calibrate the position and orien-
tation of the controllable projection system in the room by aiming
it at a few known points, but we don’t have the space to describe it
in this publication. The same is true for the motion simulation of
the controllable projector necessary to register the projection with
the environment. [3] describes why that is necessary and illustrates
this with a different projection device.
4 VIRTUAL CHARACTERS THAT ’LIVE’ IN THE ENVIRON-
MENT
In contrast to the work by Kruppa et al. [5], we wanted to develop
virtual characters that exist continuously in the physical environ-
ment, moving across the surfaces of the room in a believable way.
From our perspective the main weakness of their Virtual Room In-
habitant was that it could not move around the room in a believable
way. The two main reasons for that as we see it are the use of a set
of predefined animations and the use of a human like character.
Our system’s design addresses both of these points. For once, the
motions of the characters are not predefined, but based on physical
simulations of the characters as they move and the generated speech
as they talk.
And second, as human-like characters and their way of moving
around are not very suitable as projected characters, we decided
to use characters in the form of cartoon animals, such as a gecko
that can walk on walls as well as on the floor, ceiling or tabletop.
This way the characters can walk around obstacles in a believable
way. Even very cluttered rooms usually have plenty of space for
characters to move around on the ceiling. Furthermore, since such
animals can usually only be seen from a certain distance and they
have a relatively flat appearance to start with, we expectthat human
beings should find their projected images much more acceptable
than projected Human like characters.
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