Abstract. In this paper we give a basic derivation of smoothing and interpolating splines and through this derivation we show that the basic spline construction can be done through elementary Hilbert space techniques. Smoothing splines are shown to naturally separate into a filtering problem on the raw data and an interpolating spline construction. Both the filtering algorithm and the interpolating spline construction can be effectively implemented. We show that a variety of spline problems can be formulated into this common construction. By this construction we are also able to generalize the construction of smoothing splines to continuous data, a spline like filtering algorithm. Through the control theoretic approach it is natural to add multiple constraints and these techniques are developed in this paper.
Example 1. A very simple problem is to determine the volume of water contained in a playa lake in West Texas,
. These are transient water supplies that because of their formation are almost perfectly circular. If a transect is made across the center of the lake it is possible to obtain a fairly good estimate of the volume. At the boundary of the lake the depth of the water is 0cm. However the depth is measured by a graduate student wading through the lake and measuring the depth at a series of points. These measurement are quite random. The bottom of the lake is silted and so it is not clear where the bottom of the probe rests and the measurement is made by reading the depth of a marked probe. The data set then consists of two deterministic values at the boundary and a series of random numbers representing the depth at a series of predetermined points. [11] , are a necessary and critical part of planning for governments. [9] . When These problems all have in common some data that can be assumed to be exact and some data that is subject to error. The goal of this paper is to find a common frame work to treat all such linear problems.
Example 2. In population studies the census is taken every ten years and whether correct or not the values of the census are considered to be absolute for many purposes. Estimates are made of populations within a given city at irregular intervals between the censuses. Thus, if it is necessary to study the growth or decline of a city over a long period of time deterministic data is available at ten year intervals and estimated data is available at shorter and often irregular time periods. The data set consists of deterministic census data and estimated data with random error. Estimates such as the report by the State of California,

Example 3. For most individuals in the United States their home is the principle component of their financial portfolio. The question of the value of the portfolio is of interest in a variety of economic indicators,
In this paper we will consider the problem of approximating discrete or continuous data using the dynamics of a linear controlled system. The system may have hard constraints such as boundary values and/or hard constraints at internal values. The data will be assume to noisy with known statistics. A contribution of this paper is to formulate these problems as a general class of minimum norm problems in Hilbert space. Egerstedt, Sun and Martin, [8, 14] , have formulated interpolation problems as minimum norm problems but the general problems of smoothing spines have not to this point been so formulated. The advantage is more than conceptual in that the smoothed data is immediately available as is the smooth functional approximation. Thus we will be able to split the problems into an estimation problem and a problem of finding the interpolating splines. Both of these problems can have fast implementations.
The outline of the paper is as follows. In Section 2 we state and solve the basic problem of smoothing splines using Hilbert space methods to solve an associated minimum norm problem. In Section 3 we state the basic algorithm for solving optimal control problems in Hilbert space as minimal norm problems. This algorithm is the basis for the entire paper. In Section 4 we show that interpolating splines can be constructed using Hilbert space' techniques. More importantly in this section we extend the basic theory of interpolating splines to find interpolating splines with optimal initial data. In Hilbert space this is a trivial extension of the theory but not using other methods. In Section 5 we make a major extension of the theory to problem in which there are additional hard constraints. In one sense this amounts to changing the spline generator to general linear boundary value problems but we show that these additional hard constraints can be made to define the "constraint variety" and again handled as minimum norm problems. In this section we solve several classical problems. In Section 6 we consider the related problem of smoothing continuous data.
The main conceptual result is that these problems are in reality no different than the problem of discrete data. The only complication is that they tend to involve a lot of integration. However we show that we can solve these filtering problems even when there are additional constraints that the filtered result must satisfy.
Statement of the basic problem.
In this section we state the basic problem of smoothing splines and construct the solution. Here we show that the construction splits into two parts in a very natural way. Ultimately, this will allow the implementation of fast algorithms for smoothing spline constructions. The basic idea of the construction is to define a linear variety, in a Hilbert space, that is defined by the constraints. The data is then defined as a point in the Hilbert space and the optimization reduces to finding the point on the affine variety that is closest (in the sense of the norm in the Hilbert space) to the data point. We know that we can construct this point by finding the orthogonal complement of the linear variety that defines the affine variety and constructing the intersection of the affine variety with the orthogonal complement. In this process we follow Luenberger, [7] .
The definitions
be a controllable and observable linear system with initial data x(0) = x 0 . We think of this system as the curve generator. As will be seen we achieve the smoothest approximation if we impose the conditions for n ≥ 2
where n is the dimension of the system. We impose this condition to obtain maximal smoothness in the functions to be defined by equation (2.4) . The initial data can be chosen as part of the optimization algorithm. However, when we consider two or multiple point value problems we will see that the initial data can be specified.
Throughout we will use ( ) to denote transpose of a matrix. Let a data set be given as
and assume that t i > 0 and let T = t N . We will refer to the points t i as the "nodes."
Our goal is to find a control u(t) that minimizes
where Q and R are positive definite matrices. It is not strictly necessary for these matrices to be positive definite. However, as in the case of the linear regulator, if they are not positive definite then other conditions must be imposed to ensure a unique solution. We will discuss this further in Section 2.2. The vectorŷ has components
and the vectorα has components α i .
It is convenient to define the functions
Note that if the assumption on zeros, equation (2.2), holds then i (s) is n − 2 times continuously differentiable at t i , i.e.
(2.5)
As long as cA
We can now write
where we define the inner products
Note that if we carefully take the derivatives of y(t) when u = i (t) we have
Now this derivative is continuous but the next derivative fails to be so. Thus this y is 2n − 2 times continuously differentiable everywhere and real analytic between the nodes.
The Hilbert space and the affine variety. Let
and corresponding inner product
Note that elements of L 2 [0, T ] are equivalence classes of functions. As is usual we will work with representatives of each equivalence class. A data point in H is denoted by p. We define the linear subspace of constraints, V 0 , in H as
We use the notation V 0 for consistency with later notation. Note that V 0 is of infinite dimension since it contains a copy of L 2 [0, T ] and is of finite co-dimension since it is the intersection of a finite number of co-dimension 1 subspaces. We will construct the orthogonal complement of V 0 in H. Also we note that given any pair (u; x) there is a corresponding d.
Proof. By definition
Now we have
Therefore we have
From the definition of V 0 we have that given a pair (u : x 0 ) the there exists a d so that (u; x 0 , d) ∈ V 0 . Thus the above equality is true for u ∈ L 2 [0, T ] and for all x ∈ R n and as a consequence we must have
Note that the latter equality is in the sense of L 2 [0, T ]. The lemma follows.
The intersection of
Before constructing the intersection two things must be verified. The first is that V 0 is nonempty and the second is that V 0 is closed. That V 0 is nonempty is a consequence of the fact that every choice of u and x determines a triple in V 0 . We state as a lemma the fact that V 0 is closed. 
Note that F i is continuous since it is defined in terms of the inner products and note that V 0 is the graph of F where F is the function with components F i . It then follows from the closed graph theorem that V 0 is closed in H.
Since V 0 is closed we have that the intersection of V 0 and V ⊥ 0 + p consists of a single point. This point is the solution of the optimal control problem given by equations (2.1) and (2.3).
where
Proof. Equating quantities from V 0 and V ⊥ 0 + p, (Here p = (0; 0;α) is the data point) we have from the definition of V 0 and some rearrangement of terms
Now, equating d withŷ and z withŷ −α, we get
where G is the Grammian of the β i 's and F is the Grammian of the i s. Note that since the i s are linearly independent, F is invertible. In more compact form we havê
or finally we have that (2.6)
By rewriting I + GQ + F Q = (Q −1 + F + G)Q and since F and Q are positive definite and G is positive semi-definite the matrix (I + GQ + F Q) is invertible and we findŷ as linear function of the dataα. Thisŷ is the optimal smoothed estimate of the datâ α. Usingŷ we can then calculate both the optimal control and the optimal initial condition using the defining equations of the orthogonal complement.
To construct the optimal control u * we have from Lemma 2.1 and the identifications above
The construction of the optimal initial condition is carried out in a similar manner.
Thus the lemma is proved.
We summarize the results of the section with the following theorem.
be a controllable and observable linear system with initial data x(0) = x 0 and let a data set be given as
and assume that t i > 0 and let T = t N . Let the cost function be given as
where Q and R are positive definite matrices. The vectorŷ has components
and the vectorα has components
have that the optimal smoothed data is given by
the optimal control is given by
and the optimal initial condition is given by
3. The basic algorithm. In the above section we have formulated and solved a problem using an algorithm based on the development in Luenberger [7] and that is, in some sense, just an implementation of the projection theorem from the general theory of Hilbert space. This algorithm is extremely powerful. We will see in this paper many problems in optimal control that can be solved by using this algorithm.
We will now state the algorithm with some explanation. We begin by describing the inputs and outputs of the algorithm.
INPUTS:
• a quadratic cost function in the control, possibly the initial data and in the data; • a given set of constraints that include a linear control system and deterministic constraints on the solution of the control system and the initial data.
OUTPUTS:
• smoothing dataŷ;
• optimal control u; • optimal initial data x 0 . parameters that must be eliminated. 8. The solution to the equations exist and is unique since we know that the intersection will contain a single point. This point is the optimal u, x 0 and the optimal output of the linear system. This paper is an exercise in applying this algorithm to solve a series of important problems in the theory of control theoretic smoothing splines. There are of course other methods of solving these problems. However, no other method seems as straight forward and as intuitive. It is basically just a generalization of the problem from euclidian geometry of finding a point on a given line nearest to a given point in the plane-a problem from high school geometry. The process is described by Figure (1) .
Note that in some problems p = 0 and these problems reduce to finding a point of minimum norm in an affine subvariety. See [7] for many such examples.
Interpolating splines with initial data.
For interpolating splines we are required to find a control that drives the output y through the points in the data set D. This can be expressed in terms of additional constraints of the form
The goal is to find a control and an initial condition that minimizes
subject to the constraints. Just as for smoothing splines we define the Hilbert space to be
Now the affine variety of constraints is given by
Here the goal is to find the point in Vα of minimum norm. The procedure is much the same as for smoothing splines. We first must verify that Vα is nonempty. This follows from the hypothesized controllability of the linear system. We construct V ⊥ 0 and construct the intersection
which consists of a single point, [7] , provided that V 0 is closed. After some calculation we have
After some more calculation we have that the optimal u is in fact given by
the matrices F and G, the vectors β i and the elements of L 2 [0, T ], i (t) are as in the previous section. This is just a slight generalization of the construction given in [14] and hence the details are left out.
For cubic splines the classical construction reduces to solving a system of equations of the form Λx = ρ where Λ is tridiagonal and of course this a much faster procedure.
In [16] the construction of interpolating splines is reduced to solving banded matrices. However, in both cases additional constraints are required to make the problem have a unique solution. With the procedure developed here the additional constraints are unnecessary because of the optimization. Neither the classical cubic splines nor the procedure developed in [16] can easily handle the optimal initial data.
5.
Smoothing and estimation for problems with additional hard constraints. In a series of papers Willsky and coauthors [1, 2] and Krener [6] considered an estimation problem based on a stochastic boundary value problem. In this section we consider a similar problem in which the smoothing spline is generated by linear system for which there are hard constraints. The constraints may occur as boundary values but they may also occur as fixed internal values or even as linear operator constraints on the solution. We will show that many of these problems can be formulated and solved with the machinery that we have established. The basic idea is that we have a data set in which each data point is of the form α i = f (t i ) + i where f (t i ) is deterministic and the i is the value of random variable. The goal is to produce a curve (the spline) that better approximates f (t). This is, of course, a standard statistical assumption, [15] .
Two point boundary value problems.
We begin by considering a general boundary value problem. Let the boundary condition be given by
where we let h ∈ R k . This, of course, includes the classical two point boundary value
formulations and other problems of interest. We note that since
the specific dependence on x(T ) can be removed and the boundary constraint simply
Note that if there is any solution to (5.1) then by the controllability hypothesis there is a solution to (5.2). We hypothesize that there is at least one solution of (5.1).
We now define the Hilbert space as
We define the constraint variety to be
We first prove the following lemma.
Lemma 5.1. V 0 is a closed subspace of H.
Proof. The mapping
n is continuous and hence the subspace
is closed. Now the mapping from W to R N defined by
is continuous and again we appeal to the closed graph theorem to finish the proof.
We now construct V ⊥ 0 .
Lemma 5.2. For some
Proof. The first part of the construction is exactly the same as in subsection 2.2
and from there we have
z, e i Q i , u = 0}. Now the relationship does not hold for all x and u but only for those x and u for which equation (5.2) holds. Multiplying by λ , λ ∈ R k , we can rewrite equation (5.2) as
From this we conclude that
z, e i Q β i = R −1 P λ,
and the lemma follows.
It remains to construct the intersection V h ∩ (V ⊥ 0 + p) to find the optimal point. This construction is technically more complicated than the simple smoothing spline but the technique is identical.
The unique point in the intersection is defined as the solution of the following system of four equations in the unknowns u, x 0 , y and λ, obtained by identifying x and w with x 0 , d withŷ, and z withŷ +α .
We begin by eliminating x 0 and u from equation (5.7) by substituting equations (5.4) and (5.5). After some manipulation we have
Since
We will now use equation (5.6) to obtain a second equation in λ andŷ.
We make the following observation:
We now define
and hence
Using these two constructions we then have
where Γ is the controllability Grammian
By combining these two expressions linkingŷ and λ gives the following linear equation system (5.9)
Using equation (5.9) we can solve forŷ and for λ. These values can be used in equations (5.4) and (5.5) to uniquely determine the optimal control and the optimal initial condition. As before we see that the optimal estimate of the data is obtained independently of the control. [13] .
Remark
It is also interesting that the controllability Grammian arises in the formulation of the equation (5.8). The reason for the controllability Grammian to appear is more obvious when one considers the simpler problem of optimally moving
between affine subspaces. This problem is studied in [20] .
Multiple point constraints.
In this case we have a hard constraint of the form
and the data set
and we assume without loss of generality that
We again make the assumption that there exist at least one set of vectors a i such that
We construct the variety of constraints and note that we can replace x(r i ) with
Thus the constraint depends only on u and x 0 . We use the Hilbert space
The constraint variety is
As before we construct the orthogonal complement to V 0 and then determine the intersection
We leave this construction to the reader.
Examples.
In this section we will present some examples of problems that fit this generalized boundary value formulation. We let Figure 2 . 
Example 4 (Periodic splines). We first study the situation when we insist that x(0) = x(T ). In this case we have
that Φ = −Ψ = I 2 , while h = 0. The solution is depicted in
Example 5 (Two point boundary value problems).
We now let the boundary constraint be encoded by Φ = 1 1 , Ψ = −Φ, h = 1, which implies that the boundary values are given by the set
The solution is given in Figure 3 . 
Integral constraints.
In many applications ranging from statistics to medical there are constraints of the form
We will consider a simple problem withẋ = Ax + bu and a data set D = {(t i , α i ) : i = 1, · · · , N} and we will further assume that each α i > 0. Our constraint variety is given by
As per the algorithm we compute V ⊥ 0 . The definition of the orthogonal complement gives
Using the defining relation after some calculation using the first relationship in the definition of V 0 we have
From the second and third defining relations for V 0 we have
A(t−s) bdtu(s)ds
Multiplying both sides by λ we have
Now using equations (5.10) and V
Let p = (0; 0; α) where α is the vector of data.
Then in order to construct (V ⊥ 0 +p)∩V 1 we must solve the following four equations.
A(t−s) dtλ (5.14)
The procedure for solving these four equations is exactly the same as before and we leave the details to the reader. Use equations (5.14) and (5.15) to eliminate x 0 and u from equations (5.12) and (5.13). This results in a pair of equations for λ and the optimal y. Solve this system and substitute these values to obtain the optimal u and x 0 . After some calculation the problem of finding the optimal y and λ reduces to solving a matrix equation. The entries in the matrix must be calculated separately and involve some integration that can be done using standard quadrature algorithms. One y and λ are found then u and x 0 are found by substituting into equations (5.14) and (5.15).
Continuous data.
In the previous sections we developed machinery for constructing smoothing splines with discrete data, both deterministic and random. However there are many problems for which the data is continuous. EKG, ECG and EMG are primary examples for which there is a continuous data stream and often there are aspects of the data that are hidden by complexity of the stream. Smoothing splines are an excellent tool to recover such data. In [5] smoothing splines based on B-splines were used to recover long term trends in the stock market. In [17] it was shown that discrete smoothing splines are well approximated by continuous filters which amounts to using continuous data. In this section we will develop a Hilbert space approach for smoothing continuous data with and without additional deterministic discrete data.
The linear quadratic regulator problem.
To establish the technique we will solve the linear quadratic regulator problem and then will use the construction for the smoothing problems. This construction is basically the same as is given in Doolin and Martin [3] . We are given a cost function
and a controllable linear systeṁ
and we assume that x 0 is given. We also assume that the matrix Q is positive definite.
We define a Hilbert space
with norm
. Let the constraint variety be defined as
Note again that V 0 is closed by the closed graph theorem. It is seen, as for the discrete case, that we minimize the cost function by finding the point of minimum norm in V x0 . Thus we construct the orthogonal complement of V 0 . We have
Using this definition we have
Thus we have
In order to find the intersection V x0 ∩ V ⊥ 0 we must solve the following system of two integral equations.
To solve this system we let u = −b λ and from equation ( Differentiating these two equations we have the standard Hamiltonian formulation of the optimal control problem.
0 .
The solution of the equation then is done by introducing the Riccati transform. See
for example [3] or any elementary control text.
Continuous data.
As before we use a linear systeṁ
as the spline generator. Without loss of generality we assume that b b = 1. We assume we are given as our data a function
where g(t) is true underlying function and (t) is a represents random error. We do not need to know how the function is generated. We further assume that f and g and hence are square integrable.
We seek to minimize the following cost function. This problem is solved in great detail in [17] .
and norm
Define the constraint variety to be
and the data point to be p = (0; 0; f (t)). Note that V 0 is closed. The optimization problem is seen to be solved by finding the point in V x0 that minimizes the distance to the data point p.
In order to find this point we first construct the orthogonal complement of V in H. Now by definition we have
Using this definition and the definition of y we have the following
z(t)dt]
To find the point of intersection of
we must solve the following three equations.
Now as in the solution of the regulator problem we let Differentiating these two equations we have the following system of equations
Thus we have a forced Hamiltonian that governs the solution. This was noted and solved in [14] . It remains to find the optimal x 0 . This will be done by calculating y(t) from the solution of the forced Hamiltonian. We make a change of variables defined by
Making the change of variables we have
where (6.11) R(t) =Ṗ + P A + A P + P bb P − c c.
We now set R(t) = 0 and let P (T ) = 0 so that w(T ) = 0. Thus we have the standard Riccati equation for the linear optimal control problem of minimizing
We have by solving this system of differential equations the optimal y(t) and u(t).
it remains to find the optimal initial condition. We first solve and store the solution to the Riccati equation P (t). We are guaranteed a unique solution since the system was assumed to be observable and controllable. We then integrate the linear systeṁ
and therefore we have
and hence (6.12)
From equation (6.6) we have (6.13)
Thus we see that u feeds back the data function f and the optimal x 0 and from equation (6.7) we see that the optimal initial data is likewise a function of the data.
and hence we have
The matrix multiplier of x 0 is invertible since the solution is guaranteed to exist and to be unique from the Hilbert space formulation.
Deterministic constraints.
In this subsection we consider the above problem with additional constraints at specific points,
and we assume that t M = T . This includes various forms of the boundary value problem (M = 1), various forms of the initial value problem (M = 0) and the problems with constraints at internal points. We are given a measured function and the desire is to approximate it by y(t) subject to the constraints. It is possible to add other constraints such as constraints on integrals of y. In this case the operators Φ are integral operators on x(t). However in this paper we will assume that the Φ are matrices. We must verify that there is a solution (a 1 , · · · , a M ) of the constraint equation. If there is a solution then by controllability there is a control u that drives the system through the points.
We first note that the constraint 
u(t) = −b γ(t).
We have after some manipulation of equations (6.15) and (6.17) From this point the problems is exactly the same as for the two point boundary value problem and we leave the final construction as an exercise for the reader.
x(t) =e
Conclusion.
In this paper we have established a common framework for interpolating splines and smoothing splines via a Hilbert space approach to control theoretic splines. We have demonstrated that control theoretic splines can be used to solve a wide variety of problems. While Willsky and colleagues, [1, 2] , and Krener, [6] , developed beautiful machinery based on very sophisticated stochastic analysis to solve estimation problems based on stochastic two point boundary value problems we have shown that the same problems have elegant and simple solutions based on control theoretic splines. Smoothing splines have along and illustrious history in statistics thanks to the pioneering work of Grace Wahba, [15] , and interpolating splines date back to Shoenberg's seminal paper in 1946, [10] in theory and to the early 1960s in practice. We have been able to show that there is a common framework. Furthermore we have been able to solve a series of problems that involve constraints on the spline and/or the data.
We recognize that not all of the interesting spline problems fall into this Hilbert space formulation. If there are inequality constraints on the spline or its derivative on entire intervals then we are forced to use other formulations. For example, the approach of this paper is not really suitable for monotone smoothing splines or for splines that are required to be in certain interval at the node points. These problems require more sophisticated algorithms and have been studied by Egerstedt, Martin, Sun and Zhou in several papers, for example in [8, 14, 19] .
