Abstract
Introduction
Optimization methods are categorized into two general groups consisting of mathematical programming methods and metaheuristic approaches. Nowadays metaheuristic algorithms have been widely used for solving optimization problems because these have not some of the defect corresponding to the first group of methods and are easy to use and require affordable computational time [1] . Many metaheuristic algorithms are introduced in the last two decades, some of these are as follows:
Genetic Algorithm (GA) [2] , Differential Evolution (DE) [3] , Particle Swarm Optimization (PSO) [4] , Bat algorithm [5] , Dolphin Echolocation Optimization (DEO) [6] , Simplified Dolphin Echolocation (SDE) algorithm [7, 8] , Grey wolf optimizer [9] , Vibrating Particles system and its enhanced version (VPS and EVPS) [10, 11] , MODRO algorithm [12] , Colliding bodies Optimization (CBO) [13] , Harmony Search (HS) [14] , Krill Herd (KH) algorithm [15] , Electro search algorithm [16] , Moving Morphable Components (MMCs) [17] , Jaya algorithm [18] , Slap Swarm Algorithm (SSA) [19] , Improved fruit fly optimization algorithm [20] , Differential Big Bang-Big Crunch algorithm [21] .
Metaheuristic algorithms have found many applications in different areas of applied mathematics, engineering, medicine, economics, and other sciences [22] . In optimization problems, there are always some requirements that should be minimized such as material, time, cost of the project and etc, and ultimately the final aim is gaining an economical result. As mentioned, many metaheuristic methods are introduced in last two decades, maybe it can be expressed that all of them have some opportunities in comparison with other methods for each problem. But there is a basic question and that is where each metaheuristic algorithm is suitable, especially, when a problem is evaluated for the first time and there is no previous optimal answer available. In this situation, it is possible that the selected algorithm to be entrapped in local optima. Also, it is possible that the obtained answer have a great difference with the optimum one. In the practical application of the metaheuristic methods, all of the answers near to the optimum answer are valuable but the answers with a great difference with the optimum answer are not valuable and it is not clear for the problems that are being solved for the first time. In other words, some algorithms are not suitable for several optimization problems and also, some algorithms should be tunned for a specific set of problems. The MDM operator has some feature for controlling the population dispersion in each variable and iteration. Addition of this operator to any algorithm prevents the algorithm to be trapped in local optima in comparison to the algorithm without this operator. Generally, this operator enhances the performance of the algorithms and the optimum designs of all algorithms with this operator are closer to each other corresponding to a suitable value.
It should be noted this operator does not cause any change in the main steps of the metaheuristic algorithms. Optimum design of structures is performed to gain a suitable design with more economical structural cost. In this study, Modified Dolphin Monitoring (MDM) operator is used to enhance the performance of seven metaheuristic algorithms when applied to three well-known structural optimization problems. These problems consist of the optimum weight design of a truss and a frame designed in according to AISC constraints [23] and one truss structure with frequency constraints. The results are presented for seven algorithms with and without the MDM operator. Benefits of using this operator are presented in the last part of section 2.
This paper is organized as follow: In the first section introduction is presented. A brief explanation of seven algorithms and the MDM operator is provided in section 2 and the formulation of the objective function is introduced in section 3. Section 4 consists of three well-known structural optimization problems with a brief explanation of their constraints and finally the concluding remarks are presented in section 5.
A brief review of seven metaheuristic algorithms and the MDM operator 2.1 Differential Evolutionary
As Differential Evolutionary (DE) method was presented by Storn and Price [3] . This method is based on calculating the difference between two randomly selected vectors. Initial vectors are created randomly in a permissible range. For the next steps, according to the difference of the vectors and crossover operator, all vectors are updated.
Particle Swarm Optimization
Particle Swarm Optimization (PSO) algorithm was proposed by Kennedy and Eberhart [4] . This algorithm adopted from the behavior of the animal flacking. In the first step, the algorithm creates a random population in permissible range. The velocity determines the next location of each population according to global best and the population best positions.
Genetic Algorithm
Genetic algorithm (GA) was introduced by Holland [2] that was inspired by biological evolution. The initial population is generated randomly in the permissible search space. This algorithm selects the better populations for next steps, and using a crossover and mutation operators tries to improve the populations.
Vibrating Particles Systems
Vibrating Particles Systems(VPS) algorithm was developed by Kaveh and Ilchi Ghazaan [24] . This method is adapted from the free vibration of single degree of freedom systems with viscous damping so that each answer is modeled as a particle that moves to its equilibrium position. New positions are updated according to a historically best position.
Enhanced Vibrating Particles System
Enhanced Vibrating Particles System (EVPS) is a modified version of the VPS algorithm that was presented by the authors [11] . This algorithm employs some new approach to gaining the optimum answer.
Colliding Bodies Optimization
Colliding Bodies Optimization (CBO) algorithm was introduced by Kaveh and Mahdavi [13] . This algorithm is based on a one-dimensional collision between two bodies with each agent being modeled as an object. Initial agents are generated randomly in a permissible range. Next steps are performed according to velocities and the masses of each agent.
Harmony Search
Harmony Search (HS) algorithm was proposed by Geem et al. [14] . This method is based on the promotion process of a musician. Initial vectors are generated using random numbers in a feasible space. This algorithm consists of some operators. Next vectors are updated using these operators.
Modified Dolphin Monitoring operator
Dolphin monitoring (DM) was introduced by Kaveh and Farhoudi [25] for the first time. This algorithm was enhanced DM operator and presented Modified Dolphin monitoring (MDM) by Kaveh et al. [26] . It should be noted that this operator was used for layout optimization of planar braced frames [27] . These operators control the population dispersion for each variable and iteration. DM expresses that the mode value for all population for each variable should be repeated as a specified magnitude for each iteration. If the number of mode repetition is bigger or smaller than this specified this value some approaches are used to until these two values are equal [25] . MDM operator determines a range and expresses that all values for all population and each variable should be in this range in certain numbers [26] . The range is equal to average ± (15%) standard deviation for each variable and the certain number is calculated according to Eq. (1).
where MP i is the number of values should be in the range in percent for the ith iteration.
MDM operator applies to metaheuristic algorithms and enhances the performance of them to find the optimum design. In fact, this operator gives the ability to the algorithms to escape from the local optima. If the selected algorithm is not suitable for a specified problem or the parameters of the algorithm is not turned properly, this operator will help the algorithm to find an appropriate answer. In above pseudocode, available population dispersion index is the percent of the population in the mentioned range for each variable and mandatory population dispersion is the number of values which should be in the range in percent for the ith iteration according to Eq. (1). It should be noted that, if the population within the defined range is not equal to the value specified in Eq. (1), the MDM operator replaces the new values in the answers with some mechanisms that are presented in the pseudocode of the MDM operator. These approaches improve the searchability power of the metaheuristic algorithms. Based on the explanations, this operator:
• Controls the population dispersion for each variable and iteration.
• Controls the speed of the convergence.
• Enhances the algorithm's ability to escape from local optima.
• Balancing between exploration and exploitation of the algorithms.
• Enhances the searchability of algorithms.
and obtains a suitable answer as an optimal answer.
Formulation of the optimization problems
In this section, the goal is to minimize the weight of skeletal structures satisfying certain design requirements. Design requirements for the first two problems are the strength and displacements constraints according to LRFD-AISC specification [23] , and the third one considers frequency constraints. The mathematical formulation of optimal design of the problems can be presented as follow:
where {x} is a set of design variables containing the cross-sectional area of W-sections; ng is the number of design variables; W({x}) is the weight of the skeletal structure; nm is the number of elements of the skeletal structure; ρ i presents the material density of the ith member; A i and L i present the cross-sectional area and the length of the ith member, respectively. It above equation, x i is the number of a W-section and A i is the cross-sectional area of the ith group.
In this study, two problems are considered as discrete optimization and one is for continues optimization problem. To control the requirements of each problem, penalty approach is used according to the following equation:
Fitness(x) and υ are the fitness function and the sum of the violations for each problem. In this study, ε 1 and ε 2 are set to 0.3 and 1, respectively, and nc is the total number of requirements for each individual design. It should be noted that specified constraints for each problem are presented in subsequent section.
Numerical problems
In this section, three well-known skeletal structures are considered to investigate the performance of the MDM operator on seven algorithms. All results are presented with and 
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without the incorporating this operator. As mentioned in section 3, minimizing the weight of three skeletal structures is conducted in this study, these problems are as follow:
• A 3-bay 24-story steel frame with AISC-LRFD [23] constraints.
• A 582-bar tower truss structure with AISC-LRFD [23] constraints.
• A 72-bar spatial truss structure with frequency constraints.
It should be noted that all problems have been solved 30 times independently, also, the number of population and number of iterations are taken as 60 and 1000, respectively. where ∆ T is the maximum lateral displacement of the roof; H is the height of the frame structure; R k is the maximum drift index (in this study it is equal to 1/300); d i is the inter-story drift; h i is the story height of the ith floor; ns is the total number of stories; R l shows the inter-story drift index and its limitation is like R k index; P u is the required strength (tension or compression); P n is the nominal axial strength [23] (tension or compression); Ø c is the resistance factor (Ø c = 0.9 for tension and Ø c = 0.85 for compression); M u (containing M ux and M uy ) is the required flexural strengths; M n (containing M nx and M ny ) is the nominal flexural strengths [23] (for two-dimensional frames M uy = 0 and M ny = 0 ); and Ø b presents the flexural resistance reduction factor (Ø b = 0.90). Table 1 contains the results of seven algorithms consisting of DE, PSO, GA, VPS, EVPS, CBO and HS with the effect of the MDM operator and without this effect. In this table, the best, worst and mean weights for all and mean weight of the first quarter of answers for each method is presented.
It can be seen that the lightest design is found by EVPS-MDM which is 893.95 kN. Although all optimum designs with the effect of MDM operator have reached suitable values. Fig. 2 illustrates the convergence curves of the seven
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(5) 2 Convergence curves of the seven algorithms with the effect of the MDM operator and without this effect for best optimal design and average answers for the 3-bay 24-story frame
(g) algorithms with and without the effect of the MDM operator for the best optimal design and average answer of all runs for this problem.
A 582-bar tower truss structure with AISC-LRFD constraints
The schematic of the 582-bar tower truss with the height of 80 m is presented in Fig. 3 . The symmetry of the tower around x-axis and y-axis is considered to group the 582 members into 32 independent size variables. A single load case is considered consisting of the lateral loads of 5.0 kN applied in both x and y directions and a vertical load of -30 kN applied in the z-direction in all nodes of the tower. A discrete set of 137 economic standard steel sections selected from the W-shape profile list based on area and radii of gyration properties is used to size the variables. The lower and upper bounds on size variables are taken as 39.74 cm 2 and 1387.09 cm 2 , respectively. The stress limitations of the members are imposed according to the provisions of AISC-LRFD [23] . The other constraint is the limitation of nodal displacements (these should not be more than 8.0 cm or 3.15 in. in any direction). Also, the maximum slenderness ratio is limited to 300 for tension members, and it is recommended to be 200 for compression members according to AISC-LRFD design code provisions [23] . Optimal, the mean and the mean weight of the first quarter of the best answers are provided in Table 2 . Table 2 shows that the best designs are achieved with EVPS, EVPS-MDM and DE-MDM which are 21.032m 3 . Fig. 4 illustrates the convergence histories using the mentioned algorithms with the effect of the MDM operator and without this effect for best optimal design and mean answer. 
A 72-bar spatial truss structure with frequency constraints
The third problem is a 72-bar spatial truss that as illustrated in Fig. 5 . This truss structure has 20 nodes and 48 degrees of freedom, and four non-structural masses of 2270.0 kg are attached to the nodes 1-4. All elements of the structure have a modulus of elasticity E = 6.89×1010 N/m 2 , density ρ = 2770 kg/m 3 , and cross-sectional area A = 0.0025 m 2 . In this problem, the layout of the truss is considered unchanged during the optimization and only the size optimization of this truss structure is investigated according to frequency constraints (ω 1 =4 Hz and ω 3 6 Hz). Also, the minimum cross-sectional of all design variables is considered as 0.64510-4 m 2 . Table 3 reports a comparison of the optimal results gained by the utilized algorithms for the effect of this operator and without this effect. It can be seen that the optimal weight is obtained by EVPS algorithm with the effect of the proposed operator. Fig. 6 shows the penalized weight convergence history curves obtained by the seven used algorithms with the effect of the MDM operator and without this effect for best optimal design and average answer of all runs of this problem. 
Discussion
As mentioned in section 4, the number of independent runs, population size and the number of iterations are assumed to be large enough, so that we can expect suitable values for all algorithms and problems. However according to the tables and figures the following results can be obtained:
The optimum designs for all the problems are improved using the effect of the MDM operator. Also, mean weight and mean weight of the first quarter of the best answers are enhanced.
The quantity of the effect of the MDM operator is different for each problem and algorithms. The quality of the optimum design of each algorithm is one of the most important factors.
The best optimum result of all algorithm with the effect of this operator is almost near to the best-achieved answer. In other words, the difference between all optimum results with the effect of the MDM operator, have not great values. In Figs. 7, 8 and 9, the weight difference of each best, mean and mean of the first the first quarter of the best answers relative to the case without the effect of MDM operator are presented for all 3 problems and all utilized algorithms. Figure 10 is similar to Figs. 7, 8 and 9, with a difference that in this figure the population size and iteration number are considered as 30 and 500, respectively. It can be observed that when the population size and iteration number have lower values, the effect of the MDM operator becomes more tangible.
These figures show the efficiency of the MDM operator for the best, mean and mean weight of the first quarter of the best answers for all the considered methods. These figures illustrate that all results are improved. Also, the results show that this operator improved the behavior of all the algorithms for all three problems. In another word, according to figures and tables, this operator causes to reach more reliable answers for all algorithms and problems.
All problems and algorithms were performed in 30 independent runs and the number of populations and iterations were taken 60 and 1000, respectively. Thus, with respect to these cases, each algorithm is expected to provide a very satisfactory answer. Therefore, the mean weight, mean weight of the first quarter of the best answers and the worst answers were presented for better comparison. Some of the results, with and without the MDM operator, were not significantly different, which can be attributed to the suitable performances of the 
algorithm for a specific problem and also the correct tuning of the algorithm's parameters. When an algorithm presents a suitable answer, it is clear that the performance of the MDM operator will not be very tangible. When an algorithm does not present a suitable answer for a specific problem the effect of using the operator will be more apparent. The operator's impact is quite obvious for the following problems:
• PSO, GA, VPS and CBO algorithms in the first problem.
• VPS and HS algorithms in the second problem.
• GA and VPS in the last problem. 
Conclusions
In this study, the MDM operator is used to improve the behavior of seven algorithms consisting of DE, PSO, GA, VPS, EVPS, CBO and HS algorithms. The MDM operator does not cause any change in the main steps of the metaheuristic algorithms and controls the population dispersion and enhances the searchability of the algorithms and for the most of the problems, this operator improves the speed of convergence. The results show the efficiency of this operator for three optimization problems consisting of two trusses and one frame structures. All of the considered problems are wellknown problems in structural optimization literature. Almost all of the results are for the best optimal design, mean weight and mean weight of the first quarter of the best answers are improved in comparison to the results of the algorithms without the effect of this operator. Another achievement of this operator, the results show that this operator reduces the dependency of the algorithms to their parameter tuning and the types of the problems. In each iteration, the population within the pre-defined range must be certain. This value (Eq. (1)) will ascend in each iteration, so with the increases in iterations, the population (for each variable) within this range will increase. Thus, the balance between exploration and exploitation will be established. In fact, this balance will be improved by controlling the population within the pre-defined range.
Finally, the authors recommend the use of this operator for other metaheuristic algorithms and for other types of optimization problems.
