The two-step time discretization proposed by Dahlquist, Liniger and Nevanlinna is variable step G-stable. (In contrast, for increasing time steps, the BDF2 method loses A-stability and suffers non-physical energy growth in the approximate solution.) While unexplored, it is thus ideal for time accurate approximation of the Navier-Stokes equations. This report presents an analysis, for variable time-steps, of the method's stability and convergence rates when applied to the NSE. It is proven that the method is variable step, unconditionally, long time stable and second order accurate. Variable step error estimates are also proven. The results are supported by several numerical tests.
Here k n is a similar average of the variable time steps k n−1 and k n , and the multi-step method's coefficients α 2 , α 1 , α 0 , β 2 , β 1 , β 0 are given in Section 2. The DLN method is a one-parameter family (with parameter denoted θ ) and A-stable. Thus the constant time step case (not considered herein) is a subset of the analysis in Girault and Raviart [18] . Section 2 also presents its critical property of variable step stability of G-stability with the G-matrix independent of the time step ratio. Notations and preliminaries are presented in Section 3. Section 4 gives a proof of variable timestep, unconditional, long time, nonlinear stability of the one-leg DLN method for NSE. Let · denote the L 2 -norm. This analysis shows that the natural kinetic energy, E (t n ), and numerical dissipation rate, D(t n ), of the DLN approximation are
, where the coefficients a (n) are given in (2.2) .
Section 5 provides the variable step error analysis. The DLN method is proven second-order for any sequence of time steps. Numerical tests are presented in Section 6. The first example confirms the theoretical prediction of second order accuracy. The second test shows that DLN has stability advantages over BDF2 for variable timesteps. There is a recent idea of Capuano, Sanderse, Angelis and Coppola [8] to adapt the time step to control the ratio of numerical to physical dissipation. Rather than test a standard approach to error estimation and adaptivity, we also test this idea in Section 6.
1.1. Related work. The number of papers studying timestepping methods for flow problems is very large. The general (2 parameter) 2-step A-stable method was analyzed for the NSE for constant time steps in Girault and Raviart [18] , and developed further by Jiang, Mohebujjaman and Rebholz [26] . Time adaptive discretizations of the NSE have been limited by the Dahlquist barrier, storage limitations and the cognitive complexity of extending to the NSE many of the standard methods for systems of ordinary differential equations. One early and important work is that of Kay, Gresho, Griffiths and Silvester [28] . It presents an adaptive algorithm based on the trapezoid scheme / linearized midpoint rule (with error estimation done using an explicit AB2 type method) that is memory and computation efficient. It is well known for systems of ODEs that variable step, variable order (VSVO) methods are the ones of choice. These have only been considered for the NSE in three recent works, Hay, Etienne, Pelletier and Garon [22] (based on the BDF family), Decaria, Guzel and Li [15] , Decaria and Zhao [16] (based on time filters). The methods based on time filters are promising but relatively unexplored. For example, their variable step G-stability is unknown.
2. The variable step DLN method. The DLN method is a 1-parameter (0 ≤ θ ≤ 1) family of A-stable, 2-step, G-stable methods. If θ = 1 it reduces to the one-step, one-leg trapezoid (midpoint) scheme. Its key property is that the G-stability matrix depends on the parameter θ but not on the timestep ratio in Lemma 2.2 below. Let y :
We recall the following notation from Dahlquist, Liniger and Nevanlinna [14] for the local step size k n , the stepsize variability ε n ∈ (−1, 1):
For constant time steps, the DLN stability region boundary with θ = 1 2 and that of BDF2 for comparison plotted by the root locus are given in Figure 2 
and the coefficients a (n) :
which are used in the expression of the numerical dissipation. The α -coefficients do not depend on the time-step ratio. The β -and a -coefficients depend on the timestep ratios through the variability coefficients ε n .
The one-leg DLN method is then
Let · and (·, ·) R d denote in this section the usual norm and inner product on Euclidean space R d .
3)
with the corresponding G-norm
Recall the following result, from Dahlquist, Liniger and Nevanlinna [14] , related to the G-stability of the DLN method (DLN), which will be used in proving main theorems herein.
The variable step, one-leg DLN method (DLN) is G-stable, i.e. for any n = 1, 2, · · · M − 1, with a (n) ( = 0, 1, 2) given above (2.2), we have
Proof. The proof (implicit in Dahlquist, Liniger and Nevanlinna [14] ) is an algebraic calculation.
Notation and Preliminaries.
Let Ω be any domain in R d (d = 2 or 3). For 1 ≤ p < ∞, · L p and · W k p are norms on function spaces L p (Ω) and W k p (Ω) respectively. There is a special case: if p = 2, we denote · be L 2 -norm with inner product (·, ·). H k (Ω) is the Sobolev space W k 2 (Ω) with norm · k . The velocity and pressure (u, p) are in the spaces (X, Q) given by
The spaces of divergence free functions is denoted
The space X * and V * are the dual space of X and V with norms given by
For u, v, w ∈ X, define the explicitly skew symmetrized trilinear form
We recall the following standard lemma for b * LEMMA 3.1.
3)
for all u ∈ V and v, w ∈ X. Proof. By definition of b * , we have b * (u, v, v) = 0, ∀u, v ∈ X. For second part, integrate by parts then use ∇ · u = 0 and u| ∂ Ω = 0. We base our analysis on the finite element method (FEM) for the spatial discretization. The approximate solutions for the velocity and pressure are in the finite element spaces, based on an edge to edge triangulation Ω (with maximum triangle diameter h ) denoted by
We assume that X h and Q h satisfy the usual discrete inf-sup condition (LBB h condition). The Taylor-Hood elements, which satisfy the condition, are used in the numerical tests. The discretely divergence-free subspace of X h is
We also need the following interpolation error estimate for the velocity u and pressure p: for k, s ∈ N,
where I h u and I h p are the L 2 projection of u and p onto X h and Q h respectively, see e.g. Brenner and Scott [6] . Let 
The variational formulation of the one-leg DLN method for the NSE is as follows. With the DLN coefficients (2.1), given u h n , u h n−1 ∈ X h and p h n , p h n−1 ∈ Q h , find u h n+1 and p h n+1 satisfying
Under the discrete inf-sup condition, (3.5) is equivalent to
Furthermore, we need the following variable timestep, discrete Gronwall inequality (see Heywood and Rannacher [23] for the proof). 4. Stability of DLN for the NSE. In this section, we prove the unconditional, long time, variable timestep energy-stability of (3.5), using the G-stability property (2.5) of the method. THEOREM 4.1 (Unconditional, Long Time Stability). The one-leg DLN method by (3.5) or (3.6) is unconditionally, long-time stable: for any integer M > 1,
where a (n)
i , i = 0, 1, 2, given previously by (2.2), are a (n)
Proof. For n = 1, · · · , M − 1, set v h = u h n, * in (3.6). Then, using the skew-symmetry relation (3.2) and the Cauchy-Schwarz inequality, we obtain
Summation over n from 1 to M − 1, and the definition (2.4) yields the conclusion. The above stability result identifies the DLN method's kinetic energy and numerical energy dissipation rates:
Variable Time-step Error Analysis.
In this section, we analyze the error in the approximate solutions by the one-leg DLN method for variable time steps. The discrete time error analysis requires norms that are discrete time analogues of the norms used in the continuous time case. As before, let [0, T ] denote the whole time interval, P 0 = {t n } M n=0 be a partition on [0, T ] and {k n } M−1 n=0 be the set of time-step sizes. For a function v (x,t) and 1 ≤ p < ∞, we define
In the above definitions, the last two terms are forms of Riemann sums in which the function v is evaluated at the left endpoint or right endpoint of each small time interval [t n ,t n+1 ]. P is the given partition on [0, T ] and L, R means that the sum involves the value of the function at the left endpoint or right endpoint of each time interval [t n ,t n+1 ] respectively.
Then we define two new partitions related to partition P 0 : If M is odd
and if M is even
Based on the partitions above, define
Furthermore given the partitions {P } 2 =0 above, define the new partitions P ( = 1, 2): if M is odd,
if M is even,
For P 1 , we have
where # P i is number of set P i , and
. Now we introduce the following lemma to be used often in error analysis.
be the partitions on [0, T ] same as stated above. Then for any 1 ≤ p < ∞, we have
We can also define the discrete norm of functions with respect to the dual norm · * , and derive a related lemma similar to Lemma 5.1. Moreover we need the following lemma dealing with consistency error. LEMMA 5.2 (consistency errors). Let u(t) be any continuous function on
Proof. The proof for smooth functions is simply Taylor expansion with integral reminder after expanding function u (t n+1 ) , u (t n−1 ) and u (t n, * ) at t n . For less smooth functions it then follows by a density argument. Now we introduce the main theorem about error analysis under the following timestep condition:
) be a sufficiently smooth, strong solution of the NSE. When applying oneleg DLN's algorithm (3.5) or (3.6), there is a constant C > 0 such that under timestep condition (5.1), the following error estimates hold
Remark: The timestep restriction (5.1) comes from discrete Gronwall inequality as it applies to the nonlinearly implicit method. If a linearly implicit realization for the same method is used, the analysis can be sharpened to remove the restriction (5.1), as discussed in Ingram [24] . Proof. For θ = 1, one-leg DLN method becomes one-leg trapezoid rule and the conclusions of the theorem have been proved in many places, e.g., Girault and Raviart [18] . Now we consider the case θ ∈ [0, 1). Start with NSE at time t n, * (1 ≤ n ≤ M − 1). For any v h ∈ V h , the variational formulation becomes
Equivalently
where the truncation error is
Define the finite element error e n := u n − u h n and subtract (5.2) from the one-leg DLN FEM equation (3.6)
Denote U n to be L 2 projection of u n onto V h and decompose e n as e n = u n −U n − u h n −U n := η n − φ h n .
Setting v h = φ h n, * , (5.3) writes Then we analyze the terms on the right-hand side of (5.4). By the property of projection operators and the linearity of inner products, we have
Next we apply Lemma 3.1. This yields k n b * (u n, * , u n, * , φ h n, * ) − k n b * (u h n, * , u h n, * , φ h n, * ) = k n b * (u n, * − u h n, * , u n, * , φ h n, * ) + k n b * (u h n, * , u n, * − u h n, * , φ h n, * ) = k n b * (η n, * , u n, * , φ h n, * ) − k n b * (φ h n, * , u n, * , φ h n, * ) + k n b * (u h n, * , η n, * , φ h n, * ).
For any ε > 0, using (3.1) and Young's inequality gives k n b * (η n, * , u n, * , φ h n, * ) ≤ C(Ω) k n η n, * Now using the Cauchy-Schwarz and Young inequalities gives ν k n (∇η n, * , ∇φ h n, * ) ≤ ν k n ∇η n, * ∇φ h n, * ≤ εν k n ∇φ h n, * 2 +C(ε)ν k n ∇η n, * 2 ,
where d is the dimension of the domain Ω. Now set ε = 1/10, combine the analysis above and apply the G-stability relation (2.5) to (5.4) . This becomes Set the approximate solution of u at two initial time-steps t 0 and t 1 to be L 2 projection of u into V h . We have
Using the definition of the G-norm (2.4), the estimate (5.5) becomes By the uniform continuity of functions β (n) l (ε n , θ ) (l = 0, 1, 2), we have
Using the interpolation error estimates (3.4), (5.7) yields
for some constant C (θ ). Using now Lemma 5.1, this implies
Cν k n ∇η n, * 2 ≤ C (θ ) νh 2k |u| 2,k+1 2 .
(5.8)
Using again the uniform continuity of {β (n) } 2 =0 and the estimates (3.4), we have
Similarly,
Thus by Young's inequality and Lemma 5.1, we have
Recall that by Theorem 4.1, we have an priori bound for u h n (n = 2, 3, · · · M). Then combine (3.4) and Young's Inequality. This yields Using the interpolation error estimate for pressure p, we have
and using the consistency errors Lemma 5.2 yields
We combine (5.9) and (5.10) to obtain Let us now treat the truncation error τ u n, * , p n, * , φ h n, * . Using the Cauchy-Schwarz inequality, we have
and applying again Lemma 5.2, for θ ∈ [0, 1) to the last term above ≤C ∇ (u n, * − u (t n, * )) ∇φ h n, * ( ∇u n, * + ∇u (t n, * ) ) ≤εν ∇φ h n, * 2 +C (ε) ν −1 ∇ (u n, * − u (t n, * )) 2 ∇u n, * 2 + ∇u (t n, * ) 2 , ∇ (u n, * − u (t n, * )) 2 ∇u n, * 2 + ∇u (t n, * ) 2 ≤C ∇u n, * 2 + ∇u (t n, * ) 2 (k n + k n−1 ) 3 t n+1 t n−1 ∇u tt 2 dt ≤C (k n + k n−1 ) 3 t n+1 t n−1 ∇u n, * 2 + ∇u (t n, * ) 2 ∇u tt 2 dt ≤C (k n + k n−1 ) 3 t n+1 t n−1 ∇u n, * 4 + ∇u (t n, * ) 4 + ∇u tt 4 dt ≤C (k n + k n−1 ) 4 ∇u n, * 4 + ∇u (t n, * ) 4 +C (k n + k n−1 ) 3 t n+1 t n−1 ∇u tt 4 dt. 
We use the triangle inequality in (5.14) to obtain
then apply the discrete Gronwall inequality (Lemma 3.3) under the timestep condition (5.1) 
This concludes the proof of the first part of the theorem.
For second part, we have
We apply Lemma 5.2 to the first term in the right hand side The last term inhere can be bound by (5.15) , while for the first term, we use (3.4) and Lemma 5.1
Combining the above estimates, we have Table 6 .2: The errors and convergence order of the DLN scheme at time T = 1 for the velocity and pressure of L ∞ -norm with θ = 0.2.
6. Numerical Tests. In this section, FreeFem++ is used for numerical tests with Taylor-Hood (P2 − P1) finite elements. We verify the second-order convergence and stability of the DLN algorithm with variable time steps through three numerical experiments.
Convergence Test (constant timestep size).
The second order convergence of DLN algorithm is verified on the Taylor-Green benchmark problem, Dyke [37] . In the domain Ω = (0, 1) × (0, 1), the true solution is u 1 (x, y,t) = − cos(wπx) sin(wπy) exp(−2w 2 π 2 t/τ), u 2 (x, y,t) = sin(wπx) cos(wπy) exp(−2w 2 π 2 t/τ), p(x, y,t) = − 1 4 (cos(2wπx) + cos(2wπy)) exp(−4w 2 π 2 t/τ), and we take the final time T = 1, w = 1 and τ = Re = 100. The body force f , initial condition, and boundary condition are determined by the true solution. Setting ∆t = h to calculate the convergence order R by the error e at two successive values of ∆t via R = ln(e(∆t 1 )/e(∆t 2 ))/ ln(∆t 1 /∆t 2 ).
Tables 6.1, 6.2, Tables 6.3, 6.4 and Tables 6.5, 6.6 correspond to θ = 0.2, 0.5, 0.7, respectively. The results fully verify that our DLN algorithm has second-order convergence for both velocity and pressure, and it can be seen that the convergence of velocity is better.
2D Offset Circles Problem (with preset variable timestep size)
. This is a test problem from Jiang [25] that is inspired by flow between offset cylinders. The domain is a disk with a smaller off center obstacle inside. Let Table 6 .3: The errors and convergence order of the DLN scheme at time T = 1 for the velocity and pressure of L 2 -norm with θ = 0.5. Table 6 .5: The errors and convergence order of the DLN scheme at time T = 1 for the velocity and pressure of L 2 -norm with θ = 0.7. For this test, we set Re = 200, the number of mesh points around the inner circle i and the mesh points around the outer circle o to be 10 and 40 respectively. The parameter θ = 0.5 in DLN scheme, for the variable timestep size, the number of computations is n = 1000. We let the timestep size changes as the function used in Chen and Mclaughlin [9] to test stability a of different method: k n = 0.05 0 ≤ n ≤ 10, 0.05 + 0.002 sin(10t n ) n > 10.
For comparison, we also solve this problem with a standard (Variable step) BDF2 time discretization.We calculate the energy 1 2 u 2 using BDF2 and DLN algorithms respectively. Here, let the number of mesh points on boundary of outside circle and inner circle be o = 160 and i = 40 respectively and timestep k 0 = 0.05 and k n = k n−1 + 0.001. Figure 6 .3(a) shows that when timestep k n increases with time t, BDF2 and DLN algorithms are respectively used to calculate energy and in Figure 6 6.3. Adapting the timestep. Finally we use this example to perform a simple adaptivity experiment. For this test, we adapt the timestep using the minimum dissipation criteria of Capuano, Sanderse, De Angelis and Coppola [8] . Our goal is to test if adapting the timestep produces a significant difference in the solution. Other criteria/estimators are under study. Their idea is to adapt the timestep to keep the numerical dissipation, ε DLN from the dominating physical dissipation, ε ν . Thus we adapt for
Here ε DLN is the numerical dissipation and ε ν is the viscous dissipation. These are given by: In the test, we set the tolerance for the dissipation ratio δ to be 0.002. The time stepsize is then adapted by halving or doubling according to ∆t n+1 = 2 * ∆t n ; i f χ < δ , ∆t n = 0.5 * ∆t n ; i f χ ≥ δ .
We adapted the next timestep when the dissipation ratio was out of range. Naturally, other strategies for varying ∆t could be tested, such as formula (16) steps then goes down sharply to the minimum stepsize 0.01 thereafter. In the test represented in Figure 6 .4(a), the timestep alternates between the minimum stepsize and twice that. This is due to the preset algorithmic choice. DLN under constant stepsize takes 773 timesteps to reach a kinetic energy of approximately 23 which adaptive DLN algorithm reaches that level in 396 timesteps. In comparison of numerical dissipation, Figure  6 .5(b) and 6.7(b) show that the numerical dissipation with adaptive time stepsize evolves smoothly with a peak value below 0.35. Similarly the ratio χ has a order of magnitude smaller for adaptive time stepsize, Figure 6 .4(b), than constant time stepsize, Figure 6 .7(b).
7.
Conclusions. Based on the theory and the simple numerical tests that for time discretization of flow problems the 2-step DLN method is to be preferred over the common BDF2 method. It is second order, unconditionally, long time, nonlinearly stable. For increasing step-sizes, BDF2 injects nonphysical kinetic energy in the discrete solution (disrupting long time behavior and statistical equilibrium) while DLN does not. Important open questions include how to perform error estimation in a memory and computationally efficient (and effective) way. In particular, finding a memory efficient estimator, as was done in Gresho, Sani and Engelman [19] for the trapezoid rule, is a necessary step. It would be useful if the DLN method could be embedded in a family of different orders with good properties or if it could be induced from simpler methods by added time filters. Both are open problems.
