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Abstract
In this paper, we propose two anomaly detection algorithms PAV and MPAV on time series. The ﬁrst basic idea of this paper
deﬁnes that the anomaly pattern is the most infrequent time series pattern, which is the lowest support pattern. The second basic
idea of this paper is that PAV detects directly anomalies in the original time series, and MPAV algorithm extraction anomaly in
the wavelet approximation coefﬁcient of the time series. For complexity analyses, as the wavelet transform have the functions to
compress data, ﬁlter noise, and maintain the basic form of time series, the MPAV algorithm, while maintaining the accuracy of
the algorithm improves the efﬁciency. As PAV and MPAV algorithms are simple and easy to realize without training, this proposed
multi-scale anomaly detection algorithm based on infrequent pattern of time series can therefore be proved to be very useful for
computer science applications.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The mining of the time series data is one of the important research topics in data mining ﬁeld, especially the problem
of anomaly detection in time series data has received much attention [4,10,13,18,5,8,19].Anomaly detection, or outlier
detection [7,2,9,14,16], refers to automatic identiﬁcation objects that are different from most other objects. In some
situations, anomaly data have unusual meaning and can provide lots of useful information. The research on the anomaly
detection of time series is not very mature, mainly because it is hard to obtain sufﬁcient knowledge and an accurate
representation of “novelty” given a problem [1]. So there has not been an acknowledged deﬁnition at present. The
terms related with the outlier of time series have novelty [4,13], anomaly [10], surprise [18], deviant [8], change
point [19], etc.
Despite on the great challenge, over the past 10 years the research on the anomaly detection of time series has
been a topic acquiring increasing attention, and quite a few techniques have been proposed. These techniques were
experimentally proven to be effective in some cases, while they can fail in other cases. In some other studies [13,8,19],
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anomaly detection was interpreted simply as outlier point detection; however, this method cannot discover novel
patterns formed by several continuous points. In particular, the anomaly detection method proposed in [13] is based on
a technique called SupportVector Regression (SVR), whose formulation forces it to “identify” some abnormal point no
matter how normal the whole data set is. SVR algorithm builds regression model by training the history time series and
estimate the conﬁdence of the new series point as novelty according to the degree of the new series point match with
the model. A wavelet-based signal trend shift detection method is proposed in [18]. Nevertheless, this method cannot
detect short abnormal patterns embedded in normal signals. An interesting idea for novelty detection, inspired by the
negative-selection mechanism in the immune system, was proposed in [4]. However, this method can fail when the
negative set goes to null with the increasing diversity of the normal set. Another method for target time series novelty
detection, called TARZAN [10], is based on converting the time series into a symbolic string. However, the procedure
for discrediting and symbolizing real values in time series, as well as the various choices of string-representation
parameters, can cause the loss of meaningful patterns in the original time series.
In the research mentioned above, the anomaly is deﬁned as the anomaly point or the pattern that deviates from
certain training model. Firstly, we are not interested in ﬁnding individually outlier data points, but interested in ﬁnding
anomaly patterns, i.e., combination of data points whose structure and frequency somehow deﬁes our expectations.
Secondly, the anomaly detection algorithm based on training model must build the model by learning from all normal
parts of time series and then distinguish anomaly pattern using the model [13].
According to the representation, the anomaly can be divided into point anomaly, pattern anomaly and series anomaly.
The point anomaly and the pattern anomaly can be found in a time series; however, the series anomaly must be detected
in a time series set which consists of many time series. We research mainly the pattern anomaly, namely the pattern
which is obviously different from other pattern in the same series.
In this paper, we propose an anomaly detection algorithm PAV based on infrequent linear patterns, PAV ﬁnds directly
anomaly pattern using the anomaly value of the pattern, and need not train a model. Furthermore, PAV algorithm can
be combined with the Haar wavelet transform to create a new anomaly detection algorithm MPAV. We proposed the
multi-scale anomaly detection algorithm MPAV combining Haar wavelet transform and PAV algorithm. MPAV can
ﬁnd anomaly pattern under different scale applying the multi-resolution property of wavelets.
The rest of this paper is organized as follows. The new deﬁnition of anomaly pattern is proposed in Section 2. Based
on the deﬁnition, Section 3 proposes an anomaly detection algorithm PAV. To improve the performance of the detection
algorithm, Section 4 presents an algorithmMPAV combining a compress technique called Haar wavelet transform with
PAV. Experiments are proposed in Section 5.
2. Anomaly pattern based on support count
The time series is a sequence of measurements of a variable at different time points, that is
X = 〈v1 = (x1, t1), v2 = (x2, t2), . . . , vn = (xn, tn)〉,
where element vi = (xi, ti) denotes the measurement value xi at time ti for the time series X, the time variable ti is
strictly incremental (i < j ⇔ ti < tj ). X = 〈v1 = (x1, t1), v2 = (x2, t2), . . . , vn = (xn, tn)〉 can be denoted simply by
X = 〈x1, x2, . . . , xn〉, where xi(i = 1, 2, . . . , n) is the amplitude at time ti .
Usually, the sampling interval t = ti − ti−1 (i = 2, 3, . . . , n) is changeless, so we let t1 = 1, t = 1. If the sampling
interval t is variable, the time series is called as unequal interval time series.
Deﬁnition 1 (Linear pattern). The linear segment joining two neighbor sampling points 〈xi, xi+1〉 (i=1, 2, . . . , n−1)
in the time series X is named as linear pattern, called simply as pattern.
Deﬁnition 2 (Support count). Let X = 〈x1, x2, . . . , xn〉 be a time series and Yi = 〈xi, xi+1〉 (i = 1, 2, . . . , n − 1) be
its pattern, if the pattern Yi occurs  times in series X, the support count of pattern Yi =〈xi, xi+1〉 (i = 1, 2, . . . , n− 1)
is deﬁned as . Formally, the support count, (Yi) for a pattern Yi can be stated as follows:
(Yi) = |{Yi |Yi = 〈xi, xi+1〉 ∧ xi ∈ X ∧ xi+1 ∈ X}.
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Anomaly pattern can be deﬁned as infrequent or rare patterns, i.e., the support count of anomaly patterns is lower
than other patterns in time series. In other words, the lower support count for the pattern Yi , the higher the anomaly
degree of Yi .
So the anomaly degree of a pattern can be measured in terms of its anomaly value, the anomaly value determines
how anomalous a pattern Yi appears in a given time series. The formal deﬁnition of anomaly value can be stated as
follows:
Deﬁnition 3 (Anomaly value). Let i be the support count for the pattern Yi (i=1, 2, . . . , n−1) and i be normalized
to unit interval [0,1] using the following formula:
ˆi = i − minj (j )
maxj (j ) − minj (j ) . (1)
The anomaly value for Yi is deﬁned as
AVi = 1 − ˆi . (2)
Deﬁnition 4 (Anomaly pattern). Given a time series X, the pattern Yi (i = 1, 2, . . . , n − 1) having AViminvalue is
called anomaly pattern, where minvalue is the anomaly value thresholds.
The higher theAV, the greater the likelihood of abnormal pattern. In some cases, it is difﬁcult to specify an appropriate
threshold, so we rank each patterns on the basis of itsAV value decreasing order and declare the greatest or top k patterns
in this ranking to be anomaly.
For judging whether a linear pattern is anomaly, one needs to address the problem of how to determine whether the
pattern is same with other patterns. Therefore, slope and length of the pattern are introduced to resolve the problem. If
the two patterns have the same slope and length, the two patterns will be the same.
3. Time series anomaly pattern mining algorithm PAV
According to the deﬁnition of the anomaly pattern in the previous section, we propose an anomaly detection algorithm
based on pattern anomaly value (PAV).The algorithm ﬁnds the anomaly pattern by calculating AV of the pattern.
The algorithm includes mainly two phases:
(1) Extracting features of patterns in time series. Firstly, the two neighbor points: xi and xi+1 of time series is connected
to the linear patterns Yi = 〈xi, xi+1〉 (i = 1, 2, . . . , n − 1). Then extract two features of pattern Yi : slope si and
length li , where the slope of linear pattern is si = (xi+1 − xi)/(ti+1 − ti ) and the precision of the slope is denoted
by parameter e, namely retain e digits after decimal point when evaluating the slope, the e usually is set as 1 or 2;
the length of linear pattern is li =
√
(xi+1 − xi)2 + (ti+1 − ti )2.
(2) Compute the anomaly value of patterns.
The two patterns are the samewhen the slope and the length of the two patterns are equal. Therefore, ﬁrstly compare
all patterns in time series; if the two patterns are same, the support count of the two patterns will be increased
by 1. In this way, we can obtain the support count of each pattern and the maximum or the minimum in these
support counts. Then map the support counts of patterns to the interval [0, 1] using the formula (1), and compute
the anomaly value of each pattern by formula (2). Lastly, the anomaly degree can be estimated ultimately by the
anomaly value.
Algorithm. Time series anomaly pattern detection algorithm.
Input: Time series X = 〈x1, x2, . . . , xn〉, the precision of the slope e, the number of anomaly patterns k or the
minimum threshold minav.
Output: The anomaly value of the pattern Yi = 〈xi, xi+1〉 (i = 1, 2, . . . , n − 1) and the anomaly patterns.
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Method:
1. Compute the support count i of each pattern Yi .
1.1. Compute the slope si of the pattern Yi , and retained e digits after decimal point.
si = xi+1 − xi
ti+1 − ti . (3)
Compute the length li of the pattern Yi :
li =
√
(xi+1 − xi)2 + (ti+1 − ti )2. (4)
1.2. Compare pattern Yi with Yj (i = 1, 2, . . . , n − 1; j = i, i + 1, . . . , n − 1), if the slope and length of Yi
and Yj is equal, the support count of Yi and Yj will be increased by 1. The vector = (1, 2, . . . , n−1)
consisting of the support counts of the patterns can be generated.
2. Standardize the vector = (1, 2, . . . , n−1)
2.1. Compute the maximum of support counts of all patterns: max=maxj (j ).
2.2. Compute the minimum of support counts of all patterns: min=minj (j ).
2.3. Standardize the support count vector = (1, 2, . . . , n−1), the support count i of each pattern Yi
(i = 1, 2, . . . , n − 1) is standardized by the formula ˆi = i − min
max−min , and generate the standardization
vector ˆ= (ˆ1, ˆ2, . . . , ˆn−1).
3. Compute the anomaly value AVi of pattern Yi , then generate and output the pattern anomaly vector
P = (AV1,AV2, . . . ,AVn−1).
4. Sort the anomaly value AVi (i = 1, 2, . . . , n − 1) by the descending order and output the top k patterns or the
patterns whose anomaly values are greater than minav or equal to minav.
Under theworst case, PAVneeds to carry outn(n−1)/2 times comparison between the patterns, so its time complexity
is O(n2/2) and space complexity is O (n).
As the two patterns can be judged as being same according to the same slope and same length of the pattern in PAV,
PAV can also be applied to unequal interval time series. This advantage greatly expanded the scope of the application
of the algorithm.
If the time series is in equal interval, and assume t = ti+1 − ti = 1, formula (3) can be simpliﬁed as
si = xi+1 − xi . (5)
Formula (4) can be simpliﬁed as
li =
√
(xi+1 − xi)2 + 1. (6)
From formulas (5) and (6) we can ﬁnd that if two patterns have the same slope, they have the same length under
equal interval case. Therefore, the same two patterns can be determined as long as the slope of the same value.
4. Time series multi-scale anomaly detection based on Haar wavelet transform
Wavelet transform (WT) or discrete wavelet transform (DWT) has been found to be effective in replacing DFT in
many applications in computer graphics, image, speech, and signal processing [15,11,12,3]. We apply this technique
to dimensionality reduction for time series.
There are a wide variety of popular wavelet algorithms, including Daubechies wavelets, Mexican Hat wavelets and
Morlet wavelets [6]. These wavelet algorithms have the advantage of better resolution for smoothly changing time
series. But they have the disadvantage of being more expensive to calculate than the Haar wavelets, so we adopt the
Haar wavelets.
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The time series can be decomposed into two sets of coefﬁcients: approximation coefﬁcients A and detail coefﬁcients
D by DWT. Approximation coefﬁcients are generated by a scaling function which is a low-pass ﬁlter. The low-pass
ﬁlter suppresses the high-frequency components of a signal and allows the low-frequency components through. The
Haar scaling function calculates the average of an even and an odd element, which results in a smoother that is low-pass
signal.
Detail coefﬁcients are generated by a wavelet function which is a high-pass ﬁlter. The high-pass ﬁlter allows the
high-frequency components of a signal through while suppressing the low-frequency components. For example, the
differences that are captured by the Haar wavelet function represent high-frequency change between an odd and an
even value.
4.1. Related terms on Haar wavelet transform
Scaling function: Given a time series X = 〈x1, x2, . . . , xn〉 (n is even), the Haar wavelet scaling function is
x′i =
x2i+1 + x2i+2√
2
(
i = 1, 2, . . . , n
2
)
, (7)
where x′i is an approximation coefﬁcient, which is a smoothed value of time series. The scaling function produces a
smoother version of the data set, which is half the size of the input data set. Wavelet algorithms are recursive and the
smoothed data becomes the input for the next step of the wavelet transform.
Wavelet function: Given a time series X = 〈x1, x2, . . . , xn〉 (n is even), the Haar wavelet function is
di = x2i+1 − x2i+2√
2
(
i = 1, 2, . . . , n
2
)
, (8)
where di is a wavelet coefﬁcient, representing the difference between adjacent points of time series, or called as wavelet
detail coefﬁcients.
We use the most simple matrix multiplication to describe discrete Haar transform.
Haar wavelet transform: Given a time series X =〈x1, x2, . . . , xn〉, its Haar wavelet transform formula is as follows:
(9)
where H is the transform matrix, W is the wavelet transform coefﬁcient vector consisting of the high-frequency
coefﬁcients (d1, d2, . . . , dn/2) and the wavelet coefﬁcient (x′1, x′2, . . . , x′n/2).
Haar wavelet converse transform: The converse transform can be represented as
(10)
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Fig. 1. The compression of time series based on DWT. (a) The original time series, its length is 8746. (b) The compressed time series, its length
is 274.
4.2. Multi-sale wavelet decomposition
The set of approximation coefﬁcients A is represented as A = [x′1, x′2, . . . , x′n/2]T, and the detail coefﬁcients D is
represented as D = [d1, d2, . . . , dn/2]T. The ﬁnal transformed vector is H(X) = {A,D}.
Given a time series X of length n, the DWT consists of log2 n stages at most. The ﬁrst step produces, starting from X,
two vectors of coefﬁcients: approximation coefﬁcients A1 and detail coefﬁcients D1. The coefﬁcients vectors A1 and
D1 are of length n/2.
The next step splits the approximation coefﬁcients A1 into two parts using the same scheme, replacing X by A1, and
producing A2 and D2, and so on. The wavelet decomposition of the time series X at level k has the following structure:
H(X) = {Ak,D1,D2, . . . , Dk}, and |Ak| = 1/2k, |Dj | = 1/2j (j = 1, 2, . . . , k), k log2 n.
As the ﬁrst few wavelet transform coefﬁcient is the strongest after wavelet transform of time series and the highest
frequencypart ofwavelet coefﬁcient contains themost of the noise, the proﬁle of time series remains basically unchanged
when only the ﬁrst few coefﬁcients are retained. Therefore, wavelet transforms can play a role of compressing time
series and eliminating noise. The more retained a coefﬁcient, the lower the compression rate, but also the better the
approximation for the original time series. We use directly the approximation coefﬁcient Ak to ﬁgure original time
series, the method is relatively simple, and the compressed time sequence is more smooth.
Fig. 1(a) shows an original time series including 8746 sampling points. After ﬁve wavelet decomposition level, all
high-frequency coefﬁcients of wavelet decomposition are set zero, and use the approximation coefﬁcients A5 as the
compressed series. Although the compressed series shown in Fig. 1(b) only has 274 points, that is the compression
rate is 96.868%, it still retains 72.75% of the energy of the original series and maintains a good shape of the original
series. When detecting the anomaly using the compressed series we can obviously reduce the size of data. Moreover,
the different levels of wavelet decomposition coefﬁcients reﬂect the morphological characteristics of time series of the
different scales; the short or long term anomalies can be detected through adjusting the scale.
4.3. Multi-scale anomaly pattern detection algorithm MPAV
Based on the algorithm PAV we adopt the multiple levels Haar transform to compress time series and then detect the
anomaly pattern using PAV. The new method is called the multi-scale abnormal pattern mining algorithm MPAV.
MPAV algorithm includes the following steps:
(1) The set of approximation coefﬁcients Ak is obtained by k levels wavelet decomposition of the time series X =
〈x1, x2, . . . , xn〉.
(2) The anomaly value sequence 〈AVk1,AVk2,AVk3, . . . ,AVk(n/2k−1)〉 of all patterns of new series Ak was calculated
using the PAV algorithm.
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(3) Reconstruct the sequence of anomaly values of Ak , that is calculate the pattern anomaly value 〈AV1,AV2,
AV3, . . . ,AV(n−1)〉 of the original time series using formula AVi = AVk(
(i−1)/k+1) (i = 1, 2, . . . , n − 1).
(4) According to the anomaly value descending order, the top k patterns are the anomaly patterns, or the pattern whose
abnormal value is larger than given threshold minav.
The number or average length of the pattern of time series is different under the different compression rate, the fewer
the number of patterns, the longer the average length of patterns, and the smaller the scale of the anomaly. So MPAV
algorithm can detect the different scale anomaly pattern of the time series.
MPAV algorithm has the following advantages:
(1) Wavelet transform can eliminate noise and compress time series data, therefore, the accuracy and efﬁciency of
the anomaly detection can be improved; and the space complexity and time complexity of Haar transform is only
O(n).
(2) Multi-scale anomaly patterns can be detected from the compressed time series with different compressed ratio.
5. Experimental results and analysis
Among the existing anomaly detection methods, we analyze only the four major ones, and use their experimental
data to test our PAV and MPAV algorithms. The experimental results are analyzed as follows.
5.1. Experiment 1: SantaFe Data
5.1.1. Experimental data
Ma et al. in the literature [13] present an anomaly detection algorithm based on support vector regression (support
vector regression, called SVR), the algorithm adopts the famous Santa Fe Institute Competition data [17], which is
1000-point time series. These data were recorded from a far-infrared laser in a chaotic state.
5.1.2. Experimental results and analysis
SVR algorithm establishes SVR repression model by training the historical data of the time series, then the matching
degree of regression model with the new data points is used to represent the conﬁdence which the data points become
anomaly.
In this experiment, we adopt PAV algorithm to detect the anomaly of SantaFe Data, and set the precision of the slope
e = 1, the pattern with the greatest anomaly value becomes the anomaly. Fig. 2 gives the experimental results for SVR
algorithms and PAV algorithm on SantaFe Data.
Fig. 2 shows that the SVR and PAV algorithms can discover the two anomalies after the ﬁrst 200 points. But SVR
needs to select the ﬁrst 200 points for training the SVR, so it cannot ﬁnd the abnormal pattern of the entire sequence.
Our PAV algorithm can discover directly all three anomaly patterns of the entire time series because PAV does not
require training.
5.2. Experiment 2: Ma_Data set
5.2.1. Experimental data
In addition to Santa Fe data set, Ma et al. [3] also use simulation data sets Ma_Data to test SVR algorithm. The data
set includes two time series generated from the following stochastic process:
X1(t) = sin
(
40
N
t
)
+ n(t),
X2(t) = sin
(
40
N
t
)
+ n(t) + e1(t),
234 X.-y. Chen, Y. Zhan / Journal of Computational and Applied Mathematics 214 (2008) 227–237
Fig. 2. A comparison for algorithms SVR and PAV on the SantaFe Data.
Fig. 3. The experimental results for algorithms SVR and PAV on time series X2(t).
where t = 1, 2, . . . , N , N = 1200, n(t) is an additive Gaussian noise with zero-mean and a standard deviation of 0.1.
e1(t) is a novel event, and deﬁned as follows:
e1(t) =
{
n1(t), t ∈ [600, 620],
0 otherwise,
where n1(t) follows a normal distribution of N (0,0.5).
We can see that the time series X1(t) is the normal time series with 1200 points, X2(t) is a time series added on an
abnormal event e1(t) in the [600,620] interval.
5.2.2. Experimental results and analysis
Fig. 3 shows the experimental results of SVR and PAV algorithms applied inX2(t). In Fig. 3, the result of SVR is the
corresponding curves with SVR label, and the three curves with PAV label, respectively, denoting the anomaly value
when parameters of PAV algorithm e = 1, 2 and 3.
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As shown in Fig. 3, for the different values of parameter e, anomaly patterns generated by PAV algorithm are not very
different, and their anomaly interval all is [600,621], basically coinciding with the actual anomaly interval [600,620].
But the smaller the value of e is, the shorter the algorithm execution time, speciﬁcally, if the parameter e value was
reduced to 1, then the efﬁciency of the algorithm can be improved by 30–60%.
SVR and PAV algorithms successfully detect the entire anomaly pattern in X2(t). However, SVR algorithm must
undergo training (Ma et al. used the ﬁrst 400 points for training, and the last 800 points for detecting anomaly patterns
[13]), and the PAV algorithm does not require training.
5.3. Experiment 3: Keogh_Data set
5.3.1. Experimental data
The Keogh_Data is a simulation data set which used to test three anomaly detection algorithms IMM, TSA-Tree and
Tarzan by Keogh et al. in the literature [10]. The data set is created by the following formula:
Y1(t) = sin
(
50
N
t
)
+ n(t),
Y2(t) = sin
(
50
N
t
)
+ n(t) + e1(t),
where t = 1, 2, . . . , N , N = 800. n(t) is an additive Gaussian noise with zero-mean and a standard deviation of 0.1.
e1(t) is a synthetic “anomaly”, deﬁned as follows:
e1(t) =
{
sin
(
75
N
t
)
− sin
(
50
N
t
)
, t ∈ [400, 432],
0 otherwise.
From the above description it is known, Y1 (t) is a sine wave in 32 cycle with a Gaussian noise. Y2 (t) is obtained by
changing the sine wave cycle in the interval [400,432], that is adding an anomaly event e3 (t) in the time series Y1(t).
5.3.2. Experimental results and analysis
On Keogh_Data set, we compare PAV algorithm and its MPAV version based on wavelet multi-scale decomposition
with the following three anomaly detection algorithms:
(1) IMM algorithm [4]: uses the negative-selection machine from immunology to detect the novelty in Time Series
Data.
(2) TSA-Tree algorithm [18]: the improved TSA-Tree used to achieve the anomaly pattern detection. TSA-Tree algo-
rithm deﬁnes the anomaly pattern as the sudden change in time series, and ﬁnds these anomalies by calculating the
local maxima of wavelet coefﬁcients.
(3) Tarzan algorithm [10]: anomaly patterns are deﬁned as the pattern whose frequency has signiﬁcant difference with
the expected frequency. The algorithm uses a sufﬁx tree to encode the frequency of all observed patterns and allows
a Markov model to predict the expected frequency of previously unobserved pattern. Once the sufﬁx tree has been
constructed, a measure of surprise for all the patterns in a new time series data set can be determined.
Experimental results of the ﬁve algorithms are shown in Fig. 4, MPAV-1, MPAV-2 and MPAV-3 express, respectively,
the result of MPAV algorithm using one layer, two layer and three layer wavelet decomposition. The parameter is e=2.
Fig. 4 shows IMM algorithm and ISA-tree algorithm cannot ﬁnd the right anomaly in time series Y2(t), while PAV,
MPAV and Tarzan can denote correctly and clearly the anomalies. But Tarzan must convert the time series into a
symbolic string and built a sufﬁx tree, so its space costs higher than MPAV; PAV algorithms detect the anomaly in
the original series, and when compared with MPAV, which ﬁnd the anomaly on the compressed series using wavelet
transform, the efﬁciency of PAV is obviously lower than that of the latter.
Table 1 shows the change of the performance for MPAV in different compression ratios, when compression ratio is
zero, MPAV and PAV is the same algorithm. According to the experimental results shown in Table 1, we can ﬁnd with
the increased levels of decomposition, compression ratio is increased, the efﬁciency of MPAV algorithm is improved
signiﬁcantly, but it can still ﬁnd all anomaly patterns (see Fig. 4).
236 X.-y. Chen, Y. Zhan / Journal of Computational and Applied Mathematics 214 (2008) 227–237
Fig. 4. The comparison of experimental results for ﬁve algorithms on time series Y2(t).
Table 1
The performance comparison between algorithms PAV and MPAV
Algorithm name Length of original or Compression ratio (%) Time (s)
compressed series
PAV 800 0 1.203
MPAV Level = 1 400 50 0.658
Level = 2 200 75 0.312
Level = 3 50 93.75 0.297
6. Conclusions
We put forward to PAV and MPAV algorithms for anomaly detection of the time series in the paper. PAV algorithm
deﬁned the anomaly of time series as the infrequent linear pattern; MPAV algorithm obtains smaller storage and
computational cost using wavelet transform to the time series. The experimental results show that either the MPAV
or PAV algorithm can detect effectively the abnormal and needs no training. Especially, MPAV algorithm supports on
different scales of the anomaly detection for time series by the wavelet multi-scale decomposition; it makes MPAV to
ﬁt a broader ﬁeld of application.
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