Abstract. A four-dimensional integrable rigid-body system is considered and it is shown that it represents two twisted three-dimensional Lagrange tops. A polynomial Lax representation, which doesn't fit neither in Dubrovin's nor in Adler-van Moerbeke's picture is presented. The algebrogeometric integration procedure is based on deep facts from the geometry of the Prym varieties of double coverings of hyperelliptic curves: Mumford's relation and Mumford-Dalalyan theory. The correspondence between all such coverings with Prym varieties splitted as a sum of two varieties of the same dimension and the integrable hierarchy associated to the initial system is established.
The principal aim of this paper is to give algebro-geometric integration of this new system. However, it appeared that this system did not fit exactly in Dubrovin's nor in Adler-van Moerbeke's picture. The matrix L satisfies the condition
Such a situation is explicitly excluded by Adler-van Moerbeke (see [1] , Theorem 1) and not so explicitly by Dubrovin (see [12] , Lemma 5 and Corollary). As far as we know, examples which satisfy the condition of type (1) have not been studied before.
Analysis of the spectral curve and the Baker-Akhiezer function shows that dynamics of the system is related to a certain Prym variety Π (which splits according to the Mumford-Dalalyan theory [24, 10, 29] ) and evolution of divisors of some meromorphic differentials Ω i j . Then the condition (1) requires that differentials
, Ω 4 3 have to be holomorphic during the whole evolution. Compatibility of this requirement with dynamics put a strong constraint on the spectral curve: its theta divisor should contain some torus. In the case presented here such a constraint appears to be satisfied according to Mumford's relation (see [24] ).
PROPOSITION. (Mumford, [24, p. 341-342]) Suppose a double unramified covering
is given. Then a torus Π − , isomorphic to the Prym variety Π = Prym(Γ|Γ 1 ) is contained in the Θ-divisor ofΓ:
The conditions (1) and holomorphicity conditions create a new situation from the point of view of the existing integration techniques.
The paper is organized as follows: In Section 2 the definition of the system of the Euler-Poisson equations on so(4) × so(4) is given and some of its basic properties are listed such as the L − A pair, a set of first integrals in involution. In Section 3 transformation of coordinates is performed in the classical manner and the connection with the Lagrange top is presented. The spectral curve is described in Section 4. In Section 5 the Baker-Akhiezer function was studied. Section 6 contains analysis of the Prym variety Π and via the Mumford-Dalalyan theory, the connection of algebro-geometric and classical approach from Section 3 is established. In Section 7 differentials Ω i j are defined and the holomorphicity condition is derived from condition (1) . By using Mumford's relation (2) formulae in the theta functions were derived. Necessary gluing of the infinite points of the spectral curve and passage to the generalized Jacobian is done in Section 8. The whole hierarchy of the Lagrange bitop is considered in Section 9. The higher operators L N are polynomials of order N in λ. Their spectral curves are double coverings of hyperelliptic curves of genera 2N −1; these coverings are defined by those divisors of order two which are of degree 2N. We can conclude by saying that the Lagrange bitop hierarchy realizes all coverings of that kind.
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The definition of the system and basic properties.
The equations of motion of a heavy n-dimensional rigid body fixed at a point in the moving frame are:Ṁ
where the moving frame is such that the matrix I is diagonal in it, diag(I 1 , . . . , I n ). Here M ij = (I i + I j )Ω ij ∈ so(n) is the kinetic momentum, Ω ∈ so(n) is the angular velocity, χ ∈ so(n) is a given constant matrix (describing a generalized center of the mass), Γ ∈ so(n). Then I i + I j are the principal inertia momenta. These equations are on the semidirect product so(n) × so(n) and they were introduced in [25] .
We are going to consider a four-dimensional case of these equations defined by
with the conditions a = b, χ 12 , χ 34 = 0, |χ 12 | = |χ 34 |. We will call this system the Lagrange bitop for the reasons we will explain at the end of Section 3.
PROPOSITION 1. [11]
The equations of motion (3) under the conditions (4) 
and C = (a + b)χ.
One can observe that both leading terms in the operators L and A (matrices C and χ) are skewsymmetric, while in [12] , [13] , [15] one is always symmetric and the other one is skewsymmetric.
Before analyzing spectral properties of the matrices L(λ), we will change the coordinates in order to diagonalize the matrix C. In this new basis the matrices 24 ).
The spectral polynomial
where
We can rewrite it in terms of M ij and Γ ij :
Their coefficients 
are integrals of motion of the system (3, 4). We used two vectors M + , M − ∈ R 3 which correspond to M ij ∈ so(4) according to [25] . The generalized symmetric case is defined by the conditions
and the generalized Lagrange case defined by
The system (3, 4) doesn't fall into any of those families and together with them it makes the complete list of systems with the L operator of the form The proofs of the Propositions 1-3 could be found in [11] .
3. Classical integration and the Lagrange system. Starting from the wellknown decomposition so(4) = so(3) ⊕ so (3) , let us introduce
(and similar for Ω, Γ, χ), where M + , M − are defined with (12) . Equations (3) becomeṀ 
Using (4), we have
We denoted with Ω (i)j the jth component of the vector Ω i and we use similar notation for Γ and χ.
, then the first group of the equations (13) becomeṡ
The integrals of motion are for i = 1, 2:
where (14) and (15) after some calculations, we get
Let us denote
From (16) we havė
From the previous relations, we have
So, the integration of the system (13) leads to the functions associated with the elliptic curves E 1 , E 2 , where
, f i3 ) are given with:
The equations (14) are very similar to those for the classical Lagrange system (see [18] ). However, the system (14) doesn't split on two independent Lagrangian systems, since the third equations in (14) together give that r 1 and r 2 are constants. Also, in the definition of each of the curves E 1 , E 2 both those constants are involved. That is the reason we refer to the system (3, 4) as nonsplitted Lagrange bitop. The formulae (16) are also very close to those for the Lagrange system. Although the Lagrange system has a long history (starting from 1788) and many important papers have been written about it, there are still some subtle questions and problems related to its integration (see [17, 5] ). So, for the further analysis of the Lagrange bitop we pass to the algebro-geometric integration. Let us note that from the classical integration procedure follows integrability of the Lagrange bitop also in the case χ 12 = ±χ 34 .
4. The first steps in an algebro-geometric integration procedure. The L(λ) matrix (5) for the Lagrange bitop (3, 4) is a quadratic polynomial in the spectral parameter λ with matrix coefficients. The general theories describing the isospectral deformations for polynomials with matrix coefficients were developed by Dubrovin [12, 15] in the middle 1970s and by Adler, van Moerbeke [1] a few years later. Dubrovin's approach was based on the Baker-Akhiezer function and it was applied in rigid body problems in [21, 9] . The other approach was based on [22] and the connection with rigid body problems was given in [1, 25, 26] .
As it will be shown below, none of these two theories can be directly applied in our case. So, we are going to make certain modifications, and then we will integrate the system (3, 4). As usual in the algebro-geometric integration, we consider the spectral curve
By using (8, 9), we have
There is an involution σ : (λ, µ) → (λ, −µ) on the curve Γ, which corresponds to the skew symmetry of the matrix L(λ). Denote the factor-curve by Γ 1 = Γ/σ. 
where 2 is a polynomial of the degree 8, the genus of the curve Γ 1 is g(Γ 1 ) = 3. The curve Γ is a double covering of Γ 1 , and the ramification divisor is of the degree 8. According to the Riemann-Hurwitz formula, the arithmetic genus of Γ is g a (Γ) = 9.
(b) From the equations ∂p(λ, µ)/∂λ = 0, ∂p(λ, µ)/∂µ = 0, the four ordinary double points are S k = (λ k , 0), k = 1, .., 4, where λ k are zeroes of the polynomial Q(λ). Thus, the genus of the curveΓ is g(Γ) = g a (Γ) − 4 = 5.
(c) Fixed points of the σ are defined with µ = 0, thus S i are fixed points. Since their projections on Γ 1 are smooth points, the involution σ exchanges the branches of Γ.
In general, whenever matrix L(λ) is antisymmetric, the spectral curve is reducible in the odd-dimensional case and singular in the even-dimensional case.
Before starting the study of the analytic properties of the Baker-Akhiezer function, let us give the formulae for (nonnormalized) eigen-vectors of the matrix L(λ). An eigen-vector of L, i.e., such that L(λ)f = µf , is given by
COROLLARY 1. The eigenvectors f normalized by the condition
have different values in the points S i , S i ∈Γ, which cover the singular points S i ∈ Γ.
The Baker-Akhiezer function.
The general integration technique based on the Baker-Akhiezer function was developed by Krichever (see [20] , [14] and bibliography therein). The application on the matrix polynomials was done, as we said, by Dubrovin (see [12, 15] ). Following those ideas, we consider the next eigen-problem
where ψ k are the eigenvectors with the eigenvalue µ k . Then ψ k (t, λ) form 4 × 4 matrix with components ψ i k (t, λ). Denote by ϕ k i the corresponding inverse matrix. Let us introduce
(there is no summation on k) or, in other words
Matrix g is of rank 1, and we have ∂ψ
. The same we have for the matrix ϕ k i . The relations for the divisors of zeroes and poles of the functions ψ i i ϕ i in the affine part of the curve Γ are:
where D r is the ramification divisor over λ plane (see [12] The matrix elements g i j (t, (λ, µ k )) are meromorphic functions on the curve Γ. We need their asymptotics in the neighborhoods of the points P k , which cover the point λ = ∞. Letψ k be the eigenvector of the matrixL(λ) normalized in P k by the conditionψ k k = 1, and letφ k i be the inverse matrix forψ i k . We will also use another decomposition of matrix elements of g:
It is an immediate consequence of the proportionality of the vectors ψ k andψ k (and ϕ k andφ k ).
LEMMA 2. (a)
The matrix g has a representation
For the Lax matrix L and for λ i such that Q(λ i ) = 0, it holds a 3 = 0.
The proof of the lemma follows from [12] and straightforward calculation. From the (a) part one can see that the matrix g could have poles at the singular points of the spectral curve. But, from (b) we have: COROLLARY 2. The matrix g has no poles at the singular points of the curve Γ.
So, from now on, taking Corollaries 1 and 2 into account, we will consider all the functions in this section as functions on the normalizationΓ of the curve Γ.
Since the functionsψ i k iφ k j are meromorphic functions in a neighborhood of the points P k , their asymptotics can be calculated by expandingψ k as a power series in λ −1 in a neighborhood of the point λ = ∞ around the vector e k , where
where the matricesC,M andΓ are defined byL(λ) = λ 2C + λM +Γ. Comparing the same powers of λ, from (24) we get
So the matrixψ = {ψ i k } in a neighborhood of λ = ∞ has the form:
Fromψ ·φ = 1 we obtain the expansion of the matrixφ = {φ k i }:
The last relation, (25) and (27) 
So the functions g i j have a zero of the fourth order at the point P k . Here we used the fact thatM 12 = 0,M 34 = 0.
On the other hand, for i = j = k and i ∈ {1, 2}, k ∈ {3, 4} or k ∈ {1, 2} and i ∈ {3, 4} we have
Thus, the functions g i i in this case have a zero of the second order at P k . In the same manner, for i = j, k = i, k = j, i, j ∈ {1, 2} or i, j ∈ {3, 4}, it holds
So g i j have a zero of the second order at P k .
and g i j have a zero of the second degree at P k . In the case i = j, k = j, i, j ∈ {1, 2} or i, j ∈ {3, 4} the functions g i j at P k also have a zero of the second degree.
For i = j, k = i, k = j and (i, j) / ∈ {(1, 2), (2, 1), (3, 4), (4, 3)} we have
So, the degree of a zero at P k of the functions g j i in this case is 3. In the last two cases the functions g i j have simple zeroes at P k : (29) and similarly for i = j, k = i, (i, j) / ∈ {(1, 2), (2, 1), (3, 4), (4, 3)} we have
Let us denote byd j and byd i the following divisors:
Finally, we have: 
where h s are the eigenvector of L(λ) normalized by the condition s h s (t, (λ, µ k )) = 1, it follows that
. (32) PROPOSITION (23) , and 8 time-independent poles, e.g.
The functionsψ i satisfy the following properties: (a) In the affine part ofΓ the functionψ i has 4 time-dependent zeroes which belong to the divisor d i (t) defined by formula
(b) At the points P k , the functionsψ i have essential singularities as follows:
where R k are given with
andα i are holomorphic in a neighborhood of P k ,
,
Proof. From (32) we see thatψ i has d i (t) as a divisor of zeroes in the affine part. Also from (31) it follows that poles ofψ i are poles of h s , and do not depend on time. The functions h s are meromorphic onΓ, and they have the same number of poles and zeroes.
From (24) and (25), we have that h 1 and h 2 have simple zeroes at P 3 and P 4 , the first one has double zero at P 2 and the second one has the double zero at P 1 ; h 3 and h 4 have simple zeroes at P 1 and P 2 , and h 3 has the double zero at P 4 , h 4 has the double zero at P 3 .
As in [20] , [14] , it could be proved that the functions h s have divisors of polesD, degD = 8. This proves the rest of (a).
From
and asymptotics (25), (26) forψ i k in a neighborhood of the points P k , using the proportionality of
using (29) we get a i k = δ i k and
LEMMA 3. The following relation takes place on the Jacobian Jac(Γ):
where A is the Abel map from the curveΓ to Jac(Γ).
Proof. Let us introduce functions
Using the relations σ(P 1 ) = P 2 , σ(P 3 ) = P 4 , and the statement b) in the Proposition 5 we see that σϕ i · ϕ i are meromorphic functions (they do not have the essential singularities in P k ). Consequently, for their divisors of zeroes and poles, it holds:
Applying the Abel theorem, we finish the proof.
From the previous Lemma we see that the vectors A(d i (t)) belong to some translation of the Prym variety Π = Prym(Γ|Γ 1 ). More details concerning the Prym varieties one can find in [24, 23, 16, 7, 29, 28, 2, 6] . The natural question arises to compare two two-dimensional tori Π and E 1 × E 2 , where the elliptic curves E i are defined in (18).
Geometry of the Prym variety Π.
Together with the curve Γ 1 , one can consider curves C 1 and C 2 defined by the equations
The curves E i are Jacobians of the curves C i given by (34).
Proof.
The curves E i from (18) can be represented in a canonical form
On the other hand, the equations for curves C i are
The sign + corresponds to the curve C 1 and − to C 2 . Using the fact that the Jacobian of the curve given with the equation
is a canonical curve of the form (35) with
we finish the proof of the Lemma by straightforward calculation.
Since the curve Γ 1 is hyperelliptic, in a study of the Prym variety Π the Mumford-Dalalyan theory can be applied (see [29, 24, 10] ). Thus, using the previous Lemma, we come to: THEOREM 1. (a) The Prymian Π is isomorphic to the product of the curves E i :
where Θ i is the theta -divisor of E i .
Proof. The Prym variety Π corresponds to the unramified double covering π :Γ → Γ 1 . This covering is determined by the divisor D ∈ Jac 2 (Γ 1 ), such that 2D = (µ). So
where R i = π(S i ) are the projections of the singular points on Γ andP i = π(P i ) are the projections of the infinite points on Γ.
On the other hand, the double covering over Γ 1 defined by the curves C 1 , C 2 corresponds to the divisor D 1 ∈ Jac 2 (Γ 1 ),
where X i are the branch points on Γ 1 defined by P/2 − Q = 0. Simple calculation shows that
holds on Γ 1 . From the last relation it follows that the divisors D and D 1 are equivalent. The rest of the theorem now follows from the Mumford-Dalalyan theory [10] , [24] , [29] .
Theorem 1 explains the connection between the curves E 1 , E 2 and the Prym variety Π. Further analysis of properties of the Prym varieties necessary for the understanding of dynamics of the Lagrange bitop will be done in the next section.
Isoholomorphicity condition, Mumford's relation and integration using the Baker-Akhiezer function.
According to Proposition 5, the BakerAkhiezer function Ψ satisfies usual conditions of normalized (n=)4-point function on the curve of genus g = 5 with the divisorD of degree degD = g+n−1 = 8, see [14] , [13] . And by the general theory, it should determine all dynamics uniquely. The basic question is why is such dynamics compatible with the condition (1) We can say that the condition (1) (together with the Corollary 2) implies isoholomorphicity. Let us recall the general formulae for v from [13] .
where U = x (k) U (k) is certain linear combination of b-periods U (i) of the differentials of the second kind Ω , which have pole of order two at P i ; λ i are nonzero scalars, and
(Here is an arbitrary odd non-degenerate characteristics.) Thus, from (38) we get:
PROPOSITION 7. Holomorphicity of some of the differentials Ω i j implies that the theta divisor of the spectral curve contains some tori.
In the case of a spectral curve which is a double unramified covering
with g(Γ 1 ) = g, g(Γ) = 2g − 1, as we have here, it is satisfied that the theta divisor contains a torus, see [24] . More precisely, following [24] , let us denote by Π − the set 
where U (i) is the vector ofb-periods of the differential of the second kind Ω (1) P i , which is normalized by the condition thatã-periods are zero. We suppose here that the cyclesã,b on the curveΓ and a, b on Γ 1 are chosen to correspond to the involution σ and the projection π, see [2, 29] : Proof. (a) follows from the relations (38) and (40) and the fact that P 2 = σ(P 1 ) and P 4 = σ(P 3 ). The proof of (b) follows from [16] , Proposition 4.7.
The formulae for scalars λ i from the formula (38) will be given in the next section.
8. The evolution on the generalized Jacobian. The evolution on the Jacobian of the spectral curve, as we considered Jac(Γ) in Section 7, gives the possibility to reconstruct the evolution of the Lax matrix L(λ) only up to the conjugation by diagonal matrices. That was one of the limitations of the Adlervan Moerbeke approach (see [1] , Theorem 1). To overcome this problem, we are going to consider, following Dubrovin, the generalized Jacobian, obtained by gluing together the infinite points; in the present case, according to the Corollary 2, those points are P 1 , P 2 , P 3 , P 4 and the corresponding Jacobian will be denoted as Jac(Γ| {P 1 , P 2 , P 3 , P 4 }).
It can be understood as a set of classes of relative equivalence among the divisors onΓ of certain degree. Two divisors of the same degree D 1 and D 2 are called equivalent relative to the points P 1 , P 2 , P 3 , P 4 , if there exists a function f meromorphic onΓ such that ( f ) = D 1 − D 2 and f (P 1 ) = f (P 2 ) = f (P 3 ) = f (P 4 ).
The generalized Abel map is defined with 
where c is some constant and B is the period matrix of the curveΓ.
The generalized Jacobi inverse problem can be formulated as the question of finding, for given z, points Q 1 , . . . , Q 8 such that
where K is the Riemann constant and the constants κ j depend on the curveΓ, the points P 1 , P 2 , P 3 , P 4 and the choice of local parameters around them.
We will denote by Q s the points which belong to the divisorD from the Proposition 5, and by E the prime form from [16] . Then we have: PROPOSITION 8. The scalars λ j from the formula (38) are given with
where the vector x = (x (1) , . . . , x (4) ) denotes t(χ 34 , −χ 34 , χ 12 , −χ 12 ) and
j is a local parameter around P j .)
To give the formulae for the Baker-Akhiezer function, we need some notation. Let
andγ m m is defined by the expansion The proofs of the statements in this section are standard from Dubrovin's approach.
Having established how parameters of the formula (38) evolve, the reconstruction of the evolution of the phase space variables follows immediately from Proposition 5: from the equation (33) we obtainM ij through v i j and their evolution is described in (38) and Proposition 8. The generalized Liouville tori are four-dimensional. Since two of the integrals of the motion of the Lagrange bitop are linear (see (11) ), according to the well-known fact of Classical Mechanics ( [31] , [3] ) those generalized tori have a two-dimensional affine part. The twodimensional compact part of such a torus corresponds to the real part of the two-dimensional Prymian Π. The affine part corresponds to the odd part of the affine part of the generalized Jacobian Jac(Γ| {P 1 , P 2 , P 3 , P 4 }) = Jac(Γ) × C * 3 .
From the Theorem 1c, it follows that the reduction of the formulae can be done up to the elliptic theta functions on E i and exponential functions.
9. Conclusion-the Lagrange bitop hierarchy and equallysplitted double hyperelliptic coverings. According to the Mumford-Dalalyan theory (see [10] , [24] , [29] ), double unramified coverings over a hyperelliptic curve y 2 = P 2g+2 (x) of genus g are in the correspondence with the divisions of the set of the zeroes of the polynomial P 2g+2 on two disjoint nonempty subsets with even number of elements. We will consider those coverings which correspond to the divisions on subsets with equal number of elements and we can call them equallysplitted, since the Prym variety splits then as a sum of two varieties of equal dimension. Now, let us consider with the fixed operator A from (5) the whole hierarchy of systems defined by the Lax equationṡ 
