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Abstract
By and large the behavior of stochastic gradient is regarded as a challenging prob-
lem, and it is often presented in the framework of statistical machine learning.
This paper offers a novel view on the analysis of on-line models of learning that
arises when dealing with a generalized version of stochastic gradient that is based
on dissipative dynamics. In order to face the complex evolution of these models,
a systematic treatment is proposed which is based on energy balance equations
that are derived by means of the Caldirola-Kanai (CK) Hamiltonian. According
to these equations, learning can be regarded as an ordering process which cor-
responds with the decrement of the loss function. Finally, the main results es-
tablished in this paper is that in the case of quasi-periodic environments, where
the pattern novelty is progressively limited as time goes by, the system dynam-
ics yields an asymptotically consistent solution in the weight space, that is the
solution maps similar patterns to the same decision.
1 Introduction
Stochastic gradient descent, also known as incremental gradient descent, is an approximation of the
classic gradient descent optimization over a batch of data. In large scale experiments in machine
learning, the optimization of the empirical risk computed according to classic optimization meth-
ods yields the batch mode version of learning that, unlike stochastic gradient, typically exhibits a
remarkable computational burden. This has been clearly established in This is very effective in the
case of large-scale machine learning problems (1; 2). However, the behavior of stochastic gradient
is more difficult to interpret then batch mode. Most of the studies are carried out in a statistical
framework (see e.g. (3)). The convergence of stochastic gradient descent has been studied in the
context of convex minimization and stochastic approximation. Basically, the application of the clas-
sic Robbins-Siegmund theorem (4) leads to conclude that when the learning rates decrease with an
appropriate rate, the stochastic gradient descent converges almost surely to a global minimum when
the objective function is convex or pseudo-convex. The analysis carried out in this papers holds
for a more general class of learning systems that incorporate stochastic gradient as a special case.
Instead of working within the framework of statistics we carry out an analysis that relies aimed at
capturing the environmental regularities in the framework of system dynamics that emerges associ-
ated with the classic Caldirola-Kanai (CK) Hamiltonian (5). It has been recently used to propose
an interpretation of learning according to the principle of least cognitive action (6), which gives rise
to Euler-Lagrange differential equations for the synaptic connections. The most important novelty
introduced in the paper arises from the notion of quasi-periodic environments, which assumes that
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the input at a certain instant in time can asymptotically be mapped to an arbitrarily close pattern.
It is worth mentioning that this definition is inspired by the classic notion of almost periodicity (7).
The hypothesis of quasi-periodicity plays an important role in capturing the essence of the gener-
alization of the learning process. We show that when imposing the positiveness of the eigenvalues
of the Jacobian of the gradient of the loss the quasi-periodicity hypothesis leads to conclude that
on the convergence of the of a class of dynamical system that incorporate stochastic gradient as a
special case. The paper is organized as follows: In the next section we introduce the cognitive action
laws of learning while in Section3 we introduce the corresponding energy balance. In Section 4 we
present the main results of the paper concerning the convergence and in Section 5 some conclusions
are drawn.
2 Cognitive action laws of learning
In most challenging and interesting learning tasks taking place in humans, unlike machines, the
underlying computational processes does not seem to offer a neat distinction between the training
and the test set. As time goes by, humans react surprisingly well to new stimuli, while keeping past
acquired skills, which seems to be hard to reach with nowadays intelligent agents. This suggests us
to look for alternative foundations of learning, which are not necessarily based on statistical models
of the whole agent life. We can think of learning as the outcome of laws of nature that govern the
interactions of intelligent agents with their own environment, regardless of their nature. We reinforce
the underlying principle that the acquisition of cognitive skills by learning obeys information-based
laws on these interactions, which hold regardless of biology.
The notion of time is ubiquitous in laws of nature. Surprisingly enough, most studies on machine
learning have relegated time to the related notion of iteration step. From one side the connection is
pertinent and apparently sound, since it involves the computational effort, that is also observed in
nature. From the other side, notice that time acts as an index of any human perceptual input. Now,
while the iteration steps in machine learning somewhat parallel this idea, most algorithms neglect
the smoothness of the temporal information flow. As a consequence, we pass through the inputs of
the training set that, however, turn out to be an unrelated picture of artificial life, since the temporal
relations are lost. This might be one the main reasons of current performance gap in challenging
tasks of speech and vision understanding with respect to humans.
Here we discuss how to express and incorporate time in its truly continuous nature, so as the evolu-
tion of the weights of the neural synapses follows equations that resemble laws of physics. The envi-
ronmental interactions are modeled under the general framework of constraints on the learning tasks.
In the simplest case of supervised learning, we are given the collection L = {(tκ, x(tκ)), yκ}κ∈N
of supervised pairs (x(tκ), yκ) over the temporal sequence {tκ}κ∈N. We assume that those data are
learned by a feedforward neural network characterized by the function f(·, ·) : Rm × Rd → Rn,
so as the input x(t) is mapped to y(t) = f(w(t), x(t)). Learning affects the synapses by changing
the weights w(t) during the agent life taking place in the horizon T = [0, T ], where T can become
pretty large, so as the condition T →∞ might be reasonable.
The environmental interactions take place over a temporal manifold, so as the perceptual input space
X ∈ Rd is “traversed” by the map T → X ⊂ Rd : t → x(t). The following analysis holds
for different types of constraints, including the previous pointwise constraints of supervised learning
where, each examplexκ can be associated with the loss V (t, w(t)) = ‖f(w(t), x(t))−yκ
∥∥2·δ(t−tκ).
When looking at the neural network we can regard w ∈ Rm as the Lagrangian coordinates of
a virtual mechanical system, so as the potential of the system is defined by over the Lagrangian
coordinates w. In this perspective, as already noticed, we look for trajectories w(t) that possibly
lead to configurations with small potential energy. Following the duality with mechanics, we also
introduce the notion of kinetic energy. Now, we parallel the notion of velocity, by considering how
quickly the weights of the connections are changing. We can also dualize the notion of massmi > 0
of a certain particle by introducing the mass of a connection weight. In so doing, the overall system
is characterized by the conjugate variables that correspond with the position wi(t) and the velocity
w˙i. Then, we define the kinetic energy as
K(w˙) =
1
2
m∑
i=1
miw˙
2
i . (1)
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Now, let us consider a Lagrangian inspired from mechanics, which is split into the potential V (·, ·)
and the kinetic energy as
Fm(t, w, w˙) =
m∑
i=1
K(t, w˙i)− V (t, w). (2)
The Lagrangian Fm has an intriguing meaning that arises when we explore the underlying cognitive
processes. Let us consider
F (t, w, w˙) := ψ(t) Fm(t, w, w˙) (3)
and define ψ(t) as the dissipation function of the agent. The reason of the name will be captured
later on when discussing energetic issues behind the emergence of learning. We are now ready to
reformulate learning in the general framework of environmental constraints. The living agent is
characterized by a neural network whose weight w(·) vector is the one for which δA|= 0, where
A(w) =
1
T
∫ T
0
F (t, w, w˙) dt (4)
is the cognitive action of the system. A comment on the optimization of the cognitive action (4)
is in order. In general, the problem makes sense whenever the Lagrangian is given all over [0, T ].
The very nature of the problem results in the explicit time dependence of F (·, ·, ·), which, in turn,
depends on the information coming from the interactions of the agent with the environment. The
underlying assumption in learning processes is that after the agent has inspected a certain amount of
information, it will be able to make predictions on the future. Hence, whenever we deal with a truly
learning environment, in which the agent is expected to capture regularities in the inspected data,
we can make the assumption that the weight trajectory converges to an end-point that somewhat
expresses the saturation of the agent learning capabilities. Hence, we make the following border
assumptions:
lim
t→0+
w˙i(t) = 0, lim
t→T−
w˙i(t) = 0. (5)
As it will be shown later, these conditions can be guaranteed if we assume that long-life learning
undergoes a day-night rhythm scheme. Such a scheme follows the corresponding human metaphor:
The perceptual information is only provided during the day, while the agent “sleeps” at night without
receiving any perceptual information, which is translated into the condition x˙ = 0. We assume to
undergo a long-life learning scheme which repeats days of life according to the above rhythmic
scheme. Before discussing this assumption, we start noticing that in perceptual tasks, the day-night
rhythm doesn’t alter the semantics that can be captured from the environmental information flow.
Hence, just like an uninterrupted flow, this rhythmic interaction keeps the semantics, but favors the
simplicity and the effectiveness of learning processes, since the lack of night stimulus facilitates
the verification of the condition (5) on the right border. Unlike an uninterrupted flow, the day-
night rhythm allows us small weight updates from consecutive days. Hence, if w(tκ) is the weight
vector at the end of day κ, the day after, the weight w(tκ+1) ≃ w(tκ), which means facilitates the
approximation of the condition w˙(t = tκ+2) = 0. Now, let’s write the the equations of the weights
wi(t) of the synaptic connections. If we pose D = d/dt be then the Euler-Lagrange equations
DFw˙i − Fwi = 0 becomes
miw¨i +
ψ˙
ψ
w˙i + Vwi = 0. (6)
As we can see the dissipation function ψ, which is always positive, strongly affects the neurodynam-
ics. In this case the above equation reduces to
miw¨i +
ψ˙
ψ
w˙i + V
′
wi = miw¨i + θw˙i + Vwi = 0, (7)
where the last reduction comes from choosing the dissipation function ψ(t) = eθt. Notice that when
mi → 0 the above differential equation reproduces gradient descent, indeed in this limit the Euler
approximation of the resulting equation is w(k + 1) = w(k) − ηVw.
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3 Energy balance
Let U(t) := V (t, w(t)) +K(w˙(t)) be the internal energy of the agent and let us define
Z(T ) :=
m∑
i=1
∫ T
0
ψ˙
ψ
w˙2i dt, E(T ) :=
∫ T
0
∂tV (τ, w(t))dt. (8)
For reasons that will become clear in the following, the term Z(T ) is referred to as the dissipated
energy, while E(T ) is referred to as the environmental energy. The following theorem states a
fundamental invariance property of any learning agent based on Eq. (6).
Theorem 1 The system dynamics described by Eq. (6) obeys the invariant
Z +∆U − E = 0, (9)
where ∆U = U(T )− U(0)
Proof: From Eq. (6) we get
m∑
i=1
miw¨iw˙i +
ψ˙
ψ
m∑
i=1
w˙2i +
m∑
i=1
V ′wiw˙i = 0.
Now, we haveDK(w˙(t)) = D
(
1/2
∑m
i=1miw˙
2
i
)
=
∑m
i=1miw¨iw˙i and
DV (t, w(t)) − ∂tV (t, w(t)) =
m∑
i=1
V ′wiw˙i.
If we plug these identities into the above balancing equation and integrate over the domain [0, T ]we
get ∫ T
0
DK +
m∑
i=1
∫ T
0
ψ˙
ψ
w˙2i dt+
∫ T
0
DV −
∫ T
0
∂tV (t, w(t))dt = 0
from which the thesis immediately follows.

This balance offers a deep interpretation of the learning process. The internal energyU reduces to the
potential energy in case of stationary points with no kinetic energy. Clearly, its reduction ∆U < 0
is the sign of a learning process that has produced an ordered configuration. When choosing a
monotonic non-decreasing developmental function ψ then ψ˙/ψ ≥ 0 and, if ψ is not constant then
the energy termZ is positive. This represents the energy that is dissipated during the learning process
in the interval [0, t]. In order to grasp the meaning of the energy term E, suppose we begin for t = 0
from a configuration defined by weights w = w¯ such that for the subsequent input x(t), t ∈ (0, T ]
we have V (t, w¯) = 0. Clearly,
dV
dt
=
[
∂V
∂w
w˙
]
w=w¯
+
∂V
∂t
=
∂V
∂t
= 0, (10)
and, therefore,E = 0. On the opposite, suppose that beginning from the previous configuration, the
neural network is fed with an input x(t) in [0, T ] such that V (T, w¯) = V(x(T ), w¯) > 0. Basically,
in this case, the input x(t), yields an error with respect to the chosen loss function. It turns out that
the configuration defined by the weight vector w¯ does not incorporate the additional information
coming from the environment yet. For this reason, E is referred to as environmental information.
Interestingly, E captures the generalization quality of the underlying learning process, so as when
E approaches the null value we are definitely in front of good generalization. When looking at the
variations of V , while ∂wV expresses the synaptic changes of the neural network during the learning,
the term ∂tV , integrated over [0, T ] is a nice index of the progress of generalization.
From Theorem 1 we immediately end up into the following corollary.
Corollary 1 The variation of the internal energy is bounded by the environmental energy∆U ≤ E.
This statement is especially interesting in the case in which the energy balance is applied when
K(0) = K(T ) = 0, since in this case the variation of the internal energy becomes∆U = V (T )−
V (0).
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4 Quasi-periodic environments
According to the previous discussion on the environmental energy, the learning of the environmental
information over the interval [0, TL] with TL < T requires the satisfaction of Eq. (10) in [0, TL]. A
possible way of achieving this stationary condition is that of processing over an environment created
by repeating the temporal segment [0, TL]. Clearly this condition corresponds with stating that the
environmental energy over [0, TL] is null and, moreover, this enables us to associate the environ-
mental energy on any temporal segment to the accuracy. Clearly, the two notions only matches in
the case in which V(x(t), w¯) = 0, where V(x(t), w(t)) := V (t, w(t)). As usual, the satisfaction
of the above learning condition does not necessarily indicate an appropriate learning process, since
one must also know the agent behavior when generalizing to new consistent information. We pro-
pose to characterize this consistency by introducing a notion that is very related to typical statistical
machine learning assumptions. Regardless of the specific probability distribution that characterizes
the environmental data, when focussing on x(t) one can reasonable expect that a similar pattern had
already appeared in the past. Moreover, it makes sense to assume that such a property take place
uniformly in the temporal domain, and that for any t ∈ [0, T ], at least one pattern in the past, at time
t, be similar in the metric sense, that is ‖x(t) − x(t¯)‖ is small. Of course, as T → ∞ one can also
reasonably expect that ‖x(t) − x(t¯)‖→ 0. Let us consider the framework dictated by the following
specific asymptotical definition.
Definition 1 An environment is quasi-periodic in [0, T ] of order p ∈ R if there exist α > 0, ǫ > 0
and a positive differentiable function τ : [0, T ]→ (0,∞] with τ(t) > 0 such that γ(t) := t+ τ(t),
satisfies γ′(t) > 1 and
∀t ∈ [0, T ] we have ‖x(t)− x(γ(t))‖≤ ǫ
(α+ t)p
. (11)
In the simplest case in which τ(t) ≡ τ the above definition reduces to an extended notion of peri-
odicity in which we are “tolerant” with respect to the match induced by the period. In general it is
interesting to pick up τ from functional spaces equipped with classic analytic properties. Now, we
will show that the assumption on quasi-periodic environments has important consequences on the
learning process. In particular, we start studying its asymptotic behavior by analyzing the system
dynamics defined by Eq. (7)
Given two points vectors x(t) and w(t) we define the matrices (Jw(ξ(t)))ij = ∂wjVwi(ηi(t), ζi(t))
and (Jx(ξ(t)))ij = ∂xjVwi(ηi(t), ζi(t)) where ξi(t) = (η(t), ζi(t)) ∈ Rd+m. Similarly for Vx we
can define the corrisponding matricesKw(ξ(t)) andKx(ξ(t))
Theorem 2 Let us consider the dynamical system described by Eq. (7) and assume that the follow-
ing conditions hold true
i. positiveness of the spectrum of Jw: λm = mini infλ∈[0,1] λi(ξ(t)) > 0 for all point ξ(t)
that lies in the segment joining (x(t), w(t)) and (x(γ(t)), w(γ(t))) where λi(ξ(t)), with
i = 1, . . . , n, is one of the n eigenvalues of Jw.
ii. Quasi-periodicity: The environment is quasi-periodic of order p > 0, p 6= 1/2.
Then there exists Bw > 0 such that the weight variation over the pseudo-period τ(t) is bounded by
‖w(t)− w(γ(t))‖ ≤ Bw
(α + t)p−1/2
. (12)
Proof: Let us consider the dynamics at t and γ(t) = t− τ(t):
w¨(t) + θw˙(t) + Vw(x(t), w(t)) = 0
w¨(γ(t)) + θw˙(γ(t)) + Vw(x(γ(t)), w(γ(t))) = 0. (13)
Now, if we pose ω(t) := w(t) − w(γ(t)), from the mean value theorem, we know that for each
t ∈ [0, T ] there exists a point ξ(t) inRd+m in the segment joining (x(γ(t)), w(γ(t)) and (x(t), w(t))
such that
Vw(x(t), w(t)) − Vw(x(γ(t)), w(γ(t))) = Jw(ξ(t))ω(t) + Jx(ξ(t))(x(t) − x(γ(t))).
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We shall assume that t 7→ ξ(t) sufficiently regular. Then, from Eq. (13) we get
ω¨(t) + θω˙(t) + Jw(ξ(t))ω(t) + Jx(ξ(t))(x(γ(t)) − x(t)) = 0. (14)
Because of the assumption on the positiveness of the spectrum of Jw(ξ(t)), fromLemma 2, we know
that the associated homogeneous equation is exponentially stable. Now we can reduce Eq. (14) to
the first order by setting z1 = ω and z2 = ω˙, so as we reduce to
z˙ =
(
0 I
−Jw(ξ(t)) −θI
)
z +
(
0
−Jx(ξ(t))(x(t) − x(τ(t)))
)
(15)
Now, since the environment is quasi-periodic
‖Jx(ξ(t))(x(t) − x(τ(t)))‖ ≤ ‖Jw(ξ(t))‖ · ‖x(t)− x(τ(t))‖ ≤ BJ ǫ
(α+ t)p
Finally, we can apply Lemma 3, from which the conclusion is drawn. 
Theorem 3 Let us consider an agent working on an environmentE under the following assumptions
i. There exists Cx ∈ R such that supt≥0‖x˙‖= Cx <∞
ii. The matricesKw andKx are bounded.
iii. E is a quasi-periodic environment of order p > 3/2.
Then its environmental energy is bounded on (0,+∞):∣∣∣∣
∫ ∞
0
Vx(x(t), w(t)) · x˙ dt
∣∣∣∣ ≤ CE . (16)
Proof: Define ϕ(t) := ‖Vx(x(t), w(t))‖. From the mean value theorem on Vx and Theorem 2 we
have
‖Vx(x(t), w(t))‖ ≤ ‖Vx(x(γ(t)), w(γ(t)))‖ + Bw
(α+ t)p−1/2
,
that is ϕ(t) ≤ ϕ(γ(t)) + Bw/(α + t)p−1/2. We now integrate both sides in (0, T ) we get∫ T
0 ϕ(t) dt ≤
∫ T
0 ϕ(γ(t)) dt+
∫ T
0 Bw/(α+ t)
p−1/2 dt. Now since
∫ T
0
ϕ(γ(t)) dt =
∫ γ(T )
γ(0)
ϕ(s)ds
γ′(γ−1(s))
≤ 1
γ′(γ−1(0))
∫ γ(T )
γ(0)
ϕ(s) ds ≤ 1
γ′(γ−1(0))
∫ γ(T )
0
ϕ(s) ds.
Then we can conclude that∫ T
0
ϕ(s) ds− 1
γ′(γ−1(0))
∫ γ(T )
0
ϕ(s) ds ≤ 2Bw
2p− 3
(
1
αp−3/2
− 1
(α + T )p−3/2
)
.
Now taking the limit T →∞∫ ∞
0
ϕ(s) ds ≤ γ
′(γ−1(0))
γ′(γ−1(0))− 1
2Bw
(2p− 3)αp−3/2 .
Then we can conclude that∣∣∣∣
∫ ∞
0
Vx(x(t), w(t)) · x˙ dt
∣∣∣∣ ≤ Cx
∫ ∞
0
ϕ(s) ds ≤ γ
′(γ−1(0))
γ′(γ−1(0))− 1
2BwCx
(2p− 3)αp−3/2 .

Theorem 4 Under the assumptions of Theorem 3 the dynamics of system (7) is convergent, that is
there exists w such that limt→∞ w(t) = w.
Proof: The proof is gained by contradiction. Suppose there is no convergence to w¯. Since ∆U is
bounded, then if we apply Theorem 3 we immediately end up into contradiction. 
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5 Conclusions
In this paper we have introduced a new framework for understanding the convergence of a wide
class of learning systems, which also includes stochastic gradient descent. The given result is mostly
based on the introduction of the concept of quasi-periodicity, that seems to parallels classic statistical
assumptions. The proof of the convergence arises from the expression of a bound on the environmen-
tal energy, that is also shown to be connected with the performance of the learning system. Hence,
the given bound is a good measure of the system generalization capabilities.
A Stability results on time-varying linear systems
Suppose x(t) ∈ Rn and A(t), B(t) are smooth n× n matrices. The dynamics of the system
w¨ + 2A(t)w˙ +B(t)w = 0 (17)
exhibits nice stability properties under opportune assumptions on matricesA(t) andB(t). In particu-
lar, we are interested in exponential stability, that is systems for which there exists positive constants
λ and γ such that for all real t and t0 with t > t0
‖Φ(t, t0)‖ ≤ γe−λ(t−t0),
where Φ is the transition matrix of the system. In order to state an important stability property we
need to introduce the matrix measure (8)
µ(P ) = lim
h→0+
‖I + hP‖ − 1
h
(18)
induced by the matrix norm ‖P‖.
Lemma 1 (Sun et al, 2007)
The dynamical system defined by Eq. (17) is exponentially stable if there exists a positive constant
m such that
l +
√
l2 + 4c− 2m < 0 (19)
where l = supt≥0max[0, 2µ(mI − A(t))], c = supt≥0‖2mA(t) −m2I − B(t)‖. Moreover, the
condition ‖w(t)‖ ≤M exp(−λt) is verified for 0 < λ ≤ m− (l +√l2 + 4v)/2.
Proof: See (9). 
Lemma 2 Let us consider the homogeneous differential equation
ω¨(t) + θω˙(t) +B(t)ω(t) = 0. (20)
If the spectrum of B(t) is positive and if θ2 ≥ 4λmin, θ2 ≥ 4λminχ(1 + χ)/χ for suitable constants
λmin and χ, then the dynamical system defined by Eq (20) is exponentially stable.
Proof: Once we poseA(t) = 12θI we can apply Lemma 1. We start noticing that if we choosem <
θ/2 then, from Eq. (18), we get µ(mI−A(t)) = µ((m− θ2 )I) < 0 andmax[0, 2µ((m− θ2 )I)] = 0,
so as l = supt≥0 max[0, 2µ((m − θ2 )I)] = 0. As a consequence, for the condition (19) to be
verified we need to satisfy
√
c < m. Now let us consider c = supt≥0‖(mθ − m2)I − B(t)‖.
Since JVw(t) has positive eigenvalues, there exists P (t) such that B(t) = P (t)Λ(t)P
−1(t), where
Λ(t) = diag(λi(t)). Hence, the previous condition becomes
c = sup
t≥0
‖(mθ −m2)I −B(t)‖ = sup
t≥0
‖P (t)((mθ −m2)I − Λ(t))P−1(t)‖
≤ sup
t≥0
∥∥((mθ −m2)I − Λ(t))∥∥ sup
t≥0
(‖P (t)‖ ‖P−1(t)‖)
≤ |mθ −m2 − λm|χ < m2,
where χ = supt≥0‖P (t)‖ · ‖P−1(t)‖ and λmin = mini inft≥0 λi(t). Now takemθ−m2−λm ≥ 0,
that is to say θ/2−1/2√θ2 − 4λmin ≤ m ≤ θ/2+1/2
√
θ2 − 4λmin The above inequality is satisfied
for
m >
θχ−
√
χ2θ2 − 4χ(1 + χ)λmin
2(1 + χ)
.
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From positiveness of B(t) we know that λmin > 0 and, therefore, the above bound yields form > 0.
Moreover, all these bounds are coherent with the above requirement m < θ/2. We only need to
control the positiveness of the square roots: we need θ2 ≥ 4λmin and θ2 ≥ 4λminχ(1 + χ)/χ.
However once θ is fixed one can always satisfy these conditions by a rescaling of B(t). Finally, we
conclude on the exponential stability of differential equation (20). 
Based on classic results on the links between exponential and BIBO stability (see (10), Theorem 1,
pag. 196), the following lemma establishes a sharper property on the asymptotical relation between
the input and the output of an exponentially stable system.
Lemma 3 Let A be bounded on (0,+∞). Let us assume that the autonomous system
ω˙(t) = A(t)ω(t) + u(t) (21)
associated with the above differential equation is exponentially stable and that ‖u(t)‖ = O(tq) with
q < 0, q 6= −1/2. Then ‖ω(t)‖ = O(tq+1/2).
Proof: For any t ≥ t0 the solution of Eq. (21) can be expressed by
ω(t) = Φ(t, t0)ω(t0) +
∫ t
t0
Φ(t, β)u(β)dβ.
Since the autonomous system is asymptotically stable, when taking the norm of both sides we get
‖ω(t)‖ ≤ ‖Φ(t, t0)ω(t0)‖ +
∫ t
t0
‖Φ(t, β)u(β)‖ dβ ≤ Me−λ(t−t0) +
∫ t
t0
‖Φ(t, β)‖ · ‖u(β)‖ dβ
≤Me−λ(t−t0) +
(∫ t
t0
‖Φ(t, β)‖2 dβ
)1/2(∫ t
t0
‖u(β)‖2 dβ
)1/2
≤Me−λ(t−t0) + Buγ
(∫ t
t0
e−2λ(t−β) dβ
)1/2(∫ t
t0
β2q dβ
)1/2
= Me−λ(t−t0) +
γBu√
2λ(2q + 1)
(
1− e−2λ(t−t0)
)(
t2q+1 − t2q+10
)1/2
.
Now, if we set t = µt0, with µ > 1 we get
‖ω(t)‖ ≤Me−λµ−1µ t + γBu√
2λ(2q + 1)
(
1− e−2λµ−1µ t
)(
1− 1
µ2q+1
)1/2
tq+1/2 = O(tq+1/2).

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