ABSTRACT Recent advancements in wireless communication and machine learning technologies aid in the development of an accurate and affordable healthcare facility. In this paper, we propose a smart healthcare framework in a mobile platform using deep learning. In the framework, a smartphone records a voice signal of a client and sends it to a cloud server. The cloud server processes the signal and classifies it as normal or pathological using a parallel convolutional neural network model. The decision on the signal is then transferred to the doctor for a prescription. Two publicly available databases were used in the experiments, where voice samples were played in front of a smartphone. The experimental results show the suitability of the proposed framework in the healthcare framework.
I. INTRODUCTION
The healthcare industry proliferates due to the advancement of wireless communication technology and machine learning algorithms. The number of aging people in the developed countries increases, whereas the ratio of specialized doctors to patients decreases. People become extremely occupied, and traffic congestion intensifies. All these factors contribute to the necessity for a smart healthcare system. In a smart healthcare system, a person can send his physiological signals via smart sensors to a cloud computer, and the obtained signals are assessed by a specialized doctor without clinic visitation. Several aspects surround smart healthcare, for example, (a) integrating health Internet of Things to the system, (b) regular health monitoring without the need to visit specialized clinics or hospitals, and (c) consulting multiple doctors in different locations.
Recent advances in wireless communication technology have enabled the development of a smart healthcare framework that is fast, seamless, and ubiquitous. The latest developments in machine learning algorithms, such as deep learning, increase the accuracy of systems before using considerable amount of data. Obtaining a real-time accurate feedback is a consistently sought-after issue in the smart
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healthcare framework. Wireless communication technology and machine learning algorithms can solve this issue to a certain extent. Therefore, much research is conducted to develop a smart healthcare framework using 5G technology, edge and cloud computing, and deep learning [1] , [13] .
Numerous types of healthcare facilities can exist in a healthcare framework depending on the nature of disease and pathology. For example, encephalogram pathology was detected by a system proposed in [26] . Human emotion was classified for audio-visual data in [27] . There are other systems dedicated to management of certain diseases. In this paper, we focused on voice pathology. Voice pathology can be defined as the degradation of voice quality due to abnormal growths in vocal fold(s). Abnormal growths can be polyps, nodules, cysts, and paralysis of vocal fold(s). Given the presence of abnormal growth, a patient cannot properly close and open his vocal folds, leading to a degraded voice quality. This condition becomes more prominent while producing a voiced sound, which requires proper closing and opening of vocal folds.
Voice pathology can be severe in case of failure in early detection and proper management. This pathology is particularly prevalent among professionals, such as teachers, singers, and lawyers, who excessively use their voice. Around 25% of such professionals around the world suffer from voice pathology [2] . Approximately, in the United States alone, 7.5 million people suffer from voice pathology [3] . In Riyadh, Saudi Arabia, around 15% of patients who visited King Abdulaziz Hospital suffer from voice pathology [4] . These numbers tell how much people suffer from voice pathology. The problem with patients experiencing voice pathology is that most of them avert visiting hospitals after their first treatment, that is, the patients fail to follow up on surgeries. Occasionally, this kind of absence aggravates the situation. Therefore, a smart healthcare framework that requires no physical hospital visit for patient follow-up is needed.
In this paper, we propose a new mobile healthcare framework that contains an automatic voice pathology detection system. The framework consists of smart sensors, cloud computing, and communication between patients and stakeholders, such as hospitals, doctors, and nurses. The proposed voice pathology detection system uses convolutional neural network (CNN). Several experiments were performed using a publicly available database named Saarbrucken Voice Database (SVD) [5] . The contributions of the paper are (i) introduction of parallel CNN models to detect voice pathology, (ii) use of spatio-temporal features for detection, and (iii) incorporation of the pathology detection system in the cloud.
The paper is structured as follows. Section II reviews previous literature. Section III presents the mobile healthcare framework and the proposed voice pathology detection system. Section IV provides experimental results and discussion, and Section V concludes the paper.
II. RELATED STUDIES
Voice pathology can be assessed in two ways: subjective and objective. In subjective assessment, an expert doctor assesses voice pathology by hearing or by using tools, such as stroboscope or laryngoscope. Subjective assessment depends on the experience of the doctor. In certain occasions, multiple doctors evaluate the same case to reach a consensus. Expectedly, a specialized doctor will make the final decision regarding voice pathology [8] . Objective assessment is conducted by a computer program that analyzes the voice sample and makes a decision based on the analysis results. This type of assessment is unbiased toward subjects. However, this assessment needs a sophisticated algorithm that can correctly assess the pathology. Subjective assessment is occasionally expensive owing to requirements of doctor's fee, hospital fee, and transportation cost to and from hospitals [9] . Subjective assessment also consumes a portion of the time of patients. Compared with subjective assessment, objective assessment is less costly and requires no transportation cost. In objective assessment, the patient uploads his voice signal to a registered healthcare framework after paying the registration fee. In this paper, we mainly focused on the objective assessment of voice pathology detection.
To date, a number of literature offer many voice pathology detection systems. The early systems used voice parameters, such as shimmer, jitter, signal-to-noise ratio, noise harmonic ratio, and glottal-to-noise ratio [11] . These parameters are metrics of voice quality. A single parameter proves insufficient to detect pathology. Therefore, in numerous systems, multiple parameters are combined to achieve better results [12] .
Several systems use acoustic features, [6] such as mel frequency cepstral coefficients [14] , linear predictive cepstral coefficients, and perceptual linear prediction coefficients. These features are imported from speech and speaker recognition applications. These features are also used together with well-known classifiers, such as hidden Markov models, Gaussian mixture model, support vector machine [7] , and artificial neural network [10] .
Specific systems use advanced non-linear features, such as modulation spectra [15] , fractal dimension [16] , and correlation between band-limited signals [2] . An interesting work on band-limited signals was proposed in [28] . The systems in [2] and [28] tried to signify the frequency regions which were more informative than other regions for voice pathology detection and classification. A vocal tract irregularity-based function was introduced in [29] to detect voice pathology. The supra-glottal region of the vocal tract is affected by the vocal fold abnormality, and the irregularity of vocal tract area close to the supra-glottis were measured in the function. These systems achieve good performance in voice pathology detection and classification task.
Recently, deep learning based voice pathology detection systems achieved high accuracies [17] , [19] . Different models of deep learning [18] were proposed or imported from image processing applications. These systems, in general, convert time-domain voice signals into spectrograms, which can be viewed as images. The models that were used in voice pathology research include VGG-16 [20] , AlexNet [20] , and CaffeNet [21] . These models are pretrained by using millions of images. However, these deep learning-based systems exclude pathology classification.
Nowadays, voice pathology detection systems are integrated into a healthcare framework using big data [22] - [24] . Several frameworks use edge computing to offload the bandwidth requirement [19] , [30] . None of the above-mentioned systems uses parallel CNNs to exploit the time-segmental features of voice signals.
III. MATERIALS AND METHODS

A. FRAMEWORK
We developed a smart mobile healthcare framework for voice pathology detection. Figure 1 shows the framework structure. The framework consists of smart sensors, cloud computing, and wireless communication technology. Different types of smart sensors can be used, for example, smartphones, smart microphones, and voice recorders that are connected to a computing device via Bluetooth. Smart sensors can be located at a smart home, or the user can carry it with him while outside. These sensors capture voice signals from the user and send the signal to the cloud. As voice signals feature a low bandwidth requirement, they can be transmitted to the cloud without considerable delay. In most cases, the user sends Once the signal is transmitted to the cloud via radio access network or 5G wireless technology, the cloud performs the remaining processes. First, an authentication manager receives the signal and verifies whether the signal originated from a registered user. Then, if the signal is a registered signal, the manager distributes the work to different processing servers, which are linked to the main storage. The servers can run deep learning models in parallel. Once a decision on the voice signal is made by the servers, the authentication manager sends the decision to stakeholders, such as hospitals, registered doctors, and nurses. The registered doctor analyzes the results and prescribes a management protocol. The prescription of the doctor is sent to the user via the authentication manager. Figure 2 shows a generic block diagram of the proposed voice pathology detection system. A sustained voice signal was used as input to the system. In particular, a sustained /a/ sound was used because of its distinguishable formant frequencies. The voice signal was framed and multiplied by a Hamming window. The length of each frame was set to 40 ms, and a 50% overlap existed between successive frames. Fourier transform was applied to the windowed signal to obtain a spectrotemporal representation of the signal. We divided the spectrotemporal signal into three equal temporal segments. The three segments were fed to three pretrained CNN models for extraction of deep-learned features. The outputs of the three models were fused using a multi-layer perceptron (MLP) with three fully connected layers, followed by an output layer.
B. PROPOSED VOICE PATHOLOGY DETECTION SYSTEM
Numerous CNN models exist in literature. The most famous ones include VGG-16 and VGG-19, AlexNet, GoogleNet, and ResNet. Each of these models is trained with substantial amount of data. In our research, we used AlexNet owing to its good performance in image processing applications. The spectro-temporal representation of a voice signal can be regarded as an image; three parallel CNN models can exploit the temporal aspect. The three CNN models are the same pretrained AlexNet models. However, they are finetuned using three different segments as shown in Figure 2 . A mini-batch stochastic gradient descent algorithm was used to optimize the weights of the models. The learning rate was set to be adaptive.
For voice pathology detection, the number of output neurons in AlexNet was set to two (normal and pathology), whereas for voice pathology classification, the number was set to three, corresponding to paralysis (unilateral), polyp, and cyst of vocal folds.
After fine-tuning the models, we removed the output layer and flattened the features from the second fully connected layer of each model. The flattened features from the three models were fed into the MLP-based fusion network. The MLP-based network includes three fully connected layers; the first two layers contained 4096 neurons each, whereas the third layer possessed 2048 neurons. This network was first pretrained using all the samples from different databases (Massachusetts Eye and Ear Infirmary (MEEI) and SVD). The network was also fine-tuned by the training samples of the databases.
C. FUSION NETWORK
Different types of fusion network were investigated. Apart from the three-layer MLP, we investigated a two-layer MLP and a cascaded ELM as fusion networks. In the two-layer MLP, two fully connected layers contained 4096 neurons each. In the cascaded ELM, we included two ELMs, where the first ELM was trained with two output neurons corresponding to male and female, and the second ELM was trained with two output neurons for voice pathology detection and three output neurons for voice pathology classification. These fusion networks were trained using all the samples from the MEEI and SVD databases. The weights of the fusion networks were optimized using the gradient descent algorithm. The learning rate was set to 0.01.
D. DATABASE
The SVD database was used in experiments. This database includes a large collection of normal and pathological voice samples recorded in the same environment. The voice samples were uttered in normal pitch, high pitch, and low pitch. We used only the samples that were uttered in normal pitch. The samples contained signals of sustained vowels /a/, /i/, and /u/, and a continuous German sentence. We used /a/ samples only.
We selected 1616 files; the other files were repeated or damaged. Of these 1616 files, 1342 belonged to pathological speakers (620 male and 722 female), and 686 belonged to normal speakers (259 male and 427 female). The age of the speakers was above 15 years. The duration of voice in each file was between 1 and 3 s. The samples were recorded with a sampling frequency of 50 kHz with 16-bit resolution.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
We used three performance metrics: accuracy, sensitivity, and specificity.
Numerous experiments were performed using the SVD database. In the first set of experiments, we compared the performances between a single CNN model and parallel CNN models. For the single CNN model, the spatio-temporal representation of voice signal was directly fed into the CNN model (AlexNet) without dividing it into three temporal segments as in Figure 2 . Figure 4 shows the performance of the system using the single CNN model and parallel CNN models. The parallel CNN models achieved 95.5% accuracy compared with the 93.6% obtained by the single CNN model. A similar trend was observed for sensitivity and specificity. These results confirm the usefulness of parallel CNN models for signals with spatio-temporal information such as voice or speech. Figure 5 shows the receiver operating characteristics (ROC) curve of the proposed parallel CNN models with a three-layer MLP fusion network. The area under the ROC curve spanned 0.95656. VOLUME 7, 2019 FIGURE 6. Performance of the system using three different fusion networks. We investigated different types of fusion networks in the proposed system. Figure 6 displays the performance of the system using these networks.
From Figure 6 , we see that the fusion using the 3-layers MLP performed the best followed the ELM. The ELM is computationally less expensive than the MLP. In the proposed system, we preferred the 3-layers MLP because of its high accuracy. The rest of the experiments were performed using parallel CNNs with 3-layers MLP fusion.
We performed experiments using cross databases also. In this case, we used the MEEI database and the SVD database. There were three scenarios: (i) training with the MEEI database samples, and testing with the SVD database samples, (ii) training with the SVD database samples, and testing with the MEEI database samples, and (iii) randomly chosen 70% samples from the MEEI database and the SVD database for training and the rest from these two databases for testing. Table 1 shows accuracies of the proposed system in these three scenarios. From the table, we see that the scenario two achieved the best accuracy followed by the scenario three. Training the system with the MEEI database samples did not get good results because the samples of voice pathology and normal were recorded in two different environments. This issue of the MEEI database recording was one of the reasons why we did not use this database only in our experiments. Figure 7 shows the classification accuracy of the proposed system. There were three voice pathologies: cyst, polyp, and paralysis. The proposed system was the parallel CNNs and 3-layers MLP. The classification accuracies of the system for cyst, paralysis, and polyp were 99.7%, 95.1%, and 95.9%, respectively. The number of cyst samples in the SVD was less, so the accuracy of cyst might not be reliable. Figure 8 shows the accuracies' comparison between different systems. The VGG 16 and the CaffeNet in [18] had 93.5% and 93.9% accuracy, respectively. The system in [2] got 92.3% accuracy. Systems in [2] and [25] did not use deep learning. The proposed system outperformed all other compared systems. We chose these systems because they all used the same SVD database and the same samples. The accuracies of the systems were obtained from the respective papers.
V. CONCLUSION
A smart mobile healthcare framework was proposed. The framework consisted of a proposed voice pathology detection system. The system used parallel CNNs to extract deep-learned features. The features from the CNNs were fused using the 3-layers MLP. Experimental results on the SVD database showed that the proposed system achieved 95.5% accuracy. The pathology classification accuracy was above 95%. The 3-layers MLP fusion performed better than the 2-layers MLP fusion and the ELM-based fusion. The parallel CNNs outperformed the single CNN model.
In a future work, we would like to investigate the feasibility of fusing different modalities of input such as voice, electroglottograph, and electroencephalogram.
