Abstract. Network alignment can be used to transfer functional knowledge between conserved regions of different networks. Typically, existing methods use a node cost function (NCF) to compute similarity between nodes in different networks and an alignment strategy (AS) to find high-scoring alignments with respect to the total NCF over all aligned nodes (or node conservation). But, they then evaluate quality of their alignments via some other measure that is different than the node conservation measure used to guide the alignment construction process. Typically, one measures the amount of conserved edges, but only after alignments are produced. Hence, a recent attempt aimed to directly maximize the amount of conserved edges while constructing alignments, which improved alignment accuracy. Here, we aim to directly maximize both node and edge conservation during alignment construction to further improve alignment accuracy. For this, we design a novel measure of edge conservation that (unlike existing measures that treat each conserved edge the same) weighs each conserved edge so that edges with highly NCF-similar end nodes are favored. As a result, we introduce a novel AS, Weighted Alignment VotEr (WAVE), which can optimize any measures of node and edge conservation, and which can be used with any NCF or combination of multiple NCFs. Using WAVE on top of established state-of-the-art NCFs leads to superior alignments compared to the existing methods that optimize only node conservation or only edge conservation or that treat each conserved edge the same. And while we evaluate WAVE in the computational biology domain, it is easily applicable in any domain.
Introduction

Motivation
Network alignment aims to find topologically or functionally similar regions between different networks. It has applications in different areas, including computational biology (25, 35, 29, 24, 42, 37, 44, 14) , ontology matching (27, 51, 26, 30) , pattern recognition (8, 56) , language processing (2) , social networks (22, 57) , and others (52, 41, 12, 53, 49) . Our study focuses mainly on the computational biology domain.
Protein-protein interaction (PPI) networks have been the main focus of network alignment research among all biological networks. PPI network alignment can be used to transfer biological knowledge from the network of a poorly studied species to the network of a well studied species. This is of importance because not all cellular processes can easily be studied via biological experiments. For example, studying aging in human has to rely on across-species transfer of agingrelated knowledge from model species (15) . And network alignment can be (and has been) used for this (37, 44, 14) . However, the problem is computationally intractable, as the underlying subgraph isomorphism problem is NP-complete (9) . Thus, network alignment methods are heuristics.
Network alignment can be local or global. Local network alignment aims to align well local network regions (20, 46, 16, 23, 3, 28, 4, 38, 5) . As such, it often fails to find large conserved regions between networks. Hence, majority of recent research has focused on global network alignment (48, 17, 47, 55, 29, 25, 35, 24, 42, 40, 39, 18, 21, 13, 29, 37, 14, 44, 6, 10) , which can find large conserved regions between networks. Typically, global network alignment aims to generate one-to-one node mapping between two networks (6) (although exceptions exist that produce many-to-many node mappings or that align more than two networks (29) , but such methods are out of the scope of our study).
Of one-to-one global network alignment methods, many consist of two algorithmic components, namely, a node cost function (NCF) and an alignment strategy (AS) (37, 14, 10) . NCF captures pairwise similarities between nodes in different networks, and AS then searches for good alignments based on the NCF information. It has already been recognized that when two methods of this two-component NCF-AS type are compared, to fairly evaluate the methods, one should mix and match the different methods' NCFs and ASs, because NCF of one method and AS of another method could lead to a new method that is actually superior to the original methods (37, 14, 10) .
We base our work on established state-of-the-art NCFs of existing methods. Then, we propose a novel AS, Weighted Alignment VotEr (WAVE), which when used on top of the established NCFs leads to a new superior method for global network alignment. And while we evaluate our new method in the computational biology domain, the method is easily applicable in any domain.
Related Work
We focus on NCFs of two popular existing methods, MI-GRAAL (24) and GHOST (42) , and we aim to improve with our new WAVE AS upon these methods' ASs.
MI-GRAAL improves upon its predecessors, GRAAL (25) and H-GRAAL (35) , by using the same NCF but by combining their ASs (see below). MI-GRAAL's NCF computes topological similarity between extended network neighborhoods of two nodes (32, 50, 31, 34) . It does so by relying on the concept of small induced subgraphs called graphlets (e.g., a triangle or a square) (43, 33) , which are used to summarize the topology of up to 4-deep network neighborhood of a node into its graphlet degree vector (GDV) (32, 19, 36) . Then, GDV-similarity is used as MI-GRAAL's NCF, which compares nodes' GDVs to compute their topological similarity. MI-GRAAL also allows for integration of other node similarity measures into its NCF, such as protein sequence similarity. We recently showed (37, 14) that MI-GRAAL's NCF is superior to another, Google PageRank algorithm-based NCF, which is used by IsoRank (48) and IsoRankN (29) . Regarding AS (10) , MI-GRAAL's AS combines GRAAL's greedy seed-and-extend AS with H-GRAAL's optimal AS that uses the Hungarian algorithm to solve linear assignment problem of maximizing total NCF over all aligned nodes.
GHOST's NCF is conceptually similar to MI-GRAAL's, as it also assumes two nodes from different networks to be similar if their neighborhoods are similar. However, the mathematical and implementation details of the two NCFs are different. Namely, GHOST's NCF takes into account a node's k-hop neighborhood, (in this study, k = 4). Then, its NCF computes topological distance (or equivalently, similarity) between two nodes by comparing the nodes' "spectral signatures". We recently fairly compared MI-GRAAL's GDV-similarity-based NCF with GHOST's "spectral signature"-based NCF within our above mix-and-match framework, concluding that MI-GRAAL's NCF is superior or comparable to GHOST's NCF, depending on data (10) . Hence, since none of the two NCFs was dominant in all cases, we consider both NCFs in our study. Just as MI-GRAAL, GHOST also allows for integration of protein sequence information into its NCF. Regarding AS, GHOST is also a seed-and-extend algorithm, like MI-GRAAL. However, GHOST's AS considers quadratic (instead of linear) assignment problem. When we evaluated the two ASs, their performance was data-dependent (10) . Hence, we consider both ASs in our study.
There exist additional more recent network alignment methods (6) , both those that also belong to the category of NCF-AS methods, such as NETAL (40) , and those that do not, such as MAGNA (44) . These methods became available close to completion of our study, and as such, we were not able to include them into the design of our new method. (Hence, NETAL implements a different NCF compared to NCFs of MI-GRAAL and GHOST, along with a different AS compared to ASs of MI-GRAAL, GHOST, and WAVE.) However, we still consider these methods in our evaluation. Importantly, our goal is to show that when we use under an existing NCF (such as MI-GRAAL's or GHOST's) our new WAVE AS, we get alignments of higher quality compared to when using an existing AS (such as MI-GRAAL's or GHOST's) on the same NCF. This would be sufficient to illustrate the superiority of WAVE. If in the process we also improve upon the more recent methods, such as those that use a different NCF and especially those that do not belong to the NCF-AS category, that would further demonstrate WAVE's superiority.
Our Contributions and Significance
We introduce WAVE, a novel, general, and as we will show superior AS, which can be combined with any NCF. WAVE is applicable to any domain. We evaluate it on biological networks.
Its novelty and significance is as follows. The existing ASs use NCF scores to rapidly identify from possible alignments the high-scoring alignments with respect to the overall NCF (henceforth also referred to as node conservation). But, their alignment accuracy is then evaluated with some other measure that is different than NCF used to construct the alignments (44) . Typically, one measures the amount of conserved (i.e., aligned) edges. Hence, a recent attempt aimed to directly maximize edge conservation during alignment construction (44) . Here, we aim to optimize both node and edge conservation while constructing an alignment, as also recognized by a recent effort (40) . In the process, unlike the existing methods that treat each conserved edge the same, we aim to favor conserved edges with NCF-similar end nodes over those with NCF-dissimilar end nodes. And we design WAVE with these goals in mind.
We combine WAVE with NCF of MI-GRAAL as well as with NCF of GHOST. We denote the resulting network aligners as M-W and G-W, respectively. We compare M-W and G-W against the original MI-GRAAL (henceforth also denoted by M-M) and GHOST (henceforth also denoted by G-G), which use MI-GRAAL's NCF and AS and GHOST's NCF and AS, respectively. Further, we compare M-W and G-W with a new method introduced recently (10) , which is the combination of GHOST's NCF and MI-GRAAL's AS (henceforth also denoted by G-M). This allows us to test the performance of WAVE against the performance of MI-GRAAL's and GHOST's ASs, under each of MI-GRAAL's and GHOST's NCF. We note that we cannot compare M-W and G-W against the combination of MI-GRAAL's NCF and GHOST's AS (i.e., M-G), as the current implementation of GHOST does not allow for plugging MI-GRAAL's NCF into GHOST's AS (10) . Finally, we compare M-W and G-W against the very recent NETAL and MAGNA methods.
We evaluate all methods on synthetic and real-world PPI networks, relying on established data and performance measures (25, 35, 24, 42, 37, 44, 14) . We find that WAVE AS is overall superior to the existing ASs, especially in terms of topological alignment quality. Also, WAVE overall performs comparably to or better than NETAL and MAGNA, especially on synthetic data. This further validates WAVE, because NETAL implements a newer and thus possibly more efficient NCF compared to NCFs of M-W or G-W, which might give NETAL unfrair advantage over WAVE.
Methods
Data
We evaluate WAVE on two popular network sets (25, 35, 24, 42, 37, 44, 14) : 1) "synthetic" networks with known node mapping, and 2) real-world networks with unknown node mapping.
The "synthetic" data consists of a high-confidence yeast PPI network (7) with 1,004 nodes and 8,323 PPIs, and of five noisy networks constructed by adding to the high-confidence network a percentage of low-confidence PPIs from the same data set (7) ; we vary the percentage from 5% to 25% in increments of 5%. We align the original high-confidence network to each of the five noisy networks, resulting in five network pairs to be aligned. Since we know the correct node correspondence, we can measure to what extent an aligner correctly reconstructs the correspondence.
The real-world set contains binary (yeast two-hybrid, Y2H) PPI networks of four species: S. cerevisiae (yeast/Y), with 3,321 nodes and 8,021 edges, D. melanogaster (fly/F), with 7,111 nodes and 23,376 edges, C. elegans (worm/W), with 2,582 nodes and 4,322 edges, and H. sapiens (hu-man/H), with 6,167 nodes and 15,940 edges. We align each pair of the networks, resulting in six pairs. If we aimed to predict new biological knowledge, we would have evaluated our method on additional PPIs, such as those obtained via affinity purification followed by mass spectrometry (AP/MS). However, since our main focus is method evaluation, of all PPIs, we focus on binary Y2H PPIs because: 1) they have been argued to be of higher quality than literature-curated PPIs supported by a single publication (54, 19) , and 2) the same Y2H networks have already been used in many existing studies (25, 35, 24, 42, 37, 44, 14) . Ultimately, what is important for a fair evaluation is that all methods are tested on the same data, be it Y2H, AP/MS, or other PPIs (14) .
When we combine within NCF nodes' topological similarity scores with their sequence similarity scores (see below), for the latter, we rely on BLAST bit-values from the NCBI database (1) . When we evaluate biological alignment quality with respect to functional enrichment of the aligned nodes (see below), we rely on Gene Ontology (GO) data (11) to evaluate the biological alignment quality. We use the same data versions as in our recent work (37, 14, 10) .
Combining Topological and Sequence Information Within NCF
We compute the linear combination of topological node similarity scores s t and sequence node similarity scores s s of nodes u and v as:
. We vary α from from 0.0 to 1.0 in increments of 0.1. We do this for all combinations of MI-GRAAL's, GHOST's, and WAVE's NCFs and ASs. When we compare WAVE to recent NETAL and MAGNA, since current implementations of NETAL and MAGNA do not support inclusion of sequence information, for these methods, we only study topology-based alignments (corresponding to α of 1).
Evaluation of Alignment Quality
If we align graph
Also, let us denote with E ′
H the edge set of the subgraph of H that is induced on nodes from V H that are images of nodes from
With these notations in mind, we next define alignment quality measures that we use.
Topological Alignment Quality Measures
Node correctness (NC). Given a known true node mapping (which is typically not available in realworld applications), NC is the percentage of node pairs that are correctly mapped by an alignment. If f * : V G → V H is the correct node mapping of G to H and f : V G → V H is an alignment produced by the aligner, then N C = |{u∈VG:f * (u)=f (u)}| |VG| × 100% (25) . Edge Correctness (EC). EC represents the percentage of edges from G, the smaller network (in terms of the number of nodes), which are aligned to edges from H, the larger network (25) . Formally,
× 100%, where the numerator is the number of conserved edges.
Induced conserved structure (ICS). ICS is defined as ICS
It was introduced because EC fails to penalize for misaligning edges in the larger network, i.e., E ′ H , as EC is defined with respect to edges in E G only (42) . Hence, ICS accounts for this. However, ICS now fails to penalize for misaligning edges in the smaller network, i.e., E G , as it is defined with respect to edges in E ′ H only. Hence, the following measure, S 3 , was introduced recently to penalize for misaligning edges in both the smaller and the larger network (44) . Symmetric substructure score (S 3 ). S 3 is defined as (44) . Thus, S 3 keeps advantages of both EC and ICS while addressing their drawbacks. And it was already demonstrated to be the superior of the three measures (44) . Thus, we discard EC and ICS measures from further consideration, and instead, we report results for S 3 .
The size of the largest connected common subgraph (LCCS) (25) . In addition to counting aligned edges via S 3 measure, it is important that the aligned edges cluster together to form large, dense, and connected subgraphs, rather than being isolated. In this context, a connected common subgraph (CCS) is defined as a connected subgraph (not necessarily induced) that appears in both networks (35) . We measure the size of the largest CCS (LCCS) in terms of the number of nodes as well as edges, as defined in the MAGNA paper (44) .
In summary, we focus on NC, S 3 , and LCCS. The larger their values, the better the topological alignment quality.
Biological Alignment Quality Measures
To transfer function from well annotated network regions to poorly unannotated ones, which is the main motivation behind network alignment in computational biology, alignment should be of good biological quality, mapping nodes that perform similar function. Gene Ontology Enrichment (GO). One could measure GO, the percentage of aligned protein pairs in which the two proteins share at least one GO term, out of all aligned protein pairs in which both proteins are annotated with at least one GO term (44, 10) . In this case, complete GO annotation data is used, independent of GO evidence code. Experimental GO (Exp-GO). However, since many GO annotations have been obtained via sequence comparison, and since the aligners use sequence information within their NCF, it is important to test the aligners when considering only GO annotation data with experimental evidence codes. This avoids the circular argument of evaluating alignment quality with respect to the same data that was used to construct the alignments (25, 35, 24, 44, 14, 10) . Thus, we discard GO measure from further consideration, and instead, we report results for Exp-GO.
In summary, we focus Exp-GO. The larger its value, the better the biological alignment quality.
Our Methodology
Problem Definition
Existing network alignment methods aim to maximize either node conservation or edge conservation. Further, they treat each conserved edge the same. Here, we aim to simultaneously maximize both node and edge conservation, while favoring conserved edges whose end nodes are highly similar. Given a measure of node conservation (denoted as Node Alignment Quality, NAQ) and a measure of (weighted) edge conservation (denoted as Edge Alignment Quality, EAQ), our goal is to optimize the following expression (denoted as Alignment Quality, AQ):
where β n and β e are parameters used to balance between NAQ and NEQ. As a proof of concept, we use the following measures as NAQ and EAQ (although any other measure can be used instead). We use the sum of NCF scores over all aligned pairs as our NAQ, which we denote as weighted node conservation (WNC). We design a novel measure of edge conservation as our EAQ, as follows. Similar to EC, ICS, and S 3 , this new measure counts the number of conserved edges, but unlike EC, ICS, or S 3 that treat each conserved edge the same, our new measure weighs each conserved edge by the NCF-based similarity of its end nodes, so that aligning an edge with highly similar end nodes is preferred over aligning an edge with dissimilar end nodes. We denote our new EAQ measure as weighted edge conservation (WEC).
Formally, we define WNC and WEC as follows. Given a pairwise node similarity matrix s with respect to the given NCF, we denote similarity between u ∈ V G and v ∈ V H in this matrix as s uv . Also, we represent the injection f : V G → V H as a matrix y |VG|×|VH | , where y ij = 1 if and only if f (i) = j and y ij = 0 otherwise. Thus, the matrix satisfies the following three constraints:
Then:
To formally define WEC, recall the definitions of EC, ICS, and S 3 (Section 2.3.1). All three measures have the same numerator, which we can now rewrite as:
Here, N i denotes the neighborhood of node i, i.e., the set of nodes connected to i. Since each conserved edge will be counted twice, the 1 2 constant corrects for this. Now, to leverage the weight of conserved edges by the NCF-based similarity of its end nodes (see above), we define WEC as follows:
With WNC as our NAQ and WEC as our EAQ, formally, our problem is to find a matrix y that satisfies Eqn. 2 and maximizes the following objective function: AQ(G, H, y) =β n NAQ + β e EAQ = β n WNC + β e WEC =β n i∈VG j∈VH y ij s ij + β e i∈VG j∈VH k∈Ni l∈Nj y ij y kl s kl (6) Optimizing the WNC part in Eqn. 6 is solvable in polynomial time (e.g., by using Hungarian algorithm for maximum bipartite weighted matching). However, optimizing the whole function on general graphs is NP-hard. We propose WAVE to solve this problem, while allowing for trade off between node conservation and edge conservation (as the two might not always agree).
Weighted Alignment VotEr (WAVE)
We set β n = β e = 1, to equally favor WNC and WEC. Evaluating other combinations of the parameters is of interest but is not of our primary focus. Then, we can rewrite Eqn. 6 as:
Next, we use set A = {(u, v) | u ∈ V G , v ∈ V H , y uv = 1} to denote our alignment, so our objective function has set A as a variable. Then, we use a greedy approach to maximize the objective function, as follows. We start with an empty alignment set A 0 . In each step t, given the current alignment A t−1 , we calculate the marginal gain of adding an available node pair (u, v) (in the sense that so far v and u are both unaligned) into A. (For a function f (S) with variable S as a set, the marginal gain of adding an element e into S is defined as f (S ∪ {e}) − f (S).) That is, we calculate: AQ(A t−1 ∪ {(u, v)}) − AQ(A t−1 ). Then, we align the pair (u * , v * ) with the highest marginal gain, i.e., A t = A t−1 ∪ {(u * , v * )}. To calculate the marginal gain efficiently, we keep the current marginal gain of each node pair and update it in each step. The marginal gain of the node pair (u, v) to AQ is s uv at the beginning (when A is empty, if we align this pair, we can only get s uv in WNC part). In each step, note that if we align two nodes u ∈ V G and v ∈ V H , the side effect is that, in the following steps, when we align another pair of nodes u ′ ∈ N u , v ′ ∈ N v , both the similarity of (u, v) and (u ′ , v ′ ) will be counted once more by the correctly linked edge, namely, the edge (u, u ′ ) ∈ E G and (v, v ′ ) ∈ E H . Thus, the marginal gain of (u ′ , v ′ ) will be s uv + s u ′ v ′ more after (u, v) is aligned.
Intuitively, this process is like voting. When a pair of nodes is aligned, this node pair has a chance to vote for their neighbors: when u and v are aligned, all other node pairs in N u × N v receive a weighted vote (with weight s uv + s u ′ v ′ ) from (u, v), and the weight consists of two parts: 1) the "authority" of the voter, i.e., s uv , 2) the "certainty" of the votee, i.e., s u ′ v ′ .
The weight for the initial votes of each node pair is the original s uv (which forms the WNC part in the objective function). In every round of WAVE, node pair (u * , v * ) with the highest vote is aligned, and (u * , v * ) then vote for all the pairs in N u * × N v * . The current vote that a node pair gets from its aligned neighbors is the marginal gain to objective function of aligning them.
The WAVE pseudocode is shown the Appendix.
Results and Discussion
We evaluate five aligners resulting from mixing and matching NCFs of MI-GRAAL and GHOST with ASs of MI-GRAAL, GHOST, and WAVE: M-M, M-W, G-M, G-G, and G-W (Section 1.3) . Also, we evaluate WAVE (the best of M-W and G-W) against NETAL and MAGNA.
By comparing M-M and M-W, we can directly and fairly evaluate ASs of MI-GRAAL and WAVE under MI-GRAAL's NCF. By comparing G-M, G-G, and G-W, we can directly and fairly evaluate ASs of MI-GRAAL, GHOST, and WAVE under GHOST's NCF. If WAVE AS produces better alignments compared to the existing methods' ASs under both of the existing NCFs, this would indicate WAVE's superiority. If WAVE also produces better alignments compared to NETAL and MAGNA, this would even further demonstrate WAVE's superiority. However, this is not a strict requirement, as the two new methods either implement both different (newer, and thus possibly superior) NCF than any of M-W and G-W as well as different AS (in case of NETAL), which might give them an unfair advantage, or they work on different principles (in case of MAGNA) and could be thus viewed as complementary to WAVE.
For each combination of network pair, value of α (denoting topological versus sequence information within NCF), and alignment quality measure (Section 2), we do the following.
First, to extract the most out of each source of biological information, it would be beneficial to know how much of new biological knowledge can be uncovered solely from topology before integrating it with other sources of biological information, such as protein sequence information (25, 35, 24) . Thus, we first compare the different NCF-AS methods on topology-only alignments (corresponding to α of 1 within NCF). Also, since NETAL and MAGNA also produce topology-only alignments, here, we can compare WAVE to these methods.
Second, we examine different contributions of topology versus sequence information in NCF (by varying α), and for each method, we choose the best value of α, i.e., the method's best alignment. Since current implementations of NETAL and MAGNA do not allow for inclusion of sequence information, here, we cannot compare WAVE to these methods.
For "synthetic" (noisy yeast) networks with known node mapping, we report alignment quality with respect to NC, S 3 , LCCS, and Exp-GO. For real-world PPI networks of different species with unknown node mapping, we report alignment quality with respect to S 3 , LCCS, and Exp-GO.
Comparison of the Five NCF-AS Methods
Here, we compare M-M, M-W, G-M, G-G, and G-W, to test whether WAVE AS improves upon ASs of MI-GRAAL and GHOST under the same (MI-GRAAL's or GHOST's) NCF.
Networks With Known Node Mapping
Topological alignments. WAVE is always superior to the existing methods (M-W is superior to M-M, and G-W is superior to G-M and G-G), for all noise levels and alignment quality measures, under both MI-GRAAL's and GHOST's NCFs (Figures 1 (a) and 2) . WAVE in general works better under MI-GRAAL's NCF than under GHOST's NCF, as M-W is overall superior to G-W. WAVE (at least one of M-W and G-W) beats both MI-GRAAL and GHOST (all of M-M, G-M, and G-G) in 20/20=100% of all cases (Figures 1 (a) and 2) . Best alignments. Under MI-GRAAL's NCF, WAVE is always superior (M-W is better than M-M), for all noise levels and alignment quality measures (see the Appendix).
Under GHOST's NCF, WAVE is always superior to MI-GRAAL's AS (G-W is better than G-M), and WAVE is overall superior to GHOST's AS (G-W is better than G-G) with respect to two of the four measures (edge-based S 3 and LCCS), while GHOST's AS is superior (G-G is better than G-W) with respect to the other two measures (node-based NC and Exp-GO) (see the Appendix). Hence, WAVE and GHOST's AS are comparable overall.
Again, WAVE in general works better under MI-GRAAL's NCF than under GHOST's, as M-W is overall superior to G-W. WAVE (at least one of M-W and G-W) beats both MI-GRAAL and GHOST (all of M-M, G-M, and G-G) in 6/10=60% of cases dealing with the two edge-based measures of alignment quality, (see the Appendix).
Networks With Unknown Node Mapping
Topological alignments. Under MI-GRAAL's NCF, WAVE is always superior (M-W is better than M-M) with respect to S 3 , it is almost always superior with respect to LCCS, and it is sometimes superior with respect to Exp-GO (Figures 1 (b) and 3) . Hence, under MI-GRAAL's NCF, WAVE seems to be favored by topological alignment quality measures.
Under GHOST's NCF, WAVE is superior to MI-GRAAL's AS (G-W is better than G-M) in almost all cases, for each of S 3 , LCCS, and Exp-GO (Figures 1 (b) and 3) . Also, under GHOST's NCF, WAVE is overall superior to GHOST's AS (G-W is better than G-G) with respect to Exp-GO but not with respect to S 3 or LCCS (Figures 1 (b) and 3) .
WAVE in general works better under MI-GRAAL's NCF than under GHOST's NCF, as M-W is overall superior to G-W. WAVE (at least one of M-W and G-W) beats both MI-GRAAL and GHOST (all of M-M, G-M, and G-G) in 14/18=78% of all cases (Figures 1 (b) and 3) .
Best alignments. Under MI-GRAAL's NCF, WAVE is always superior (M-W is better than M-M) with respect to S 3 , and it is almost always superior with respect to LCCS as well as Exp-GO (see the Appendix). Hence, for best alignments, under MI-GRAAL's NCF, WAVE is even more superior than for topological alignments only.
Under GHOST's NCF, WAVE is superior to MI-GRAAL's AS (as G-W is better than G-M) in most cases for each of S 3 and Exp-GO, and in some cases for LCCS. Also, under GHOST's NCF, WAVE is overall superior to GHOST's AS (G-W is better than G-G) with respect to Exp-GO but not with respect to S 3 or LCCS (see the Appendix).
Again, WAVE works better under MI-GRAAL's NCF than under GHOST's AS, as M-W is superior to G-W. WAVE (at least one of M-W and G-W) beats both MI-GRAAL and GHOST (all of M-M, G-M, and G-G) in 13/18=72% of all cases (see the Appendix).
The fact that WAVE in general works better under MI-GRAAL's NCF than under GHOST's NCF further adds to our recent finding that MI-GRAAL's NCF is superior to other NCFs (37, 14, 10) .
Comparison of WAVE with Very Recent Methods
Here, we compare WAVE (the best of M-W and G-W) with NETAL and MAGNA, which became available close to completion of our study. As such, we were unable to include novelties of these methods (and especially NETAL's NCF) into our methodology. Recall that we compare the three methods on topology-only alignments, for reasons discussed in Section 2.2.
Networks With Known Node Mapping
WAVE is always superior to both NETAL and MAGNA, for all noise levels and alignment quality measures (Figures 1 (c) and 4) . Only in two out of 20 cases, MAGNA is superior: with respect to S 3 for two largest noise levels. But this is not surprising, as MAGNA optimizes S 3 .
Networks With Unknown Node Mapping
WAVE is always superior to MAGNA, for all noise levels and alignment quality measures (see the Appendix). Only in one out of 18 cases, MAGNA is superior to WAVE: with respect to S 3 for one of the six network pairs. NETAL is overall superior to the other two methods, especially with respect to topological alignment quality measures (S 3 and LCCS) (see the Appendix). This could be because NETAL has both different NCF and AS compared to WAVE, and as such, its superiority might be a consequence not of its ASs but rather of its NCF. So, if its NCF was fed into WAVE AS, this could perhaps result in a superior new method. This possibility of designing a novel superior method simply by mixing NCF of one method and AS of another method has already been confirmed on several occasions (37, 14) . 
Concluding remarks
We have presented WAVE, a general network alignment strategy for simultaneously optimizing both node conservation and weighted edge conservation, which can be used with any node cost function or combination of multiple node cost functions. We have demonstrated overall superiority of WAVE against existing state-of-the-art alignment strategies under multiple node cost functions, especially with respect to topological alignment quality. Moreover, we have demonstrated that WAVE is comparable or superior even to very recent approaches that became available only close to completion of our study, especially on the sythetic network data. This only further validates the effectiveness of WAVE. Since WAVE can be combined with any node cost function, doing so for any recent function might improve its alignment quality. Also, WAVE itself can be modified to optimize any other measure of node and edge conservation, which could further improve its accuracy; the measures that we have used are merely a proof of concept that optimizing both node and weighted edge conservation can lead to better alignments compared to optimizing just node conservation (as e.g., MI-GRAAL and GHOST do) or just unweigted edge conservation (as e.g., MAGNA does).
As more biological network data are becoming available, network alignment will only continue to gain importance in the computationally biology domain (45, 6, 44) . Further, network alignment has implications in many domains. For example, it can be used to de-anonymize online social networks and thus impact privacy (39) . Hence, further theoretical improvements that would lead to better network alignments have a potential to lead to important discoveries in different fields.
