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1. 1NTRoDucT10~ 
In the last ten years, the theory of higher-order necessary optimality 
conditions for nonsmooth mathematical programming problems has been 
the object of much development. A common feature of the recent results in 
this area is the use of various kinds of higher-order directional derivatives, 
which enables one to avoid the assumptions of higher-order differentiability 
(see, for instance, [24, 6, 8, 9, 11, 121). 
In this paper, the notion of a second-order directional derivative intro- 
duced by Ben-Tal and Zowe [2, 31 and a generalization of this notion 
by Penot [ 1 l] are used to state new second-order necessary optimality 
conditions for a nonsmooth nonlinear programming problem with a finite 
number of inequality and equality constraints. The principal difference 
between the results presented here and those which can be found in the 
papers quoted above are the following: 
(i) We assume that all the functions appearing in the problem are 
locally Lipschitzian; they need not be semismooth as was assumed in [6]. 
(ii) Our assumptions concerning the existence of first- and second- 
order directional derivatives are weaker than those adopted in [S, 91. In 
particular, no such assumption is required with respect to the objective 
function. The theorems given here extend the second-order necessary 
condition stated by Penot [ 11, Theorem 1.33 for the case of unconstrained 
minimization, to constrained nonlinear programming problems. 
(iii) In contradistinction to the general theory developed by Ben-Tal 
and Zowe [2], our results are formulated only in terms of the generalized 
gradients (in the sense of Clarke [7]) as well as the first- and second-order 
directional derivatives of the functions appearing in the problem. Conse- 
quently, our necessary conditions are easier to verify since they do not refer 
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to such notions as second-order feasible (or tangent) directions and sup- 
port functionals. On the other hand, they require constraint qualifications, 
and so, their range of applicability is more restricted. 
The paper is organized as follows. In Section 2 we recall some fundamen- 
tal notions of nonsmooth analysis and formulate a particular case of the 
regularity theorem of Borwein [5, Theorem 3.21 which is the main tool 
for deriving our results. In Section 3 we review the definitions and some 
properties of second-order directional derivatives. Section 4 contains 
second-order necessary optimality conditions formulated without using 
Lagrange multipliers, while in Section 5 we prove, under somewhat 
stronger hypotheses, two versions of optimality conditions with Lagrange 
multipliers (they incorporate Clarke’s first-order conditions). Finally, in 
Section 6 we show that our results imply a “classical” theorem for smooth 
problems. 
2. PRELIMINARY INFORMATION 
All the definitions quoted in this section are taken from [7, Chap. 2; 51. 
Throughout the paper, X will be a real Banach space with norm /I. I/, and 
X* will denote the dual space of continuous linear functionals on X. For 
any subset A of X, we shall denote by d, the distance function of A, 
dA(x) := inf( IIx - alI I a E A} 
(we assume that d, is identically + co). If A is nonempty, then d, satisfies 
globally the Lipschitz condition of rank 1 (cf. [7, Proposition 2.4.11). 
Let f: X + R be a locally Lipschitzian function (i.e., a function satisfying 
the Lipschitz condition in a neighbourhood of any point XE X). The 
generalized directional derivative off at x in the direction v is defined by 
f “(x; 0) := lim sup t ‘(f(y+tv)-f(Y)) (2.1) 
(f, PI - (0 + , J) 
The function f ‘(x; . ): X + R’ is sublinear. The generalized gradient off at x 
is defined as 
df(x) := {x* E X* If ‘(x; v) 2 (x*, 0) for all v E X}. (2.2) 
By [7, Proposition 2.1.21, af(x) . IS a nonempty, convex, and weak*- 
compact subset of X*. 
Now, let Y be a normed space and U a metric space. We shall say that 
a function f: Xx U + Y is locally equi-Lipschitzian in x at (x, ti) if there 
exists L > 0 such that 
Ilfbl t U)-f(x2, u)ll ZLllx, -xzll 
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for any x,, x2 in some neighbourhood of X and any u in some 
neighbourhood of U. If, in addition, Y = R, we can define the partial 
generalized gradient off with respect o x at (x, U) as 
a,f(x, U) := {x*~X*[f(l(X, ii;u)z (x*, u) for all UEX}, (2.3) 
where 
f”,(X, 27; II) := lim sup tr’(f(x+ lo, u)-j-(x, u)) (2.4) 
(r,X.U)+(O+. i.U) 
(this last definition is taken from [S] and differs from the one adopted in 
[7, p. 481). When Y= [WY and f = (f,, . . . . f,), we define 
d,f(f, U) := (8,fi(X, U), . ..) d,f,(.f, ii)). 
The following theorem is the particular case of [S, Theorem 3.2(a)] which 
can easily be obtained by taking Y = Ry (with the norm \lvll := max, lyil), 
C= X, and 
B:=(~~~5P~y,~O,i=l,..., p;y,=O,j=p+l,..., q), (2.5) 
where 0 5 p 5 q. 
THEOREM 2.1 (Borwein [S]). Let X be a Bunach space and U a metric 
space. Let g: Xx U + [WY be continuous on Xx U and locally equi-lipschit- 
zian in x at (X, U). For any u E U, define S(u) := {x E XI g(x, u) E B) where 
B is given by (2.5). Suppose that x~S(ii) and denote I:= { 1, . . . . p}, J:= 
{p+ 1, . . . . q}, Z(X, U) := {iElI g,(X, U)=O}. Supposefurther that 
for each (XT, . . . . x,*) E a,g(x, u) and for each y E IWY such 
that y, = 0 for ie Z\Z(X, ii) and y, 2 0 for in Z(X, ii), the 
equality Cy= i y,x* = 0 implies that y = 0. 
Then there exist numbers K > 0 and 6 > 0 such that 
ds,,,(x)5Kmax{gC(x, u), Ig,(x, u)l IiEAjEJ} 
for /Ix - 211 2 6 and d(u, U) 5 6, 
where g,+ := max{ gi, O}. 
(2.6) 
(2.7) 
Remarks. (a) It is easy to show, by applying the formula for the nor- 
mal cone to the Cartesian product of sets [7, p. 543, that, by the assump- 
tions of Theorem 2.1, condition (2.6) is equivalent to condition (33) of [S]. 
(b) If the function g does not depend on u, the set a,g(Z, U) in (2.6) 
is equal to (a,,(x), . . . . aRy(x)). 
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(c) Applying the arguments used at the beginning of the proof of 
Theorem 1.1 in [ 11, we can verify that if the point X satisfies the extended 
Mangasarian-Fromovitz condition for the set S(U) (cf. [ 1, Definition 1 .l ] ), 
then (2.6) is also satisfied. 
3. SECOND-ORDER DIRECTIONAL DERIVATIVES 
In this section we consider an arbitrary function f: X+ UX. Recall the 
standard definition of the first-order directional derivative off at x in the 
direction u (if this limit exists): 
f’(x; 0) :=I&+ tp’(f(x+ to)-,f(x)). (3.1) 
Ben-Tal and Zowe [2, 31 introduced the following second-order direc- 
tional derivative for f at x in the directions v and w: 
f”(x;v,w):=rliy+ t-‘(f(x+tu+t2w)-f(x)-tf’(x;v)), (3.2) 
provided both limits (3.1) and (3.2) exist. In [3] they showed that this 
derivative exists for a large class of nonsmooth functions occurring in 
applications. 
PROPOSITION 3.1 [2, p. 563. If f is twice Frdchet differentiable at x, then, 
for all v, w E X, limit (3.2) exist and 
f”(X; u, w) = f’(x)w + &f”(X)(V, v). 
An analogous equality can also be obtained under weaker hypotheses; 
cf. [2, Lemma 6.4; 12, Proposition A.1.41. 
PROPOSITION 3.2 [4]. lff attains a local minimum at x and limits (3.1) 
and (3.2) exist for all v, w E X, then 
(a) f’(x; u) 2 0 for all v E X, 
(b) f’(x;u)=Oimpliesf”(x;v,w)~Oforallw~X. 
This proposition was extended by Penot [ 111 to the case of an arbitrary 
function for which limits (3.1) and (3.2) may not exist. Before stating his 
result, let us first introduce the following notations which will be used in 
our main theorems, as well: 
&(x; u) := lim inf tc’(f(x+ tu)- f(x)), (3.3a) 
(r.u)-(o+.u) 
$(x; u) := lim sup t-‘(f(x+tu)-f(x)), (3.3b) 
lr,u~-(O+.I~) 
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d*f(.x; u, w) := lim inf t- ‘(f(x + tu + t2u) -f(x) 
(r.u)-(o+.Il~) 
- t df(x; u)), 
d*f(x; u, IV) := (,,~)_lo+,,,)t-2(P(x+t~+r’u)-f(xi lim sup 
- t df(x; 0)). 
PROPOSITION 3.3 [ 111. Iff attains a focal minimum at x, then 
(a) &“(x;u)~Ofor all VEX, 
(b) df(x; u) = 0 implies _d*f(x; II, w) 10 for all w E X. 
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(3.4a) 
(3.4b) 
Even for functions which possess second-order directional derivative 
(3.2), the necessary conditions given in Proposition 3.3 can exclude certain 
nonoptimal points not excluded by Proposition 3.2. This is shown in [ 111 
by an example. 
If limits (3.3a) and (3.3b) are equal, we shall denote their common value 
(finite or infinite) by G!!(x; u). Similarly, d*f(x; u, w) will denote the com- 
mon value of (3.4a) and (3.4b). In the sequel, we shall use these notations 
without further mentioning that the respective equalities hold. For 
instance, the condition df(x; u) = 0 will mean that Q(x; u) = $(x; u) = 0. 
Let us observe that if df(x; u) and d*f(x; u, W) exist, then 
d2(x; u, w) = (,,,)b;+ ,~) 2 ‘(f(x+~~+~‘~)-ff(x)--~f(x;~)). (3.5) 
Limit (3.5) is a particular case of the second-order variational derivative 
considered in [S, 91. More precisely, the expression denoted by 
fi [x, u](w) in [S], and by f [*‘(A, x, u, w) in [9], is identical with (3.5) 
when A = X. 
PROPOSITION 3.4. If f is locally Lipschitzian, then 
(a) for any x, u, w, we have 
~f(x;u)=ljhn~~ft--‘(f(x+tu)-f(x)), (3.6) 
d2f(x;u, w)=lfml~nf t-‘(f(x+tu+t’w)-f(x)- t ljf(x;u)) (3.7) 
and analogous equalities for df and d2f, 
(b) df(x; u) exists if and only iff’(x; u) exists, then both the limits are 
equal; 
(c) if (for fixed x and u) df(x; u) exists, then the existence of 
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d2f(x; v, w) is equivalent to the existence of f”(x; v, w), and the last two 
limits are equal; 
(d) if (for a fixed x) d2f(x; v, w) exists for all v, w, then df(x; v) also 
exists, and consequently, d’f(x; v, IV) = f “(x; v, w) for all v, w. 
Proof: Part (a) follows directly from the definitions and from the 
Lipschitz condition. Parts (b) and (c) follow from (a). To prove (d), let us 
observe that Q”(x; u) = _d2f(x; 0, V) and @(x; u) = d2f(x; 0, v). Thus, it 
follows from our assumption that df((x; u) exists for all U. Hence, by (c), we 
get the desired equality. 1 
It is easy to observe that, for a locally Lipschitzian function, limits (3.3) 
are always finite. For limits (3.4), this is no longer true as the following 
example shows. This example also illustrates the fact that the existence of 
df(x; u) does not imply the existence of d’f(x; v, 0). 
EXAMPLE 3.5. Let f: R -+ R be given by f(x) = x3/2 sin(xP”2) for X> 0, 
and f(x)=0 for x5 0. This function is locally Lipschitzian since it is 
continuously differentiable at each point x #O and its derivative is 
bounded near 0. We have df(0; I) =O, but dff(0; 1, O)= -co and 
Pf(O; l,O)= +a. 
The next example shows that the existence of d’f(x; v, w) (for fixed 
X, u, w) does not imply the existence of df(x; u). Consequently, d’f(x; v, w) 
cannot always be expressed by formula (3.5). 
EXAMPLE 3.6. Let f: Iw -+ [w be given by 
! 
2x-2pk if .XE [2pk, 3 .2 km1], k= 1, 2, . . . . 
,f(x)= 2pk+’ if XE [3 .2pkp’, 2-.k+‘], k= 1, 2, . . . . 
X if -YE]-co,O]u[l, +a[. 
It is easy to verify that f satisfies the Lipschitz condition, and dJ(O; 1) = 1, 
df(O; 1) = 4/3. But cj2f(O; 1,0) = 0 = d’f(O; 1, 0). 
4. NECESSARY CONDITIONS WITHOUT LAGRANGE MULTIPLIERS 
In this and the next section we assume that f and gj, i= 1, . . . . q, are real- 
valued locally Lipschitzian functions on a Banach space X. We shall use 
the notations I:= { 1, . . . . p}, J:= {p-t 1, . . . . q} (where OSpSq), and 
S:= {xEXIgi(x)sO for ill, g,(x)=0 forjEJf. (4.1) 
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P(,f, S): minimize f(x) subject to x E S. 
Moreover, we assume that x is a fixed element of S and define Z(X) := 
{iEz(g,(,~)=O}. 
We shall say that X is a local minimum point for problem P(f, S) if there 
exists E > 0 such that S(x) z(Z) for each x E S satisfying 11x - -flI 5 E. 
THEOREM 4.1. Let X be a local minimum point for problem P(f, S). 
Suppose that 
for each set {XT 1 ic Iu J} with xf E dg,(.?) and for each 
ye Ry such that y,=Ofor iEI\Z(X) and y,ZOfor iEZ(X), 
the equality x:y=, y,xT = 0 implies that y = 0. (4.2) 
Then d’f(.%; v, w) 2 0 for all v, w satisfying the following conditions: 
(a) df(% 0) S 0, 
(b) ,for each i E Z(X), we have either 
dg,(X; v) < 0 (4.3) 
or 
dg, (2; II) = 0 and d2g;(X; v, w) 5 0, (4.4) 
(c) .for each Jo J, we have dgi(X; u) = 0 and d2gj(X; v, w) = 0. 
Proof. Let L be a Lipschitz constant for f in some neighbourhood of X. 
By [7, Proposition 2.4.31, the function ,f + Ld, attains a local 
(unconstrained) minimum at X. Hence, by applying Theorem 2.1 for the 
case where g = (g,, . . . . g,) is independent of U, we can find a 
neighbourhood W of X such that 
f‘(x)+Ld,(x)~fW for all x E W, (4.5) 
there exists K>O such that d,(x) 5 h(x) := 
Kmax{g’(x), Igi( liEZ,jEJ} for all XE W, (4.6) 
and 
g,(x) < 0 for all i E Z\I(Z) and x E W. (4.7) 
Since Igi( = max{ gt (x), (-g,)+(x)}, it follows from (4.6) and (4.7) 
that, for all XE W, 
h(x)=Kmax(O, g,(x), -g,(x)IiE:I(X)uJ,jsJ}. (4.8) 
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By (4.5) and (4.6), we get 
f(x) + l%(x) Z&f) for all x E W. (4.9) 
Let u, w be any vectors satisfying conditions (a)-(c) of the theorem. Choose 
any a > 0 such that X + to + t’w E W for all TV JO, a[. Then (4.9) implies 
t -‘(f(x + tu + t2w) -f(f)) + t 2Lh(x + tu + t’w) 2 0 
for all t fz 10, a[. (4.10) 
Let us introduce the notation 
dif(f; u, w) := lim sup t-‘(f(Z + tu + t2w) -f(X)). 
1-o+ 
(4.11) 
Suppose now that FEZ. If (4.3) holds, then, by (3.3b), there exist 
A E 10, l] and a neighbourhood V of u, such that 
sup I ‘(g, (X + tu) - g, (2)) < 0. 
rE lO,lC 
UE I’ 
Since A 5 1, we have t* 5 f for all t E JO, A,[. Hence 
t-2(g;(x+tu)-g,(x))~t-‘(g,(~+tz4-g,(x))<0 
for all t E 10, A[ and u E I’. (4.12) 
Now, let us choose 1’ E 10, A[ such that u + tw E V for all t E 10, I”‘[. Then 
it follows from (4.12) that 
sup tr*(gi(X+ tu+ Av- g,(X)) 
rE]O.j.‘[ 
I sup - t -‘(g,(x+tu)-g,(i?))lO. 
rE]O,i’[ 
UE v 
These inequalities and (4.11) imply 
a; g,(X; v, w) 2 0. (4.13) 
Suppose now that iE Z(X) and (4.4) holds. Then inequality (4.13) can easily 
be deduced from (3.4b), (4.11), and Proposition 3.4(a). We have thus 
verified that (4.13) is true for all ~EI(X). 
Now, let us take any j E J. Using condition (iii), we calculate 
d;g#; v, w) = Pg,(X; v, w) = 0, 
d,2( - gi)(x; v, M’) = d2( - g,)(,U; u, w) = - ij2g, (2; v, w) = 0. 
SECOND-ORDER OPTIMALITY CONDITIONS 311 
Applying these equalities, (4.8), and (4.13), we can easily obtain 
dih(.T; 0, w) 5 Kmax(0, dig,(Z; v, w), di( -gj)(%; v, w) 
IiEZ(X)UJ,jE.z}~O. (4.14) 
Take any E > 0. In view of (4.1 l), (4.14), and the equality h(x) = 0, there 
exists Z’E 10, tx[ such that ~up,~,~.~.~ t -‘h(x + tv + t*ul) 5 E/L. Hence, by 
(4.10), we have 
tp2(f(2+ tv + t*w) -f(x)) 2 -t-‘Lh(x+ tv + t*w) 2 --E 
for all t E 10, a’[. Since E was arbitrary, this means that dif(Y; v, w) 2 0. 
Now, using condition (i), we get d2f(X; v, w) 1 dif(.?; v, w) 2 0. 1 
Remark. If we want to apply Theorem 4.1 to a concrete problem, it is 
useful to check first certain first-order necessary optimality conditions. To 
this end, we can use, for instance, the result of Clarke [7, Theorem 6.1.11. 
However, if we are able to compute tangent cones to the set S, it may 
prove convenient to apply the simple necessary conditions without 
Lagrange multipliers proved by Penot [ 10, Proposition 4.11. In particular, 
combining the first condition given in part (2) of that proposition with our 
Theorem 4.1, we obtain a set of necessary optimality conditions which 
extends Proposition 3.3 to the case of constrained problems. 
EXAMPLE 4.2. In this example we exploit the function J from Exam- 
ple 2.1 in [4]. Let X= KY*. Consider problem P(& S) where 
f(x) :=x, + 12X, + XT + x:1, 
S=(xlg(x):= -;x,-x;~o}. 
We want to examine whether or not X = (0,O) is a local minimum point for 
this problem. For any v = (v,, v,), we have 
Hence, using the obvious inequalityf’(.?;.) YJ’(.?; .), we find that 0 E Q(X). 
Thus, X satisfies the necessary optimality conditions of Clarke [7, 
Theorem 6.1.11 (where /J = 1 and r = 0). Since g is continuously differen- 
tiable, we have 8g(X) = {Vg(X)} = { ( - l/2,0)} by [7, Proposition 2.2.41, 
and so, assumption (4.2) is satisfied. Now, observe that f’(Z; v) 5 0 if and 
only if vi = 0. For any such v, we have g’(X; v) = Vg(X) v = 0. Thus, if v 
satisfies condition (i) of Theorem 4.1, then (4.3) cannot hold. The second- 
order directional derivative of g at X can be computed by using Proposi- 
tion 3.1: 
g”(X; v, w) = - ;w, -vi. (4.15) 
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As tof, we have 
f”(& (0, v,), w) = w, + 12w, + v;1. (4.16) 
It is easy to show that, for v2 # 0 and w, E ]-vi, - (l/2) v:[, expression 
(4.15) is not greater than zero, while (4.16) is equal to - w, - vz < 0. Con- 
sequently, by applying Theorem 4.1 and Proposition 3.4(c), we conclude 
that X is not a local minimum point for problem P(f, S). 
Remark. Problems of the kind as in Example 4.2 can also be solved by 
applying the general theory of necessary conditions developed by Ben-Tal 
and Zowe [2]. However, by using that theory, it is necessary to calculate 
second-order tangent cones whenever equality constraints are present. This 
requires, in practice, the assumption of the second-order differentiability of 
the respective functions (cf. [Z, Proposition 7.21). Moreover, the deter- 
mination of the support functionals for the sets of second-order directions 
of decrease and of feasible directions may prove more troublesome than the 
verification of the assumptions of our theorem. On the other hand, let us 
note that Theorem 4.1 cannot be applied to the example considered in [2, 
Sect. lo] since assumption (4.2) is not satisfied in this case. 
5. NECESSARY CONDITIONS WITH LAGRANGE MULTIPLIERS 
In this section we still consider problem P(J S) under the assumptions 
stated at the beginning of Section 4. 
THEOREM 5.1. Let X he a local minimum point for problem P(A S). 
Suppose that 
each set {x,? 1 ie Z(X) u J} with x,* E ag,(X) is composed of 
linearly independent vectors. (5.1) 
Then there exists a vector I. = (A 1, . . . . A,) E W such that 
(i) A,20 and A,g,(%)=Ofor all FEZ, 
(ii) OE~L~(X) where L, :=f+Cr=, A,g,, 
(iii) 41*L,(X; v, w) 2 0 for all v, w satisfying the following conditions 
(where I* := {iEZJ~i>O}cZ(X)): 
(a) df@; ~15 0, 
(b) for each i E Z(X)\Z*, we have either 
(5.2) 
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or 
dg,(X;u)=O and d2g,(X; u, w) 5 0, (5.3) 
(c) .for each je Z* u J, we have dg,(X; u) = 0 and d’gi(x; L’, w) = 0. 
Proqf: The first-order necessary optimality conditions of Clarke [7, 
Theorem 6.1.11 (see also Remark 6.1.2) ensure the existence of a vector 
(i,, 2, ) . ..) 2,) # 0 such that &z 0, condition (i) is satisfied, and 
OEd ( &f+ i Ji;gi (X). r=l 1 (5.4) 
In view of [7, p. 39, Corollary 23, we have 
and so, (5.1) and (5.4) imply ,I,, # 0. By scaling, we can arrange I, = 1, so 
that condition (ii) is satisfied. To prove (iii), let us define 
S* := {x~Xlg,(x)sO for iEZ\Z*, g,(x)=0 
for j~z*uJ}. (5.5) 
For each x* ES, we have L,(x) =f(x) Lf(.?) = L,(X). Using this inequality 
and (5.1), we can easily verify that the assumptions of Theorem 4.1 are 
satisfied for problem P(L;,, S*). Applying that theorem, we get the desired 
conclusion. 1 
THEOREM 5.2. Let the hypotheses of Theorem 5.1 he fulfilled. In addition, 
suppose that 
for each in Z(X) u J, the function hr(u, w) := d2g,($ U, w) is 
finite and continuous on X2. (5.6) 
Then there exists a vector 1, = (i, , . . . . Aq)~ W satisfying conditions (i) and 
(ii) of Theorem 5.1 and the following one: 
(iii’) for each solution V to the system 
1 
#I% 4 5 0, 
g;(x;u)~o for i E Z(X)\Z*, (5.7) 
gl(X; V)=O for jEZ*uJ, 
there exists W E X such that d2L,(x; ii, W) 2 0. 
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Remark. Before proceeding to the proof of the theorem, let us note that 
assumption (5.6) and Proposition 3.4(d) ensure the existence of directional 
derivatives gi(X; v) = dgj(X; u) and g;‘(X; U, w) = d2g,(?; v, w), for all 
~EZ(X)UJ and v, WEX. 
The proof of Theorem 5.2 is based on the following 
LEMMA 5.3. Let f: X -+ Iw be a locally Lipschitzian function, and let 
XEX. Suppose that h(v, w) :=d*j”-. x, v, w) < + CC for all v, w E X. Then: 
(a) Zf L is a Lipschitz constant for f in some neighbourhood W of X, 
then Ih(v, wl) - h(u, w2)I 5 LI1 w,-w21/ for all v, w,, w,EX, so that h is 
locally equi-Lipschitzian in w at each point (6, )?1) E X2. 
(b) 8,, h(C, W) c df(X) for all (~7, W) E X2. 
Proof (a) Let v, wl, w2 E X be given. Then we can choose 6 > 0 such 
that X + tv + t2w, E W for ail t E 10, S[, i= 1, 2. Hence, by our assumption, 
f(x+tv+t’wl)-f(x)-ttf(x;V) 
~f(x+tv+t’w,)--f(x)-tdf(x;v) 
+ Lllw, - w*Il t* 
for all t E 10, S[. Dividing this inequality by t* and passing to the upper 
limit as t + 0 + , we get 
h(v, ~1) 5 NV, ~2) + Lllw, - ~211. 
Since this also holds with w, and w2 interchanged, the desired conclusion 
follows. 
(b) For any v, w, u E X, we have 
h(v, w + U) =lim sup t-‘(f(x+ tv + t*(w + u)) 
t+o+ 
-f(X) - t df(‘(x; v)) 
i lim sup t -‘(f(.C + tv + t2w + t2z4) 
r-o+ 
-f(Z+ tv+ t2w))+lim sup tr’(f(x+ tv+ t2w) 
r-o+ 
-f(T)-tdf(‘(X;v)) 
5 lim sup T -‘(f(x + 5~) -f(x)) + h(v, w) 
(7,.x)-(0+. f) 
= h(v, w) + f ‘(2, u). 
SECOND-ORDER OPTIMALITY CONDITIONS 315 
Since f”(x;. ) is positively homogeneous, these inequalities imply 
h(v, w + zz) - h(u, w) 5 zfO(X; z) 
for all v, w, z E X and r > 0. Hence, given any fixed (6, iC) E X2, we have 
ho,.(V, w; z) = lim sup z-‘(h(v, w + tz) - h(o, w)) 
(T,L.,II)-(O+,i,II) 
Zf”(i; z) 
for all z E X, and so, inclusion (b) holds. 1 
Proof of Theorem 5.2. Let 1 E [WY be a vector satisfying conditions 
(i)-(iii) of Theorem 5.1. It suffices to prove that, for each solution V to 
system (5.7), there exists a vector W E X satisfying 
i 
g;’ (2; 6, W) 5 0 for i E Z(X)\Z*, 
g;‘(X;V, W)=O for FEZ* u.Z. (5.8) 
Then the desired conclusion will follow from condition (iii). 
We may assume, by changing the numbering of the functions g, 
(~EZUJ) if necessary, that Z(X)\Z*= {l,..., r} and Z*uJ= {~+l,..., s}, 
where 0 s r 5s 5 q. Let h: X2 + R” be the mapping whose coordinates hi 
are defined as in (5.6). We shall show that the hypotheses of Theorem 2.1 
are satisfied for U := X, g(x, u) := h(u, x), X := 6, U = 0, and p, q replaced by 
r, s, respectively. By (5.6), the mapping h is continuous, and, by Lem- 
ma 5.3(a), it is locally equi-Lipschitzian in w at each point of the space X2. 
Moreover, we have h;(O, V) = gi (X; V), i = 1, . . . . s. Hence, conditions (5.7) 
imply 
h(O,v)EB:=(yE[W”ly,~O,i=l,..., r;yj=O, 
j=r+l > ‘.‘, 4 
Next, it follows from assumption (5.1) and from the inclusions 
8, h;(O, a) c dg,(.%), i= 1, . . . . s (which hold by Lemma 5.3(b)), that 
hypothesis (2.6) of Theorem 2.1 is satisfied for our case. 
By Theorem 2.1, there exist numbers K > 0 and 6 > 0 such that 
dhcu,.)-~ (B)(w) 5 Kmax{hT (u, w), Wi(v, w)l I i~W\z*, 
jEz*uJ} 
for all v, w satisfying 11011 5 6 and IIw- VII 5 6. In particular, putting w = 0, 
we obtain, for ilull 56, 
d ,,(u,.)-l,&4 5 K max{h,+(v, V), Ih,(o, V)I I~EZ(X)\Z*, 
jEz*uJ}. 
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Since the right-hand side is (for fixed v and I?) a finite number, we deduce 
that the set h(v,.))’ (B) is nonempty whenever (Iu(I 56. Thus, if \iVll 56, 
then h(rJ, .) - ’ (B) # 0, and consequently, there exists WE X such that 
h(G, W)E B. For the case where llVl1 ~6, we put /I := S/llVll and observe that 
IlflVli = 6, and so, there exists W’ E X such that h(@, w’) E B. However, it 
is easy to verify that h(/?C, WY’) =fi*h(r?, &//I’), so that h(ij U’)E B for 
M: = w’/p*. Hence, in both cases, there exists a vector 6 satisfying (5.8). 1 
6. THE CASE OF SMOOTH FUNCTIONS 
In this section we show that the well-known second-order necessary 
optimality conditions for a smooth nonlinear programming problem can be 
deduced from Theorem 5.2. 
COROLLARY 6.1. Let us consider problem P(f, S) where the set S is 
defined by formula (4.1) and the functions f, g,, i E Iu J, are twice Frechet 
differentiable on X. Suppose that X is a local minimum point for P(f, S), and 
that the derivatives g:(X), ie I(X) u J, are linearly independent. Then there 
exists a vector 1, = (A,, . . . . A,) E [WY such that 
(i) AiLO and i,g,(X)=O for all iEI, 
(ii) L>(X)=0 where L, :=f +Cysl Ligi, 
(iii) L;(X)(v, v) 2 0 for all v satisfying 
f’(Z)v 5 0, (6.1) 
g:(z)ojo for i E Z(X)\Z*, (6.2) 
g,'(fi)u = 0 for iEI*uJ, (6.3) 
where, as before, I* := {iEZIAi>Oj. 
Proof Since the generalized gradient of a continuously differentiable 
function is a single-element set containing only its Frechet derivative (cf. 
[7, Proposition 2.2.4]), the assumptions of Theorem 5.1 are satisfied for 
our case. Moreover, it follows from Proposition 3.1 that hypothesis (5.6) is 
fulfilled, so that we can apply Theorem 5.2. Observe that if L;(X) = 0, then, 
by Propositions 3.1 and 3.4, 
&L;.(x; v, w) = L;; (2; v, w) = $L;(x)(u, v). 
Hence, condition (iii) of this corollary follows from condition (iii’) of 
Theorem 5.2. 1 
Remark. It should be noted that, under the hypotheses of Corollary 6.1, 
each vector u satisfying (6.2) and (6.3) satisfies also the equality f ‘(.?)v = 0 
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(this follows from condition (ii)). Therefore, inequality (6.1) may be omit- 
ted in the statement of the corollary. In this way, we obtain necessary 
optimality conditions which, for the case where dim X-C co, are identical 
with those proved in [2, Corollary 9.4, part (i)]. 
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