Helicobacter pylori. For each species we obtained up-to-date protein-protein interactions and protein sequence data, gathered from recently published papers (1; 2; 3; 4; 5; 6; 7; 8; 9; 10) and from public databases (11; 12; 13; 14; 15; 16; 17; 18). High-throughput mass spectrometry data (8; 9; 3) was translated into binary protein-protein interactions using the spoke model (19) . Notably, the fraction of small scale interactions in all PPI maps except the human map is smaller than 10%.
To tackle the problem of false positive interaction data, we estimated our confidence that a measured interaction is true using a logistic regression model adapted from (23) . The positive and negative training sets required to adjust the model's parameters were obtained from the following two sources: (i) Training sets based on the topology of the PPI network -consider a set of m PPI detection experiments for some species. Each experiment can be used to define a partial PPI network (by taking all the interactions observed in that experiment). Let E 1 . . . E m denote these m networks. DefineĒ i = ∪ j =i E j , and E tot = ∪ i E i . Let p 1 and p 2 denote two proteins that were observed as interacting in experiment i. We include the interaction between p 1 and p 2 in the positive training set if the distance between p 1 and p 2 onĒ i is at most 2. We include the interaction between p 1 and p 2 in the negative training set if any other alternative path between p 1 and p 2 in E tot {p 1 , p 2 } is longer than the median of the lengths of the shortest paths in the E tot .
(ii) Training sets based on experimental evidence -here we included manually curated interactions from human (5) and C. elegans (1) in the positive training set.
We assess the correctness of the obtained models by computing a receiver operating characteristic (ROC) curve (24) , which plots the false positive rate as a function of the false negative rate under varying prediction thresholds. Our quality metric is the area under this curve (the ROC score). For all species, the mean score obtained using 10-fold cross validation was higher than 0.7.
Protein cluster detection.
We applied computational approaches to infer protein complexes within each of the networks. To this end, we used two previously published algorithms for protein complex detection -Network BLAST (25) and Markov clustering (MCL) (26) . Notably, both methods make use of the interaction confidence levels and search for clusters of high overall confidence. We merged the results of the two algorithms into a single collection of putative protein complexes in the following manner: we start with the collection of clusters obtained from NetworkBLAST and then add the MCL clusters one by one, leaving out clusters that have over 80% overlap with some NetworkBLAST cluster (note that by definition the MCL clusters do not overlap with each other). We also exclude MCL clusters with less than 4 proteins or over 50 proteins. We evaluated the correspondence of the obtained S. cerevisiae cluster sets to curated complexes from MIPS (27) (excluding complexes from category 550 or with less than five proteins). To this end, we computed the sensitivity and specificity of the cluster sets with respect to the MIPS complexes as in (28) . The NetworkBLAST cluster set attained 97% sensitivity, covering 67 out of 69 MIPS complexes, and 62% specificity, with 1492 clusters significantly matching some MIPS complex out of 2370 clusters with some intersection with the MIPS complexes. The MCL cluster set had lower sensitivity (46%, 32 out of 69) and specificity (52%, 36 out of 69). The sensitivity of the merged cluster set was 97% (67 out of 69), and the specificity was 62% (1511 out of 2421).
Evolutionary Analysis of Manually Curated Complexes
We augmented the set of computationally derived yeast clusters with 69 complexes from level 3 of the MIPS complex catalog (27) (excluding complexes from category 550 or with less than five proteins) and repeated the SOC computation. This procedure yielded phyletic patters for 42 of the MIPS complexes, either by association to a SOC or by detection as species specific. Ten out of these complexes did not pass our false negative filtering and were therefore discarded. For each of the complexes we also inferred a phyletic pattern based on manual curation. To this end, a search was carried out in the literature and public databases to assess the presence and absence of members of the complex in each species. Wherever members were found, we searched the literature for evidence for the existence of an orthologous complex. The computationally inferred and manually curated phyletic patterns are listed in SI Table 1 . We measured the accuracy of the inferred patterns by taking the ratio of correct predictions of presence and absence, comparing the inferred pattern to the manually determined one. We corrected the score such that positive and negative cases have a similar overall influence on the accuracy. In total, we attained 80% accuracy in the phyletic pattern inference task.
These results are further exemplified in Figure 3a , and in SI Figure 6 . Panel 1 of SI Figure 6a depicts a SOC containing the cytoplasmatic translation elongation complex eEF1. Since the yeast's eEF1 elongation factor has known orthologs in all the investigated species, we would expect the corresponding SOC to span all or most of the species. Indeed, the respective SOC contains all species except D. melanogaster. Panel 2 of SI Figure 6a gives a protein-level view of that SOC. Evidently, most orthology relations within the SOC involve translation elongation factor proteins. For example, in H. pylori we see orthology relations linking the EF-Tu elongation factor HP1205, which is the prokaryotic ortholog of eEF1 (29) , with elongation factors in the rest of the clusters in the SOC.
Probing the Underlying Functional Constraints
Functional characterization of clusters. We used three types of functional attributes to characterize the identified clusters: level of connectivity, functional specificity, and level of essentiality. The connectivity measure relies on the construction of a cluster-cluster interaction network (CCI) separately for each species. The nodes in the CCI network represent clusters, and the edges connect clusters with significantly many interactions between them. To determine the existence of an edge between two given clusters c α , c β we use two complementary statistical scores, analogous to the ones used in the SOC construction: (i) Edge based score -assessing the extent to which the density of edges connecting proteins pairs from the two clusters is surprisingly high:
where V is the set of proteins, and P P I(A, B) is the expected number (rounded to the nearest integer) of interactions between proteins in sets A and B (excluding self-interactions). The expected number is obtained by summing over the confidence levels assigned with the participating interactions(ii) Node based score -assessing the extent to which the total number of proteins which have an interacting partner on the opposite set is surprisingly high:
where N(A, B) is the expected number (rounded to the nearest integer) of proteins in set B that have an interacting partner in set A. To handle possible intersection between the two protein sets, A and B, we assume that every node has a self interaction with a confidence level of 1.
We compute cutoffs of 5% FDR for the two statistical measures, and connect two clusters only if both scores satisfy their respective bounds and at least 25% of the proteins in one of the clusters interact with the other cluster. The connectivity level of a cluster is defined as its degree in the CCI network.
The measure for functional specificity relies on the partition of the clusters into functional categories according to the gene ontology (GO) slim annotation (30) . We define the specificity of a category as the number of proteins which are annotated with this category. The functional specificity of a cluster is then determined as the maximum over the specificities of its GO slim annotations (obtained by mapping its GO annotations, see Suppl Methods for the procedure of functional annotation of clusters). The specificity values are computed only for clusters that are functionally enriched.
Finally, we assign each cluster with an essentiality level according to the proportion of essential proteins among its constituents. The essentiality measure is taken as the −log of the probability to observe a similar proportion of essential proteins at random, computed using a hypergeometric score (Suppl Methods). Essentiality data were available for yeast (27) and E.coli (http://www. shigen.nig.ac.jp/) proteins.
To test the validity of these measures, we computed the pairwise correlations among all three measures using the Pearson correlation coefficient. We found significant correlation in all cases, consistently with established results on the single protein level. Specifically, we see that highly connected clusters tend to be enriched with essential proteins (r = 0.22, p < 10 −9 ) and carry nonspecific functions (r = 0.18, p < 10 −9 ) , and that clusters that carry non-specific functions tend to be enriched with essential proteins (r = 0.1, p < 3 · 10 −8 ).
Evolutionary versus functional attributes of a protein cluster. Having defined measures for the evolution rate and age estimate of a protein cluster, we wished to study their relations to functional properties of the cluster. To this end, we computed the correlations between the cluster-level PCL and evolutionary age and the three functional attributes defined above (Suppl Methods). We observed significant correlations in all three cases: conserved clusters tend to be highly connected in a cluster-cluster interaction network, have less specific functions, and be enriched with essential proteins. The results are presented in SI Table 3 and are given either for the entire set of investigated species, or separately for the yeast and human networks which are the largest and most reliable networks in our data set.
Comparing these results to analogous trends with PGL (31) at the single-protein level provides further support to the cluster-level evolutionary properties: Krylov et al. observed that in yeast conserved genes were more likely to be essential and highly connected. (32) showed that ubiquitous COGs (with a high ratio of participating species) tend to include components of basic functions such as translation and transcription, supporting the correlation we identified between conservation and functional specificity.
An example for a highly conserved cluster, which is also highly connected to other clusters, is a yeast cluster that belongs to a heat response SOC (Figure 6b ). This SOC contains clusters from all the studied species except H. pylori. The yeast cluster is composed of a number of chaperone proteins that are members of the heat shock protein 70 (HSP70) family, as well as the heat shock protein HSP42. HSP70 proteins bind to newly translated proteins to assist in proper folding and prevent aggregation and misfolding (33) . Consequently, the corresponding cluster has an exceptionally high connectivity level (at the 2% top percentile of the clusters in the yeast network).
An example of the opposite extreme is the mating type cluster in yeast shown on figure 3b. This cluster was classified as yeast-specific (and, hence, of young age) by our framework. Indeed, its connectivity level was very low (at the 7% lowest percentile).
Supplementary Methods
Functional enrichment analyses. To annotate a given cluster we measure the functional enrichment of its protein set with respect to every GO (30) term using a hypergeometric score. This score is compared to 100 scores of random sets of the same size, resulting in an empirical p-value. We consider only those functional annotations whose empirical p-value is lower than 0.05.
The functional enrichment of a SOC is measured based on the functional annotations of the functionally enriched clusters it contains. Specifically, for each SOC, we measure the functional enrichment of its cluster set with respect to every GO term using a hypergeometric score. This score is compared to 100 scores obtained by randomly picking the same amount of functionally enriched clusters from the participating species. We consider a SOC as functionally enriched if the resulting empirical p-value is lower than 0.05.
The enrichment of clusters in essential proteins is computed using a hypergeometric score. This score estimates the probability to observe a similar proportion of essential proteins at random.
We consider a cluster to be enriched in essential proteins if the resulting p-value is lower than 0.05. Essentiality data were available for yeast and E.coli.
Computing correlations between variables. Table 1 in the main text and SI table 3 present Pearson correlation coefficients computed for the variables described at the previous sections. Notably, the median PGL and protein age values in Table 1 are computed only for clusters in which at least 50% of the proteins have PGL or age data available. Additionally, the connectivity and functional specificity measures presented in SI table 3 might be on a different scale for different species, mainly due to variation in the amount of available data. Thus, prior to calculating the correlations with these variables for several species at a time, we normalized them separately for each species, to have a zero mean and standard deviation of 1.
Estimating the false negative rate. For each protein we define an expected phyletic pattern based on the existence of a counterpart on the same HomoloGene cluster (34) . For prokaryotic proteins, where such data are not readily available, the expected phyletic pattern is determined by the existence of at least one sequence similar counterpart with a BLAST E-value< 10 −6 . We say that a cluster c α from species α has a potential ortholog in species β, if over 75% of the proteins in c α have, according to their expected phyletic pattern, an ortholog in β. We say that c α has a potential orthology miss in species β if it has a potential ortholog in β (i.e., most of its proteins have sequence-similar counterparts in β) but no ortholog was detected among the clusters of species β. The false negative rate is defined as the relative ratio of potential orthology misses divided by the total number of potential orthology relations. To test whether our estimate for the total number of potential cluster orthologies is valid, we used it to construct a phylogenetic tree. Here, we define the distance between two species α, and β as
where D α,β is the number of clusters in species α that have a potential ortholog in species β, and T α is the total number clusters in species α. We use the PHYLIP package (35) to derive a phylogenetic tree based on the resulting distance matrix (see section "Phylogenetic analysis").
The resulting tree, presented in SI Figure 7a , highly matches the known tree of life (36) .
To reduce the amount of false negatives, we devised the following filtering scheme: For every protein p we consider the set of species in which it should have an ortholog (according to its expected phyletic pattern). We then count the number of species in this set whose PPI network does not contain any protein with a similar sequence (E-value< 10 −6 ) to p. If there is more than one such species we say that the expected phyletic pattern of p is not supported by the current PPI information. Overall, 87% of the proteins had a supported phyletic pattern (SI Figure 8a) .
As a filtering criterion, we require at least 75% of the proteins in the clusters to have a supported phyletic pattern. 84% of the clusters passed this filter (SI Figure 8b,c) .
We also computed the false negative rate based on the manually curated protein complexes in SI Table 1 . We compare the phyletic patterns inferred by the SOC construction to the phyletic patterns expected from biological knowledge. The false negative rate is calculated as the percentage of events in which species that should contain an ortholog according to the biological knowledge are missing from the inferred phyletic pattern. We repeated this computation twice: (i) considering all the analyzed MIPS complexes, and (ii) focusing only on the MIPS complexes that passed the false negative filter. The resulting rates (38.4% and 32.3% with and without filtering, respectively) are in line with the estimations discussed in the Methods section.
Phylogenetic analysis. We compute a pairwise distance between the species based on their cooccurrence in SOCs. Specifically, given a pair of species (α, β), we compute:
where C α,β is the number of clusters from species α which are members of a SOC that contains a cluster from species β, and T α is the total number of clusters of species α. We then use the Kitch program (provided by the PHYLIP package (35)) to derive a phylogenetic tree based on the resulting distance matrix. The Kitsch program carries out the method of (37) for fitting trees to distance matrices while assuming that all tip species are contemporaneous and that there is an evolutionary clock. An additional phylogenetic tree was constructed based on the conservation of each protein interaction individually. We consider an interaction between two proteins a, b from species α to be conserved in species β if there is a pair of interacting proteins a ′ , b ′ in β that have similar sequences
(BLAST E-value< 10 −6 ) to a, and b respectively. We define the distance between species as the overall fraction of interactions that are conserved, restricted to proteins with at least one sequence similar (BLAST E-value< 10 −6 ) protein in the network of the other species. For a given pair of species (α, β), we compute:
where D α,β is the number of interactions from species a which are conserved in species β, and S α,β is the total number of interaction in species α in which both participating proteins have putative orthologs in the network of species β. The resulting phylogenetic trees shown in Figure 2e are the consensus over 250 bootstrap simulations.
To test the sensitivity of the results to the way interaction conservation is defined, we repeated the protein-based phylogenetic tree construction this time considering an interaction to be conserved if the interacting proteins in one species are orthologs of their counterparts in the other species. Orthologies were determined based on the HomoloGene database (34) (or best BLAST match, in case the data was not available). The resulting tree (SI Figure 7b) is also less accurate than the SOC based (Figure 2e ).
Gene duplication abundance computations. Following (38), we tested whether paralogous dimers are likely to have evolved from the duplication of a homodimer. We discovered this tendency to hold in our dataset, observing that a protein which interacts with its paralogs is more likely to have a homomeric interaction and vice versa (SI Table 2 ).
To test for over-representation of paralogous pairs in protein clusters we counted the number of clusters which contain at least two paralogs. We compared this number to a null distribution obtained by randomly choosing connected subnetworks from the respective PPI network. We found that paralogous pairs are over-represented in protein clusters in the two largest networks H. sapiens, S. cerevisiae, and, to a lesser extent E. coli. For example, we found that 82% of the clusters in the human network contain at least one pair of paralogs, which is more than expected by chance (SI Figure 9a) .
When considering only protein which are self interacting or have a self interacting paralog we obtained more significant results with over-representation of paralogous pairs in clusters in E. coli and D. melanogaster as well (SI Figure 9b) .
In the above analysis we considered a pair of proteins as paralogous if their BLAST E-value was lower than 10 −6 . We repeated the analysis with the more permissive definition for paralogy used in (38) which considers domain architectures as well as BLAST E-values and obtained qualitatively similar results (data not shown). 
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