The increasing spread of mobile nodes along with the technical advances in multi-hop MANETs (Mobile Ad hoc NETworks) make this kind of networks an important type of access network of next generation. The demand of multimedia services from these networks is expected to significantly grow in the next years. Multimedia services, though, require the provision of Quality of Service (QoS). Nevertheless, the highly dynamic nature of MANETs, the energy constraints, the lack on centralized infrastructure and the variable link capacity, makes the QoS provision over MANETs a matter that challenges attention. These features make self-configuration and system adaptation questions of major importance when developing a QoS-aware framework. To tackle this issue, we have designed a-MMDSR (adaptive-Multipath Multimedia Dynamic Source Routing), a multipath routing protocol able to self-configure dynamically depending on the state of the network. The approach includes cross-layer techniques especially designed to improve the end-to-end performance of video-streaming services over IEEE 802.11e Ad Hoc networks. Besides, a straightforward analytical model to estimate the path error probability is presented. This model is used by the routing scheme to estimate the lifetime of the paths. In this way, proper proactive decisions can be made before the paths get broken. The model simplicity is appropriate for low capacity wireless devices. Simulation results validate the proposal and show the improvement on standard DSR (Dynamic Source Routing) and on a previous static version.
Introduction
A Mobile Ad hoc NETwork (MANET) consists of a set of portable computational devices equipped with a wireless communication interface such that nodes are capable of communicating with each other. MANETs have neither fixed network infrastructure nor administrative support, thus nodes themselves must discover and maintain routes through the network. Since the transmission range of wireless network interfaces is limited, intermediate nodes may be needed, thus each node may operate as a terminal node or as a router to forward packets of other mobile nodes. Nodes are free to move arbitrarily and their batteries have limited capacities, which produce frequent changes in the network topology. Consequently, MANETs must adapt dynamically to be able to maintain on-going communications in spite of these changes [1] .
MANETs have attracted a lot of attention from the research community in the last decade and important technical advances have arisen as a consequence. They are envisioned as an important type of access network of next generation, from which multimedia services are surely going to be increasingly demanded by end users. MANETs may be used in a great variety of scenarios, such as universities, museums, emergency rescue or exploration missions, where videostreaming services are likely to be used. These services require the provision of QoS (Quality of Service), which still remains an open issue in MANETs. The special characteristics of MANETs, such as dynamic nature, energy constraints, lack of centralized infrastructure and variable link capacity, make the QoS provision over these networks a challenging objective. These issues make self-configuration and system adaptation features of major importance. In addition, since the QoS provided by a network does not depend on any single network layer but on the different technical specifications of the protocol stack, it is advisable to develop dynamic solutions based on cross-layer approaches able to coordinate the QoS-aware actions of all layers [2] .
Our research aims at developing a QoS-aware self-configured adaptive framework suitable to provide video-streaming services over Ad Hoc networks. The framework includes a service-aware multipath routing protocol able to selfconfigure dynamically depending on the state of the network. Our approach is named a-MMDSR (adaptive-Multipath Multimedia Dynamic Source Routing). It includes cross-layer techniques which improve the end-to-end performance of video-streaming services over IEEE 802.11e Ad Hoc networks. A straightforward analytical model to estimate the path error probability is presented, which is used by source nodes to estimate the lifetime of the available paths to their destinations. This will help source nodes to take proper routing decisions. Simulation results validate the proposal and show the improvement on standard DSR protocol as well as on a previous static version named static-MMDSR (s-MMDSR) [3] .
The rest of the paper is organized as follows. Section 2 introduces some related work. The framework is presented in section 3. In section 4 we describe the features of the proposed multipath routing protocol. In section 5, we present an analytical model to dynamically estimate the period of the iterative algorithm that refreshes the multipath scheme. The implementation of the approach in the framework is summarized in section 6. Simulation results are shown and analyzed in section 7, and the analytical model is validated in section 7.1. Finally, concluding remarks and future work are given in section 8.
Related research
Early MANET routing protocols, by the start of the nineties, focused on finding the shortest path from a source to its destination. Shortly afterwards, proposals considered routing metrics such as link quality, available bandwidth, and signal strength. The analysis on the characteristic of route lifetime in MANETs is quite limited. Some researchers have focused their efforts on developing proposals that try to extend the lifetime of the paths in MANETs. There are mainly two important factors that adversely affect the route lifetime and consequently the network lifetime: node mobility and battery capacity. In mobile ad hoc networks nodes may move away from their neighboring nodes, which causes frequent link failures that invalidate every route containing those links. In addition, battery is a scarce resource and nodes may suffer a lack of energy, so that the network may get disconnected as well. Besides, once a link is detected broken, an alternative route has to be discovered, incurring extra route discovery overhead and increasing delay as well. Thus, routing protocols that take into account residual path lifetime are of major interest.
For the present, we have focused our approach to calculate path lifetime regarding node mobility and leave battery capacity to be tackled in a future research. The reason is that the service under consideration, i.e. video-streaming over MANETs, is more likely to be constrained by node mobility than by battery capacity. To illustrate this, we can consider a group of tourists in the historical center of a city downloading related videos during the tour; they probably will recharge their cellulars at night in the hotel.
One of the first works, widely referenced, that addressed formally the issue of path lifetime regarding mobility is [4] , where McDonald and Znati developed a mobility model for ad hoc networks which they used to derive expressions for the probability of path availability as a function of time. In that paper, they used a Rayleigh distribution to represent the distance traversed by a node. Their approach seems to be very simple, with the exception of the possible drawback due to the infinite number of summands in the analytical expression. Alternatively, we are interested in developing closed form expressions easy to compute by the light nodes in MANETs. Obtaining a simple and easy to compute expression is essential, as nodes in MANETs have a limited battery power and therefore their computation capabilities are scarce as well. Even though the price to pay would be a certain loss in accuracy, simplicity is fundamental, as long as the level of precision remains reasonable. The authors in [5] proposed an analytical model for path duration in multi-hop wireless networks in a similar way than [4] . In this case, they used a lognormal function as the distribution of the link duration, which they proved to fit better than other distributions (e.g. exponential or Rayleigh) after carrying out several simulations. Nevertheless, again the drawback of infinite number of terms arises in the computation of the path duration.
In [6] , the authors deal with an empirical algorithm to estimate the residual path lifetime of the routes. It consists in a simple mechanism included in each node that collects link lifetime statistics from the beacon messages periodically broadcasted by the nodes. The link lifetime is estimated as the duration between the first and the last time a node hears its neighbor' beacon. Each node continuously collects link lifetime statistics in this fashion until a sufficient number of them has been collected to create a histogram. The simplicity of the methodology has the limitation of estimating the probability distribution function from actual statistics, which implies waiting to have enough samples before using them with certain reliability.
Nevertheless, to the best of our knowledge, there is no proposal that makes use of the service characteristics to improve the path lifetime of the network. In this paper, we propose a service-aware self-configured multipath-routing framework able to adapt to the inherent dynamics of a MANET. Our routing protocol not only has the ability to find long-living paths, but also it proactively starts to search alternative paths before the actual breakage of the current paths. We have developed a mathematical model to estimate the path error probability of the forwarding routes. The straightforward analysis results in a closed form and easy to compute mathematical expression suitable to be used by light mobile devices to foresee path error probabilities of the available paths. In addition, the multipath scheme is arranged taking the importance of the video-frames into account. Simulation results validate the analytical model to estimate the path lifetime and show the improvement of our proposal.
Underlying of the framework
Our framework uses the MAC (Medium Access Control) IEEE 802.11e [7] , which supports the provision of QoS by including some improvements to the MAC layer. It is suitable for delay and losses sensitive applications such as videostreaming or voice over wireless networks. Our framework has been designed specifically for video-streaming services over MANETs. To achieve this, we have taken the features of the video format into consideration to arrange the four Access Categories (AC) of the IEEE 802.11e MAC level. In this section we give the main details of the type of service to be provided and its integration with the MAC level.
Video codification
Video is distributed using RTP/RTCP (Real Time Protocol/Real Time Control Protocol) over UDP as transport protocols. One of the most used data types in video-streaming is MPEG-2 hierarchical scalable multi-layer encoded video [8] . Layered coding allows enhanced layers of several qualities to be transmitted, given that a minimum bandwidth is guaranteed to transmit a base layer. We use a layered MPEG-2 VBR coding of the video flow. MPEG-2 encoded video is formed by sets of frames, typically somewhere from 4-20 frames each, called GoP (Groups of Pictures). In a GoP there are three types of frames: I, P and B. A GoP follows frame-patterns like IBBPBBPBBPBBPBB. Notice that in a GoP there are one I frame, several P frames and rather more B frames. The size of I, P and B frames are about 4000, 800 and 400 bytes, respectively. I (Intra) frames encode spatial redundancy. They form the base layer and provide a basic video quality. They carry the most important video information for the decoding process at the receiving side. GoPs could be decoded even if just I frames were present. Besides, I frames are absolutely necessary to decode the video sequence. The entire GoP would be lost if the corresponding I frame was not available at decoding time. P (Predicted) and B (Bi-directional) frames provide enhancement layers. P and B frames carry differential information from preceding, or preceding and following, I or P frames respectively.
These video characteristics can be taken into account when planning a QoSaware scheme. For example, different priorities could be assigned to the video frames according to their importance within the video flow. This way, I frames should have the highest priority whereas B frames should have the lowest one.
IEEE 802.11e
The standard defines two different access mechanisms: the Enhanced Distributed Channel Access (EDCA) and the Hybrid Coordination Function Controlled Channel Access (HCCA). The proper access mechanism in MANETs is EDCA, since no centralized access point is needed. The main difference in IEEE 802.11e with respect to the former IEEE 802.11 standard is that there are four different Access Categories (AC), as depicted in Fig. 1 . Each packet from the higher layer arrives at the MAC layer with a specific priority value and it is mapped into an AC. Each AC has different parameters in the backoff entity, named Arbitration Inter-Frame Spacing
Basically, the smaller AIFS, CW min and CW max , the shorter the channel access delay, and hence the more capacity share for a given traffic. However, the probability of collisions may go up when operating with smaller CW min . In addition, there is another parameter, the Transmission Opportunity (TXOP[AC]) defined as an interval of time when a station has the right to initiate transmissions. Finally, each AC has a different Retry Limit[AC] value, so that packets are discarded in case the number of retransmissions exceeds that value. These parameters can be used to differentiate the channel access among different priority traffics.
We have defined the mapping of the different packets into each one of the four Access Categories of the IEEE 802.11e MAC as follows:
• AC0: high priority packets (signaling + I frames)
• AC1: medium priority packets (P frames)
• AC2: normal priority packets (B frames)
• AC3: low priority packets (best effort) 
Multipath Multimedia Dynamic Source Routing (MMDSR)
In this section we describe the basic elements of our proposal. We have started from standard DSR [9] as the routing engine to find available paths, since it is suitable to be easily extended for multipath operation. The customer requirements are established by means of a Service Level Agreement (SLA). Such SLA specifies network QoS parameters and their values to provide the committed image quality. The QoS parameters considered are: minimum expected bandwidth (BW min ), maximum percentage of data losses (L max ), maximum delay (D max ) and maximum delay jitter (J max ):
Notice that in this kind of infrastructureless networks, there is no central unit to enforce SLAs. Instead, we refer to a very simple SLA management, which consists in a simple CAC (Connection Admission Control) to fulfill the user requirements in terms of bandwidth, losses, delay and delay jitter. As it will be seen in section 4.4, this CAC is performed each time new paths are selected to arrange the multipath routing scheme that forwards packets from source to destination. MMDSR has been designed to support multiple video sources. All the decisions (e.g. path selection) and operations (e.g. tuning of configuration parameters) are managed from the source and they depend on the state of the network, so that the framework operation is adaptive to the environment. Let us comment the well-known potential benefits of multipath routing in MANETs, i.e. multiple paths can offer load balancing, better fault-tolerance, and higher aggregate bandwidth, provided that there is a proper algorithm to manage the system seeking an optimal performance.
Multipath scheme
We proved in a previous work [3] that it is not worthwhile to arrange more than three paths simultaneously in a multipath scheme, due to excessive overhead increase and small improvement. Similar works arrived to same conclusion, e.g. [10] . As Fig. 2 depicts, the most important frames of the coded video flows (I frames) are sent through the best available path. P frames are sent through the second best path and B frames through the third. If only two paths were available, I frames would be sent through the best one, and P and B frames through the other one. In case of a unique available path, every frame would be sent together. Let us remark that this distribution of frames over a 3-path scheme contributes to improve the performance of the perceived video quality as simulation results will show.
MMDSR Operation
Prior to the start of a video transmission, a Probe Message (PM) packet is sent from source to destination through each one of the D paths discovered by the DSR routing engine. At destination, a time-out is triggered upon the arrival of the first PM packet. Possible PM packets received after expiration are not considered, since they arrived from a path that produces too much delay for the service. After time-out expiration, the destination node generates a Probe Message Reply (PMR) packet that contains a set of sampled values of the QoS parameters collected from all the PM packets that arrived in time. The PMR message is sent back to the source through each one of the paths through which a PM arrived, as it is shown in Fig. 3 . This information will be analyzed at the source, where a score is assigned to each one of the paths. Then, paths are classified accordingly. After that, the source selects as many paths as needed by the multipath scheme. The QoS parameters computed for each one of the available paths are collected in a vector, named path-state:
where i is the number of iteration of the algorithm and k refers to each one of the K selected paths (with K ≤ D) to compose the multipath scheme. These parameters are the available bandwidth (BW This process is repeated over time with a certain period (named T routing ) to refresh the paths. At the beginning of each iteration i of the algorithm the source sends a PM packet through each one of the D discovered paths. In this way, our proposal copes with the dynamic nature of MANETs which may produce frequent link breakages and topology variations through time as a consequence. In a previous static version of our protocol, s-MMDSR (static-MMDSR) [3] , this routing period was fixed to 10 sec., as it was shown to be a proper value from numerous simulations performed for typical scenarios. In the current updated version, a-MMDSR (adaptive-MMDSR), the routing period changes dynamically depending on the path error probabilities (PEPs) of the forwarding routes. Section 5 presents our analytical model to estimate the PEP to assist the multipath routing algorithm with the selection of proper routing periods through time. Simulation results show how this new feature of selfconfiguring outperforms both plain DSR and the previous static version of the framework.
Computation of QoS parameters
In this section we briefly describe the QoS parameters used to evaluate the quality of the available paths from source to destination. The source uses feedback information to sort the paths regarding their quality and then chooses the best ones to arrange the multipath routing scheme. In this paper we give just the basics of the calculation. The detailed mathematical development was carried out in a previous work [11] . It can also be found in [12] . Basically, the mathematical expressions in [11] consist in a set of inequalities that compare each metric value to certain qualifying thresholds, derived from many representative simulations, and assign qualifications to the path accordingly.
Reliability Metric, RM i k
Periodic Hello Messages (HM) are interchanged once a second between neighboring nodes to continuously sense the area. We use them to monitor the perceived signal strength. Once a HM is received, the node computes the SINR (Signal-to-Interference plus Noise Ratio) regarding the received packet and attaches this value to a Hello Message Reply (HMR), which is sent back to the source of that HM packet.
We compute the Reliability Metric (RM) as a performance measure of the whole signal quality of a path k for each i iteration of the algorithm. We assign an averaged qualification to each path k computed from the individual SINR values of the links that compose that path. Basically, the higher the SINRs of the links, the higher the RM qualification of the path. For further details we refer the reader to equations (3) to (5) in [11] , where straightforward mathematical expressions to compute the RM are presented. Besides, RM qualifications depend on a variable named N State that changes throughout time and tracks the state of the network during the previous iteration of the algorithm. That is, the RM for path k during iteration i, i.e. RM i k , depends on N State i−1 . This way, the framework adapts dynamically to the network variations in such a way that the resolution to mark paths adapts to be able to distinguish paths properly, either under good or bad network performances. Equation (3) shows the calculation of N State i just averaging all the qualifications in the multipath scheme for the metrics (i.e. bandwidth, losses, delay, jitter, hopcount, RM, MM) obtained from the feedback information carried in the current Probe Message Reply (PMR) packet. The rest of the metrics are defined in the following sections. The weighting values for each parameter, which have to add the unit, will have a higher or lower value depending on the relevance we want to give to each parameter.
We use a simple way to infer the degree of relative mobility among nodes without adding overhead. Each node X, which belongs to one of the available paths from source to destination, detects the received signal power RSP Y →X from its neighbors Y from successive periodic Hello Messages. Hence, node X computes the relative mobility metric regarding each node Y during iteration i, i.e. (4), simply from the current and the precedent values of the received signal power. In eq. (4) the mathematical expectation E[.] is estimated using the statistical mean of the observed data.
A low value of M i X indicates that node X is relatively less mobile with respect to its neighboring nodes, whereas a high value means that X is highly mobile with respect to its neighbors. A path whose nodes have a lower aggregate relative mobility will be preferred instead of other paths whose nodes have a higher mobility. Then, next time a Probe Message arrives at node j within path k, the node will append the current value of its mobility metric qualification, M M i k,j , computed as a simple function of (4), which is described in eq. (7) of [11] . Basically, the higher the relative mobility of a node with respect to its neighbors, the lower the assigned mobility metric M M i k of path k during iteration i. Again, this function depends on the state of the network during the previous iteration, i.e. N State i−1 , to track the dynamism of the network.
Hop Metric, HM i k
We obtain a measure of the metric of the length of the available paths. It is computed from the number of hops of the longest available path (h i max ), and the number of hops of the shortest available path (h i min ) in the current algorithm iteration i. Qualifications regarding the lengths of the paths are assigned so that shorter paths get higher scores. In general, shorter paths are preferred, as fewer losses will take place due to the contention for the medium produced in every hop. See eq. (9) in [11] for the details of the mathematical assignation. As soon as the PMR packet arrives at the source node, this node gets the values for losses, delay and delay jitter which have been sampled in each path k in the current iteration i. Afterwards, qualifications are assigned in such a way that paths with lower losses, delay and jitter get higher marks for the respective metric. The assignation is fully described in eq. (10) of [11] . Also, those marks depend on N State i−1 as in the previous metrics.
Losses LM

End-to-end Bandwidth Metric, BW M i k
The PM packet also collects BW i k , which is the end-to-end available bandwidth for each one of the k paths. It corresponds to the bandwidth of the bottleneck link (i.e. the link with lower bandwidth) within the path. BW M i k qualifications are applied to each path so that paths with higher available bandwidth get higher scores (eq. (11) in [11] ). In the computation of BW M i k there is also a dynamic function that reflects the changes in the network state, which (3) tracks.
Path classification
Once the available paths whose qualities collected in eq. (2) fulfill the user's requirements set in eq. (1) have been selected, the algorithm arranges them sequentially according to the next list of qualifying parameters.
After carrying out a considerable number of simulations in order to decide the most important metrics for the service under evaluation, we have chosen RM and MM as the most important parameters to classify paths, because most reliable and stable paths are preferred to distribute video-streaming services over MANETs, which are inherently so dynamic. In case of draw, the hopcount is the next metric to classify paths since each additional link in a path may increment the chance of collision, so shorter paths are preferred. Delay, jitter delay and losses are lesser determinant metrics for this kind of service over this type of networks, although they are taken into account as well. Delay is the least determinant metric since receiver nodes have a buffer to store video frames waiting to be decoded, so a certain delay can be assumed. Let us remark that the algorithm selects only available paths which already accomplish the user requirements. After ordering the available paths, the source selects the required number of paths to arrange the multipath routing scheme.
Path Error Probability model
In this section we derive an analytical model to calculate the Path Error Probability (PEP) of each forwarding path in the multipath routing scheme. To achieve this, we first model the movement of the nodes in a MANET and then compute the Link Error Probability (LEP).
A path is composed by a series of links or hops. Our goal is to find a straightforward expression to analytically estimate the PEP so that source nodes, which are light mobile devices, can use this approach to foresee the path error probabilities of a set of available paths and make proper routing decisions in selecting the best path (or set of paths) to route packets. In addition, source nodes can use this model to switch to a new path (or set of paths) in the proper moment before an actual link breakage takes place in the current set of paths. This means to decide the proper routing period (T routing ) of the algorithm according to the evolution of the path error rates. This value will be estimated in the setting moment of the multipath scheme, so that this feature is a proactive action to refresh the multipath routing scheme. The multipath scheme is updated when there is a high probability of path breakage. This computation will be done in such a way that the higher the path error probability, the lower the routing period. This way, under high mobility situations new paths are searched sooner as the topology varies frequently. On the other hand, lower overhead will be produced under stable and favorable situations since paths will be refreshed by new ones later. This new proposal leads to improve the global performance by means of a decrease of the packet losses, an increase of the perceived video quality and a reduction of the routing overhead.
Mobility model in a MANET
For the sake of simplicity, some assumptions must be done to obtain an analitical model. We consider that the movement area is a two-dimensional square area of W meters per side, as depicted in Fig. 4 (a) . We assume that nodes move based on a Random Waypoint Mobility Model (RWMM) through a homogeneous environment, i.e. all the nodes use the same set of mobility parameters. We summarize the basics of RWMM as follows. The movement of a node is modeled by a sequence of intervals (also named epochs) of random length which are i. Fig. 4 (b) . Notice that 1/λ i = t i = l i /υ i .
At the end of each interval the node stops during t pause sec. Afterwards, the node starts another interval with other values of speed and direction. We consider t pause uniformly distributed within [0, t pausemax ]. We have considered pause-time random models in our analytical model given that the speed of the nodes can follow any distribution. We just require to characterize this distribution by means of an average and a standard deviation. It is worth noting that in a general MANET there will be many different nodes with different mobility characteristics. However, we need to make some general assumptions to carry out a simple analytical approach to easily estimate the proper T routing , despite a certain loss of accuracy.
Speeds are randomly distributed within an interval [v min , v max ] according to a probability distribution which we assume to be Gaussian. Thus, the mobility profile of a node which moves according to a RWMM can be specified with three parameters (λ, µ v , σ v ), being µ v and σ v the average and the standard deviation of the speeds of the nodes respectively. Next we obtain the probability distribution function and the cumulative distribution function of the distance moved by a node, to finally obtain LEP and PEP expressions. 
Probability distribution function of the distance between two nodes
The probability distribution function (pdf ) of the distance r between two nodes, pdf 2n (r), can be calculated using equation (5) . Let us highlight that r is a twodimensional distance defined in the network area (see Fig. 4 ). The complete analytical derivation of this expression can be found in [13, 14] , where the probability distribution of the distances between two randomly positioned mobile nodes that follow a random waypoint model in a wireless network over a rectangular area is carried out. In both works, they derive the expression applying straightforward geometrical and probabilistic analysis. Section 5.5 uses this pdf to compute the PEP.
Cumulative distribution function of the distance
The magnitude of the epoch length in a RWMM can be approximated by a normal distribution, as it was shown in [5] . Thus, to compute the cumulative distribution function (CDF ) of the distance r moved by a node we just need the average µ and standard deviation σ of the simple Gaussian distribution. To obtain µ and σ, we have used the fact that in a normal distribution the 99% of the values are included in the interval [µ − 2, 5758 · σ, µ + 2, 5758 · σ]. We have equalled this interval to the interval [0, R] of possible distances moved by the node within the cell boundary of transmission range R, obtaining µ = R/2 and σ = R/(2 · 2, 5758). Hence, we propose to approach the CDF of the distance r moved by a node by equation (6). 
In spite of its apparent simplicity, the drawback of the erf function is its infinite number of terms. Thereby, we look for similar functions easier to cope with, seeking for a closed form expression of the CDF of the distance moved by a node. We use a simple distribution function to approach equation (6) . Simulation results will show its worthiness after evaluating the trade-off between accuracy and simplicity. Fig. 5 depicts equation (6) (CDF Gaussian (r), line of circles) and its linear approximation (linear approx(r), line of triangles) expressed in equation (7) .
Estimation of Link Error Probability (LEP)
The Link Error Probability (LEP) can be computed using expression (9) , where d stands for the random variable of the distance moved by a node; p(d ≤ r) is the cumulative distribution function of the distance moved by the node, which has been estimated with (7) . The analysis to obtain (8) was carried out in [15] . Let us consider two nodes which form a link. In (8), pdf r (r) is the probability distribution function of the distance node B must move to reach the boundary of the cell defined by the reference node A, whose transmission range is R. According to the RWMM, node B is initially located anywhere within the cell of A with equal probability, and it moves in a random uniform direction over (0, 2π).The probability of link breakage is thus p(d > r), being d the distance moved by node B and r the distance from that node to the cell boundary of A. We obtain a measure of the LEP by integrating the product of p(d > r) with the pdf of the distance to the cell boundary (i.e. pdf r (r)), over all possible distances between the two nodes. An equivalent procedure is followed in [4] . It is worth remarking that our CDF d (r) is a simple and closed form expression which produces a simple expression to estimate the LEP.
The resolution of this integral yields to this approach for the Link Error Probability: Figure 6 draws the evolution of equation (10) in the circle-shaped line. This function clearly has an exponential behavior. Thus, for the sake of simplicity we can approximate LEP(r, R) by this even simpler expression (triangle-shaped line in Fig. 6 ), being the average relative error of 9,5%:
Alternatively, we can express LEP as a function of the transmission range r, the average speed of the nodes µ and the time t.
All in all, this seems to be a proper analytic model to be computed by the light mobile nodes in a MANET, due to a good trade-off between simplicity and accuracy. The expression of the Link Error Probability (LEP) will allow us to easily estimate the Path Error Probability (PEP).
Estimation of Path Error Probability (PEP)
Once an approach for the LEP has been obtained, we can easily extend it to characterize the probability that an existing path breaks, i.e. the Path Error Probability (PEP). We relate PEP to individual LEPs according to the assumptions of same LEP for all the links in the path and independent link failures. We average each possible PEP value for a path with a given number of hops, weighted by the probability of having that number of hops in the path. We consider all the possible number of links (hops) that a path can have. In (13), the LEP is estimated using equation (12) .
In equation (13), H is the maximum number of hops in a path in the squared area of the network (see Fig. 4 a) ). H is expressed in (14) , where N is the number of nodes, W is the size of the squared network and R is the transmission range of the nodes. In this case, the maximum number of hops would be achieved when nodes were arranged in the hypotenuse of the square area, so the number of hops would be √ 2·W/R. However, obviously the maximum number of hops can not exceed N -1 hops. In this expression, we assume there are enough nodes in the network so that the shortest forwarding path between source and destination is the Euclidian distance. This hypothesis leads to this simple relation for the maximum number of hops in any path:
The probability that there are exactly i hops between two nodes, p(i hops), can be computed with equation (15) , where pdf 2n (r) is the probability distribution function of the distance between two nodes which was expressed in equation (5) . To calculate equation (15) it can be seen that it is necessary to compute two indefinite integrals which are solved in equations (16) and (17) .
Finally, using equations (14) and (15) in equation (13), we obtain an expression to estimate the Path Error Probability (PEP).
To sum up, once we have set the number of nodes in the network (N ), the dimension of the squared network (W ), the transmission range of the nodes (R) and the average speed of the nodes (µ), equation (13) gives an estimation of the PEP over time. This expression allows source nodes to estimate the proper period of time, T routing , in which the routing algorithm should look for an alternative forwarding path. This would happen when the PEP of the current path being used is higher than a given threshold, which we name P threshold . This way, the routing protocol uses equation (18) to compute the T routing for every new path established to forward data from source to destination. Once this timeout triggers, the routing protocol will start looking for an alternative path. Let us highlight the proactive feature of our proposal, since paths are refreshed when they are near failure but prior to actual breakage. This will definitively improve the service performance. Notice that without including this proactive proposal, paths would be replaced by others only after breakages, which are frequent in MANETs, producing unpleasant damages in the service performance. Section 7.1 refers to the accuracy of this model compared to simulation results.
Equation (18) is a nonlinear equation which can easily be solved e.g. applying the simple bisection method [16] , which iteratively finds the solution. In all our cases there have just been necessary up to 6 iterations for a relative error of 0.5 sec., which is accurate enough to obtain the proper moment T routing to start finding a new forwarding route. Notice that T routing depends on the same parameters as PEP, i.e. the number of nodes (N ), the network size (W ), the transmission range (R), the nodes speed (µ) and the time (t). That is, T routing (N, W, R, µ, t).
Notice that our PEP approach adapts to the network features since it depends on the scenario settings (N, W, R, µ). In real life these values should be estimated by the source nodes, although more exactly we could define a set of usual values for typical scenarios, e.g. (20 nodes, 200 m, 50 m, 0-1 m/s) in a museum, (50 nodes, 500 m, 120 m, 1-2 m/s) in a campus or (100 nodes, 1000 m, 120 m, 5-10 m/s) in a city. Once we have developed an approach to estimate the PEP, we are ready to use it to assist the routing protocol in finding the proper moment to switch to an alternative path. This happens when PEP exceeds a given threshold. These moments will determine the working period of the routing algorithm. To illustrate the approach, we analyze in the appendix a numerical example to compute the routing period to refresh paths.
a-MMDSR with the PEP estimation
Let us summarize how the framework will apply the analytical model to estimate the PEP and how source nodes are going to use the proposal to manage their multipath routing schemes. After reception of a Probe Message Reply (PMR), the source proceeds to compute a measure of the path error probabilities of each one of the k th available paths, named P EP (k). After this, each P EP (k) is compared to the established P threshold , so that only paths with lower values of their PEP are valid to be used by the a-MMDSR routing algorithm to establish a multipath routing scheme.
The multipath routing scheme in a-MMDSR arranges a set of paths to forward the I, P and B frames of the video flow according to their qualities, so that the most important frames are sent through the best path. Each new k th path has associated a life time period T routing (k), which is computed from our analytical approach of the Path Error Probability (PEP). Basically, T routing (k) is the time in which the PEP of path k exceeds the given threshold, P threshold . A unipath routing scheme would decide to switch the current forwarding path to an alternative path after T routing sec.
Nevertheless, we still have to decide the proper T routing for a multipath routing scheme, since it is composed by a set of paths k each one with its own PEP(k) and therefore with its own T routing (k). Each k th path has associated a T routing (k) moment computed by the source node in its establishment moment. Therefore, we have to determine a single T routing among a set of T routing (k) values. Among several options, we have chosen a conservative option setting T routing to the T routing (k) value of the k th path which carries the most important video frames (i.e. I frames). This way, the set of paths are refreshed once the best path exceeds the P threshold . Other alternatives to compute T routing would be for instance to average all the T routing (k) values or to set the T routing (k) to the minimum T path lif e (k). This latter option would produce a larger overhead, since paths would be refreshed sooner. Our option seeks to use the best path longer although some worse paths may have broken down. This option has shown a good trade-off between performance and routing overhead. It gives enough time to the routing scheme to request and find alternative paths before the current ones actually break. Notice that adding this feature, T routing depends on the quality of the path that carries I frames, which makes the proposal be service-aware.
Simulation results
We have included the proposal in our framework implemented with the open source network simulator ns-2 (v2.27) [17] Section 7.1 validates the proposal with simulation results, whereas section 7.3 carries out a performance evaluation of the proposal.
Validation of the analytical model
In this section we validate the analytical tool we have developed to estimate the PEP. To achieve this, we compare analytical to simulation results. We consider the controlled scenario depicted in Fig. 7 , where five nodes are moving away from each other at a certain speed v i , where
Several average speeds of the nodes have been considered from 1 to 5 m/s. This represents a worst case in which nodes of a path move away from each other, so the probabilities of having a link broken over time are higher as time goes by. Fig. 8 shows the evolution of the PEP throughout time. In this case the network parameters are: N =5 nodes, W =500m, R=120m. As expected, the higher the speed of the nodes, the sooner the path would reach a higher probability of breakage. The maximum value of PEP after which the source node should find an alternative path is set to 60%, i.e. P threshold = 0.6. As it has been done in the numerical example, we derive the T routing moment from equation (18) just setting t=T routing when PEP equals P threshold . Figure 8 : PEP, analysis vs. simulation (R=120m, W =500m, H =4 hops). Table 1 shows T routing values for several average speeds of the nodes. Fig. 8 shows a good accordance between analytical (solid lines) and simulation (dotted lines) results. We can see that our model is slightly pessimistic, since it offers a higher PEP than the values obtained from the simulations. It means that the analysis produces an earlier T routing compared to simulation results, as Table 1 shows. This behavior is suitable, since a more conservative scheme will protect further the performance of the service. Finally, we have carried out a set of simulations in a general MANET scenario whose simulation settings are depicted in Table 3 , except here the number of nodes N and the transmision range R vary. Table 2 shows T routing values for different speeds of the nodes. In the first two columns N =100 nodes, R=75m; for the two next columns N =100 nodes, R=150m; and N =200 nodes, R=75m in the last two columns. Again, the analysis produces an earlier T routing compared to simulation results, which protects further the performance. We can observe how routes last longer for a higher transmission range R, since links remain longer. Also, increasing N makes T routing slightly rise, since nodes are closer. 
Performance evaluation
In this section we carry out a performance evaluation of our proposal a-MMDSR compared to the static version s-MMDSR [3] and to plain DSR [9] . Simulation settings are shown in Table 3 . Results from other scenarios can be consulted at [12] . A 300 sec. sequence of an MPEG-2 VBR codification of the movie Blade Runner is sent over a 500x500 m 2 MANET composed of 50 mobile nodes with a 120 m transmission range. Nodes move at speeds in the range 1m/s to 5m/s. We have chosen a typical campus scenario where several tens of users equipped with wireless devices wander around the campus, basically on foot or bicycle. We have taken the sizes of our campus (Campus Nord of UPC, Barcelona, Spain) to give an example.
The MAC IEEE 802.11e access parameters used in the simulation are shown in Table 4 . TXOP equal to 0 indicates that only one packet is transmitted per interval. I frames are sent through the highest priority AC[0], P frames through AC [1] , B frames through AC [2] and interfering traffic uses the lowest priority AC [3] .
To obtain reliable results, we have generated 10 different RWMM scenarios for each one of the speeds. These scenarios have been generated with the Bonnmotion tool [18] . We have run simulations 3600 sec. longer than required, then we have eliminated the first 3600 sec. in order to minimize the impact of the initial transient of the mobility pattern. One transmission of video is present at each simulation between two nodes, and the frame losses of this video are measured. An interfering CBR traffic of 3 Mbps is present between source and destination, in order to simulate a congested network. Fig. 9 shows the total percentage of packet losses for each one of the routing protocols under evaluation, i.e. DSR, s-MMDSR and a-MMDSR. Confidence intervals of 80% are shown, obtained after carrying 10 simulations per value. It can be seen that both a-MMDSR and s-MMDSR protocols outperform the standard DSR protocol, thanks to their capability to adapt to the environment. The benefits are mainly due to the fact that they use multipath techniques along with a cross-layer algorithm which collects feedback information of the network state. Sources use this feedback information to arrange data through the most proper paths depending on the importance of the video frames within the video flow. Furthermore, a-MMDSR shows a better performance than the static version s-MMDSR because it is able to adjust its configuration parameters dynamically depending on the network state, thus the routing overhead decreases and the resources are more efficiently used. In Fig. 10 , I-P-B frame losses are shown for the new dynamic framework a-MMDSR compared to the previous static s-MMDSR and to plain DSR. As we can see, the most important frames, i.e. I frames, are protected in both s-MMDSR and a-MMDSR, as they are sending I frames through the best available path using high priority access category (i.e. AC[0]). I frame losses with s-MMDSR (triangle-shaped dashed line at the bottom) are very small, except for high speeds (5 m/s) reaching 10%. I frame losses with a-MMDSR (triangleshaped solid line at the bottom) are even smaller, showing the same behavior. P frame losses are represented in the second pair of lines from the bottom (circleshaped dashed line for s-MMDSR and circle-shaped solid line for a-MMDSR). The third pair of lines from the bottom correspond to B frame losses (squared dashed line for s-MMDSR and squared solid line for a-MMDSR). We can see how s-MMDSR and a-MMDSR treat frames with different priorities according to their importance within the video sequence. Frame losses with a-MMDSR are slightly lower than with s-MMDSR, thus the dynamic scheme improves further the system performance. On the contrary, DSR produces almost the same percentage of losses for the three type of video frames, represented in the three dotted lines at the top of the figure. The reason for this is that DSR does not differentiate video frames according to their importance. Fig. 11 shows how the percentage of frame losses evolve through time for each one of the protocols in a simulation 300 sec. long. We can observe how both a-MMDSR and s-MMDSR protocols protect important frames (i.e. I frames, whose losses are almost null). In addition, slightly lower losses are achieved with a-MMDSR than with s-MMDSR. At the end of the simulation both a-MMDSR and s-MMDSR protocols offer 1-2% cumulative losses for I frames, around 15% losses for P frames and around 25% cumulative losses for B frames. On the other hand, DSR produces cumulative losses above 35% to whatever kind of frame. Figure 12 shows the profit of our proposal compared to plain DSR in terms of the PSNR (Peak Signal to Noise Ratio), which is an objective measurement Figure 11 : Percentage of I, P, B frame losses over time.
of the video quality experienced by the users. Five simulations have been carried out and confidence intervals of 99% are shown. In order to evaluate the importance of this improvement, let us highlight some numbers about the relation between the PSNR and the users' Mean Opinion Score (MOS), which provides a subjective evaluation of the video quality experienced by the users. According to ITU-T recommendation P.801 [19] , the MOS evaluation can be Excellent (PSNR above 30dB), Good (PSNR about 29dB), Fair (PSNR about 28dB), Poor (PSNR about 26dB) or Bad (PSNR below 25dB). This relationship between MOS and PSNR can be found in the specific video literature, e.g. [20] , which are based on user polls. Hence, according to Fig. 12 the service performance with DSR would be Bad whereas with a-MMDSR would be Excellent.
In Fig. 13 we can see the evolution of the routing period in a-MMDSR for a simulation 900 sec. long. We can see that the fixed routing period of s-MMDSR (triangle-shaped line) is set to T = 10 sec. This means that s-MMDSR refreshes the routes every 10 secs, independently of the fact of being the paths still useful or not. Let us recall that with our proposal T routing adapts dynamically depending on the network scenario settings and on the time, i.e. T routing (N, W, R, µ, t). This feature avoids deciding a proper T routing moment and lets the framework compute it instead. We can see that 81% of the time T routing > T for a-MMDSR (circle-shaped line), so paths are refreshed later than with s-MMDSR. This feature produces a decrement in the overall signaling overhead, as the scheme looks for new routes less often while the current ones are still reliable. The traffic due to overhead is lower in a-MMDSR than in s-MMDSR, thanks to the dynamic routing period and adaptive configuration. In average, there is a reduction of 20% of the signaling overhead in a-MMDSR compared to s-MMDSR, as Table 5 shows. This fact produces a better use of the resources, which are so scarce in MANETs. The overhead traffic in MMDSR includes standard DSR control packets and MMDSR monitorization packets. Although in both MMDSR cases the overhead is higher compared to standard DSR, it is worthwhile to include the multipath QoS-aware routing scheme since the performance is better, as it has been shown in this section. 
Performance under other mobility models
We have carried out the validation of our proposal and a performance evaluation under Random Waypoint (RW) mobility model. Now, we will see the operation under more realistic patterns, such as RPGM (Reference Point Group Mobility) and MG (Manhattan Grid), which can be briefly described as follows.
• Reference Point Group Mobility (RPGM): Each group has a logical centre (group leader) that determines the group's motion behavior. E.g.: Group of tourists following a leader in downtown, or rescue crews that work cooperatively during disaster relief.
• Manhattan Grid (MG): It emulates the movement pattern of mobile nodes on streets. It can be useful in modeling movement in an urban area. The scenario is composed of a number of horizontal and vertical streets.
• Random Waypoint (RW): The Random Waypoint model is simple and the most commonly used mobility model in research community. At every instant, a node randomly chooses a destination and moves towards it with a velocity chosen randomly. E.g.: People wander around a campus, airport, museum or exhibition.
We have designed a new set of simulations under RW, MG and RPGM, to compare the operation of a-MMDSR with DSR in terms of packet losses. Two scenarios have been considered, a big scenario under RW or MG, and a small scenario under RW or RPGM. The simulation settings are the ones in Table 3 , except for these values: N =100 nodes, W =500m, R=120m (big scenario) and N =20 nodes, W =250m, R=50m (small scenario).
Figs. 14 and 15 show the percentage of packet losses for DSR compared to a-MMDSR for each mobility model. In general, a-MMDSR outperforms DSR in both scenarios for the three mobility models. Also, it has been observed that DSR and a-MMDSR achieve fewer losses with RPGM compared to RW. This is because with similar relative speed between RW and RPGM, high degree of spatial dependence for RPGM means higher link duration and correspondingly higher path duration, which results in lower losses. In addition, MG presents more restricted movement of the nodes in the network compared to RW, which leads to slightly fewer broken links and subsequently lower losses. For the RW and MG mobility models in the big scenario, the packet losses of a-MMDSR compared to DSR plunges in average about 32% and 42%, respectively. For the RW and RPGM mobility models in the small scenario, the packet losses of a-MMDSR compared to DSR drops in average about 17% and 42%, respectively. 
Conclusions and future work
In this article we have presented a QoS-aware self-configured adaptive framework to provide video-streaming services over MANETs (Mobile Ad Hoc NETworks). The proposal is named a-MMDSR (adaptive-Multipath Multimedia Dynamic Source Routing).
The main advantages of our approach arise from the fact that the framework is able to self-configure according to the dynamics of the environment. The routing algorithm periodically updates a set of paths, classifies them according to a set of metrics and arranges a multipath forwarding scheme. The benefits have been fulfilled by making parameters involved in the classification of the paths vary as a function of the network state, which is highly dynamic in MANET scenarios. Moreover, we have developed an analytical model to compute the path error probabilities, so that source nodes can proactively estimate the proper routing period in the set up moment of the multipath routing scheme. This way, the source knows the proper moment to refresh the multipath scheme before an actual breakage takes place in the path carrying the most important video frames. The proposal works in a different way under highly dynamic states than under more static situations, seeking to decrease the probability of having broken links and to improve the service performance, while using lower signaling overhead. Simulation results have shown that the proposal outperforms both the static version (s-MMDSR) and the plain DSR (Dynamic Source Routing).
Following with the design of a self-configured framework, we are currently developing a cross-layer algorithm based on reinforcement learning [21] techniques to make the network self-adjust its configuration parameters throughout time. The adaptation is based on the service experience of the user, and the system self-adapts seeking to provide the best performance. As future lines for this work, it would be interesting to implement all the system in a real testbed in order to have a closer idea of the system performance in a real scenario. Furthermore, it would also be useful to evaluate the effect of having heterogeneous networks. In this way, we would be able to evaluate our self-configuring framework in a real testbed when mobile nodes require a video-streaming service from the wired infrastructure.
Appendix. A numerical example
This appendix illustrates the approach by analyzing a particular case of study to evaluate the probability that a path breaks computed with formula (13) . Let us consider these values for a specific network scenario: N =50 nodes, W =500m per side of squared area, R=120m of transmission range, speed deviation of the nodes σ = 0. The average speed of the nodes µ is a parameter that varies from 1m/s to 10m/s. In the following, we calculate all the parameters involved in equation (13) .
We need to compute the maximum number of hops in a path from equation (14) , which is H=5 hops in this example:
Next, we estimate the Link Error Probability (LEP) through time using equation (12) .
LEP (R, µ, t) 1 − e Finally, we complete expression (13) to estimate the probability that an existing path breaks, i.e. the PEP. Substituting (20) in equation (13) Figure 16 depicts the evolution of the path error probability over time which is expressed in eq. (22), for different average speeds of the nodes, from µ=2m/s (7.2Km/h) to µ=10m/s (36Km/h). As expected, the higher the speed of the nodes, the sooner the path would reach a higher probability of getting broken.
Next, we derive the proper period time of the routing algorithm (T routing ) using equation (18) . For instance, if we set a maximum PEP of 60%, i.e. P threshold = 0.6, according to equation (22) the source node should start looking for an alternative path for the routing mechanism before T routing ≈ 11 sec. for µ = 4 m/s. This is pointed out in Fig. 16 with arrows. This way, our analytical model provides a tool with which a source node decides the optimum period of the routing algorithm to find an alternative path once the PEP of the current one exceeds a threshold.
Notice that T routing depends on the networks features and on the time, i.e. T routing (N, W, R, µ, t). Therefore, our routing scheme works dynamically through time and adaptively to the network characteristics. In addition, integrals (16) and (17) are needed. However, since the expression to estimate PEP, i.e. eq. (21), depends only on the scenario settings (i.e. N, W, R, µ) the final close and simple resulting expression can be computed at the beginning of the service. This way, T routing just depends on t.
We obtain T routing analytically from equation (22) just deriving t = T routing when PEP equals P EP threshold . To solve the nonlinear equation (23), we apply numerical analysis such as the simple bisection method [16] . We have derived T routing for several speeds of the nodes and they are shown in Table 6 . These moments are graphically depicted in Fig. 16 . For example, for an average speed of de nodes of µ = 4 m/s and a maximum PEP of 60%, the routing scheme should look for an alternative path after T routing = 11.19 sec.. Table 6 shows that for higher nodes' speeds the T routing is lower (e.g. T routing =4.51 sec for µ=10 m/s), which is suitable since routes will probably break more frequently under such high mobility. On the contrary, for lower mobility the T routing self-adjusts to a higher value (e.g. T routing =44 sec for µ=1 m/s), which is suitable since routes are more stable and will probably remain longer. This adaptive computation of T routing leads to an efficient use of the resources, as the average routing overhead is reduced considerably (see Table 5 ) compared to a static assignation of T routing . Table 6 also shows the average path error probabilities obtained with and without the dynamic routing scheme for several speeds of the nodes, µ. We can see that the average PEP with the dynamic routing scheme is considerably lower than without this scheme. Also, it is noticeable that whereas in the static version PEP grows with µ, it remains stable using the dynamic mechanism, as it is able to adapt to the speed. For instance, for µ = 6 m/s, PEP decreases from 70% (without our scheme) to 33% (including our scheme). The routing protocol has to switch to an alternative path every 7.44 sec. Notice that without the dynamic routing scheme, the path would break around 20 sec. with 90% of probability (see Fig. 16 for µ = 6 m/s). It may seem that it would be preferable to wait longer to switch to alternative paths in order to reduce the routing signaling overhead. However, a path break would produce a severe damage in the subjective experience of the user. We have measured a 6% percentage of signaling overhead for P EP threshold =60% and 5% for P EP threshold =90%. There is a trade-off between QoS and signaling overhead, which seems to be well-balanced for a P EP threshold around 60%. Table 6 : Routing period of the algorithm (T routing ) for different average speeds of the nodes. PEP with and without the dynamic scheme.
Average Path Error Probability (P EP ) (%) µ (m/s) P EP without Trouting (%) P EP with Trouting (%) 
