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Abstract
We consider several formulations of two-dimensional two-stage constrained
cutting, where the number of variables is polynomial. Some new models
with variable strip widths are developed. Symmetries in the search space
are eliminated by lexicographic constraints which are already known from
the literature. However, previously known models with ﬁxed strip widths are
shown to be more effective. The models are solved with the branch-and-cut
algorithm of ILOG CPLEX.
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1 Introduction
Cutting and packing (C&P) problems are a family of natural combinatorial prob-
lems, encountered in numerous areas such as computer science, industrial engi-
neering, logistics, manufacturing, etc. A typology of C&P problems by H. Dy-
ckhoff [Dyc90, DF92] distinguishes between the dimension of objects (1,2,3,N),
the kind of assignment, and the structure of the set of large objects (‘material’)
and of small objects (‘products’, ‘pieces’, ‘items’). In 2- and 3-dimensional prob-
lems we distinguish between rectangular and irregular C&P (objects of complex
geometric forms). Rectangular cutting may be guillotine, i.e., the current object is
always cut end-to-end in parallel to an edge.
The two-dimensional two-stage constrained cutting problem1 (2D-2CP)
[GG65, HR01, LM02] consists of placing a subset of a given set of smaller
rectangular pieces on a single rectangular plate. The total proﬁt of the chosen
¤URL: www.math.tu-dresden.de/˜capad. E-mail: fbelov,scheitg@math.tu-dresden.de.
yResearch was supported by the DAIMLER-BENZ Foundation.
1As it often happens, different authors use different terminology, see, e.g., [Van01, GG65].
According to the latest trend [HM03], we say cutting problem; cutting stock problem denotes
more often the case when many stock pieces are considered. Knapsack problem is the term used,
e.g., in [LM02], but it corresponds only to the logical structure and not to the physical phenomena.G. Belov and G. Scheithauer. Models with Variable Strip Widths for 2D-2CP 2
a) The ﬁrst cut is horizontal b) The ﬁrst cut is vertical
Figure 1: Two-stage patterns
pieces should be maximized. n-stage cutting implies that the current plate is cut
guillotine-wise from edge to edge in each stage and the number of stacked stages
is limited to n. In two-stage cutting, strips (strip patterns) produced in the ﬁrst
stage are cut into pieces in the second stage. Constrained means that the pieces
can be distinguished by types and the number of items of each type is bounded
from above. We consider the non-exact case, in which items do not have to ﬁll the
strip width completely; see Figure 1. Pieces have a ﬁxed orientation, i.e., rotation
by 90o is not considered.
The problem 2D-2CP is deﬁned by the following data: L;W;m; (li;wi;pi;bi),
i = 1;:::;m; where L and W denote the length and width of the stock plate, m
denotes the number of piece types and for each type i = 1;:::;m, li and wi are
the piece dimensions, pi is the value, and bi is the upper bound on the quantity
of items of type i. A two-stage pattern is obtained by cutting strips (1st stage),
by default in the L-direction, then cutting single items from the strips (2nd stage).
The task is to maximize the total value of pieces obtained. If piece prices are
proportional to the areas, a trim loss minimization problem arises.
The Gilmore-Gomory formulation for 2D-2CP is similar to that for one-
dimensionalstockcutting[GG61]. Letcolumnvectorsaj = (a1j;:::;amj) 2 Zm
+,
j = 1;:::;n, represent all possible strip patterns, i.e., aj satisﬁes
Pm
i=1 liaij · L
and aij · bi; i = 1;:::;m (proper strip patterns). Let xj, j = 1;:::;n, be the
intensities of the patterns in the solution. The model is as follows:
z
2D-2CP
G&G = max
Pn
j=1
Pm
i=1 piaijxj (1)
s.t.
Pn
j=1 aijxj · bi; i = 1;:::;m (2)
Pn
j=1 w(aj)xj · W (3)
xj 2 Z+; j = 1;:::;n; (4)
where w(aj) = maxi:aij>0fwig is the strip width. This model can be viewed as
representing a multidimensional knapsack problem. The huge number of vari-
ables/columns is not available explicitly for practical problems. Usually, neces-G. Belov and G. Scheithauer. Models with Variable Strip Widths for 2D-2CP 3
sary patterns are generated during a solution process (column generation, pric-
ing). No variable values can be exchanged without changing the solution, i.e., the
model has no symmetry. Moreover, it has a strong relaxation providing a tight
bound [LM02]. This makes the model advantageous for an enumerative approach
which was tested in [BS03].
2 Models with Fixed Strip Widths from the Litera-
ture
Lodi and Monaci [LM02] propose two Integer Linear Programming formulations
of 2D-2CP with a polynomial number of variables, so that no column generation
is needed. They distinguish between items initializing a strip and additional items
in the strip. The initializer width determines the width of the strip. Such ‘assign-
ment’ formulations usually provide a weaker continuous relaxation than that of
the Gilmore-Gomory model [LM02].
2.1 Model 1
Each item is considered distinct, i.e., for each piece type i (i = 1;:::;m) we
deﬁne bi identical items j with lj = li, wj = wi, pj = pi. Let n =
Pm
i=1 bi be
the total number of items. Let the items be ordered so that w1 ¸ ::: ¸ wn. The
model assumes that n potential strips may be initialized: strip k, if used, must be
initialized by item k (k = 1;:::;n). Then, the possible cutting of the n items
from the potential strips is described by the following binary variables:
xjk =
(
1; if item j is cut from shelf k;
0; otherwise.
(k = 1;:::;n;j = k;:::;n) (5)
Model M1 is then as follows:
max
Pn
j=1 pj
Pj
k=1 xjk (6)
s.t.
Pj
k=1 xjk · 1 (j = 1;:::;n) (7)
Pn
j=k+1 ljxjk · (L ¡ lk)xkk (k = 1;:::;n ¡ 1) (8)
Pn
k=1 wkxkk · W (9)
xjk 2 f0;1g: (k = 1;:::;n;j = k;:::;n) (10)
The objective function (6) maximizes the sum of the proﬁts of the cut items. In-
equalities (7) guarantee that each item is cut at most once, and only from strips
whose width is at least equal to the width of the item. Inequalities (8) assure thatG. Belov and G. Scheithauer. Models with Variable Strip Widths for 2D-2CP 4
the length constraint for each strip is satisﬁed, and that either item k is on strip k
or strip k is empty, whereas inequality (9) imposes the width constraint. Note that
the meaning of each variable xkk (k = 1;:::;n) is twofold: xkk = 1 implies that
item k is cut from strip k, i.e., strip k is used and initialized by its corresponding
item. The model has O(n2) variables and O(n) constraints.
2.2 Model 2
The next model from [LM02] has an integer variable for items of a certain type
in a strip. Let ®0 ´ 0, ®i = ®i¡1 + bi, n = ®m. Let ¯k = minfi : ®i ¸ kg be
the initial piece type in strip k, k = 1;:::;n. Let qk denote initialization of strips:
qk = 1, if strip k is used and at least one piece of type ¯k initializes it. Then x¯kk
is the number of additional items of type ¯k. Let w1 ¸ w2 ¸ ::: ¸ wm and
xik be the number of items of type i to be cut in strip k, i > ¯k. Model M2 is as
follows:
max
Pm
i=1 pi
P®i
k=1 xik +
Pn
k=1 p¯kqk (11)
s.t.
P®i
k=1 xik +
P®i
k=®i¡1+1 qk · bi (i = 1;:::;m) (12)
Pm
i=¯k lixik · (L ¡ l¯k)qk (k = 1;:::;n) (13)
Pn
k=1 w¯kqk · W (14)
xik 2 Z+ (8i; k = 1;:::;®i) (15)
qk 2 B: (k = 1;:::;n) (16)
The model has O(mn) variables and O(n) constraints. The Gilmore-Gomory
model can be obtained from it by DANTZIG-WOLFE decomposition [NW88].
2.3 Anti-Symmetry Constraints
The authors prove that the following constraints do not exclude all optimum solu-
tions of M1 and M2.
² Ordering inequalities (OI) for the strip initializers:
xtt ¸ xt+1;t+1 (t 2 [®i¡1 + 1;®i ¡ 1]8i) (17)
for M1 and
qt ¸ qt+1 (t 2 [®i¡1 + 1;®i ¡ 1]8i) (18)
for M2.
Note that these imply x®i¡1+1+t;®i¡1+1+t = q®i¡1+1+t = 0 8t > bW=wic, 8i.
Such implications can be possibly found by CPLEX preprocessing routines.G. Belov and G. Scheithauer. Models with Variable Strip Widths for 2D-2CP 5
² Extended ordering inequalities (OI) for the additional items of the initializer
type:
®i X
s=t+1
xst ¸
®i X
s=t+2
xs;t+1 (t 2 [®i¡1 + 1;®i ¡ 2]8i) (19)
for M1 and
xit ¸ xi;t+1 (t 2 [®i¡1 + 1;®i ¡ 1]8i) (20)
for M2.
OI and EOI can be seen as basic lexicographic ordering (see below).
2.4 Tightening the LP Relaxation of M2
The authors [LM02] show that when inequalities
®i X
s=k
xis · bi ¡ (k ¡ ®i¡1) (k 2 [®i¡1 + 1;®i]; 8i) (21)
are added to M2, then M1 and M2 have equivalent LP relaxations. However, for
the non-relaxed model (11)–(16) these inequalities follow from the anti-symmetry
constraints EOI:
Proposition 1 In model M2, EOI (20) imply (21).
Proof For k = ®i¡1 + 1, (21) follows from (12) and (13). Suppose (21) is
violated for some k > ®i¡1 + 1. Then
P®i
s=k xis ¸ 1. EOI (20) mean xit ¸ 1,
8t 2 [®i¡1 + 1;k ¡ 1]; summing these up gives
Pk¡1
s=®i¡1+1 xis ¸ k ¡ ®i¡1 ¡ 1;
together with the violation of (21),
P®i
s=®i¡1+1 xis > bi ¡ 1. This together with
(12) gives
P®i
s=®i¡1+1 qs < 1 which is a contradiction to (13).
3 Variable Width Models
Notice that the maximum number of strips in a solution is not greater than
N = bW=wminc which is usually smaller than n. This bound can be reduced
by considering the bounds bi for each piece type. A further reduction is can be
achieved by the following
Proposition 2 Let w1 · w2 · ::: · wn and let bj = 1 8j = 1;:::;n. Let
°0 = 0 and °k = maxf° : l°k¡1+1 + ::: + l° · Lg, k = 1;2;:::. Then
N = maxfk :
Pk
p=1 w°p · Wg is a valid upper bound on the number of active
strips.G. Belov and G. Scheithauer. Models with Variable Strip Widths for 2D-2CP 6
Proof A better solution (with a better objective value) than that implied by the
construction of f°kgk=1;2;::: can be obtained by: 1. more dense packing of current
items; 2. introducing further items into the solution. Both ways can not create any
narrower strips.
Let us make the width of each strip variable: e wk, k = 1;:::;N. To restrict the
width of each strip by the widest item in it, let us consider each item to be distinct
as in M1 and represent the items by binary variables xjk meaning that item j is
present in strip k. This gives model M3:
max
P
j;k pjxjk (22)
s.t. e wk ¸ wjxjk; 8j;k (23)
P
k e wk · W (24)
P
j ljxjk · L; 8k (25)
P
k xjk · 1; 8j (26)
xjk 2 B; 8j;k; e wk 2 Z+; 8k (27)
which has O(nN) constraints and variables. But if the original problem has large
upper bounds, the transformation to the equivalent problem with distinct items
increasesthedimensionsigniﬁcantly. Thus, itcouldbesensibletohaveonebinary
variable qik for each piece type, which also restricts the strip width, and an integer
variable xik giving the number of additional items of type i in the strip. However,
we must not allow any additional pieces without restricting the width, thus xik ·
(bi ¡ 1)qik. Model M4 is as follows:
max
P
i;k pi(qik + xik) (28)
s.t. e wk ¸ wiqik; 8i;k (29)
P
k e wk · W (30)
xik · (bi ¡ 1)qik; 8i;k (31)
P
i liqik +
P
i lixik · L; 8k (32)
P
k qik +
P
k xik · bi; 8i (33)
xik 2 Z+; qik 2 B 8i;k; e wk 2 Z+; 8k: (34)
This model is equivalent to M3, even in terms of LP relaxation, if bi = 1 8i
already holds. To get rid of the mN constraints (29), let us change the sense
of qik to correspond to the widest item in the strip. Assume wi ¸ wi+1 forG. Belov and G. Scheithauer. Models with Variable Strip Widths for 2D-2CP 7
i = 1;:::;m ¡ 1. Model M5 is as follows:
max
P
i;k pixik (35)
s.t. e wk =
P
i wiqik; 8k (36)
1 ¸
P
i qik; 8k (37)
P
k e wk · W (38)
xik · bi
Pi
l=1 qlk; 8i;k (39)
P
i lixik · L; 8k (40)
P
k xik · bi; 8i (41)
xik 2 Z+; qik 2 B 8i;k; e wk 2 Z+; 8k (42)
which has about 2 times fewer constraints. But when bi = 1, 8i, it has twice as
many active variables.
For the LP relaxation of M5, it is reasonable to tighten (40) by
P
i lixik ·
L
P
i qik. Also, in (39) and (31) we can replace bi by minfbi;bL=licg. For all
models M3, M4, M5 it is reasonable to tighten the search space of a branch-and-
bound by
e wk ¸ e wk+1; k = 1;:::;N ¡ 1 (43)
and for models M4, M5 by
q1k ¸ q1;k+1; k = 1;:::;N ¡ 1 (44)
x1k ¸ x1;k+1; k = 1;:::;N ¡ 1 (45)
(for M3 that would be (45) only) which are the analogs of OI and EOI for the
ﬁxed-width models.
4 Lexicographical Branching
In all models M1–M5 there are many equivalent groups of variables. For exam-
ple, in the models with variable width, all groups of variables representing strips
are interchangeable, so that equivalent (symmetric) solutions are produced by ex-
changing them. Thus, an enumerative approach could investigate many equiva-
lent subproblems. To introduce some basic anti-symmetry protection, we can add
(43)–(45) in the models with variable width and OI, EOI in the ﬁxed width mod-
els. However, if the initial variables are equal in some two strips, then the rest
is interchangeable. We can deﬁne some kind of dynamic lexicographical order
of the subproblems of the current branch&bound tree with respect to equivalent
solutions they may contain. It is especially important to prune equivalent subprob-
lems at the initial levels of the branch&bound tree to reduce the amount of nodes
investigated.G. Belov and G. Scheithauer. Models with Variable Strip Widths for 2D-2CP 8
Consider a general model
maxfcx : Ax = b; L · x · U; x 2 Z
ng;
where some groups of variables are equivalent.
Lexicographic pruning rule Let (xi1;:::;xi1+°) and (xi2;:::;xi2+°) be equiva-
lent variable groups and i1 < i2. Suppose that at the current node the restrictions
on both groups are equal except for two corresponding variables: (Li1+¯;Ui1+¯)
= (Li2+¯;Ui2+¯) for all ¯ 6= ¯0 and Ui1+¯0 < Li2+¯0. Then prune the current
node.
Proposition 3 When applied alone (without further ordering of equivalent
groups), the above rule does not cause any loss of solutions, i.e., at least one
of a set of equivalent solutions will not be pruned.
Proof Suppose the constraint xi1+¯0 · Ui1+¯0 has been added at level d1 of the
solution tree and the constraint xi2+¯0 ¸ Li2+¯0 at level d2. Let d1 < d2. Then
the opposite subproblem at level d1 is deﬁned by xi1+¯0 ¸ Ui1+¯0 + 1 and thus
this subproblem is equivalent or even larger than the one being pruned because
of the interchangeability of the variable groups. It will not be pruned by the rule.
Similar in the case d2 < d1.
We can suppose (and be conﬁrmed by tests) that there are very few cases when
the rule is applicable. The assumptions are very strong.
5 Lexicographically Ordered Solutions
Instead of ordering the subproblems dynamically during branching, we may stati-
callyorderthesolutionsthemselves. Foreachcoupleofequivalentvariablegroups
(xi1;:::;xi1+°) and (xi2;:::;xi2+°) for i1 < i2, we may demand that the ﬁrst
vector should be lexicographically not smaller than the second one. This is done
in [cpl01, ilo02] in an example of application of Constraint Programming to the
Kantorovich model of 1D-CSP. Suppose that the variables have bounds
0 · xi+· · Ui+· (· 2 [0;°]; i 2 fi1;i2g) (46)
(in our case such upper bounds, e.g., for the number of items of type i, would be
minfbi;bL=licg 8i). Then the function
° Y
·=1
(Ui+· + 1)xi +
° Y
·=2
(Ui+· + 1)xi+1 + ¢¢¢ + xi+° (i 2 fi1;i2g) (47)G. Belov and G. Scheithauer. Models with Variable Strip Widths for 2D-2CP 9
assigns a unique ‘lexicographic value’ to the vectors. Its coefﬁcients can grow
very large, and with numbers like 1015 CPLEX had numerical problems on some
instances while on the others the results were signiﬁcantly better because CPLEX
scales the data during preprocessing. Thus, we tried all instances allowing maxi-
mum coefﬁcients of 108, reducing the length of the compared vectors if necessary.
The following vectors are equivalent in the corresponding models:
² In model M1, for each i = 1;:::;m, the strips initialized by piece i are
equivalent:
0
@
®i X
j=k
xjk;
®i+1 X
j=®i+1
xjk; :::;
n X
j=®m¡1+1
xjk
1
A; k 2 [®i¡1 + 1;®i]: (48)
² Similar for M2:
(qk + xik; xi+1;k; :::; xmk); k 2 [®i¡1 + 1;®i]: (49)
² For the variable width models, all strips are equivalent. M3:
0
@
®1 X
j=1
xjk;
®2 X
j=®1+1
xjk; :::;
n X
j=®m¡1+1
xjk
1
A; k = 1;:::;N: (50)
² For M4:
(q1k + x1k; :::; qmk + xmk); k = 1;:::;N: (51)
² For M5:
(x1k; :::; xmk); k = 1;:::;N (52)
and (q1k; :::; qmk); k = 1;:::;N: (53)
6 Computational Results
The lexicographic pruning rule (dynamic lexicography) was not efﬁcient: in many
instances no pruning occurred at all. Among the variable width models, we im-
plemented at ﬁrst M4; however, its results were dominated by M1 and M2, thus,
M3 and M5 were not tested. The test set was the same as in [BS03]: 14 medium
weighted, 24 medium unweighted, 10 large unweighted, 10 large weighted in-
stances. The models were implemented in ILOG Concert Technology 1.2 overG. Belov and G. Scheithauer. Models with Variable Strip Widths for 2D-2CP 10
Table 1: 2D-2CP: medium+large classes, models M1, M2, and M4, ﬁrst cut along
the ﬁrst dimension
M1 M2 M4
name m n obj told t tlex told t tlex t tlex
HH 5 18 10689 0.28 0.05 0.07 0.05 0.03 0.03 0.08 0.1
2 10 23 2535 0.35 0.14 0.14 0.32 0.1 0.1 6.4 3.97
3 19 62 1720 0.35 0.12 0.18 0.23 0.14 0.11 0.7 0.73
A1 19 62 1820 0.88 0.24 0.37 0.40 0.15 0.17 0.73 0.41
A2 20 53 2315 1.33 0.32 0.78 0.58 0.36 0.28 0.56 0.48
STS2 30 78 4450 16.82 6.88 8.19 15.27 5.08 4.81 68.29 34.8
STS4 20 50 9409 11.42 4.54 5.18 9.98 1.19 0.86 9.54 10.64
CHL1 30 63 8360 8.30 2.79 3.67 4.00 2.62 2.95 11.97 11.39
CHL2 10 19 2235 0.12 0.03 0.04 0.13 0.03 0.04 0.3 0.32
CW1 25 67 6402 2.32 1.02 3.76 0.82 0.26 0.28 0.36 0.48
CW2 35 63 5354 0.87 0.31 0.48 0.78 0.32 0.23 0.37 0.63
CW3 40 96 5287 2.55 0.83 0.93 1.72 0.32 0.48 0.83 0.6
Hchl2 35 75 9630 61.77 12.86 17.23 300.02 30.87 20.18 601.81 511.68
Hchl9 35 76 5100 3.62 2.09 1.53 1.90 0.72 1.05 348.33 132.77
average 7.93 2.30 3.04 24.01 3.01 2.26 75.02 50.64
2s 10 23 2430 0.48 0.15 0.17 0.43 0.13 0.16 8.73 8.4
3s 19 62 2599 0.33 0.08 0.19 0.25 0.06 0.08 0.63 0.63
A1s 19 62 2950 0.27 0.11 0.14 0.47 0.14 0.16 0.56 0.73
A2s 20 53 3423 2.57 0.54 1.39 0.77 0.52 0.58 0.93 0.62
STS2s 30 78 4569 10.12 4.29 5.79 11.85 6.22 7.17 149.61 303.24
STS4s 20 50 9481 13.10 3.12 5.52 15.25 4.21 7.41 7.28 22.74
OF1 10 23 2713 0.07 0.02 0.04 0.05 0.02 0.05 0.25 0.17
OF2 10 24 2515 0.28 0.09 0.15 0.22 0.09 0.07 0.19 0.37
W 19 62 2623 0.75 0.23 0.34 0.52 0.17 0.13 0.14 0.2
CHL1s 30 63 13036 4.30 1.96 2.56 5.15 1.56 2.36 20.38 11.51
CHL2s 10 19 3162 0.18 0.07 0.05 0.17 0.09 0.07 0.53 0.47
A3 20 46 5380 1.78 0.66 0.71 1.87 0.67 0.87 3.94 3.12
A4 19 35 5885 1.58 0.77 0.9 1.85 0.56 0.59 1.53 0.88
A5 20 45 12553 3.97 1.51 1.16 1.53 0.66 0.85 7.37 7.79
CHL5 10 18 363 0.03 0.02 0.03 0.03 0.02 0.03 0.15 0.17
CHL6 30 65 16572 21.50 6.8 8.92 38.52 29.64 17.48 524.16 601.79
CHL7 34 75 16728 54.23 9.28 15.54 181.73 66.16 65.08 601.82 602.35
CU1 25 82 12312 11.78 9.01 4.26 1.70 1.03 2.08 0.48 0.55
CU2 34 90 26100 3.67 2.01 1.99 1.80 0.43 0.7 2.73 3.52
Hchl3s 10 51 11961 312.93 450.7 138.55 13.97 4.01 4.45 35.79 21.89
Hchl4s 10 32 11408 402.13 192.4 372.14 5.62 2.63 2.12 40.9 13.59
Hchl6s 22 60 60170 19.60 4.02 7.04 45.25 15.56 15.7 602.62 94.52
Hchl7s 40 90 62459 168.20 56.9 68.87 751.40 371.25 280.32 601.87 601.65
Hchl8s 10 18 729 0.72 0.16 0.14 0.42 0.16 0.17 0.43 0.44
average 43.11 31.04 26.52 45.03 21.08 17.03 108.88 95.89
ATP30 38 192 137813 608.13 605.84 607.15 608.98
ATP31 51 258 813748 610.74 611.52 613.78 610.38
ATP32 56 249 36940 606.24 607.71 606.17 605.16
ATP33 44 224 233016 608.25 611.61 618.09 612.26
ATP34 27 130 354962 604.86 603.81 608.24 608.63
ATP35 29 153 611109 601.92 604.02 611.69 612.52
ATP36 28 153 129262 604.53 605.19 615.86 617.6
ATP37 43 222 380592 608.7 611.07 613.76 610.31
ATP38 40 202 257540 604.9 605.63 608 615.13
ATP39 33 163 264470 603.05 606.02 616.5 610.83
ATP40 56 290 63622 608.53 613.21 488.23 616.45
ATP41 36 177 202305 119.9 414.03 4.76 7.92
ATP42 59 325 32589 614.45 619.55 106.6 175.83
ATP43 49 259 208998 414.94 612.32 67.01 73.64
ATP44 39 196 70940 604.72 606.94 40.36 35.41
ATP45 33 156 74205 31.75 25.85 1.66 1.44
ATP46 42 197 146402 42.05 65.08 7.14 13.74
ATP47 43 204 144317 105.93 442.52 15.72 7.2
ATP48 34 167 165428 34.99 31.3 5.37 7.38
ATP49 25 119 206965 602.58 602.57 62.37 51.13
average 462.06 505.29 345.92 355.10G. Belov and G. Scheithauer. Models with Variable Strip Widths for 2D-2CP 11
Table 2: 2D-2CP: medium classes, models M1, M2, and M4, ﬁrst cut along the
second dimension
M1 M2 M4
name m n obj told t tlex told t tlex t tlex
HH 5 18 9246 0.25 0.08 0.19 0.13 0.04 0.06 0.12 0.13
2 10 23 2444 1.33 0.26 0.29 0.42 0.13 0.15 0.39 0.3
3 19 62 1740 1.35 0.61 0.63 0.72 0.24 0.22 0.11 0.14
A1 19 62 1820 1.30 0.53 0.89 0.77 0.23 0.19 0.13 0.19
A2 20 53 2310 1.37 0.29 0.42 0.75 0.22 0.22 0.47 0.61
STS2 30 78 4620 1.25 0.39 0.48 0.65 0.18 0.69 7.04 2.56
STS4 20 50 9468 4.88 1.12 1.46 6.00 2.59 3.38 38.1 20.69
CHL1 30 63 8208 6.03 1.98 3.13 9.80 2.11 2.29 601.86 601.58
CHL2 10 19 2086 0.22 0.09 0.06 0.25 0.06 0.05 0.25 0.14
CW1 25 67 6402 1.00 0.24 0.84 0.57 0.15 0.18 0.36 0.27
CW2 35 63 5159 1.82 0.53 0.72 1.42 0.29 0.37 0.47 0.46
CW3 40 96 5689 7.48 2.47 2.83 1.37 0.33 0.43 0.91 1.52
Hchl2 35 75 9528 93.80 72.04 84.9 1674.82 117.73 52.15 602.32 601.81
Hchl9 35 76 5060 6.13 2.69 2.82 5.12 3.02 2.07 45.09 31.04
average 9.16 5.95 7.12 121.63 9.09 4.46 92.69 90.10
2s 10 23 2450 0.65 0.24 0.3 0.35 0.14 0.14 0.27 0.22
3s 19 62 2623 0.75 0.34 0.28 0.45 0.14 0.2 0.18 0.18
A1s 19 62 2910 1.08 0.26 0.32 0.48 0.24 0.24 0.2 0.25
A2s 20 53 3451 3.08 1.18 1.36 0.73 0.25 0.91 0.51 0.67
STS2s 30 78 4625 4.42 2.51 1.61 1.90 1.36 2.7 5.01 7.13
STS4s 20 50 9481 5.42 1.71 2.18 13.83 4.64 5.64 34.51 17.49
OF1 10 23 2660 0.07 0.01 0.03 0.07 0.04 0.05 0.54 0.47
OF2 10 24 2522 0.20 0.1 0.1 0.15 0.07 0.08 0.26 0.29
W 19 62 2599 0.35 0.09 0.19 0.18 0.06 0.09 0.63 0.62
CHL1s 30 63 12602 11.42 9.31 11.52 80.22 161.66 227.05 601.94 601.72
CHL2s 10 19 3198 0.18 0.09 0.09 0.13 0.09 0.1 0.16 0.16
A3 20 46 5403 1.68 0.8 1.58 3.25 1.22 1.03 1.95 3.44
A4 19 35 5905 1.87 0.53 0.95 2.12 0.33 0.38 13.18 15.95
A5 20 45 12449 8.20 2.21 2.17 3.18 3.69 6.29 601.57 70.21
CHL5 10 18 344 0.05 0.04 0.04 0.05 0.03 0.03 0.15 0.22
CHL6 30 65 16281 21.43 10.39 20.8 720.00 601.88 474.65 602.27 601.6
CHL7 34 75 16602 43.35 17.46 26.07 475.50 282.42 344.08 602.65 601.76
CU1 25 82 12200 448.50 235.33 14.1 1.93 0.62 0.98 2.06 1.97
CU2 34 90 25260 11.02 5.3 6.38 4.40 1.61 2.32 2.99 1.44
Hchl3s 10 51 11829 119.41 321.52 181.8 2.22 0.65 1.11 41.73 4.67
Hchl4s 10 32 11258 3.20 0.62 1.03 1.10 0.31 0.22 25 4.69
Hchl6s 22 60 59853 37.13 9.19 12.29 139.38 52.8 102.02 601.67 132.12
Hchl7s 40 90 62845 58.25 62.87 56.55 907.13 434.39 350.94 602.4 601.73
Hchl8s 10 18 791 0.42 0.11 0.11 0.28 0.06 0.09 1.34 2.4
average 32.59 28.43 14.24 98.29 64.53 63.39 155.97 111.31G. Belov and G. Scheithauer. Models with Variable Strip Widths for 2D-2CP 12
CPLEX 7.5 and tested on an AMD K7 Athlon XP 1000 MHz. In all models, we
assigned higher branching priorities to strip initializers [LM02]; in M4, the strip
width variables wk obtained the lowest priority and the variables qik the highest.
In Tables 1 and 2, t is the time without lexicographical constraints, tlex when
also the lexicographical constraints are added with maximum coefﬁcients of 108.
told is the time from [LM02] computed with CPLEX 6.5.3 on a Digital Alpha
533 MHz. The maximum time was 10 minutes, thus all greater times mean sub-
optimal solution. Results for M4 on the large set are not satisfactory and thus not
shown: only 2 instances are solved optimally and the bound gap is not acceptable
(a few per cent).
The last 10 instances of the large class are solved better than the ﬁrst 10
instances. A reason is that the last 10 instances are weighted and the weights
are rather disproportional to piece areas. This peculiarity does not occur in the
Gilmore-Gomory model [BS03].
Lexicographical ordering is on average better with M2 and M4 on the medium
set, with M1 on the medium unweighted set. To ﬁnd out, why lexicography gave
better results for M1 on instances CU1 and Hchl3s, we looked at the problem data:
while in most instances the item sizes are more than 1/5 of the corresponding
dimension, in those instances it is down to 1/10. But we could not construct a
class with systematically better results obtained when using lexicography.
7 Summary
We saw that variable width models are inferior to ﬁxed width models. However,
the latter are in most cases themselves inferior to the Gilmore-Gomory model
with column generation, see [BS03] for comparison results. A practitioner could
nevertheless choose the ﬁxed width models because they are simple to implement
using standard optimization software (no column generation is performed).
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