Introductionsynaptic strength may again be implicated (Feller 1999; O'Neill et al. 2008) , although this possibility 115 has not yet been tested either experimentally or in simulations. was associated with an enhancement in performance the next day that correlated with a local increase 122 in SWA over right parietal cortex (Huber et al. 2004 ). Importantly, this enhancement in performance 123 did not occur if during sleep slow waves were partially suppressed using mild acoustic stimuli 124 (Landsness et al. 2009 , see also Aeschbach et al. 2008) , suggesting that SWA may not merely reflect 125 synaptic plasticity, but also influence it (Peigneux et al. 2004 ; ; ). 126
Complementing the many studies showing a positive effect of sleep on performance, some studies also 127 demonstrate a sleep-dependent memory consolidation effect that renders learned material less 128 susceptible to interference (Korman et al. 2007 ). Finally, evidence in both animals and humans shows 129 that the ability to learn is reduced after sleep deprivation, but is restored after a night of sleep 130 (Stickgold et al. 2000) or even a nap (Mednick et al. 2002 (Mednick et al. , 2003 . Again, while the mechanisms 131 underlying these beneficial effects of sleep are not known, it is clear that sleep can affect performance, 132 memory consolidation, and the ability to learn. 133
Can these seemingly diverse findings be accounted for, in a parsimonious manner, by a relatively 134 simple model of how wake and sleep affect neuronal activity and plasticity? In previous work, we 135 developed large-scale simulations of corticothalamic dynamics during wake and sleep (Hill & Tononi 136 2005; Esser et al. 2005 ) and showed that increased synaptic strength in cortical networks can indeed 137 lead to an increase in sleep SWA ). Preliminary work using a similar model also 138 indicated that increased synaptic strength after wake may affect neuronal firing rates and synchrony 139 ). In this work, we took advantage of the same model, and augmented it by 140 implementing a plasticity mechanism based on spike-timing dependent plasticity (STDP) (Caporale & 141 Dan 2008 ) modulated by behavioral state. Our aim was to explore whether the interplay of activity 142 patterns and plasticity mechanisms in corticothalamic circuits can provide a link between synaptic 143 changes, changes in neuronal firing, SWA homeostasis, and the effects of sleep on learning, memory, 144 and performance (Tononi & Cirelli 2006) . In what follows, we show that: i) in the wake mode, net 145 synaptic strength increases, accompanied by an increase in neuronal firing rates and synchrony; ii) in 146 the sleep mode, net synaptic strength decreases, accompanied by changes in neuronal firing patterns 147 and a decline in SWA; iii) the interplay of activity and plasticity changes implements a control loop that 148 produces an exponential, self-limiting renormalization of synaptic strength; iv) sleep-dependent 149 synaptic renormalization leads to increased signal-to-noise ratios in the representation of the learned 150 sequence; v) to an increased resistance to interference associated with learning a different sequence; vi) 151 and to a restoration of the ability to learn novel sequences; vii) when the model is trained with an 152 activation sequence in the wake mode, the learned sequence is preferentially reactivated during sleep, 153 and reactivation declines over time; 154 155 156 157 158 159 160
Methods

162
Model architecture and connectivity 163 The present simulations are based on a large-scale model of the corticothalamic system developed 164 in ) and further refined in (Esser et al. 2005 ) ( Figure 1A ). Previous 165 work showed that the model is able to faithfully reproduce several aspects of neural activity during 166 sleep and waking ( Figure 1B ,C), as well as the response to simple visual stimuli and to transcranial 167 magnetic stimulation Esser et al. 2005) . Extended details about the model can be 168 found in ); parameters employed in this model do not differ from those presented 169 there. Here we will only therefore describe the main characteristics of the model and focus on the 170
properties of the plasticity mechanism we implemented. 171
The model is composed of 3 granular cortical regions hierarchically connected (from area 1 to area 172 3) and 3 corresponding thalamic and thalamic reticular nuclei ( Figure 1A ). Each region consists of 173 three layers (layer 2-3, layer 4 and layer 5-6, in the following identified as L2-3, L4 and L5-6) and has 174 correspondent thalamic and reticular regions. Cortical layers are modeled as 30 by 30 grids, each grid 175 point containing 2 excitatory neurons and an inhibitory one. Thalamic nuclei (TN) are modeled as 30 176
by 30 grids, with each grid point having an excitatory and an inhibitory neuron; 80% of excitatory units 177 are core cells projecting only to the cortical area associated with the nucleus they belong to, the 178 remaining 20% are matrix cells projecting to all 3 cortical areas. Thalamic reticular nuclei (TRN) are 179 modeled as 30 by 30 grids of inhibitory neurons. Although our work focused on cortical area 2 only, all 180 three are necessary to reproduce network activity during NREM sleep; in particular inter-area cortico-181 cortical connections have been shown to play a fundamental role in modulating the synchronization and 182 amplitude of slow oscillatory activity . 183
Single synaptic connections are established randomly using a Gaussian spatial density profile, 184 which determines the probability of a connection with a post-synaptic neuron at a certain distance from 185 the pre-synaptic cell. Connectivity has been modeled as in ) and details can be found 186 in Supplementary Table 1 . In brief, in each cortical area there are both excitatory and inhibitory 187 horizontal intra-layer connections, as well as vertical inter-layer excitatory (from L2-3 to L5-6, from L4 188 to L2-3 and from L5-6 to L2-3 and L4) and inhibitory (from L2-3 to L4 and L5-6) connections. Inter-189 area excitatory cortical connections are established from L2-3 to L4 and from L5-6 to L2-3 and L5-6; 190 the former are feedforward connections, from area 1 to 2 and from area 2 to 3, while the latter are 191 feedback ones, from area 3 to 2 and from area 2 to 1. 
where V is the membrane potential, g NaL and g KL are the sodium and potassium leakage 206 conductances, E Na and E K are the sodium and potassium reversal potentials, I syn and I int are the sums of 207 all synaptic and intrinsic currents, and τ m is the membrane time constant -accounting for the 208 capacitance term. The resting membrane potential is therefore mainly determined by the sodium and 209 potassium leak conductances. When V reaches or exceeds a threshold θ a spike is generated, membrane 210 potential is set to 30 mV and then post spike membrane potential is regulated by intrinsic currents and 211 mostly by a fast potassium current channel, with conductance g spike and time constant τ spike . 212
Following a spike, the threshold θ is set to E Na to model the effect of fast-spiking I Na currents, and 213 then it decays according to an exponential law: 214
Neuron parameters are reported in supplementary tables 2 and 3. 216 217
Synaptic channels 218
Four types of synaptic channels are present: NMDA, AMPA, GABA A and GABA B . The sum of all 219 synaptic currents I syn is modeled as follows: 220 Here τ 1 is the rise time constant, τ 2 the decay time constant and τ peak is the time to peak, which can 227 be expressed as a function of τ 1 and τ 2 : 228
It appears clear that peak conductances linearly affect synaptic currents. To implement plastic 230 changes we therefore introduced a method for modulating g peak values (see next paragraphs for details). 231
We also modeled the effect of depletion of pre-synaptic vesicles of neuromodulators by scaling 232 g peak by the size of the current pool of vesicles (P). The dynamic of each pool is modeled as: 233
where each spike depletes the pool P by a fraction δ P , while the peak value of the pool P peak is 235 recovered with a time constant τ P . All parameters for the different synapses are outlined in 236 supplementary 
Parameter values are provided in Supplementary Table 4 . 252
253
Intrinsic channels 254
Each intrinsic ion channel is modeled following Hodgkin and Huxley equations (Hodgkin & 255 Huxley 1952): 256
where I int is the current going through neuronal membrane, g peak is the peak conductance, m and h 258 are functions which determine the activation and deactivation level of a channel, and N is a factor for 259 modulating the time course of activation with respect to deactivation. Each activation and deactivation 260 function is modeled as: 261
where x ss is the steady state activation rate and τ x is the time constant of the function. 263
Four kinds of intrinsic currents have been modeled. I h is the pacemaker current and is modeled as a 264 non-inactivating hyperpolarization-activated cation current (Huguenard & McCormick 1992 The mechanism implemented in the model is based on spike-timing dependent plasticity (STDP), 309 which has been investigated extensively in vivo and in vitro (Abbott & Nelson 2000) . We followed the 310 STDP rule as in (Standage et al. 2007 ) ( Figure S1A ) because it does not require imposing an arbitrary 311 maximum weight. The formulation of the weight-changing rule is the following: 312
Where Δw is the change of synaptic weight, the subscripts p and d stand for potentiation and 314 depression respectively, k is the learning rate, Δt is the difference between the times of post-and pre-315 synaptic spikes, and m is a weight-dependent factor with the following equation: 316
The values for constants a,b,c and d were as in the original paper (Standage et al. 2007 ), whereas 318 the potentiation and depression learning rates were set to the same arbitrary value, chosen as such that 319 measurable changes in synaptic weights could be detected in a short simulation time (10-20 s). The 320 values we employed were the following:
, 321
. Parameters b p and b d , by being smaller than one, assure that small synapses will have -in 322 percent -greater changes than big ones ( Figure S1A 
We set all these parameters in such a way that spontaneous activity was on average able to elicit 340 both potentiation and depression, while stimulation of cortical patches mostly led to potentiation only 341 ( Figure S1B ). This allowed us to train the network in a faster and more effective way (see next 342 paragraph) and, at the same time, evaluate the properties of standard STDP when only spontaneous 343 activity was present. The values for the various parameters are the following:
Finally, based on the in vivo evidence that sleep appears to be associated with a net decrease in 346 synaptic strength, the simulated decrease in arousal-promoting neuromodulators responsible for the 347 model's entry into the sleep mode ) was also made to reverse the sign of the 348 potentiation learning rate, thus favoring synaptic depression. Although it is currently unclear how 349 plasticity mechanisms are altered as a function of behavioral state, it is well established that the levels 350 of many neuromodulators, such as acetylcholine, norepinephrine, sertonin, histamine, and hypocretin, are also thought to promote synaptic depression. However, while a shift in the sign of plasticity due to 357 neuromodualtory changes could be readily implemented in the current model, burst-pause LTD and 358 decoupling through synchrony were computationally impractical. 359 360
Simulation techniques 361
Simulations were run using Synthesis, an object-oriented neural simulator suitable for large-scale 362 models (www.synthesis-simulator.com). Using a quad-core Mac Pro running Mac OS 10.4 with 9 GB 363 RAM, each second of simulation takes approximately thirty minutes to compute. Numerical integration 364 was performed with the Runge-Kutta 4 th order method, using a step size of 0.25 ms. Running the model 365 with a step size of 0.1 ms and lower did not introduce significant differences were computed as the total number of spikes in a 20 s window. For sleep, we first had to detect active 375 (ON) and silent (OFF) periods. To detect such periods, at first all time stamps corresponding to 376 individual spikes were concatenated across all selected neurons. Next, the onsets and offsets of the 377 periods characterized by the cessation of unit activity were identified. Such silent periods were referred 378 to as OFF periods if they lasted at least 50 ms. In all cases (both in early and late sleep) the beginning 379 of the OFF periods was defined as the time when the last unit of the population stopped firing, whereas 380 the end of the OFF periods was defined as the time when at least one unit out of the entire population 381 resumed activity. The minimum duration of OFF periods was chosen in accordance with (Vyazovskiy et 382 al. 2009 ). The ON periods were defined as intervals of sustained unit firing lasting between 50 and 383 4000 ms, and consisting of at least 10 spikes. 384
Computation of neuronal synchrony at the ON-OFF and OFF-ON transitions was based on ON 385 periods longer than 50 ms in which at least 50% of all recorded units generated at least 2 spikes. We 386 defined synchrony as the reciprocal of the latency of the first and last spike of each unit from the onset 387 of population ON or OFF periods, respectively. 388 389
Sequences of activation for training and testing 390
In order to train the network for a particular sequence of activation, a sequential injection of 391 current was employed. Five patches (A -E) were selected in one cortical region, each patch being a 3 392 by 3 group of mini-columns ( Figure S1C ). The distance between patches was such that direct 393 connections existed only between adjacent patches, but not between more distant ones. During training 394 sessions patches were activated sequentially by injecting depolarizing current directly in neurons. The 395 time course of this stimulation was chosen to be similar to the pattern of activation of place cells in 396 freely moving animals (Lee & Wilson, 2002) ; each patch was activated for 200 ms at a 50 Hz 397 frequency, the delay between the activation of subsequent patches was 50 ms ( Figure S1D ). To obtain a 398 precise spiking pattern and exploit the timing characteristics of STDP each neuron was stimulated with 399 a short and strong current injection (1.0 ms duration, strength of 2000 base points). Although currents 400 in the model are unit-less (since neurons in the model have no area), we chose a current influx that 401 would always depolarize a unit by at least 100 mV and thus elicit a spike (maximum allowed 402 membrane potential in the model was set at 30 mV). By precisely timing spikes in adjacent patches it 403 was possible to have pre-synaptic spikes preceding post-synaptic spikes by approximately 2 ms, and 404 thus elicit the largest changes in synaptic strength allowed by the STDP paradigm (the smaller the delay 405 between pre-and post-synaptic spikes, the larger synaptic strength change, see previous section); the 406 repetitive stimulation at 50 Hz for 200 ms, moreover, was able to increase post-synaptic pseudo-407 calcium concentration, and thus favor potentiation of the circuits involved in the sequence of activation. 408
The activation employed for testing the level of learning was the following: all patches, except 409 patch B, were stimulated with a level of depolarizing input current, with an intensity below the 410 threshold for spike generation. Patch B was then given an above threshold current injection, and the 411 forward (patch C) and backward (patch A) responses were measured. Patches A, C-E were therefore 412 continuously stimulated with a depolarizing current with a value of 1 base point, which did not 413 significantly change the spontaneous firing rate of stimulated patches (average membrane potential was 414 not increased above -55 mV). Patch B was stimulated with a 10 ms long stimulation with a value of 415 500 base points, which was able to elicit activity in all neurons in the patch, although spike times were 416 not the same for all neurons -to mimic spontaneous activation of the patch. 417 418
Signal to noise ratio of stored memories 419 We developed two ways to evaluate the signal to noise ratio (SNR) of stored memories. The first 420 method evaluates changes in connectivity across stimulated patches and correspond to the ratio 421 between the average strength of forward connections (A to B, B to C and so on) and backward 422 connections (B to A, C to B and so on activity during wake was indeed associated with a net increase in average excitatory connection 459 strength (Figure 2A ). The increase in synaptic strength was not linear, but tended towards an upper 460 limit; although clearly visible, such saturating trend could not be discriminated from a linear trend via 461 fitting procedures. As explained in the Methods, during NREM sleep sessions we enforced a sign 462 reversal of the learning rates to simulate the effects of a changed neuromodulatory milieu (see 463 Methods). This led to a progressive decrease in average connection strength ( Figure 2B ). The decrease 464 in connection strength was also not linear, but followed an exponential decay (r 2 =0.99). 465 We then measured the changes in neural activity associated with changes in net synaptic strength. 466
First, as shown in Figure 2C ,D, we observed that mean firing rates of excitatory neurons increased 467 progressively during wakefulness, and decreased during sleep, in line with experimental data 468 Figure 2E ). 479 480
The interplay of activity and plasticity changes implements a control loop that produces an 481 exponential, self-limiting renormalization of synaptic strength during NREM sleep 482
In the simulations, neuronal activity during wake leads, through an STDP-like plasticity 483 mechanism biased towards potentiation, to a progressive increase in synaptic strength. In turn, the 484 increased synaptic strength leads to changes in activity, such as higher firing rates and increased 485 synchrony, which are especially evident when the model enters the sleep mode. During simulated early 486 sleep, the high levels of neuronal activity/synchrony lead, through an STDP-like plasticity mechanism 487 biased towards depression, to a progressive decrease in synaptic strength. In turn, this net decrease in 488 synaptic strength reduces mean firing rates and synchrony, to the point that, during late sleep, the level 489 of activity/synchrony become insufficient to further depress synaptic strength, and the model reaches 490 an equilibrium. 491
In Figure 3 , the interplay between activity and plasticity during sleep can be understood by 492 considering a simple linear system in which the rate of change of a control variable (synaptic strength 493 s) depends linearly and negatively on measured variables (neuronal activity f, expressed as firing rates 494 and synchrony), whose values are in turn proportional to the control variable. In the linear model of 495 Figure 3 , considering the equilibrium point of s to be zero for simplicity, f depends on s via a 496 multiplicative constant A, which represents activity mechanisms. In turn, plasticity mechanisms P 497 determine the decay rate of s as proportional to f. 498 
502
With these equation we are only trying to model the homeostatic regulation of synaptic strength 503 and neural activity during NREM sleep. Therefore, in order to accomplish stable, self-limiting 504 dynamics, constants A and P must have the same sign. Thus high levels of average connection strength 505 (a consequence of learning activities) will spontaneously self-regulate by inducing synchronous, high 506 firing rate activity during sleep. Since the rate of plastic depression during sleep is proportional to the 507 level of activity itself -or, more precisely, to the imbalance with respect to the equilibrium point, here 508 set to 0 for simplicity -when connection strength reaches its baseline value, no further modification 509 will be induced. 510
In line with this control process, in the model the decrease in connection strength was 511 accompanied by an exponential decline in neuronal firing rates ( Figure 2D ). Moreover, in agreement 512 with experimental data (Borbely, 1982; Daan et al., 1984) SWA also followed an exponential decay 513 ( Figure 2E ). Finally, as predicted by the control process, the decline in connection strength and related 514 variables was self-limiting, in that the model reached a stable state where neuronal firing rates and 515 synchrony were sufficiently low that they would not lead to further decreases in net synaptic strength. 516 517
In the wake mode, the network is able to learn a sequence of activation through an STDP-518 like rule 519
We then performed tests to validate our stimulation paradigm as a method for storing sequences of 520 activation presented to the network. We measured learning in two ways: 1) as changes in connection 521 strengths between the stimulated patches and 2) as changes in the response of the preceding and Changes in connection strengths were evaluated using the ratio between 1-step forward and 1-step 526 backward connection strengths ( Figure 4A ). This means computing the average connection strength 527 from patch A to B, B to C and so on (forward) relative to the corresponding backward strengths -from 528 patch B to A, C to B, etc. This strength ratio was enhanced by about 60% by training with the sequence 529 of activation ( Figure 4A ). 530 Figure 5A shows instead the average firing rates in patches C and A following a stimulation of 531 patch B. To enhance responses in patches A and C, a below-threshold current injection was constantly 532 performed. A similar response is present in both patches A and C at baseline. This response presents a 533 peak at about 100 ms after stimulation. The effect of training is to enhance the response of patch C and, 534 more specifically, to introduce an additional early peak in firing rate at around 60 ms after stimulation. 535 536
Sleep-dependent synaptic renormalization increases the signal to noise ratio of the stored 537 sequence 538
To establish whether sleep-dependent synaptic renormalization could account for performance 539 enhancements often reported after sleep, we examined changes in the SNR of the stored sequence after 540 training and after sleep. First, we analyzed the change in the ratio between forward and backward 541 connections. As shown above, this ratio showed a considerable increase after training during waking. 542
As shown in Figure 4A , a subsequent period of sleep further increased this ratio (p<0.05). 543
We then evaluated the time course of firing rates in patches C and A after the stimulation of patch 544 B. As described above, training enhanced the response of patch C, by introducing an early peak in the 545 firing rate at about 60 ms after the stimulus. We found that sleep further increased the difference 546 between the responses of patches A and C ( Figure 5A ), mainly by reducing the response of patch A. 547
Finally, we calculated the SNR index, measuring the ratio between the average firing rates in 548 patches C and A in the first 200 ms after stimulation of patch B. As expected, we found that training 549 increased the SNR index by 30% over baseline ( Figure 5B) . A further 15% increase over post-training 550 levels followed the sleep session. 551
In order to test whether the improvement in SNR we reported was specifically linked to the 552 properties of activity and plasticity during NREM sleep, we performed two additional kinds of 553 simulations. A first condition was a waking session performed after the first training session, but 554 without any stimulation. With this simulation we could test whether synaptic renormalization is a 555 critical component for SNR improvement, compared to a period of spontaneous waking activity. 556
Second, we simulated another waking session after the first training session, during which we delivered 557 sub-threshold stimulation all five cortical patches. As shown above, in the model this additional 558 stimulation is required to produce the reactivation of the stored sequence in the wake mode, whereas no 559 additional stimulation is necessary in the sleep mode. However, in both cases (spontaneous waking 560 activity and additional waking stimulation) we did not observe any significant change in the ratio 561 between forward and backward connections ( Figure 4A ). Similarly, no significant change was found in 562 response traces and SNR index (not shown). 563
The weight-dependent characteristics of the STDP-like learning rule implemented in the model are 564 such that each plastic event has a different consequence on strong and weak synapses. Percentage 565 weight change will be in fact smaller for strong connections than for weak ones. Therefore, one should 566 expect that the strongest connections (including those that were potentiated the most during training) 567 should undergo relatively smaller changes than weaker connections, with the end result that the 568 difference in strength between strong and weak connections should increase during sleep, despite a net 569 decrease in overall strength. To confirm this prediction, we measured the relative changes of the top 570 10% and the bottom 10% of all connections following a period of sleep. As expected, these two subsets 571 of connections were the most and the least affected by the sequence of stimulation, respectively. 572
Renormalization didn't modify the top connections, while the average strength of the bottom subset 573 decreased by 7% ( Figure 4B ). This happened because initial connection strength and the strength 574 change caused by each plastic event are inversely related. This result suggests that renormalization 575 selectively decreased those connections that were not strengthened during the training process. 576 Therefore, while total synaptic strength decreased, the SNR increased because of an increased contrast 577 between trained (strengthened) connections and untrained ones. 578 579
Synaptic renormalization consolidates stored sequences by increasing resistance to 580 interference 581
We also investigated whether synaptic renormalization could contribute to consolidating 582 memories. In a recent study in humans (Korman et al. 2007 ), subjects were trained to perform a finger-583 tapping sequence. If a nap was performed between training and an interference session using a second 584 sequence, the original sequence was successfully consolidated, otherwise it was disrupted by the 585 interfering one. In our simulations, following (Korman et al. 2007 ), the interference condition consisted 586 of a training session during which the sequence was played in the opposite order (i.e. E-A instead of A-587 E). The SNR index for the original sequence remained unchanged if the model was allowed to sleep 588 before training it for the interfering sequence, but it decreased if the model was kept in the wake mode 589
for an equivalent period of time ( Figure 5A,C) . This effect can be explained by considering that 590 renormalization influences all connections, not only those involved in the training sequence, and that 591 the effect of plasticity is stronger on weak than on strong connections. During a training session, the 592 SNR increases as the sequence is stored through both strong, direct connections between patches, and 593 weaker, indirect pathways. During a subsequent waking period, instead, synaptic strength in most 594 connections increases further due to background activity. So, when the network is then trained with an 595 opposite sequence, the latter is stored with a substantial contribution of indirect pathways. Since these 596 indirect pathways contribute in storing both the original sequence and the opposite sequence, the result 597 is interference with the original sequence, whose SNR is degraded. By contrast, if training with the 598 original sequence is followed by a period of sleep, sleep-dependent processes renormalize 599 preferentially the weaker indirect pathways and reduce their role in storing the interfering sequence. To 600 confirm this hypothesis, we measured the ratio between forward and backward connections between 601 stimulated patches. This ratio decreased by 30% in both the sleep and the waking condition (not 602 shown). However, the ratio between inter-patch and extra-patch connections increased significantly 603 only when a sleep period was interposed between the training and the interference session ( Figure  604 S2A). 605
Finally, we also performed an additional simulation in which a sleep session occurred after the 606 interference session, rather than between the training and the interference session. After this simulation, 607 although the ratio between inter-patch and extra-patch connections was greater than baseline condition, 608 the SNR index did not increase (not shown). To verify whether the model could account for these results, we measured the rate at which the 631 stored sequence of activation was reproduced in the sleep mode before and immediately after training. 632
As explained in the Methods section, we designed a template sequence of activation and measured its 633 rate of reactivation in simulated traces, varying its time scale, i.e. the delay between the activation of 634 two subsequent patches. The training sequence was designed to maximize changes in connection 635 strengths: repetitive stimulation of subsequent patches was separated by 50 ms to allow build-up of 636 intracellular pseudo-calcium concentration at the post-synaptic level and corresponding spikes in 637 adjacent patches were separated by approximately 2 ms. Thus STDP-dependent strength changes were 638 maximized by short delays between post-and pre-synaptic spikes, and higher levels of pseudo-calcium 639 concentration would favor LTP. Spontaneous network dynamics instead determined the pace at which 640 the sequence was reactivated during NREM sleep. The rate of reactivation reached a maximum for all 641 conditions at a time scale corresponding to a delay of about 160 ms between the activation of two 642 subsequent patches. This pace depends on strength and efficacy of connections between patches and on 643 firing rates in patches: high firing rates and strong, specific connections will generally lead to a faster 644 sequential activation of patches. In all simulations trials we performed, testing several degrees of 645 training, the peak of reactivation was lying between 100 ms and 200 ms. Strikingly, this range is 646 compatible with experimental data on spontaneous replay of sequences of activation (Ji & Wilson 647 2007; Euston et al. 2007 ). Moreover, changes in the repetition rate during NREM sleep mirrored 648 changes in connectivity: without sequence training, there was no asymmetric change between forward 649 and backward connections, and there was no change in repetition rates ( Figure 6A ). 650
By contrast, after a period of sleep, repetition rates decreased significantly ( Figure 6A) ; it must be 651 pointed out that the reported values correspond to an average synaptic strength of 75% of the initial 652 level, which required approximately 20% of the period of time needed by the network to fully 653 renormalize synaptic strength, at approximately 60% of the initial level ( Figure 2B ). We also tested whether an increase in the repetition rate could be seen in the wake mode, but found 665 no change as a result of training. This was not unexpected, since spontaneous repetition of sequences of 666 activation during waking has so far been described only in the hippocampus and in correspondence 667
with high spontaneous levels of activity, such as during sharp wave ripples -see for example 668 (Kudrimoti et al. 1999; Karlsson & Frank 2009 ). Assuming that spontaneous levels of activity in the 669 model wake mode may not be sufficient to elicit the reactivation of newly stored connection patterns, 670 we increased the model excitability by providing sub-threshold activation to all five cortical patches 671 during waking sessions before and after training. This manipulation was sufficient to increase the rate 672 of repetition of the stored sequence after training ( Figure 6B ). and sleep-mode activity and plasticity. In the wake-mode, the model reproduced the net increase in 681 synaptic strength observed in experimental work and showed that such changes in synaptic strength can 682 account for the observed increases in neuronal firing rates and synchrony. In the sleep mode, the model 683 reproduced the net decrease in synaptic strength observed experimentally, as well as the well-known 684 decline in SWA as a function of sleep. Altogether, the model illustrates that the interplay of activity and 685 plasticity changes implements a control loop yielding an exponential, self-limiting renormalization of 686 synaptic strength. 687
The same model was then used to investigate the consequences of synaptic renormalization on the 688 learning of sequences of activations, which can be seen as an analogue of studies on learning of finger-689 tapping sequences (Korman et al. 2007 ). First, the simulations showed that synaptic changes induced in 690 the wake-mode by learning activation sequences were reactivated in the sleep mode, but the extent of 691 reactivation declined with the progression of sleep. Second, the simulations showed that sleep-692 dependent synaptic renormalization led to increased signal-to-noise ratios for the learned sequence, 693 increased resistance to interference from other sequences, and desaturated the model's ability to learn 694 novel sequences. 695 rules (Clopath et al. 2010 ). In fact the only pre-requisites a learning rule should have to be able to 717 replicate our findings are activity-and weight-dependency. The former is required to implement a self-718 limiting homeostatic regulation of connection strength, while the latter allows to selectively 719 renormalize weak connections at the expense of strengthened (more important) ones. 720
As expected, the STDP-like rule implemented in the model led to a progressive increase in 721 synaptic strength during spontaneous activity in the wake mode. On balance, sequence learning in the 722 model also led to a net gain in synaptic strength, suggesting that an even greater net increase in strength 723 would have been observed if the model had been engaged in multiple learning tasks, as would be the 724 case during normal wakefulness. 725
Whether or not the details of the plasticity mechanism in the model accurately reflect biological 726 plasticity in the cerebral cortex in vivo, the effects of the net increase in synaptic strength led to 727 changes in the model's activity that closely resembled those reported in vivo. In the model, as in these 728 experiments, neuronal firing rates increased progressively after periods of wakefulness. A projects to neuron B, the pre-synaptic spike will arrive after the post-synaptic one has occurred, due 742 to conduction delays. Thus, even in a condition that, from a purely Hebbian perspective, should lead to 743 potentiation, one obtains instead depression. A third scenario is motivated by the well-known 744 observation that the levels of many neuromodulators, such as acetylcholine, norepinephrine, serotonin, 745 histamine, and hypocretin, are much reduced during NREM sleep compared to wake (Jones 2005, 746 2008), and that neuromodulators can powerfully affect plasticity, including STDP polarity. Specifically, 747 changes in cholinergic and noradrenergic modulation can shift the STDP curve to favor depression 748 (Seol et al. 2007 ). 749
In the model, simulating a sign inversion of the learning rate as a function of reduced 750 neuromodulation plasticity (Seol et al. 2007 ) led as expected to a progressive decrease in synaptic 751 strength during the sleep mode. Presumably, similar results would have been obtained using burst-LTD 752 (Czarnecki et al. 2007 ) and decoupling through synchrony (Lubenov & Siapas 2008) . Importantly, all 753 three mechanisms are activity dependent, in that higher levels of firing, bursting and synchrony result 754 in relatively greater synaptic depression. Since activity, bursting and synchrony are all higher in early 755 than in late sleep, all three mechanisms should produce an exponential decrease in synaptic strength, as 756
we observed with our particular implementation. A mechanistic interpretation of this phenomena will 757 be presented in the paragraphs below. 758
Whether or not the details of our implementation accurately reflect the details of plasticity 759 mechanisms in the sleeping cortex, the effects of decreasing synaptic strength on the model's activity 760 closely resembled those reported in vivo studies. Thus, as in the model, unit recording data in vivo 761
show that neuronal firing rates and synchrony decreased progressively during sleep (Vyazovskiy et al. An activity-plasticity control loop for synaptic homeostasis 775
Altogether, the present simulations suggest the existence of a control loop to homeostatically 776 regulate synaptic strength during NREM sleep. In this loop (Figure 3) , a net increase in synaptic 777 strength -due to learning activities performed during wakefulness -is 'sensed' by the network through 778 its effects on activity: the stronger the synapses, the higher neuronal firing rates and synchrony and, 779 consequently, the higher the levels of SWA when entering the sleep mode. Conversely during the 780 NREM sleep, with plasticity mechanisms biased towards depression, network activity acts as an 781
'effector' to regulate synaptic strength: the stronger and the more synchronized the firing of simulated 782 neurons, the more connections are weakened. On the other hand, the weakening of connections reduces 783 firing rates and synchrony, slowing the process of activity-dependent depression. Finally, the network 784 reaches a point where synaptic strength is sufficiently low that firing rates and synchrony are 785 insufficient to further weaken connections, and the system reaches an equilibrium point. The same 786 dynamics could have been obtained with a different plastic paradigm; in fact, the only pre-requisite is 787 activity-dependency, which assures the stability of the control loop by associating higher levels of 788 activity with faster changes in connectivity towards the equilibrium point. For example, previous 789 studies have shown that high levels of average connection strength introduce a bistability in the 790 network, with periods of bursting interposed by periods of low firing (Holcman & Tsodyks 2006) . In 791 the model, we were able to obtain bistable network activity during waking by greatly increasing 792 synaptic strength (not shown), although only by changing the neuromodulatory milieu could we trigger 793 a proper transition to the sleep mode. Highly synchronous spiking activity (bursting) triggered by an 794 imbalance in connectivity may lead to synaptic depression, via decoupling through synchrony. This 795 mechanism is also activity dependent, since high synchrony will lead to a stronger decoupling than low 796 synchrony, and when synaptic strength is sufficiently low depression will stop. Moreover, as a 797 secondary effect, reduced average connection strength will help trigger the transition to the waking 798 mode. Unfortunately, the level of synchrony in our model was not sufficiently high to allow decoupling 799 through synchrony, but the switch in the sign of plasticity triggered by neuromodulators yielded 800 equivalent results. Hill et al. 2008 ). In the model, the reason SNR improves with 822 renormalization is related to the weight-dependent features of the STDP-like rule, which was 823 implemented according to experimentally derived parameters (Standage et al. 2007 ). These parameters 824 ensure that stronger synapses undergo relatively smaller changes compared to weaker synapses, as 825 illustrated in Figure 4B . Thus, global renormalization further increases the differential between strong 826 and weak connections. To the extent that the strongest connections are those repeatedly potentiated 827 during learning, the result is an increase in SNR. Additional simulations we performed ( Figure S2B ) 828 suggest another mechanism by which a net depression of synaptic strength can increase SNR even in 829 the presence of a proportional scaling of synaptic strength. In the model, when synapses become 830 weaker than a certain threshold, they cease having an effect on the firing pattern of post-synaptic 831 neurons, not even in the presence of high frequency spiking in pre-synaptic terminals. This non-linear 832 threshold effect also contributes to increasing the differential between synapses strengthened by 833 learning and other synapses, thus increasing the SNR. Therefore renormalization may act through two 834 synergistic mechanisms to improve the SNR of store memories: 1-the difference between strong 835 (important) and weak (less relevant) synapses can be enhanced and 2-the efficacy of synapses which 836
were not strengthened during learning activity can be highly reduced by weakening them. 837 Furthermore, a recently described property of STDP needs to be taken into account (Lubenov & 838 Siapas, 2008) . Asynchronous activity in simulated and real networks promotes coupling; this, in turn, 839 leads to synchronization of activity, which has the effect, thanks to conduction delays, of causing a 840 generalized decoupling. This process can be seen as a homeostatic loop, with an increase in coupling 841 (i.e. potentiation) due to asynchronous activity in waking and a reversed process during sleep, which is 842 characterized by synchronous firing. Training strengthens connections between patches and therefore a 843 spike in patch B will preferentially follow one in patch A, even in a situation in which a high level of 844 coupling leads to synchronous activity. Thus, a global renormalization process might be 845 counterbalanced by asynchronous activity affecting inter-patch connections, with the consequence of 846 preserving these connections from depression and increasing the SNR for the training sequence. 847 848
In addition to the beneficial effects of sleep on performance, some studies have also demonstrated 849 that sleep after learning can make the learned material less susceptible to interference from subsequent 850 learning, providing a classic demonstration of memory consolidation (Korman et al. 2007 ). As shown 851 here, synaptic renormalization during sleep was able to reproduce a similar phenomenon. Specifically, 852 learning a second sequence after a first one reduced the SNR for the first sequence (interference effect). 853
However, interposing a period of sleep before training for the second sequence prevented the reduction 854 in SNR for the first one (memory consolidation effect). As explained in the Results section, this was 855 due to a preferential effect of sleep-dependent renormalization on weaker, indirect pathways connecting 856 the cortical patches. Although the experimental paradigm described in (Korman et al. 2007 ) was 857 designed to test different characteristics of the learning process, our simulations reproduce the finding 858 that sleep between training and an interference session helps in consolidating initially stored memories. 859
Of course, several molecular mechanisms of memory consolidation may also be triggered during sleep, 860 in a way that is not mutually exclusive with the specific effects of synaptic renormalization. 861 862
Last but not least, the positive effects of sleep on learning and memory are perhaps most evident in 863 terms of restoring normal learning after a period of extended wakefulness. It is well known that sleep 864 deprivation impairs not only performance, but also diminishes the capacity to learn new material. As 865 shown in studies in both animals and humans, if subjects are allowed to sleep their ability to learn is 866 restored to normal levels (Walker & Stickgold 2004 
