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a b s t r a c t
In this paper, the cellularity of twisted semigroup algebras over an integral domain is
investigated by introducing the concept of cellular twisted semigroup algebras of typeJH .
Partition algebras, Brauer algebras and Temperley–Lieb algebras all are examples of cellular
twisted semigroup algebras of typeJH . Ourmain result shows that the twisted semigroup
algebra of a regular semigroup is cellular of type JH with respect to an involution on the
twisted semigroup algebra if and only if the twisted group algebras of certain maximal
subgroups are cellular algebras. Here we do not assume that the involution of the twisted
semigroup algebra induces an involution of the semigroup itself. Moreover, for a twisted
semigroup algebra, we do not require that the twisting decomposes essentially into a
constant part and an invertible part, or takes values in the group of units in the ground
ring. Note that trivially twisted semigroup algebras are the usual semigroup algebras. So,
our results extend not only a recent result of East, but also some results of Wilcox.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Motivated by a multiplicative property of the famous Kazhdan–Lusztig canonical basis for Hecke algebras of type A, the
notion of cellular algebras was initially introduced by Graham and Lehrer in [4]. The theory of cellular algebras provides a
systematical method for understanding the representation theory of many important algebras in mathematics and physics.
Roughly speaking, a cellular algebra is an associative algebra with an involution and a basis such that the multiplication
of basis elements can be expressed by a ‘‘straightening formula’’ (see Definition 2.3). An advantage of a cellular algebra
is that many questions in representation theory are reduced to relatively easy ones in linear algebra; for instance, the
parametrization of non-isomorphic irreducible representations and the semisimplicity of a finite-dimensional cellular
algebra over a field are reduced to calculations of non-zero bilinear forms [4]. Moreover, homological properties like global
dimension and quasi-heredity for cellular algebras can be characterized by Cartan determinants (see [9,16]). Examples of
cellular algebras include all Hecke algebras of finite types, q-Schur algebras, Brauer algebras, Temperley–Lieb algebras,
partition algebras, Birman–Wenzl algebras and many other diagram algebras (see [3–5,11,13,14]). The theory of cellular
algebras also opens a way for a characteristic-free investigation of these algebras (for example, see [10] for Brauer algebras).
On the onehand, it isworth noticing that all these algebras justmentioned give us cellular semigroup algebras by specializing
their defining parameters. On the other hand, it is not difficult to see that for some semigroups, their semigroup algebras
over a field cannot be cellular, for example, the upper triangular 2 × 2 matrix algebra over a field can be considered as
a semigroup algebra, this algebra is not cellular by [8]. So, a natural question is: When is a semigroup algebra cellular?
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Another question is: how to get different cellular structures by deforming semigroup algebras? In [2], East investigated the
cellularity of inverse semigroup algebras, he gave a sufficient condition for a finite inverse semigroup algebra to be cellular.
Wilcox [12] extended the result in [2] and considered the cellularity of twisted finite regular semigroup algebras, he gave a
sufficient condition for a twisted finite regular semigroup algebra over a commutative ring R to be cellular with respect to
an involution which is determined by an involution on the semigroup itself and an involution on the ground ring R.
In the present paper, we continue to investigate the cellularity of twisted regular semigroup algebras. Since involution
is one of the substantial ingredients for a cellular algebra, we first analyze involutions of twisted semigroup algebras
and introduce the notion of H-type and J-type for involutions as well as the notion of JH-type for twisted semigroup
algebras. To answer our questions mentioned above, we show in Theorem 5.3 that the twisted semigroup algebra of a
regular semigroup is cellular of type JH with respect to an involution on the twisted semigroup algebra if and only if
the twisted group algebras of certain maximal subgroups contained in the semigroup are cellular. For groups, it is known
that the group algebras of symmetric groups, dihedral groups, and the finite Coxeter groups are cellular (see [4,3]). We have
mentioned that the case of an inverse semigroup was considered by East in [2], and the case of a regular semigroup with the
assumption of existence of an involution on the semigroup is considered byWilcox in [12]. Thus, comparing with the result
of Wilcox in [12], our result is obtained without the assumption that an involution of the twisted semigroup algebra of a
regular semigroupmust be an involution of the semigroup itself. As is known, requiring a semigroup to have an involution is
a strong condition on the semigroup itself. Moreover, in our consideration we only assume the ground ring to be an integral
domain, and drop the restriction that a twisting takes values in the group of units of the ground ring. Thus, our result also
extends the main result of Wilcox in [12].
It is well-known in [4] that, for a cellular algebra with cell datum (I,M, C, δ) (see Definition 2.3), the irreducible
representations can be indexed by a subset of the poset I . Moreover, it is shown in [9] that a cellular algebra has finite global
dimension if and only if its Cartan determinant is 1. Thus we may parameterize the irreducible representations of a cellular
semigroup algebra, and determine when a cellular semigroup algebra is of finite global dimension, or quasi-hereditary by
applying the general methods of cellular algebras (see [4,9,16,17]).
The paper is organized as follows: In Section 2, we recall some definitions and basic facts needed in later proofs, and
introduce the J-type and the JH-type for cellular twisted semigroup algebras. In Section 3, we discuss some properties of
a twisting on a semigroup. Section 4 is devoted to dealing with involutions on twisted semigroup algebras. Here we shall
introduce the notion of type J and typeH for involutions, and give a characterization of such involutions. The main results,
Theorems 5.2 and 5.3, are stated and proved in Section 5. In Section 6, we apply the general theory of cellular algebras to
twisted semigroup algebras and give a criterion for a cellular twisted semigroup algebra to be semisimple.
2. Preliminaries
In this section, we shall first recall some basic definitions and facts on semigroups. For further information on semigroups
we refer to any standard text books, for example, the book by Howie [7]. After this, we recall the concept of a cellular algebra
in [4], and the notion of a twisting in [12]. Also, we shall introduce types for cellular twisted semigroup algebras.
2.1. Definitions and basic facts on semigroups
Let S be a semigroup, and S1 the semigroup obtained from S by adding an identity if S has no identity, otherwise we
putS1 = S. In the theory of semigroups, the Green’s relationsL,R,J,H andD onS are of fundamental importance [6].
They are defined in the following way: for x, y ∈ S,
xLy⇔ S1x = S1y;
xRy⇔ xS1 = yS1;
xJy⇔ S1xS1 = S1yS1;
H = L
⋂
R;
D = L ∨R = L ◦R = R ◦L.
IfK is one of the Green’s relations and a ∈ S, we denote by Ka theK-class of S containing a, and by S/K the set of all
K-classes ofS. Further, we define
La ≤ Lb ifS1a ⊆ S1b,
Ra ≤ Rb if aS1 ⊆ bS1,
Ja ≤ Jb ifS1aS1 ⊆ S1bS1.
Then we have a partial order on each of the setsS/L,S/R andS/J. It is well known thatD = J ifS is a finite semigroup.
In this case, the setS/D ofD-classes ofS inherits a partial order defined by
Ds ≤ Dt ⇔ s ∈ S1tS1, for s, t ∈ S.
Clearly, Dxy ≤ Dy for all x, y ∈ S.
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We say that a semigroup S satisfies the condition minL (respectively, minR or minJ ) if the partially ordered set S/L
(respectively,S/R orS/J) satisfies the descending chain condition.
By a 0-simple semigroup, we mean a semigroup with zero satisfying the condition that SaS = S for every a ∈ S \ {0}.
Note that 0-simple semigroups occur very often. The following is a method to get 0-simple semigroups:
Let S be a semigroup and a ∈ S. Then I(a) := {b ∈ S1aS1 | S1bS1 ⊂ S1aS1} is an ideal of S1aS1. It is clear that
S1aS1 = Ja∪˙I(a). Now we consider the set Sa := Ja⋃{0}, where 0 stands for a single element, and is not in Ja. We define
an operation ◦ onSa as follows: for all x, y ∈ Ja
x ◦ y =
{
xy if xy ∈ Ja,
0 otherwise,
where xy is the product of x and y in S, and x ◦ 0 = 0 ◦ x = 0 ◦ 0 = 0. It is easy to check that (Sa, ◦) is a semigroup with
zero element 0. This semigroup Sa is called the principal factor of S determined by a. It is well known that each principal
factor of S is either a 0-simple semigroup or a null semigroup (that is, a semigroup S with zero and S2 = {0}) (see [7] for
a detailed discussion).
An element a of a semigroupS is called regular if there exists b ∈ S such that aba = a. Equivalently, a ∈ S is regular if
and only if theL-class La (respectively, theR-class Ra, or theD-classDa) contains an idempotent element ofS. A semigroup
S is regular if each element ofS is regular. If a and b are two elements in a regular semigroupS and ifK is a Green relation
onS, then, for all x, y ∈ Ja, we have aKb inS if and only if xKy inSa.
A regular semigroup S is called an inverse semigroup if each L-class and each R-class of S contains precisely one
idempotent element; and is called a completely 0-simple semigroup if S is a 0-simple semigroup satisfies the conditions
minL andminR.
Now let I and Λ be non-empty sets and G a group, and let P = (pλk) be a Λ × I-matrix with entries in the 0-group
G0 := G⋃{0}. Suppose P is regular in the sense that no row and no column consist entirely of zero elements. More precisely,
for any k ∈ I , there exists a λ ∈ Λ such that pλk 6= 0, and for any λ ∈ Λ, there exists l ∈ I such that pλl 6= 0. Let
S = (G× I ×Λ)⋃{0}. We define a composition onS by
(a, k, λ)(b, l, µ) =
{
(apλlb, k, µ) if pλl 6= 0;
0 if pλl = 0
and
(a, k, λ)0 = 0(a, k, λ) = 00 = 0,
where a, b ∈ G, k, l ∈ I , and λ,µ ∈ Λ. One can verify that S becomes a completely 0-simple semigroup with respect to
the above composition. It is called the I ×Λ Rees matrix semigroup over the 0-group G0 with the regular sandwich matrix P ,
and is denoted byM0(G, I,Λ; P). The Rees theorem says that each completely 0-simple semigroup is isomorphic to some
M0(G, I,Λ; P), and vice versa.
Similarly, in the above construction, we may replace G by an R-algebra A over a commutative ring R with identity and
use the above multiplication to define an R-algebra structure on
⊕
(λ,k)∈I×Λ A with 0 as zero element, this algebra is called
a Munn algebra, and is denoted by [A, I,Λ; P].
Lemma 2.1 ([7, p. 62]).
(1) The following statements are equivalent for (a, k, λ), (b, l, µ) ∈M0(G, I,Λ; P):
(1) (a, k, λ)L(b, l, µ) if and only if λ = µ.
(2) (a, k, λ)R(b, l, µ) if and only if k = l.
(3) (a, k, λ)H(b, l, µ) if and only if k = l and λ = µ.
(2) Any non-zero elements of a completely 0-simple semigroup are in the sameD-class, and any two non-zeromaximal subgroups
contained in a completely 0-simple semigroup are isomorphic.
By [7, Theorem III.2.8, p.66], we may assume inM0(G, I,Λ; P) that I⋂Λ = {0}, G = (G, 0, 0) and p0,0 = e, where e
is the identity of G. In addition, for any non-zero maximal subgroup G′ ofM0(G, I,Λ; P), we have thatM0(G, I,Λ; P) '
M0(G′, I,Λ; P) as semigroups. In what follows, we always suppose thatM0(G, I,Λ; P) satisfies the above assumptions.
Suppose that S is a finite regular semigroup. It follows from the regularity that the principal factor Sa is a 0-simple
semigroup for every a ∈ S. Observe that a finite semigroup satisfies the conditionsminL andminR. So the semigroupSa is a
completely 0-simple semigroup. Thus each principal factor of a finite regular semigroup is a completely 0-simple semigroup.
Finally, let us mention the following facts on a semigroup, which will be used later in the proofs.
Lemma 2.2 ([7] p. 45, p. 59). Let S be an arbitrary semigroup.
(1) If a, x ∈ S, then either xa ∈ Ja or xa ∈ I(a).
(2) Suppose a, e = e2 ∈ S. If aLe, then a = ae. Similarly, if aRe, then a = ea.
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2.2. Cellular algebras and twisting maps of semigroups
Throughout this paper, R is a commutative ring with identity.
First, let us recall the original definition of cellular algebras introduced by Graham and Lehrer, which is given by means
of multiplicative properties of a basis.
Definition 2.3 ([4]). An associative R-algebra A (possibly without identity) is called a cellular algebra with cell datum
(I,M, C, δ) if the following conditions are satisfied:
(C1) I is a partially ordered set. Associated with each λ ∈ I there is a set M(λ). The algebra A has an R–basis CλS,T , where λ
runs through I , and where (S, T ) runs throughM(λ)×M(λ).
(C2) δ is an R-linear anti-automorphism of A of order 2, and sends CλS,T to C
λ
T ,S .
(C3) If λ ∈ I and S, T ∈ M(λ), then, for each a ∈ A,
aCλS,T =
∑
U∈M(λ)
ra(U, S)CλU,T + r ′,
where the coefficients ra(U, S) ∈ R do not depend on T , and where r ′ is a linear combination of basis elements CµX,Y
with upper index µ strictly smaller than λ.
Note that in the above definition we do not require that Λ and M(λ) are finite sets. If they are finite sets and if the R-
algebra A has an identity, then the above definition of an cellular algebra coincides with the one in [4]. In the present paper,
a cellular R-algebra A with an identity is called a unitary cellular algebra. Examples of (unitary) cellular algebras include
Temperley–Lieb algebras, Brauer algebras, Hecke algebras of finite type, partition algebras and certain Birman–Wenzl
algebras (see [3,4,14,15]). The significance of cellular algebras is that the irreducible representations can be determined by
methods in linear algebra. For more details and further information on cellular algebras we refer to [4,9] and the references
therein.
In the following, an R-linear anti-automorphism δ of Awith δ2 = id is called an R-involution.
Next, let us introduce some notations related to semigroup algebras.
Let S be a semigroup. We denote by R[S] the semigroup algebra of S over R. In general, if I is a subset of S, then
R[I] denotes the set of R-linear combinations of elements in I , that is, R[I] is a free R-module with I as a basis. So each
element of R[I] is a finite summation of the form∑x∈I rxx, rx ∈ R, x ∈ I . In particular, if I1 and I2 are subsets of S, then
R[I1 ∩ I2] = R[I1] ∩ R[I2]. If S is a semigroup with zero θ , then R[θ ] is an ideal of R[S], and we define R0[S] = R[S]/R[θ ].
This R-algebra R0[S] is called the contracted semigroup algebra of S over R. If S has no zero, then we define R0[S] = R[S].
Clearly, an element a of R0[S] is a finite linear combination a = ∑ rss of elements s ∈ S \ {θ}. The support of a ∈ R[S],
denoted by supp(a), is the set {s ∈ S \ {θ} | rs 6= 0}.
Finally, we recall the definition of a twisting on a semigroupS in [12].
Definition 2.4. (1) A twisting ofS into R is a map
pi : S×S −→ R, (x, y) 7→ pi(x, y) for x, y ∈ S,
which satisfies
(TW) pi(x, y)pi(xy, z) = pi(x, yz)pi(y, z)
for x, y, z ∈ S.
(2) A twisting pi ofS into R is called anLR-twisting ofS if it satisfies the following two properties for all x, y, z ∈ S :
(LR1) If xLy, then pi(x, z) = pi(y, z).
(LR2) If yRz, then pi(x, y) = pi(x, z).
(3) Let pi be a twisting ofS into R. The twisted semigroup algebra Rpi [S] ofS over Rwith respect to the twisting pi , is defined
to be an R-algebra with the R-basisS in which the multiplication • is defined by
x • y = pi(x, y)(xy) for all x, y ∈ S,
and is extended by linearity.
(4) In case S has a zero element θ , the twisted contracted semigroup algebra of S over R with respect to a twisting pi is
defined as Rpi [S]/R[θ ], denoted by Rpi0 [S].
It is shown in [12] that Brauer algebras, Temperley–Lieb algebras and partition algebras are examples of twisted
semigroup algebras.
We end this section by introducing the notion ofJ-type andJH-type for twisted semigroup algebras. These types reflect
a relationship between a cellular basis and a Green relation on a semigroup.
Definition 2.5. Let R be a commutative ring with identity, and let S be a semigroup (with zero). A twisted (or contracted)
semigroup algebra Rpi [S] (or Rpi0 [S]) is called a cellular algebra of type J with cell datum (I,M, C, δ) if the conditions
(C1)–(C3) in Definition 2.3 and the following additional condition are satisfied:
(C4) For every λ ∈ I , there exists a J-class J of S such that supp(CλS,T ) ⊆ J for all S, T ∈ M(λ). Note that the J may depend
on the given λ.
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Definition 2.6. A cellular twisted (contracted) semigroup algebra Rpi [S](Rpi0 [S]) with datum (I,M, C, δ) is of type JH if it
is of type J, and for each λ ∈ I and S, T ∈ M(λ), there exists anH-class H ofS such that supp(CλS,T ) ⊆ H .
We remark that R[S] and Rpi [S] are equal as R-modules. So the notion of support in Rpi [S]makes sense with respect to
the canonical basisS. Also, we may speak of the support of an element in Rpi0 [S].
For a basis-free definition of a cellular algebra we refer to [8]. For properties and more examples of cellular algebras we
refer to [3,4,14,15] and the references therein. For further information about semigroup algebras, we refer the reader to [1].
3. Properties of a twisting of a semigroup
In this section, we investigate the structure of a semigroup algebra with a twisting.
Let pi be a twisting of a semigroupS into R, and a ∈ S. We define a multiplication on R[Ja] as follows: for x, y ∈ Ja,
x y :=
{
pi(x, y)xy if xy ∈ Ja;
0 otherwise
and x  0 = 0 = 0  x, where xy is the product of x and y in S and 0 is the zero element of the R-module R[Ja]. Then we
extend this multiplication R-linearly to the whole R-module R[Ja]. We claim that R[Ja] is an R-algebra with respect to the
multiplication (possibly without identity). In fact, it is sufficient to show that (R[Ja],) is a twisted contracted semigroup
algebra of the semigroupSa := Ja ∪ {0}with multiplication ◦.
We define
pia : Sa ×Sa −→ R, (x, y) 7→ pia(x, y),
where
pia(x, y) =
{
pi(x, y) if xy ∈ Ja,
0 if xy 6∈ Ja.
Now, we verify that pia is a twisting of Sa into R. By Definition 2.4, it suffices to verify that pia satisfies (TW). Suppose
x, y, z ∈ Ja. We consider the following two cases:
(1) If xyz ∈ Ja, then S1aS1= S1xyzS1 ⊆ S1xyS1 ⊆ S1xS1 = S1aS1. This means that xy ∈ Ja. Similarly, yz ∈ Ja. Hence
x ◦ y = xy, y ◦ z = yz. Thus
pia(x, y)pia(x ◦ y, z) = pi(x, y)pi(xy, z) = pi(x, yz)pi(y, z)
= pia(x, yz)pia(y, z) = pia(x, y ◦ z)pia(y, z).
(2) If xyz 6∈ Ja, then x ◦ y ◦ z = 0 = x ◦ y ◦ z. Thus we have to consider the following two cases:
(1) If xy 6∈ Ja, then pia(x, y) = 0 and pia(x, y)pia(x ◦ y, z) = 0. On the other hand, we have
(i) If yz ∈ Ja, then pia(x, y ◦ z) = pia(x, yz) = 0. Clearly, pia(x, y ◦ z)pia(y, z) = 0.
(ii) If yz 6∈ Ja, then pia(y, z) = 0 and pia(x, y ◦ z)pia(y, z) = 0.
(2) If xy ∈ Ja, then pia(x ◦ y, z) = 0 and pia(x, y)pia(x ◦ y, z) = 0. Further, we have
(i) If yz ∈ Ja, then pia(x, y ◦ z) = 0 and pia(x, y ◦ z)pia(y, z) = 0. Thus pia(x, y)pia(x ◦ y, z) = pia(x, y ◦ z)pia(y, z).
(ii) If yz 6∈ Ja, then pia(y, z) = 0 and pia(x, y ◦ z)pia(y, z) = 0. Thus pia(x, y)pia(x ◦ y, z) = pia(x, y ◦ z)pia(y, z).
Hence, in any cases, the condition (TW) holds true. Thus pia is a twisting of the semigroup (Sa, ◦). By definition, we see that
the R-algebra (R[Ja],) is the twisted contracted semigroup algebra of the semigroup (Sa, ◦) over R with respect to the
twisting pia. This R-algebra (R[Ja],) is denote by Rpi [Ja]. Thus we have proved the following proposition.
Proposition 3.1. Let R be a commutative ring with identity and S a semigroup. If pi is a twisting of S into R, then, for every
a ∈ S, the map pia is a twisting of the semigroup (Sa := Ja ∪ {0}, ◦) into R.
Note that ifK is a Green relation on a regular semigroupS and if a ∈ S and x, y ∈ Ja, then xKy inS if and only if xKy
in (Ja ∪ {0}, ◦). The following is straightforward.
Proposition 3.2. Let R be a commutative ring with identity andS a semigroup. Suppose pi is anLR-twisting onS into R. Then,
for every a ∈ S, the pia is anLR-twisting of Sa into R.
Proposition 3.3. Let pi be a twisting of S = M0(G, I,Λ; P) into R. Then pi is an LR-twisting if and only if, for
(g, i, λ), (h, j, µ) ∈ S with g, h ∈ G, i, j ∈ I , and λ,µ ∈ Λ, we have pi((g, i, λ), (h, j, µ)) = pi((e, 0, λ), (e, j, 0)), where e is
the identity of G.
Proof. By Lemma 2.1, we have (g, i, λ)L(e, 0, λ) and (h, j, µ)R(e, j, 0). Thus pi is anLR-twisting ofS into R if and only if
pi((g, i, λ), (h, j, µ)) = pi((e, 0, λ), (h, j, µ)) = pi((e, 0, λ), (e, j, 0)). 
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Proposition 3.4. Let R be a commutative ring with identity andS = M0(G, I,Λ; P), and let pi be a twisting of S into R. Then
Rpi0 [S] is isomorphic to the Munn algebra [R[G], I,Λ; P¯], where P¯ = (piλipλi) with piλi = pi((e, 0, λ), (e, i, 0)), where e is the
identity of G.
Proof. For an element a ∈ R[G], let (a)iλ be the I × Λmatrix over R[G] such that the (i, λ)-entry is a, and all other entries
are zero. We define a map ϕ by
ϕ : S −→ [R[G], I,Λ; P¯], (a, i, λ) 7→ (a)iλ for a ∈ G, i ∈ I, λ ∈ Λ,
and extend this map linearly to Rpi0 [S]. By Proposition 3.3, it is a routine calculation that ϕ is an algebra isomorphism of
Rpi0 [S] onto [R[G], I,Λ; P¯]. 
4. Involutions on twisted semigroup algebras
The aim of this section is to characterize involutions on the twisted semigroup algebra Rpi [S] of a semigroup S, where
pi is a twisting ofS. First, we introduce the following types for involutions.
Definition 4.1. Let δ be an R-involution on the (contracted) twisted semigroup algebra Rpi [S].
(1) δ is called an involution of type J if, for every s ∈ S, we have supp(δ(s)) ⊆ Js.
(2) δ is called an involution of type H if, for every s ∈ S, there exists an H-class H of S such that supp(δ(x)) ⊆ H for
every x ∈ Hs.
(3) δ is called an involution of type HI if δ is of type H , and if, for each x ∈ S, there exists at least one idempotent
element ex ∈ Jx such that δ(ex) = ex.
The following proposition establishes a relationship between a cellular twisted semigroup algebra of type J and an
involution of type J.
Proposition 4.2. Let R be a commutative ring with identity andS a semigroup. If Rpi [S] is a cellular twisted semigroup algebra
of type J with cell datum (I,M, C, δ), then δ is an involution of type J on Rpi [S].
Proof. For s ∈ S, we write s as an R-linear combination of the basis elements CλS,T with λ ∈ Λ (⊆ I) and S, T ∈ M(λ). Put
Λ′ =
{
λ ∈ Λ | Js
⋂
supp(CλS,T ) 6= ∅ for a basis element CλS,T
}
.
By Definition 2.5(C4), the support of each CλS,T belongs to a J-class. Since different J-classes inS are disjoint, we know that
s is in fact a linear combination of CλS,T with λ ∈ Λ′, say s =
∑
λ∈Λ′
∑
S,T r
λ
S,TC
λ
S,T with r
λ
S,T ∈ R. Clearly, there must be at least
one basis element CλS,T in the expression such that s ∈ supp(CλS,T ) ⊆ J , where J is a J-class in S. This implies that s ∈ J and
J = Js. By Definition 2.5(C4), all CλS,T in the expression of s have support in Js. Now, by applying the involution, we infer that
δ(s) =∑λ∈Λ′∑S,T rλS,TCλT ,S . Thus δ(s) has support in Js. This is what we want to prove. 
The following proposition gives a characterization of involutions of type J on twisted semigroup algebras.
Proposition 4.3. Let S be a semigroup, and let pi be a twisting of S into R. If there is an R-involution δa on Rpi0 [Ja] for every
a ∈ S such that
(1) δx = δa for every x ∈ Ja; and
(2) for x, y ∈ S, we have δxy(x • y) = δy(y) • δx(x), where xy is the product inS, and where δy(y) • δx(x) are defined in Rpi [S],
then the map δ defined by
δ : R[S] −→ R[S],
∑
x∈S
rxx 7→
∑
x∈S
rxδx(x)
is a unique R-involution of type J on Rpi [S] such that, as R-linear maps, δ(x) = δs(x) for every x ∈ Js with s ∈ S.
Conversely, any involution of type J on Rpi [S] can be obtained in this way.
Proof. Suppose that the conditions of Proposition 4.3 are satisfied. Then δ is well-defined and R-linear. To verify that δ is
an involution on Rpi [S], it suffices to show that δ2 = id and δ is an anti-endomorphism of the algebra Rpi [S]. Suppose
a = ∑s∈Λ kss and b = ∑t∈Γ lt t are two elements of Rpi [S], where ks, lt ∈ R, and where Λ and Γ are finite subsets of S.
Then
δ(a • b) = δ
(∑
s∈Λ
∑
t∈Γ
kslt(s • t)
)
=
∑
s∈Λ
∑
t∈Γ
ksltpi(s, t)δst(st)
=
∑
s∈Λ
∑
t∈Γ
kslt(δst(s • t)) =
∑
s∈Λ
∑
t∈Γ
kslt(δt(t) • δs(s))
=
(∑
t∈Γ
ltδt(t)
)
•
(∑
s∈Λ
ksδs(s)
)
= δ(b) • δ(a).
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Observe that supp(δs(s)) ⊆ Js. We have δx = δs for every x ∈ supp(δs(s)) by (1), and hence δ(δs(s)) = δs(δs(s)). Thus
δ2(a) = δ
(∑
s∈Λ
ks(δs(s))
)
=
∑
s∈Λ
ks(δ(δs(s)))
=
∑
s∈Λ
ks(δs(δs(s))) =
∑
s∈Λ
kss = a,
that is, δ2 = id.
Thus δ is an involution on Rpi [S]. The uniqueness of δ is clear. By definition, δ is of type J.
Conversely, assume that δ is an involution on Rpi [S] of type J. Take a ∈ S, we define a map δa from Rpi [Ja] into itself by
δa(w) = δ(w) for everyw ∈ Rpi [Ja], and prove that δa is an R-involution on Rpi [Ja]. In fact, if x ∈ Ja, then δ(x) ∈ R[Ja] since δ
is an involution of type J. It follows that δa is well-defined. Moreover, it is easy to see that δa is R-linear and that δx = δa for
every x ∈ Ja since x ∈ Ja implies that Jx = Ja.
Now, we prove that δa(x  y) = δa(y)  δa(x) for all x, y ∈ Ja. Suppose x, y ∈ Ja, δa(x) = δ(x) = ∑k∈Ja rkk and
δa(y) = δ(y) =∑l∈Ja r ′l lwith the coefficients rk, r ′l ∈ R. (Here the summations should beunderstood as a finite summations).
Since δ(x • y) = δ(y) • δ(x), we have
pi(x, y)δ(xy) = δ(x • y) =
∑
k,l∈Ja
rkr ′l l • k
=
∑
k,l∈Ja;lk∈Ja
rkr ′lpi(l, k)lk+
∑
k,l∈Ja;lk6∈Ja
rkr ′lpi(l, k)lk.
Suppose xy ∈ Ja. Since δ is an involution of type J, we have supp(δ(xy)) ⊆ Ja. Thus∑k,l∈Ja;lk6∈Ja rkr ′lpi(l, k)lk = 0. This
means that
δ(x • y) = pi(x, y)δ(xy) =
∑
k,l∈Ja;kl∈Ja
rkr ′lpi(l, k)lk =
∑
k,l∈Ja;kl∈Ja
rkr ′l l k.
By the definition of δa, we have
δa(x y) = δa(pia(x, y)xy) = pia(x, y)δa(xy) = pi(x, y)δ(xy) = δ(x • y)
=
∑
k,l∈Ja;kl∈Ja
rkr ′lpi(l, k)lk =
∑
k,l∈Ja;kl∈Ja
rkr ′l l k.
On the other hand, we have
∑
k,l∈Ja;kl6∈Ja rkr
′
l l k = 0 in (R[Ja],). Therefore
δa(x y) =
∑
k,l∈Ja;kl∈Ja
rkr ′lpi(l, k)lk+ 0
=
∑
k,l∈Ja;kl∈Ja
rkr ′l l k+
∑
k,l∈Ja;kl6∈Ja
rkr ′l l k
=
∑
k,l∈Ja
rkr ′l l k = δ(y) δ(x) = δa(y) δa(x),
that is, δa(x y) = δa(y) δa(x).
Suppose xy 6∈ Ja, that is, Jxy 6= Ja and Ja ∩ Jxy = ∅. In this case, x y = 0 and δa(x y) = δa(0) = δ(0) = 0. Since δ is an
involution of type J, we have supp(δ(xy)) ⊆ Jxy and supp(δ(xy))⋂ Ja = ∅. Thus∑k,l∈Ja;lk∈Ja rkr ′lpi(l, k)lk = 0 in Rpi [S], that
is,
∑
k,l∈Ja;kl∈Ja rkr
′
l l k =
∑
k,l∈Ja;lk∈Ja rkr
′
lpi(l, k)lk = 0 in R[Ja]. On the other hand, it is clear that
∑
k,l∈Ja;kl6∈Ja rkr
′
l l k = 0 in
Rpi [Ja]. Thus
δa(y) δa(x) = δ(y) • δ(x) =
∑
k,l∈Ja
rkr ′l l k = 0
in Rpi [Ja]. Consequently, δa(x y) = 0 = δa(y) δa(x). Hence we have proved that δa is an anti-homomorphism from Rpi [Ja]
into itself. Therefore δa is an R-involution on Rpi [Ja].
Finally, we show that the condition (2) is satisfied. Indeed, by the definition of δa, we have δx(x) = δ(x) for every x ∈ S.
Further, since δ is an involution on Rpi [S], we conclude that δ(x • y) = δ(y) • δ(x) for all x, y ∈ S. So
δxy(x • y) = δxy(pi(x, y)(xy)) = pi(x, y)δxy(xy) = pi(x, y)δ(xy) = δ(x • y) = δ(y) • δ(x) = δy(y) • δx(x)
for all x, y ∈ S. Thus the proof is completed. 
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Proposition 4.4. Let S = M0(G, I, I; P) be a completely 0-simple semigroup, and R an integral domain. Let pi be an LR-
twisting of S into R such that pi(e, e) 6= 0, and ∗ an R-involution on Rpi [G] such that e∗ = e, where e is the identity of G. Let pii,l
stand for pi((e, 0, i), (e, l, 0)). Suppose that pii,lp∗i,l = pil,ipl,i for all i, l ∈ I . Then the map
δ : Rpi0 [S] → Rpi0 [S], (a, i, j) 7→ (a∗, j, i), where a ∈ R[G], i, j ∈ I,
is an R-involution on Rpi0 [S] of typeH .
Proof. Obviously, themap δ can be extended linearly to Rpi [S]which, as an R-module, is the same as R[S]. Note that ∗ can be
considered as an R-linear map on R[G]. Since pi is anLR-twisting and since theH-class of e is G, we have pi(g, h) = pi(e, e)
for all g, h ∈ G by Definition 2.4(4).
For any (g, i, j) ∈ S, we have
δ2(g, i, j) = δ(g∗, j, i) = ((g∗)∗, i, j) = (g, i, j)
and δ2 = idS. Let (h, k, l) ∈ S. Then
pi(e, e)2δ((g, i, j) • (h, k, l)) = pi(e, e)2pij,kδ(gpjkh, i, l)
= δ(g • pjk • h, i, l) = pij,k((g • pjk • h)∗, l, i)
= pij,k(h∗ • p∗jk • g∗, l, i)
= pi(e, e)2pik,j(h∗pk,jg∗, l, i) (since pik,jp∗k,j = pij,kpj,k)
= pi(e, e)2pik,j(h∗, l, k)(g∗, i, j)
= pi(e, e)2(h∗, l, k) • (g∗, j, i)
= pi(e, e)2δ(h, k, l) • δ(g, i, j).
Here we identify Gwith the subgroup (G, 0, 0) ofS. Hence δ((g, i, j) • (h, k, l)) = δ(h, k, l) • δ(g, i, j) since R is an integral
domain. Thus δ is an anti-homomorphism. Altogether, we have shown that δ is an R-involution of Rpi [S]. By the definition
of δ and Definition 4.1, we see from Lemma 2.1 that δ is also of typeH . The proof is completed. 
Now, let us consider the converse of Proposition 4.4. For a ring T with identity, we denote by U(T ) the group of units in T .
Proposition 4.5. Let S = M0(G, I,Λ; P) be a completely 0-simple semigroup with e the identity of G, R an integral
domain, pi an LR-twisting of S into R, and δ an R-involution on Rpi0 [S] of type H . If δ fixes the idempotent (e, 0, 0) and
if pi((e, 0, 0), (e, 0, 0)) 6= 0, then there exist an involution ∗ on Rpi [G], a map ϕ : I −→ Λ, i 7→ i¯ and a map
ε : Λ −→ U(R[G]), λ 7→ ελ such that
(1) ϕ is bijective and 0¯ = 0.
(2) ε0 = e, ε∗λ is invertible in R[G] for every λ ∈ Λ, andpii¯,lp∗i¯,l = pil¯,i(ε∗l¯ )−1pl¯,iεi¯ for all i, l ∈ I , wherepii¯,l = pi((e, 0, i¯), (e, l, 0)).
Moreover, the δ sends (g, i, j¯) to (εj¯g
∗(ε∗
i¯
)−1, j, i¯).
Proof. Because δ is an R-involution of typeH on Rpi0 [S], there is anH-class H ofS such that supp(δ(g, 0, 0)) ⊆ H for every
g ∈ G. By assumption, we have δ(e, 0, 0) = (e, 0, 0), this shows that (e, 0, 0) ∈ H and H = (G, 0, 0). Thus δ(g, 0, 0) ∈ R[G]
for every g ∈ G. It follows that the restriction ∗ := δ|R[G] is an involution on Rpi [G]. Note that ∗ is also an R-involution on the
group algebra R[G]. This follows from
pi ((e, 0, 0), (e, 0, 0)) ((g, 0, 0)(h, 0, 0))∗ = δ((g, 0, 0) • (h, 0, 0))
= δ(h, 0, 0) • δ(g, 0, 0)
= pi((e, 0, 0), (e, 0, 0)) (δ(h, 0, 0) δ(g, 0, 0))
= pi((e, 0, 0), (e, 0, 0)) ((h, 0, 0)∗ (g, 0, 0)∗)
and ((g, 0, 0)(h, 0, 0))∗ = (h, 0, 0)∗(g, 0, 0)∗ since R is an integral domain.
Further, we claim that δ(g, 0, 0) = (δ(g), 0, 0) for every g ∈ G. To prove this, we pick an element g ∈ G and write
δ(g) =∑h∈G′ rhhwith rh ∈ R and G′ a finite subset of G. Then
δ(g) =
∑
h∈G′
rh(h, 0, 0) =
(∑
h∈G′
rhh, 0, 0
)
= (δ(g), 0, 0).
Note that we always identify Gwith (G, 0, 0). If (e, i, 0) ∈ S, then wemay suppose δ(e, i, 0) = (a, k, λ)with a ∈ R[G] since
δ is of typeH . We put pi0,0 = pi((e, 0, 0), (e, 0, 0)) in R. Then pi0,0 6= 0 and, by Proposition 3.3,
(pi0,0a, k, λ) = pi0,0δ(e, i, 0) = pi0,0δ((e, i, 0)(e, 0, 0)) = δ((e, i, 0) • (e, 0, 0))
= (e, 0, 0) • (a, k, λ) = pi0,k(p0,ka, 0, λ) = (pi0,kp0,ka, 0, λ).
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It follows that k = 0. Thus (pi0,0a, 0, λ) = (pi0,0p0,0a, 0, λ). Since R is an integral domain and p0,0 = e, we have
δ(e, i, 0) = (p0,0a, 0, λ) = (a, 0, λ). This means that a and λ are dependent only on i. So we can write a = ℘i and λ = i¯.
Dually, for (e, 0, λ) ∈ S, there exist ελ ∈ R[G] and λˆ ∈ I , which depend only on λ, such that δ(e, 0, λ) = (ελ, λˆ, 0). It follows
from
pi0,0(e, i, 0) = pi0,0δ2((e, i, 0)) = pi0,0δ((℘i, 0, i¯)) = pi0,0δ((℘i, 0, 0)(e, 0, i¯))
= δ((℘i, 0, 0) • (e, 0, i¯)) = (εi¯, ˆ¯i, 0) • (℘∗i , 0, 0) = pi0,0(εi¯℘∗i , ˆ¯i, 0)
that (e, i, 0) = (εi¯℘∗i , ˆ¯i, 0), i = ˆ¯i and εi¯℘∗i = e. Similarly, we compute the element pi0,0(e, 0, λ) for λ ∈ Λ and then get
ε∗
i¯
℘i = e. Moreover, since ∗ is an involution on R[G], it follows from εi¯℘∗i = e that ℘iε∗i¯ = e.
Now we define
ϕ : I −→ Λ, i 7→ i¯
and
ψ : Λ −→ I, λ 7→ λˆ.
Thus ϕψ = id and ψϕ = id. It follows that ϕ is bijective and |I| = |Λ|. It is easy to check that ϕ satisfies the condition (1).
Next, we define
ε : Λ −→ U(R[G]), λ 7→ ελ.
Since δ fixes (e, 0, 0), we have 0 = 0¯. From (ε0, 0, 0) = (e, 0, 0)∗ = (e, 0, 0) it follows that ε0 = e. On the other hand, we
have
pii¯,l(p
∗
i¯,l, 0, 0) = ((e, 0, i¯) • (e, l, 0))∗ = δ(e, l, 0) • δ(e, 0, i¯)
= ((ε∗l¯ )−1, 0, l¯) • (εi¯, i, 0) = pil¯,i((ε∗l¯ )−1pl¯,iεi¯, 0, 0).
Hence pii¯,lp
∗
i¯,l
= pil¯,i(ε∗l¯ )−1pl¯,iεi¯. This proves that ε satisfies the condition (2).
Finally, suppose (g, i, j¯) ∈ Rpi0 [S]with g ∈ G, i, j ∈ I . Then
pi20,0δ(g, i, j¯) = δ((e, i, 0) • (g, 0, 0) • (e, 0, j¯)) = δ(e, 0, j¯) • (g, 0, 0)∗ • δ(e, i, 0)
= (εj¯, j, 0) • (g∗, 0, 0) • ((ε∗i¯ )−1, 0, i¯) = pi20,0(εj¯g∗(ε∗i¯ )−1, j, i¯)
and δ(g, i, j¯) = (εj¯g∗(ε∗i¯ )−1, j, i¯). This finishes the proof. 
Remark. Propositions 4.4 and 4.5 describe the structure of an involution of type HI on a twisted contracted completely
0-simple semigroup algebra. By Proposition 4.3, we can establish the structure of an involution of typeHI and type J on a
twisted semigroup algebra of a semigroups in which principal factors are completely 0-simple semigroups.
5. Cellularity of twisted semigroup algebras
In this section, we consider the cellularity of twisted regular semigroup algebras. One of the differences of our
investigation from the one in [12] is that the assumption on the twisting is weaker than the assumption in [12], namely we
do not require that a twisting decomposes into a constant part and an invertible part, in order to get cellularity of twisted
semigroup algebras (see [12, Assumption 8]). But we strengthen the ground ring to be a domain. This makes sense in the
representation theory of orders and Artin algebras, where one often assumes the ground ring to be a discrete valuation ring,
or a field.Moreover, since specializations preserve cellularity (see [4, (1.8) Specialization]), onemay study the representation
theory of cellular twisted semigroup algebras over fields of characteristic zero and characteristic p in a uniform way by
suitable specializations of a cellular twisted semigroup algebra over an integral domain. Another difference is that the
involutions in our case are more general than that in [12]. This has been seen in the previous sections.
Proposition 5.1. Let R be a commutative ring with identity,S a semigroup and δ an involution on Rpi [S]. If Rpi [S] is a cellular
algebra of type J with cell datum (I,M, C, δ), then, for each a ∈ S, the R-algebra Rpi [Ja] is a cellular algebra with cell datum
(Ia,Ma, Ca, δa), where
• Ia = {i ∈ I | supp(C iS,T ) ⊆ Ja for a pair S, T ∈ M(i)},
• Ma =⋃i∈Ia M(i),
• Ca =⋃i∈Ia{C iS,T | S, T ∈ M(i)},• δa is the restriction of δ to Rpi [Ja] (see Proposition 4.3).
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Proof. To show that Rpi [Ja] is a cellular algebra with cell datum (Ia,Ma, Ca, δa), we verify all conditions in Definition 2.3. By
the definition of (Ia,Ma, Ca, δa), we have to prove the following two facts:
(1) {CαS,T | α ∈ Ia, S, T ∈ M(α)} is an R-basis of Rpi [Ja].
In fact,
⋃
α∈I{CαS,T | S, T ∈ M(α)} forms an R-basis of Rpi [S]. So, for x ∈ Ja, we can write x as
∑
λ∈Λ
∑
S,T∈N(λ) rλ(S, T )C
λ
S,T ,
where rλ(S, T ) lies in R, and where Λ ⊆ I and N(λ) ⊆ M(λ). By assumption, Rpi [S] is a cellular algebra of type J.
Thus
⋃
S,T∈M(λ) supp(C
λ
S,T ) is contained in some J-class of S. This means that
∑
λ∈Λ⋂(I\Ia)∑S,T∈N(λ) rλ(S, T )CλS,T = 0,
and therefore x = ∑λ∈Λ⋂ Ia∑S,T∈N(λ) rλ(S, T )CλS,T ∈ R[Ja]. It follows that R[Ja] can be spanned R-linearly by elements
of {CαS,T | α ∈ Ia, S, T ∈ M(α)}, namely we have proved that {CαS,T | α ∈ Ia, S, T ∈ M(α)} is an R-basis of Rpi [Ja].
(2) If α ∈ Ia, S, T ∈ M(α) and x ∈ Ja, then
x CαS,T ≡
∑
S′∈M(α)
rx(S ′, S)CαS′,T mod R[Ja](< α),
where the coefficients rx(S ′, S) ∈ R do not depend on T .
In fact, by the definition of a cellular algebra of type J, we know that x • CαS,T =
∑
S′∈M(α) rx(S ′, S)C
α
S′,T + x′ for an
x′ ∈ Rpi [S](< α), where the coefficients rx(S ′, S) ∈ R do not depend on T . Now let x′ = ∑λ∈Λ∑U,V∈M(λ) rx′(U, V )CλU,V
with rx′(U, V ) ∈ R and Λ a subset of {λ ∈ I | λ < α}. Since Rpi [S] is a cellular algebra of type J, the element
x′1 :=
∑
λ∈Ia⋂Λ rx′(U, V )CλU,V belongs to R[Ja] and the element x′2 := ∑µ∈Λ\Ia rx′(U, V )CµU,V with supp(CµU,V ) 6⊆ Ja does not
belong toR[Ja]. Note that x′ = x′1+x′2. Thus
∑
S′∈M(α) rx(S ′, S)C
α
S′,T+
∑
λ∈Ia⋂Λ rx′(U, V )CλU,V ∈ R[Ja]. SupposeCαS,T =∑t∈Ja rt t .
Since xw ∈ Ja or xw ∈ I(a) forw ∈ supp(CαS,T ) ⊆ Ja, we find that
x • CαS,T =
∑
t∈Ja
pi(x, t)xt =
∑
t∈Ja,xt∈Ja
rtx t +
∑
t∈Ja,xt 6∈Ja
rtpi(x, t)xt
= x CαS,T +
∑
t∈Ja,xt 6∈Ja
rtpi(x, t)xt.
Thus ( ∑
S′∈M(α)
rx(S ′, S)CαS′,T + x′1
)
+ x′2 = x • CαS,T = x CαS,T +
∑
t∈Ja,xt 6∈Ja
rtpi(x, t)xt.
This means that
x CαS,T =
∑
S′∈M(α)
rx(S ′, S)CαS′,T + x′1.
Note that x′1 ∈ Rpi [Ja](< α). This finishes the proof. 
Theorem 5.2. Let R be an integral domain, S a completely 0-simple semigroup, pi an LR-twisting of S into R, and δ an R-
involution of typeH on Rpi [S]. If δ fixes an idempotent e of S \ {0} and pi(e, e) 6= 0, then Rpi0 [S] is a cellular algebra of type
JH for the R-involution δ if and only if the twisted group algebra Rpi [G] is a cellular algebra with respect to the restriction of δ,
where G is the maximal subgroup of S with the identity e.
Proof. Let e and G be the same as in the theorem. We know that the number of L-classes in aD-class ∆ of S is the same
as the number ofR-classes in∆. Now, we may assume thatS =M0(G,Λ,Λ; P)with p0,0 = e. We denote pi(e, e) by pi0,0.
By the proof of Proposition 4.5, the restriction of δ to Rpi [G] is an involution of Rpi [G].
Suppose that Rpi0 [S] is a cellular algebra of type JH with cell datum (I,M, C, δ). We define
K = {λ ∈ I | supp(CλS,T ) ⊆ G for a pair S, T ∈ M(λ)}, with a partial order induced from (I,≤);
N(λ) = {S ∈ M(λ) | supp(CλS,T ) ⊆ G for an element T ∈ M(λ)} for λ ∈ K ; and
DλS,T = CλS,T for λ ∈ K , and S, T in N(λ).
We claim that Rpi [G] is a cellular R-algebra with cell datum (K ,N,D, ∗ = δ|R[G]). To prove this, it is sufficient to show the
following two statements:
(1) R[G] can be represented as R-linear combinations of elements of D := {DλS,T | λ ∈ K , S, T ∈ N(λ)}.
First, we point out that D ⊆ R[G]. Suppose S ∈ N(λ), so CλS,T ∈ R[G] for an element T ∈ M(λ). Since e is a left identity for
R[G],
e • CλS,T = pi(e, e)eCλS,T = pi(e, e)CλS,T .
Now for any T ′ ∈ M(λ), Definition 2.3 (C3) implies
e • CλS,T ′ = pi(e, e)CλS,T ′ + r ′,
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where r ′ is a linear combination of basis elements CµX,Y with µ < λ. The support of the left hand side is contained in Re.
Since the support of each basis element is contained in anH-class, any basis element with non-zero coefficient on the right
hand side must be contained in R[Re]. In particular, CλS,T ′ ∈ R[Re]. Applying δ, we have CλS′,T ∈ R[Le] for any S ′ ∈ M(λ) and
T ∈ N(λ). Thus, if S, T ∈ N(λ), then
CλS,T ∈ R[Re] ∩ R[Le] = R[G].
Nowwe prove (1). If a ∈ R[G], then we write a = a1+ a2, where a1 is a linear combination of elements in D, thus in R[G],
and where a2 is a linear combination of elements in C ′ := {CλS,T | λ ∈ I, S, T ∈ M(λ)} \ D. Notice that supp(CλS,T ) ⊆ S \ G if
CλS,T ∈ C ′. Hence a2 ∈ R[S \ G]. On the other hand, a2 = a− a1 ∈ R[G]. This implies that a2 = 0 and that a can be expressed
as an R-linear combination of elements of D.
(2) If g ∈ G, λ ∈ K ,DλS,T ∈ D(λ) := {DλS,T | S, T ∈ N(λ)}, then
g • DλS,T =
∑
U∈N(λ)
rg(U, S)DλU,T + a,
where a ∈ Rpi [G] is a linear combination of elements of DµU,V with the upper index µ strictly smaller than λ, and where the
coefficients rg(U, S) ∈ R are independent of T .
In fact, since Rpi0 [S] is a cellular algebra of type J, we have
g • CλS,T =
∑
U∈N(λ)
rg(U, S)CλU,T +
∑
U∈M(λ)\N(λ)
rg(U, S)CλU,T + a0,
where a0 is a linear combination of elements C
µ
U,V such that the upper indices µ belongs to N and are strictly smaller than
λ, and where the coefficients rg(U, S) ∈ R do not depend on T . Note that both supp(CλU,T ) and supp(g • CλS,T ) are contained
in G. So, we have supp(
∑
U∈M(λ)\N(λ) rg(U, S)C
λ
U,T + a0) ⊆ G and
∑
U∈M(λ)\N(λ) rg(U, S)C
λ
U,T = 0 since the upper indices of
basis elements in the expression of a0 is less than λ. It follows from (1) that a0 ∈ Rpi [G] can be represented as an R-linear
combination of elements ofD. Moreover, a0 is a linear combination of elements ofDwith upper indexµ strictly smaller than
λ. This proves the required claim.
Conversely, suppose that the twisted group algebra Rpi [G] of G is a cellular algebra with cell datum (K ,M, C, ∗), where
∗ is the restriction of δ. By assumption, we may suppose that S = M0(G,Λ,Λ; P). By Proposition 4.5, without loss of
generality, we can assume that δ sends (a, i, j) to (εja∗(ε∗i )−1, j, i), where ε is defined as in Proposition 4.5. For λ ∈ K , we
define N(λ) = Λ×M(λ) and Dλ(x,S),(y,T ) = (εxCλS,T , x, y) for (x, S), (y, T ) ∈ N(λ). We shall prove that Rpi0 [M0(G,Λ,Λ; P)] is
a cellular algebra with cell datum (K ,N,D, δ).
Since εx is invertible in R[G] and since {CλS,T | λ ∈ K ; S, T ∈ M(λ)} is a basis of R[G], we know that {εxCλS,T | λ ∈ K ; S, T ∈
M(λ)} is also a basis of R[G]. Hence each element (a, x, y) ∈ (R[G], x, y) can be represented as a linear combination of
elements from {Dλ(x,S),(y,T ) | λ ∈ K ; (x, S), (y, T ) ∈ N(λ)}. Since {εxCλS,T | λ ∈ K ; S, T ∈ M(λ)} is a basis for Rpi [G], we have
that {Dλ(x,S),(y,T ) | λ ∈ K ; (x, S), (y, T ) ∈ N(λ)} is R-linearly independent. Thus {Dλ(x,S),(y,T ) | λ ∈ K , (x, S), (y, T ) ∈ N(λ)} is a
basis of Rpi0 [S].
Next, let us consider the action of the involution δ on the basis elements Dλ(x,S),(y,T ). Since
pi0,0((εxCλS,T )
∗, 0, 0) = [pi0,0(εx, 0, 0)(CλS,T , 0, 0)]∗ = [(εx, 0, 0) • (CλS,T , 0, 0)]∗
= (CλS,T , 0, 0)∗ • (εx, 0, 0)∗ = ((CλS,T )∗, 0, 0) • (ε∗x , 0, 0) = pi0,0((CλS,T )∗ε∗x , 0, 0),
we have (εxCλS,T )
∗ = (CλS,T )∗ε∗x , where the multiplications in the both sides of the equality are in R[G]. Furthermore, the
following is true:
δ(Dλ(x,S),(y,T )) = δ(εxCλS,T , x, y)
= (εy(εxCλS,T )∗(ε∗x )−1, y, x)
= (εy(CλS,T )∗ε∗x (ε∗x )−1, y, x)
= (εyCλT ,S, y, x) = Dλ(y,T ),(x,S).
Now, it remains to show that the condition (C3) in Definition 2.3 holds. In fact, if (g, u, v) ∈ Swith g ∈ G, u, v ∈ Λ, and
if Dα(x,S),(y,T ) is a basis element, then
Dα(x,S),(y,T ) • (g, u, v) = (εxCαS,T , x, y) • (g, u, v) = (piy,uεxCαS,Tpy,u g, x, v).
On the other hand, since (Rpi [G], •) is a cellular algebra, we have
CαS,T • piy,upy,ug =
∑
T ′∈M(α)
rpiy,upy,ug(T , T
′)CαS,T ′ +
∑
λ<α;λ∈K ;U,V∈M(λ)
r(λ,U, V )CλU,V ,
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where the coefficients rpiy,upy,ug(T , T
′) of the first term of the right hand side are in R and do not depend on S. By the
definition of a twisted product, CαS,T • piy,upy,u g = pi0,0CαS,Tpiy,upy,ug , and the element CαS,Tpiy,upy,ug can be expressed as
a linear combination of basis elements CλU,V of R
pi [G], say CαS,Tpiy,upy,ug =
∑
λ∈K ;U .V∈M(λ) γ (α, S, T , y, u, g; λ,U, V )CλU,V .
Now, by comparing the coefficients of the two expressions of CαS,T • piy,upy,ug , we have pi0,0γ (α, S, T , y, u, g; λ, T , T ′) =
rpiy,upy,ug(T , T
′) and pi0,0γ (α, S, T , y, u, g; λ,U, V ) = r(λ,U, V ) for every T ′ ∈ M(α), λ < α, and U, V ∈ M(λ). This shows
that γ (α, S, T , y, u, g; λ, T , T ′) is independent of S and x for every T ′ ∈ M(α), λ ≤ α, and U, V ∈ M(λ). Thus
Dα(x,S),(y,T ) • (g, u, v) ≡
(
εx
∑
T ′∈M(α)
γ (α, S, T , y, u, g;α, T , T ′)CαS,T ′ , x, v
)
mod Rpi0 [S](< α)
≡
∑
T ′∈M(α)
γ (α, S, T , y, u, g;α, T , T ′)(εxCαS,T ′ , x, v) mod Rpi0 [S](< α)
≡
∑
(v,T ′)∈N(α)
γ (α, S, T , y, u, g;α, T , T ′)Dα(x,S),(v,T ′) mod Rpi0 [S](< α).
Note that the coefficients γ (α, S, T , y, u, g;α, T , T ′) do not depend upon (x, S). By applying the involution δ, we see that
the condition (C3) in Definition 2.3 holds true. Thus the proof is completed. 
Now we arrive at our main result of the paper.
Theorem 5.3. Let R be an integral domain, S a regular semigroup with principal factorsM0(Gα, Iα, Iα; Pα), where α runs over
Y = S/J. Suppose that pi is an LR-twisting of S into R and that δ is an R-involution of type J and type H on Rpi [S]. Let E
be the set {e ∈ S | 0 6= e = e2, δ(e) = e, pi(e, e) 6= 0}. For e ∈ E, let Ge be the maximal subgroup of S with the identity e. If
Eα := E⋂ E(M0(Gα, Iα, Iα; Pα)) 6= ∅ for every α ∈ Y , then Rpi [S] is a cellular algebra of type JH with respect to the involution
δ if and only if for each α ∈ Y there is an element e ∈ Eα such that Rpi [Ge] is a cellular algebra with respect to the R-involution δ
restricted.
Proof. Suppose Rpi [S] is a cellular algebra of type JH with cell datum (I,M, C, δ). By Proposition 5.1, Rpi [Ja] is a cellular
algebrawith cell datum (Ia,Ma, Ca, δa) for every a ∈ S. Pick anα ∈ Y . Then there is Ja such that Ja =M0(Gα, Iα,Λα; Pα)\{0}.
This implies thatSa is a completely 0-simple semigroup isomorphic toM0(Gα, Iα,Λα; Pα). From the definition of Rpi [Ja]we
see that Rpi [Ja] is the twisted semigroup algebra ofSa over Rwith respect to the twisting pia. Note that under the condition
of typeHI, we have |Iα| = |Λα| by Proposition 4.5. Since Eα 6= ∅, there is an idempotent e ∈ Eα . As pointed out in Section 2,
Sa = M0(Ge, Iα,Λα; Pα). It is easy to verify that δa and (e, 0, 0) satisfy the conditions in Theorem 5.2 since we identify e
with (e, 0, 0). It follows from Theorem 5.2 that Rpi [Ge] is a cellular algebra with respect to the R-involution δ restricted.
Conversely, suppose that for each α ∈ Y , there is an e ∈ Eα such that Rpi [Ge] is a cellular algebra with respect to the
R-involution δ restricted. Let a ∈ S. We prove that Rpi [Ja] is a cellular algebra of type JH for the R-involution δa: Since S
is a regular semigroup with principal factorsM0(Gα, Iα, Iα; Pα), there is an element α ∈ Y such that the principal factor
(Sa := Ja ∪ {0}, ◦) determined by a is M0(Gα, Iα, Iα; Pα). Pick an e ∈ Eα such that Rpi [Ge] is a cellular algebra with the
cell datum (K ,M, C, ∗), where ∗ is the restriction of δ to Rpi [Ge]. By the proof of Theorem 5.2, Rpi [Ja] is a cellular algebra
of type JH with cell datum (Ka,Ma, Ca, δa), where Ka := K , Ma(λ) := Λ × M(λ), and Cλa;(x,S),(y,T ) := (εxCλS,T , x, y) for
(x, S), (y, T ) ∈ Ma(λ), where ε is defined as in Proposition 4.5.
Let T be a set of representatives of the J-classes ofS.
In the following, we shall prove Rpi [S] is a cellular algebra of type JH with cell datum (Γ ,N,D, δ), where we define
Γ =⋃a∈T (a, Ka) endowed with a partial order≤: For a, b ∈ T , λ ∈ Ka, µ ∈ Kb and λ 6= µ,
(a, λ) < (b, µ)⇔ either Ja < Jb, or both Ja = Jb and λ < µ in Ka.
For (a, λ) ∈ (a, Ka), we define N(a, λ) = Ma(λ), and D(a,λ)U,V = Cλa;U,V for U, V ∈ N(a, λ).
Because Rpi [Ja] is a cellular algebra with cell datum (Ka,Ma, Ca, δa), the⋃(a,λ)∈(a,Ka){D(a,λ)U,V | U, V ∈ N(a, λ)} is an R-basis
for Rpi [Ja]. Thus⋃a∈T ,(a,λ)∈(a,Ka){D(a,λ)U,V | U, V ∈ N(a, λ)} is an R-basis of Rpi [S]. Thus the condition (C1) of Definition 2.3
is satisfied. The condition (C2) of Definition 2.3 is clear from Theorem 5.2. It remains to verify the condition (C3) in
Definition 2.3.
We notice the following fact: Suppose a, b ∈ T . If b ∈ I(a), µ ∈ Kb and α ∈ Ka, then (b, µ) < (a, α). Indeed, b ∈ I(a) if
and only ifS1bS1 ( S1aS1 if and only if Jb < Ja. Thus, if b ∈ I(a), then (b, µ) < (a, λ) for every µ ∈ Kb and every λ ∈ Ka.
Now suppose λ ∈ Ka, (x, S), (y, T ) ∈ Ma(λ) and c ∈ S, we calculate c • D(a,λ)(x,S),(y,T ) = c • Cλa;(x,S),(y,S), where Cλa;(x,S),(y,T )
is in Rpi [Ja]. It is easy to see that supp(CλS,T ) ⊆ Ge and supp(Cλa;(x,S),(y,T )) ⊆ R[(G, x, y)], where Ge = (Ge, 0, 0). Since pi is an
LR-twisting ofS into R, we get that pi(c, (g, x, y)) = pi(c, (e, x, y)) for every g ∈ Ge.
By Lemma 2.1(1), we have either c(e, x, 0) ∈ Ja or c(e, x, 0) ∈ I(a). Thus we have to consider the following two cases:
Case 1. c(e, x, 0) ∈ I(a). In this case, by the foregoing fact that pi(c, (g, x, y)) = pi(c, (e, x, y)) for every g ∈ Ge, we have
c • D(a,λ)(x,S),(y,T ) = c • Cλa;(x,S),(y,S) = pi(c, (e, x, y))c(εxCλS,T , x, y)
= pi(c, (e, x, y))c(e, x, 0)(εxCλS,T , 0, y).
X.J. Guo, C.C. Xi / Journal of Pure and Applied Algebra 213 (2009) 71–86 83
Thus c • D(a,λ)(x,S),(y,T ) ∈ R[I(a)] since I(a) is an ideal of S1aS1 and pi(c, (e, x, y))c(e, x, 0)(εxCλS,T , 0, y) ∈ R[I(a)]. This shows
that there exists T1 ⊂ T such that T1 ⊆ I(a) and c • D(a,λ)(x,S),(y,T ) ∈
⋃
b∈T1 R[Jb]. Note that if b ∈ I(a), µ ∈ Kb and α ∈ Ka, then
(b, µ) < (a, α). Hence we have
⋃
b∈T1 R[Jb] ⊂ Rpi [S](< (a, λ)), that is, c • D(a,λ)(x,S),(y,T ) ∈ Rpi [S](< (a, λ)).
Case 2. c(e, x, 0) ∈ Ja. Since (e, x, 0)(e, 0, 0) = (e, x, 0), we have c(e, x, 0) = [c(e, x, 0)](e, 0, 0) ∈ (Ge,Λ, 0).
Note that pi is an LR-twisting of S into R. Thus pi((g, x, 0), (h, 0, y)) = pi((e, 0, 0), (e, 0, 0)) for all g, h ∈ Ge, and
pi(c(e, x, y), (g, 0, y)) = pi(c(e, x, y), (e, 0, 0)) = pi((e, 0, 0), (e, 0, 0)). From pi(e, e) 6= 0 it follows that pi0,0 :=
pi((e, 0, 0), (e, 0, 0)) = pi(e, e) 6= 0. Now, we have
pi0,0c • Cλa;(x,S),(y,T ) = pi0,0c • (εxCλS,T , x, y) = pi0,0c • [(e, x, 0)(εxCλS,T , 0, y)]
= c • [pi0,0(e, x, 0)(εxCλS,T , 0, y)] = c • [(e, x, 0) (εxCλS,T , 0, y)]
= pi(c, (e, x, 0))pi(c(e, x, 0), (e, 0, 0))c(e, x, 0)(εxCλS,T , 0, y)
= pi(c, (e, x, 0))pi(c(e, x, 0), (e, 0, 0))c(e, x, 0)(εx, 0, 0)(CλS,T , 0, y)
= pi(c, (e, x, 0))pi(c(e, x, 0), (e, 0, 0))c(e, x, 0)(εx, x, 0)D(a,λ)(0,S),(y,T )
= pi(c, (e, x, 0))pi0,0c(e, x, 0)(εx, x, 0)D(a,λ)(0,S),(y,T )
= pi(c, (e, x, 0))[c(e, x, 0)(εx, x, 0)]  D(a,λ)(0,S),(y,T ).
That is,
(∗) pi0,0c • Cλa;(x,S),(y,T ) = pi(c, (e, x, 0))[c(e, x, 0)(εx, x, 0)]  D(a,λ)(0,S),(y,T ).
Moreover, since Rpi [Ja] is a cellular algebra, we get
(∗∗) pi(c, (e, x, 0))[c(e, x, 0)(εx, x, 0)]  D(a,λ)(0,S),(y,T )
=
∑
(s,S′)∈Na(λ)
rpi(c,(e,x,0))[c(e,x,0)(εx,x,0)]((s, S
′), (0, S))Cλa;(s,S′),(y,T ) + z,
where z ∈ Rpi [Ja](< λ), and where the coefficients rpi(c,(e,x,0))[c(e,x,0)(εx,0,0)]((s, S ′), (0, S)) ∈ R do not depend on (y, T ).
Since all D(a,λ)U,V form an R-basis of R
pi [S], we write c • Cλa;(x,S),(y,T ) as an R-linear combination of elements D(a,λ)U,V , say
c • Cλa;(x,S),(y,T ) =
∑
l(λ, s, S ′, y, T )Cλa;(s,S′),(y,T ) + z ′
with z ′ a linear combination of elements Cµb;U ′,V ′ , where (b, µ) 6= (a, λ). This implies that
(∗ ∗ ∗) pi0,0c • Cλa;(x,S),(y,T ) =
∑
pi0,0l(λ, s, S ′, y, T )Cλa;(s,S′),(y,T ) + pi0,0z ′.
By comparing the coefficients of the right hand sides of (**) and (***), we get
rpi(c,(e,x,0))[c(e,x,0)(εx,0,0)]((s, S
′), (0, S)) = pi0,0l(λ, s, S ′, y, T ).
This means that pi0,0 divides rpi(c,(e,x,0))[c(e,x,0)(εx,0,0)]((s, S ′), (0, S)). Similarly, pi0,0 divides the coefficients of z. Hence
c • Cλa;(x,S),(y,T ) =
∑
(s,S′)∈Na(λ)
(pi0,0)
−1rpi(c,(e,x,0))[c(e,x,0)(εx,0,0)]((s, S
′), (0, S))Cλa;(s,S′),(y,T ) + (pi0,0)−1z
=
∑
(s,S′)∈Na(λ)
(pi0,0)
−1rpi(c,(e,x,0))[c(e,x,0)(εx,0,0)]((s, S
′), (0, S))D(a,λ)
(s,S′),(y,T ) + (pi0,0)−1z,
where z is already in the lower terms. Thus we have proved that the condition (C3) in Definition 2.3 holds. This shows that
Rpi [S] is a cellular algebra with cell datum (Γ ,N,D, δ). It is not difficult to see that the involution δ is of type JH . This
finishes the proof. 
Remarks. (1) The proof of Theorem 5.3 shows a little bit more: If Rpi [S] is a cellular algebra of type JH with respect to the
involution δ of both type J and typeH on Rpi [S], then Rpi [Ge] is a cellular algebra for every idempotent e ∈ E.
(2) In the proof of Theorem 5.3 we may replace ‘‘R is a domain’’ by an arbitrary ring R and require that pi(e, e) ∈ R is
torsion-free in R[S], that is, if pi(e, e)m = 0 for some elementm ∈ R[S], then either pi(e, e) = 0, orm = 0.
As an immediate consequence of Theorem 5.3 and Proposition 4.5, we have the following corollary which generalizes
some results in [12,2], respectively.
Corollary 5.4. Let R be an integral domain, S a finite regular semigroup, pi an LR-twisting of S into R, δ an R-involution of
both type J and typeH on Rpi [S] and E the set of idempotents e of S such that δ(e) = e and pi(e, e) 6= 0. For each e ∈ E we
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denote by Ge the maximum subgroup of S with the identity e. If E
⋂
E(M0(Gα, Iα, Iα; Pα)) 6= ∅ for all α ∈ Y , then Rpi [S] is
a cellular algebra of type JH for the involution δ if and only if, for every e ∈ E, the twisted group algebra Rpi [Ge] is a cellular
algebra with respect to the restriction of δ.
As typical examples of cellular algebras, partition algebras, Brauer algebras, Temperley–Lieb algebras and many other
algebras are investigated by many authors. As was pointed out in [12], all these algebras are cellular twisted semigroup
algebras with respect to anLR-twisting.
For partition algebras and Brauer algebras we can get semigroup structures by just putting the parameter equal to the
identity of the ground ring. The corresponding semigroups obtained in this way are called partition semigroups and Brauer
semigroups, respectively. Then the usual involution of a Brauer or a partition semigroup fixes all idempotents. Note that
each maximal subgroup of a Brauer semigroup or a partition semigroup is isomorphic to a symmetric group. For further
information on Brauer algebras and partition algebras we refer to [4,10,11,15]
Thus the following corollary is a direct consequence of Theorem 5.3 since all ingredients for adapting Theorem 5.3 are
contained in [12].
Corollary 5.5. All partition algebras, Brauer algebras and Temperley–Lieb algebras over an integral domain are cellular twisted
semigroup algebras of partition, Brauer and Temperley–Lieb semigroups, respectively. All of them are of type JH with an LR-
twisting.
Finally, we remark that Theorem 5.3 enables us to study both the representation theory and homological properties of
twisted semigroup algebras by applying the general methods of cellular algebras (see [4,9,16]).
6. Semi-simplicity of twisted semigroup algebras
In this section, we shall investigate when a twisted regular semigroup algebra of type JH is semisimple. The idea is
similar to that in [2,12], namely we use techniques from cellular algebras. First we recall the definition of cell modules for a
unitary cellular algebra in [4], and then interpret these cell modules by their matrix representations.
Let A be a unitary cellular R-algebra with cell datum (Λ,M, C, δ). For each λ ∈ Λ, the cell moduleW (λ) corresponding
to λ is the left A-module with R-basis {CS | S ∈ M(λ)} and A-action
aCS =
∑
S′∈M(λ)
ra(S ′, S)CS′
for a ∈ A and S ∈ M(λ), where ra(S ′, S) is defined as in Definition 2.3. LetMatM(λ)(R) be the algebra ofM(λ)×M(λ)matrices
over R, and
ρλ : A→ MatM(λ)(R)
the corresponding matrix representation ofW (λ) relative to the natural basis, that is, ρλ(a) = (ρλ(a)ST )with
ρλ(a)ST = ra(S, T )
for a ∈ A and S, T ∈ M(λ). For each λ ∈ Λ, there is a bilinear form φλ on W (λ) defined on the basis elements so that
φλ(CS, CT ) is the unique element of R satisfying
CλS′SC
λ
TT ′ ≡ φλ(CS, CT )CλS′T ′ (mod A(< λ))
for S ′, T ′ ∈ M(λ). We denote by Φλ the Gram matrix of φλ relative to the natural basis, that is, Φλ = (ΦλST ) ∈ MatM(λ)(R)
with
ΦλST = φλ(CS, CT )
for S, T ∈ M(λ). The importance of φλ is demonstrated by the following fact.
Lemma 6.1 ([4]). Let A be a finite-dimensional unitary cellular R-algebra over a field R with cell datum (Λ,M, C, δ). Then the
following are equivalent:
(1) The algebra A is semisimple.
(2) The nonzero cell representations W (λ) are irreducible and pairwise inequivalent.
(3) The form φλ is non-degenerate (that is, det(Φλ) 6= 0) for each λ ∈ Λ.
From now on, we assume the following:
• R is a field with identity 1; S is a monoid with principal factorsM0 (Gd, Id, Id; Pd = (pdij)), where d runs over a set T of
representatives of the J-classes ofS; |T | <∞ and |Id| <∞. We denote by Jd the setM0(Gd, Id, Id; Pd) \ {0}, and ed the
identity of the group Gd.
• δ is an R-involution on Rpi [S] of type J and typeH such that δ|Rpi [Jd] = δd as R-linear maps for every d ∈ T .
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• pi is an LR-twisting of S into R, which satisfies that pi(ι, x) = 1 = pi(x, ι) for every idempotent element x ∈ S,
where ι is the identity of S, and that pi(ed, ed) 6= 0 for every d ∈ T . We put pidi,j = pi((ed, 0, i), (ed, j, 0)). In particular,
pid0,0 = pi((ed, 0, 0), (ed, 0, 0)) = pi(ed, ed).• for each d ∈ T , there is an R-involution δd of typeH on (Rpi [Jd],) such that δd((ed, 0, 0)) = (ed, 0, 0) and δd((a, i, j)) =
(εja∗(ε∗i )−1, j, i) for every a ∈ Rpi [Gd] and all i, j ∈ Id, where ∗ = δd|Rpi [Gd] and ε : Id −→ U(R[Gd]) is a bijection such that
ε0 = ed and pidi,l(pdi,l)∗ = pidl,i(ε∗l )−1pdl,iεi for all i, l ∈ Id. (Note that U(R[Gd]) stands for the group of units in the algebra
R[Gd]).• Rpi [Gd] is a cellular algebra with cell datum (Kd,Md, Cd, δd|Rpi [Gd]). Thus the cellular basis of Rpi [Gd] is {Cλd;S,T | λ ∈
Kd, S, T ∈ Md(λ)}. The corresponding bilinear form on the cell module Wd(λ) with λ ∈ Kd is denoted by φλd , and its
Gram matrix is denoted byΦλd .
Since pi is an LR-twisting of S into R and since for each a ∈ S there is an idempotent x ∈ S with aRx, we have
that pi(ι, a) = pi(ι, x) = 1 for every a ∈ S. Similarly, pi(a, ι) = 1 for every a ∈ S. Now, we can check that ι is an
identity of Rpi [S]. On the other hand, since pi is an LR-twisting of S into R, the restriction of pi to each H-class of S is
a constant. Thus Rpi [Gd] is a unitary algebra with the identity pi(ed, ed)−1ed for every d ∈ T . Note that under the above
assumptions, we know from Theorem 5.2 that (Rpi [Jd],) is a cellular algebra of type JH with cell datum (Xd,Nd,Dd, δd),
where Xd = {d} × Kd, Nd = Id × Md and D(d,λ)(i,S),(j,T ) = (εjCλd;S,T , i, j). Thus, by Theorem 5.3, Rpi [S] is a unitary cellular
algebra of type JH with cell datum (I,N,D; δ), where I = ⋃d∈Y Xd, δ|(Rpi [Jd],) = δd, and where N(d, λ) = Id ×Md(λ) and
D(d,λ)(i,S),(j,T ) = (εjCλd;S,T , i, j) for every (d, λ) ∈ Xd.
Lemma 6.2. Let (d, λ) ∈ Xd and (i, S), (j, T ) ∈ Nd. Then the bilinear form of φ(d,λ) on the cell Rpi [S]-module corresponding to
(d, λ) is
φ(d,λ)(D(d,λ)(i,S) ,D
(d,λ)
(j,T ) ) =
∑
U∈M(λ)
(pid0,0)
−2rpidij pdijεj(U, T )φ
λ
d (S,U).
Proof. Since Rpi [Gd] is a unitary cellular algebra with cell datum (Kd,Md, Cd, ∗), we have
pidijp
d
ijεjC
λ
d;TT ′ = (pid0,0)−1(pidijpdijεj) Cλd;TT ′
≡
∑
U∈M(λ)
(pid0,0)
−1rpidij pdijεj(U, T )C
λ
d;UT ′ (mod R
pi [Gd](< λ)).
Hence
D(d,λ)
(i′,S′),(i,S) • D(d,λ)(j,T ),(j′,T ′) = (εi′CλS′S, i′, i) • (εjCλTT ′ , j, j′)
= (εi′CλS′SpidijpdijεjCλTT ′ , i′, j′)
≡
∑
U∈M(λ)
(pid0,0)
−1rpidij pdijεj(U, T )(εi′C
λ
S′SC
λ
UT ′ , i
′, j′)
≡
∑
U∈M(λ)
(pid0,0)
−2rpidij pdijεj(U, T )(εi′C
λ
S′S  CλUT ′ , i′, j′)
≡
∑
U∈M(λ)
(pid0,0)
−2rpidij pdijεj(U, T )φ
λ
d (S,U)(εi′C
λ
S′T ′ , i
′, j′)
≡
∑
U∈M(λ)
(pid0,0)
−2rpidij pdijεj(U, T )φ
λ
d (S,U)D
(d,λ)
(i′,S′),(j′,T ′) (mod R
pi [Gd](< λ))
and φ(d,λ)(D(d,λ)(i,S) ,D
(d,λ)
(j,T ) ) =
∑
U∈M(λ)(pi
d
0,0)
−2rpidij pdijεj(U, T )φ
λ
d (S,U). 
For (d, λ) ∈ Nd, we form an Id× Id blockmatrixΘd = (θij), where θij is anMd(λ)×Md(λ)matrix over Rwith (U, T )-entry
rpidi,jpdijεj(U, T ). Obviously, Θd is an (Id × Md(λ)) × (Id × Md(λ)) matrix over R. Now, let Γ (d,λ) := diag(Φ
λ
d , . . . ,Φ
λ
d ). Then
Γ (d,λ) is an (Id ×Md(λ))× (Id ×Md(λ))matrix over R and has |Id| blocksΦλd on the main diagonal.
Thus, by Lemma 6.2, we have the following corollary.
Corollary 6.3. Φ(d,λ) = (pid0,0)−2Γ (d,λ)Θd, whereΦ(d,λ) is the Gram matrix of φ(d,λ) with (d, λ) ∈ Xd.
By the general theory of unitary cellular algebras, we have the following result.
Theorem 6.4. With the above assumptions, Rpi [S] is semi-simple if and only if the following conditions hold:
(1) For each d ∈ T ,Θd is invertible.
(2) For each d ∈ T , Rpi [Gd] is semi-simple.
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Proof. By Lemma 6.1, Rpi [S] is semi-simple if and only if det(Φ(d,λ)) 6= 0 for every (d, λ) if and only if det(Γ (d,λ)) 6= 0 and
det(Θd) 6= 0 for every (d, λ) if and only if Θd is invertible and Rpi [Gd] is semi-simple for every d ∈ T . This completes the
proof. 
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