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1. Introduction 
The computation of eigenvalues and eigenvectors or deflating subspaces of 
symplectic pencils/matrices is an important task in applications like discrete lin- 
ear-quadratic regulator problems, discrete Kalman filtering, computation of 
discrete stability radii, and the problem of solving discrete-time algebraic Ric- 
cati equations. See, e.g., [22,24,25,29] for applications and further references. A 
matrix M E lR2nx2n IS called symplectic (or J-ovthogonuT) if 
MJMT = J (1) 
(or equivalently, MTJM = J) and a .~ymplectic mu tris pCWd 
L - iN, L, N E Rz”x2” is defined by the property 
WLT = NJNT> (2) 
where 
J= (3) 
and I,, is the II x n identity matrix. (Note that Eq. (2) is in general not equiva- 
lent to LTJL = NTJN.) 
In most applications system-theoretic conditions are satisfied, which guaran- 
tee the existence of an n-dimensional invariant subspace (resp. deflating sub- 
space) corresponding to the eigenvalues of the symplectic matrix M (resp. 
the symplectic pencil L - AN) inside the open unit disk. This is the subspace 
one wishes to compute. The solution of the (generalized) symplectic eigenvalue 
problem with small and dense coefficient matrices has been the topic of numer- 
ous publications during the last 30 years. Even for these problems a numerical- 
ly sound method, i.e., a strongly backward stable method in the sense of [7], is 
yet not known. The numerical computation of a deflating subspace is usually 
carried out by an iterative procedure like the QZ algorithm which transforms 
L - AN into a generalized Schur form, from which the deflating subspace can 
be read off. See, e.g., [29,31]. The QZ algorithm is numerically backward stable 
but it ignores the symplectic structure. Thus the computed eigenvalues will in 
general not come in reciprocal pairs, although the exact eigenvalues have this 
property. Even worse, small perturbations may cause eigenvalues close to the 
unit disk to cross the unit circle such that the number of true and computed 
eigenvalues inside the open unit disk may differ. Hence it is crucial to make 
use of the symplectic structure. 
Different structure-preserving methods which avoid the above mentioned 
problems have been proposed. Mehrmann [28] describes a symplectic QZ algo- 
rithm. This algorithm has all desirable properties, but its applicability is limited 
to the single input/output case due to the lacking reduction to symplectic 
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J-Hessenberg form in the general case [l]. In [26], Lin uses the S + S-‘-trans- 
formation in order to solve the symplectic eigenvalue problem. But the method 
cannot be used to compute eigenvectors and/or invariant subspaces. Pate1 [34] 
shows that these ideas can also be used to derive a structure-preserving method 
for the generalized symplectic eigenvalue problem similar to Van Loan’s 
square-reduced method for the Hamiltonian eigenvalue problem [37]. Based 
on the multishift idea presented in [l], he also describes a method working 
on a condensed symplectic pencil using implicit QZ steps to compute the stable 
deflating subspace of a symplectic pencil [33]. 
Using the analogy to the continuous-time case, i.e., Hamiltonian eigenvalue 
problems, Flaschlia et al. show in [16] how to construct structure-preserving 
methods for the symplectic eigenproblem based on the SR method [12,27]. This 
method is a QR-like method based on the SR decomposition. In an initial step, 
the symplectic matrix is reduced to a more condensed form, the symplectic J- 
Hessenberg form. As in the general framework of GR algorithms [40], the SR 
iteration preserves the symplectic J-Hessenberg form at each step and is sup- 
posed to converge to a form from which eigenvalues and deflating subspaces 
can be read off. The authors note that “ . ..the resulting methods have signifi- 
cantly worse numerical properties than their corresponding analogues in the 
Hamiltonian case” [ 161, abstract. 
Recently, Banse and Bunse-Gerstner [24] presented a new condensed form 
for symplectic matrices which can be computed by an elimination process 
using elementary unitary and symplectic similarity transformations. The 
2n x 2n condensed matrix is symplectic, contains Sn - 4 nonzero entries, 
and is determined by 4n - 1 parameters. This condensed form, called sympk- 
tic butterfly form, can be depicted as a symplectic matrix of the following 
form: 
The reduction of a symplectic matrix to butterfly form and also the exis- 
tence of a numerically stable method to compute this reduction is strongly 
dependent on the first column of the transformation matrix that carries out 
the transformation. Once the reduction to butterfly form is achieved, the 
SR algorithm [12,27] is a suitable tool for computing the eigenvalues/eigen- 
vectors of a symplectic matrix. It preserves the butterfly form in its iterations 
and can be rewritten in a parameterized form that works with 4n - 1 param- 
eters instead of the (2n)’ matrix elements in each iteration. Hence, the 
symplectic structure, which will be destroyed in the numerical process due 
to roundoff errors, can easily be restored in each iteration for this condensed 
form. 
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In [2], a strict butterfly matrix is introduced in which the upper left diagonal 
matrix of the butterfly form is nonsingular. A strict butterfly matrix can be fac- 
tored as 
We will introduce an unreduced butterfly form in which the lower right tridi- 
agonal matrix is unreduced. An unreduced butterfly matrix can be factored as 
Any unreduced butterfly matrix is similar to a strict butterfly matrix, but not 
vice versa. We will show that unreduced butterfly matrices have certain desir- 
able properties which are helpful when examining the properties of the SR al- 
gorithm based on the butterfly form. A strict butterfly matrix does not 
necessarily have these properties. 
In [2,4] an elimination process for computing the butterfly form of a 
symplectic matrix is given which uses elementary unitary symplectic transfor- 
mations as well as nonunitary symplectic transformations. Here, we also con- 
sider a structure-preserving symplectic Lanczos method which creates the 
symplectic butterfly form if no breakdown occurs. Such a symplectic Lanczos 
method will suffer from the well-known numerical difficulties inherent to any 
Lanczos method for nonsymmetric matrices. In [2]. a symplectic look-ahead 
Lanczos algorithm is presented which overcomes breakdown by giving up 
the strict butterfly form. Unfortunately, so far there do not exist eigenvalue 
methods that can make use of that special reduced form. Standard eigenvalue 
methods as QR or SR have to be employed resulting in a full symplectic matrix 
after only a few iteration steps. We propose to employ an implicit restart tech- 
nique instead of a look-ahead mechanism in order to deal with the numerical 
difficulties of the symplectic Lanczos method. This approach is based on the 
fundamental work of Sorensen [35]. 
In Section 2, existence and uniqueness of the reduction of a symplectic ma- 
trix to butterfly form are reviewed. Unreduced butterfly matrices are intro- 
duced and their properties are presented. An SR algorithm based on the 
symplectic butterfly form is discussed in Section 3. The symplectic Lanczos 
method which reduces a symplectic matrix to butterfly form is derived in Sec- 
tion 4, where we also give the basic idea of an implicit restart for such a Lan- 
czos process. 
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2. The symplectic butterfly form 
Here, we review the known results on existence and uniqueness of the reduc- 
tion of a symplectic matrix to butterfly form and derive some new properties 
showing the analogy of the butterfly form to the Hessenberg form in generic 
chasing algorithms. As the reduction of a general matrix to upper Hessenberg 
form serves as a preparatory step for the QR algorithm, the reduction of a 
symplectic matrix to butterfly form can be used as a preparatory step for the 
SR algorithm. We will state results corresponding to those in the Hessen- 
berg/QR-case for the symplectic butterfly form and the SR algorithm. Our 
main concern are symplectic matrices and the symplectic butterfly form, but 
we will briefly mention how the results presented here can be used for symplec- 
tic matrix pencils. 
In order to state results concerning existence and uniqueness of the reduc- 
tion of a symplectic matrix to symplectic butterfly form we need the following 
definitions. A matrix A E [w”‘*“’ is called a J-triungulur matrix if 
A,,.A,?rAz,.A>z E Iw ‘lx” are upper triangular matrices and AZ, has a zero main 
diagonal, i.e., 
For a vector cl E [w’” and M E IwZ”x2” define 
K(M,P,.P) := [r,,MPP,.M~“r~ I...., M~“~“r’,,Mr,.M’r’,...., M’r,]. (4) 
(Note the similarity of this generalized Krylov matrix to the generalized ones in 
[9,14,15,38].) 
Further, let P = P,, be the permutation matrix 
P,, = [el, ej, . , e2,1_1, e2% e4,. . el,,] E BPx”‘. (5) 
If the dimension of P,, is clear from the context, we leave off the superscript. 
Theorem 2.1. Let X he a 2n x 2n nonsingular nzutrix. Let A4 and S he 2n x 2n 
.symplectic matrices and denote by cl the,first column ?f’S. 
(u) There exists u 2n x 2n syrnplectic mutrix S und a J-triangulur matrix R 
.such that X = SR $und only if all leading principal minors of’ ez?en dimension 
of’ PXTJXPT ure nonrero. 
(h) Let X = SR and X = Sk be SR ,jktorixtions qf’X. Then there exists u 
.Fvmplectic mutris 
C F 
D= 
[ 1 0 c-1 - 
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where C=diag(c,,...:c,), F=diag(f,,...,f,) such that S=SD-’ and 
R=DR. 
(c) Let K(M, VI, n) be nonsingular. If K(M! VI, n) = SR is an SR decomposi- 
tion then S’MS is a butterfly matrix. 
(d) If S MS = B is a symplectic butterfly matrix then K(M: VI. n) has an SR 
decomposition K(M, cl, n) = SR. 
(e) Let S,S E [W2’rx2n be symplectic matrices such that S’MS = B and 
SIMS = B are butterfiy matrices. Then there exists a symplectic matrix D 
as in (6) such that S = SD and B = DBD-‘. 
Proof. 
For the original statement and proof of (a) see Theorem 11 in [13]. 
For the original statement and proof of (b) see Proposition 3.3 in [lo]. 
For the original statement and proof of (c), (d) and (e) see Theorem 3.6 in 
PI. 0 
The theorem introduces the SR decomposition of a matrix X. The SR decom- 
position has been studied, e.g., in [8,10,12]. Theorem 2.1 (e) shows that the 
transformation to butterfly form is unique up to scaling with a matrix D as 
in Eq. (6). From the proof of (c) it follows that the tridiagonal matrix in the 
lower right corner of the butterfly form is an unreduced tridiagonal matrix, 
that is, none of the upper and lower subdiagonal elements are zero. Similarly, 
one needs that these elements are nonzero to show in (d) that R is nonsingular. 
Because of this we will call a symplectic matrix B E (W2”x2” an unreduced butter- 
fly matrix if 
(7) 
where WI, A& E R”“” are diagonal matrices, .%II. .%I4 E W”” are tridiagonal ma- 
trices, and 24 is unreduced, that is, the subdiagonal elements are nonzero. 
Lemma 2.2. Zf B as in Eq. (7) is an unreduced butterfly matrix, then .%x is 
nonsingular and B can be factored as 
[.z]=[~lC ::][:.x]=[;;][: <I. 
This jactorization is unique. Note that 9;‘9I-~q is symmetric. 
Proof. The fact that B is symplectic implies .%I 24 - 23az = I. Assume that 23 
is singular, that is (as), = 0 for some j. Then the ,jth row of 9Yt.594 - :?#sgl = Z 
gives 
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(~1 )jj(‘~~)j,j~I = O, (%)ii(%)ji = l> (Bl)j,(a4)j,j+~ = O’ 
This can only happen for (SII),~ # 0, (B84),j # 0, and (284)i,i_, = (.?&)j,,+, = 0, 
but 2& is unreduced. Hence B3 has to be nonsingular if BB4 is unreduced. Thus, 
for an unreduced butterfly matrix we obtain 
[ ,;’ $1 [.i; ;I] = [; ,&I. 
As both matrices on the left are symplectic, their product is symplectic and 
hence .%;‘.#4 has to be a symmetric tridiagonal matrix. Thus 
[Z :]=[?Y ::1[:.,:,]=[;~][: ;I. 
The uniqueness of this factorization follows from the choice of signs of the 
identities. 0 
We will frequently make use of this decomposition and will denote it by 
B = .a;’ 3, 4 I= 0 .& 
2;’ 
a,’ 
1 
al 
bn 
a,, 
-1 
-1 
CI 4 
. 
d2 . . . . 
. . . . 4 
4, c, 
(8) 
(9) 
B = BIB;’ = 
b,, 
a,, 
b,L., -a, -’ h,dz 
b2dZ ‘.. ‘.. 
b,,- 1 d,, 
h,d,, b,,c,, - a; ’ 
alcl aldr 
azd? ‘. ‘. 
u,z- I 4 
ad, a,,c,, 
From Eqs. (8))(10) we obtain 
Corollary 2.3. Any unreducrd butterfly mutri.v B E RZnxzn cun hr represented hi, 
4n - 1 parameters al,. . . .a,,dI,. ,d,, E R \ {O},bl,. . ,b,,.cl.. .c,, E 52. 
Remark 2.4. Any unreduced butterfly matrix is similar to an unreduced 
butterfly matrix with b; = 1 and Ia;] = 1 for i = 1.. . . ,n and sign(a,) = sign(d;) 
for i = 2,. ,n (this follows from Theorem 2.1 e). 
Remark 2.5. We will have deflation if di = 0 for some j. Then the 
eigenproblem can be split into two smaller ones with unreduced symplectic 
butterfly matrices. 
The next result is well-known for Hessenberg matrices (e.g., [20], Theorem 
7.4.4) and will turn out to be essential when examining the properties of the 
SR algorithm based on the butterfly form. 
Lemma 2.6. If’ 3, is un eigenoalue of’ an unreduccvl symplectic butterfly mcrtris 
B E R2nx2n, then its geometric multiplicity is one. 
Proof. Since B is symplectic, B is nonsingular and its eigenvalues are nonzero. 
For any iL E C we have rank(B - AZ) > 2n - 1 because the first 2n - 1 columns 
of B - i,l are linear independent. This can be seen by looking at the permuted 
expression BP - LI = PBPT - JLZ = 
P. Benner. H. FuJbendrr I Linear Algehro und its Applications 275-276 (1998) 19-47 21 
bl - X b,c, -a;’ 0 h da 
al a,c, -A 0 aI& 
0 bzdz bz-X bzcz-a,’ 0 bx& 
0 azdz w a2c* - x 0 azdx 
0 bsd3 bs-X 6x-o;’ ‘.. 
0 aad3 m a3c3 - x 
‘. 0 b,- Id, 
0 an-l& 
0 bn(t,, b, - X b,c, - a,’ 
0 and, a, ancn - x 
Obviously, the first two columns of the above matrix are linear independent as 
B is unreduced. We cannot express the third column as a linear combination of 
the first two columns: 
I 
0 
0 
hz - i. 
02 1 = b, 1 h, 4 0 -2 1 + P7 
From the fourth row we obtain & = dF’. With this the third row yields 
As 1, is an eigenvalue of B and is therefore nonzero, this equation cannot hold. 
Hence the first three columns are linear independent. Similarly, we can see that 
the first 2n - 1 columns are linear independent. 
Hence, the eigenspaces are one-dimensional. 0 
Remark 2.7. In [2] a slightly different point of view is taken in order to argue 
that a butterfly matrix can be represented by 4n - 1 parameters. There, a 
strict butterfly form is introduced in which the upper left diagonal matrix 31 
of the butterfly form is nonsingular. Then, using similar arguments as above, 
since 
and B;“A2 is a symmetric tridiagonal matrix (same argument as used above), 
one obtains 
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Therefore a strict butterfly matrix can be represented by 4n - 1 parameters. 
Unfortunately, strict butterfly matrices do not have all the desirable proper- 
ties of unreduced butterfly matrices. In particular, Lemma 2.6 does not hold for 
strict butterfly matrices as can be seen by the next example. 
Example 2.8. Let 
1 00 1 
B= I+1 0 11 0 
0 010’ 
0 00 1 
Then B is a strict symplectic butterfly matrix that it is not unreduced. It is easy 
to see that the spectrum of B is given by { 1~ 1} with geometric multiplicities 
two. 
From Remark 2.4 and Eq. (10) it also follows that any unreduced symplectic 
butterfly matrix is similar to a strict butterfly matrix. But Example 2.8 also 
shows that the converse does not hold. 
Finally consider a symplectic matrix pencil L - AN, that is LJLT = NJNT, 
where L, N E RZnx2”. If N is nonsingular, then M = Nm’L is a symplectic matrix. 
The results of this section can be applied to M. Assume that S transforms M to 
unreduced butterfly form: S-‘MS = B = BIB;‘. Then the symplectic matrix 
pencil L - AN is equivalent to the matrix pencil Q(L - iN)S = By’ - AB;’ = 
where Q = B;'S-'Nm' Such a pencil is called a symplectic butterfly pencil. If N 
is singular, then the pencil L - i-N has at least one eigenvalue 0 and 00. Assume 
that there are k eigenvalues 0 and k eigenvalues cx) and that L - 1.N has the 
form usually considered in control theory [29]. In a preprocessing step these ei- 
genvalues can be deflated out using Algorithm 2.17 in [16]. In the resulting 
symplectic pencil L’ - AN’ of dimension 2(n - k) x 2(n - k), N’ is nonsingular. 
Hence we can build M’ = (N/)-IL and transform it to butterfly form 
B’ = B’, (Bk)-‘. Thus, L’ - AN’ is equivalent to the symplectic butterfly pencil 
(B;)-’ - A(B’,-‘. Adding k rows and columns of zeros to each block of B’, 
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and Bi, and appropriate entries on the diagonals, we can expand the symplectic 
butterfly pencil (B’J’ - I,(B’,-’ to a symplectic butterfly pencil & - EtijI of di- 
mension 2n x 2n that is equivalent to L - AN. 
3. The SR algorithm for symplectic butterfly matrices 
Based on the SR decomposition introduced in Theorem 2.1 a symplectic 
QR-like method for solving eigenvalue problems of arbitrary real matrices is 
developed in [lo]. The QR decomposition and the orthogonal similarity trans- 
formation to upper Hessenberg form in the QR process are replaced by the SR 
decomposition and the symplectic similarity reduction to J-Hessenberg form. 
Unfortunately, a symplectic matrix in butterfly form is not a J-Hessenberg ma- 
trix so that we cannot simply use the results of [lo] for computing the eigenval- 
ues of a symplectic butterfly matrix. But, as we will see in this section, an SR 
step preserves the butterfly form. If B is an unreduced symplectic butterfly ma- 
trix, p(B) a polynomial such that p(B) E [W2nx2n, p(B) = SR, and if R is inv- 
ertible, then F’BS is a symplectic butterfly matrix again. This was already 
noted and proved in [2], but no results for singular p(B) are given there. The 
next theorem shows that singular p(B) are desirable (that is at least one shift 
is an eigenvalue of B), as they allow the problem to be deflated after one step. 
First, we need to introduce some notation. Let p(B) be a polynomial such 
that p(B) E iW2nx2n. Write p(B) in factored form 
p(B) := (B - I.&,)(B - &Z2,J . . (B - 4J2,1). (11) 
From p(B) E [w 2nx2n it follows that if p E @, and ~1 E {ii,. .&}. then 
PIE {Al,...,&}.p(B) is singular if and only if at least one of the shifts i, is 
an eigenvalue of B. Let v denote the number of shifts that are equal to eigen- 
values of B. Here we count a repeated shift according to its multiplicity as a 
zero of p, except that the number of times we count it must not exceed its al- 
gebraic multiplicity (as an eigenvalue of B). 
Lemma 3.1. Let B E [W2nx2n he an unreduced symplectic butterfly matrix. The 
rank of p(B) in Eq. (11) is 2n - v with v as defined above. 
Proof. Since B is an unreduced butterfly matrix, its eigenspaces are one- 
dimensional by Lemma 2.6. Hence, we can use the same arguments as in the 
proof of Lemma 4.4 in [39] in order to prove the statement of this lemma. 0 
In the following we will consider only the case that rank(p(B)) is even. In a 
real implementation, one would choose a polynomial p such that each perfect 
shift is accompanied by its reciprocal, since the eigenvalues of a symplectic ma- 
trix always appear in reciprocal pairs. As noted before if p E @ is a perfect 
shift, then we will choose j? as a shift as well. That is in that case, we will choose 
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p, p-l, p: and (-’ as shifts. Further, if I* E R is a perfect shift, then we choose 
/lC as a shift as well. Because of this, rank(p(B)) will always be even. 
Theorem 3.2. Let B E [WZnxZ” be un unreduced symplectic butterfly mutris. Let 
p(B) be u polynomiul H’ith p(B) E [W2nx2” und rank(‘&B)) = 2n - 1’ =: 2k. [f 
p(B) = SR exists, then j = S-‘BS is u symplectic mutri.u of’ the form 
&I B13 
B22 B24 1n-k +--l-3 lk B31 B33 lk B42 & )n-k ’ 
v-v- 
k n-k k n-k 
is u symplectic butterfly matrix and the eigenvulues of 
are just the v shifts that ure eigenvulues of’ B. 
In order to simplify the notation for the proof of this theorem and the sub- 
sequent derivations, we use in the following permuted versions of B, R. and S. 
Let 
BP = PBPT, RP = PRPT. s, = PSPT. Jp = PJPT. 
with P as in Eq. (5). 
From STJS = J we obtain 
S;J& = Jp = 
-I 
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while the permuted butterfly matrix BP is of the form 
b, b,q -a;’ 0 bldz 
a1 a1c1 0 aldz 
0 62dz bz bzc2 -a;’ . . 
BP= ’ azdz a2 a2c2 
‘. 
‘. 0 bn-Id, 
‘. 0 an-l& 
0 b,d,, b, b,c, -a;’ 
0 a& a, a,c, 
(12) 
Proof of Theorem 3.2. BP is an upper triangular matrix with two additional sub- 
diagonals, where the second additional subdiagonal has a nonzero entry only 
in every other position (see Eq. (12)). Since R is a J-triangular matrix, RP is 
an upper triangular matrix. In the following, we denote by Z’” the first 2k col- 
umns of a 2n x 2n matrix Z, while Z”” denotes its last 2n - 2k columns. Z’k.‘” 
denotes the leading 2k x 2k principal submatrix of a 2n x 2n matrix Z. 
Now partition the permuted matrices BP, SP, JP, and RP as 
J,, = [J,? 1 JF’]: 
RP = RF.‘” X 
i-1 0 Y’ 
where the matrix blocks are defined as before; x E [W21x2(“-k), y E [w~(~~~~J~?(+~), 
First we will show that the first 2k columns and rows of BP are in the desired 
form. We will need the following observations. The first 2k columns of p(Bp) 
are linear independent, since B is unreduced. To see this, consider the following 
identity: 
= [p(B)el ,p(B)B-‘Ed.. . . Tp(B)B-“‘-“e, ,p(B)Be,! . . . ,p(B)B”el] 
= [p(B)el, B-‘pelt . ,BPcnm”p(B)el, Bp(B)el, , B”p(B)el] 
= K(B.p(B)ei 1 n), 
where we have used p(B)B’ = B’p(B) f or Y = *l,. ,&n. From Theorem 2.1 
(d) we know that, since B is unreduced, K(B, el! n) is a nonsingular upper J-tri- 
angular matrix. As rank(p(B)) = 2k, K(B,p(B)el, n) has rank 2k. If a matrix of 
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the form K(X, U, n) = [u, X-‘v, ,JWm’~u,Xu,. ,Xnu] has rank 2k, then the 
columns 
v,X_‘t, )... ,X_‘“-“U,xv,. .Ptl 
are linear independent. Further we obtain 
P(B) = V?P(B) el, n)(K(B: el: rz))-’ =: b~,p~, .ph]. 
Due to the special form of K(B, el, n) (J-triangular!) and the fact that the col- 
umns 1 to k and n + 1 to n + k of K(B,p(B) el, n) are linear independent, the 
columns 
Pl,P2,... ,PkrPn+l.Pn+?r... >pn-k 
of p(B) are linear independent. Hence the first 2k columns of p(Bp) = @(B)PT 
are linear independent. 
The columns of SF are linear independent, since S, is nonsingular. Hence the 
matrix RF.2k is nonsingular, since 
p(Bp)~2” = $kRf.Zk. 
It follows that 
$ = p(&)l’k(R:.zk)-‘. 
(13) 
Moreover, since rank@(B)) = 2k, we have that rank(RP) = 2k. Since 
rank(Rp.2k) = 2k, we obtain rank(Y) = 0 and therefore Y = 0. From this we 
see 
2k.2k 
RP = RP x HI 0 0’ (14) 
Further, we need the following identities: 
BPP(&) = P(&)&: (15) 
@P&J) = P(&)&‘, (16) 
B;J,-’ = J,-‘B-’ 
P 1 (17) 
B;’ = J,-‘B;Jp, (18) 
$J,-’ = J$-’ 
P ) (19) 
S-’ = J-‘STJ 
P P P P. (20) 
s J2k = s2k J2k.2k 
PP PP. (21) 
Eqs. (17)-(21) follow from the fact that B and S are symplectic while Eqs. (15) 
and (16) result from the fact that Z and p(Z) commute for any matrix Z and 
any polynomial p. 
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The first 2k columns of BP are given by the expression 
by (13) 
= S,-‘p(&,)$(@‘“)~’ by (15) 
For the last equation we used Eq. (14), that (R, 2h.2h)-’ is a 2k x 2k upper trian- 
gular matrix, and that BP is of the form given in Eq. (12). Hence 
and thus. 
(22) 
vvvv 
k n-k k n-k 
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The first 2k columns of (BP)* are given by the expression 
(&)TI’k = S;B;S,-‘I’” 
= STBTJm’SpJpIZh P PP by (20) 
= S,TB;J;‘&J~ 
= sTBT J-l s2k J2k.‘k 
PPP PP by (13) 
= S;B;J,-‘P(BP) o p 
i 1 (R$y J’“,‘” 
(Ry”)-l = J;‘S;‘p(Bp)Bp’ o [ 1 JFh 
by (21) 
by (17) 
by (16) 
by (19) 
= J;~RpBpl CR?.‘“)-’ 
[ 1 0 J2k.2k P 
= (J;‘RpJ;‘)B; J ( p[ (RF;)-‘] Jyk) by (18) 
For the last equation we used Eq. (14), that (RF.2k)-’ a 2k x 2k is an upper tri- 
angular matrix, and that BP is of the form Eq. (12). Hence, we can conclude 
that 
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(23) 
where the blocks have the same size as before. Comparing Eqs. (22) and (23) 
we obtain 
\O 
cl 
\O 
00 
ko 
00 
920 
00 
This proves the first part of the theorem. The result about the eigenvalues now 
follows with the arguments as in the proof of Theorem 4.5 in [39]. There, a sim- 
ilar statement for a generic chasing algorithm is proved. 0 
Hence, assuming its existence, the SR decomposition and the SR step (that 
is, B := Sm’BS) possess many of the desirable properties of the QR step. An SR 
algorithm can thus be formulated similarly to the QR algorithm [8,10]. In Ta- 
ble 1 we present a general SR algorithm for symplectic butterfly matrices. 
There are different possibilities to choose the polynomial p, in the algorithm 
given in Table 1, e.g.: 
?? single shift: p(B) = B - pZ for p E [w; 
?? double shift: 
p(B) = (B - pZ)(B - pZ) for p E C, or 
p(B) = (B - pZ)(B - /I-’ I) for p E IF?; 
?? quadruple shift: p(B) = (B - pZ)(B - JiZ)(B - pm’ Z)(B - ,K’Z), for p E @. 
In particular the double shift for 11 E [w and the quadruple shift for p E C make 
use of the symmetries of the spectrum of symplectic matrices. 
Table I 
SR algorithm for symplectic butterfly matrices 
B, := B = symplectic butterfly matrix 
for j = I. 2.. until satisfied 
Choose polynomial p such that p,(B,) t Iw”‘““‘. 
Compute p,(B,) = S,R, = SR decomposition. 
Set B ,+, :== S,_‘B s i I’ 
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An algorithm for explicitly computing an SR decomposition for general ma- 
trices is presented in [lo]. As with explicit QR steps, the expense of explicit SR 
steps comes from the fact that p(B) has to be computed explicitly. A preferred 
alternative is the implicit SR step, an analogue to the Francis QR step 
[17,20,23]. The first implicit transformation S, is selected so that the first col- 
umns of the implicit and the explicit S are equivalent. That is, a symplectic ma- 
trix Sr is determined such that 
S;‘p(B)er = areI, Zr E [w. 
Applying this first transformation to the butterfly matrix yields a symplectic 
matrix S;‘BSr with almost butterfly form having a small bulge. The remaining 
implicit transformations perform a bulge-chasing sweep down the subdiagonal 
to restore the butterfly form. That is, a symplectic matrix S, is determined such 
that S;‘S;‘BSISZ is of butterfly form again. 
Banse presents in [2] an algorithm to reduce an arbitrary symplectic matrix 
to butterfly form. Depending on the size of the bulge in S;‘SS,, the algorithm 
can be greatly simplified to reduce S;‘BSr to butterfly form. The algorithm uses 
elementary symplectic Givens matrices [30] 
Gk = 
c, -s, 
[ 1 s, c, q 
where 
Ck = I + (ck - l)ekez, Sk = s,ekef> ci +si = 1, 
elementary symplectic Householder matrices [30] 
Hk = 
where 
and elementary symplectic Gaussian elimination matrices [lo] 
where 
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As Lk is nonorthogonal, it might be ill-conditioned or might not even exist at 
all. This means that the SR decomposition of p(B) does not exist or is close to 
the set of matrices for which an SR decomposition does not exist. As the set of 
these matrices is of measure zero [8], the polynomial p is discarded and an im- 
plicit SR shift with a random shift is performed as proposed in [lo] in context 
of the Hamiltonian SR algorithm. For an actual implementation this can be 
realized by checking the condition number of Lk and performing an exceptional 
step if it exceeds a given tolerance. 
The algorithm for reducing an arbitrary symplectic matrix to butterfly form 
as given in [2] can be summarized as given in Table 2 (in MATLAB-like nota- 
tion). Note that pivoting is incorporated in order to increase numerical stabil- 
ity. 
Let us assume for the moment that p is chosen to perform a quadruple shift. 
Then p(B)e, has eight nonzero entries 
Table 2 
Reduction to butterfly form 
input: 2n x 2n symplectic matrix M 
output: 2n x 2n symplectic butterfly matrix M 
for .j = I : n - I 
fork=n:-l:j+l 
compute Gk such that (GkM),,,, j = 0 
A4 = GkMG;’ 
end 
ifj<n 
then compute H, such that (H,M),+? ,, , = 0 
M = H,MH,-’ 
end 
compute L,,, such that (L,+,M),+, , = 0 
M = L,ML,’ 
if IMCj. j)I > lM(j+ n.j)i 
thenp=j+n 
else p = j 
end 
fork=n:-1:jfl 
compute GA such that (MGk),,,i = 0 
M = G,‘MGI 
end 
ifj<n 
then compute H, such that (MH,),,,+2+02,1 = 0 
M = H,-‘MH, 
end 
end 
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p(B)e, = [x:x,x,x,0 . . . . . 0.x,x,x,x,0 ,..., OIT. 
In order to compute Sr such that S;‘p(B)er = WI, we have to eliminate the 
entries n + 1 to n + 4 by symplectic Givens transformations and the entries 
2 to 4 by a symplectic Householder transformation. Hence S;‘SSr is of the 
form 
x+++ 
+ x + + 
+ + x + 
+ + + x 
++++x 
X 
x + + + 
+ x + + 
+ + x + 
+++x 
+ + + + x 
X 
x x+++ 
xxx++ 
+ x x x + 
+ + x x x 
+ + + x x x 
x x x 
xx++ 
x x x + 
+ x x x 
+ + x 5 x 
+++xxx 
x x x 
where a “+” denotes fill-in. Now the algorithm given in Table 2 can be used to 
reduce S;‘BSr to butterfly form again. Making use of all the zeros in S;‘SS, the 
given algorithm greatly simplifies. The resulting algorithm requires O(n) float- 
ing point operations (+, -? x, /. \r) to restore the butterfly form. 
Remark 3.3. In order to implement such an implicit butterfly SR step, we do 
not need to form the intermediate symplectic matrices, but can apply the 
elimination matrices Gk, Lk. and Hk directly to the parameters al.. , a,,, 
61: . . . . b,,, cl . . . . . c,,, dz . . . . ,d,,. In that case, we could also work directly with 
the symplectic butterfly pencil BI - /IBl with BI, BI as in Eqs. (8) and (9). 
In [2] Banse also presents an algorithm to reduce a symplectic matrix pencil 
L - AN, where L and N are symplectic matrices, to a symplectic butterfly pencil 
P. Bu~twr. H. FqJhdw I Lincwr Algd~rtr mcl its Ap1dic~trtim.s 2 75S.??h i 199X) I%47 3’) 
i, - 28,. As in [2] strict butterfly matrices are used, this matrix pencil is of the 
form (see Remark 2.7) 
[::;I-#F]. 
Hence we cannot make direct use of this algorithm as our symplectic butterfly 
pencil is of the form 
but an algorithm based on our form can be derived in a similar way. 
Working with the parameters is similar as in the parameterizcd SR algorithm 
given in [16] which is based on the parameterization of a symplectic J-Hessen- 
berg matrix. This parameterization is determined by 417 - 1 parameters. Besides 
using nonorthogonal elimination matrices, in order to obtain the parameterized 
version in [16], the explicit inversion of some of the matrix elements is neces- 
sary. Therefore, this parameterized SR algorithm “...i.r /zig/~!,. nutwricnll~~ wzstu- 
hlc” [16]. We expect an implicit butterfly SR step to be more robust in the 
presence of roundoff errors as such explicit inversions can bc avoided. 
4. A symplectic Lanczos method for symplectic matrices 
In this section, we describe a symplectic Lanczos method to compute the un- 
reduced butterfly form in Eq. (10) for a symplectic matrix M. A symplectic 
Lanczos method for computing a strict butterfly matrix is given in [2]. The LISLI- 
al nonsymmetric Lanczos algorithm generates two sequences of vectors. Due to 
the symplectic structure of M it is easily seen that one of the two sequences can 
be eliminated here and thus work and storage can essentially be halved. (This 
property is valid for a broader class of matrices, see [18].) 
In order to simplify the notation we use in the following again the permuted 
versions of M and B as given by 
Mp = PA4PT, BP = PBPT. sp = PSP’. J,> = PJPT. 
with the permutation matrix P as in Eq. (5). 
We want to compute a symplectic matrix S such that S transforms the 
symplectic matrix M to a symplectic butterfly matrix B. In the permuted ver- 
sion, MS = SB yields 
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Al& = SpBp 
Equivalently, as B = B1 By’, we can consider 
&SP(B& = SP(BI ),% 
where 
(B~)P = 
cl 1 d2 0 
-10 0 0 
d2 0 c2 1 *. . 
00-10 . . . 
. . . . & 0 
. . . . . 0 0 
d, 0 cn 1 
0 0 -1 0 
(24) 
(29 
(26) 
(27) 
The structure preserving Lanczos method generates a sequence of permuted 
symplectic matrices (that is, the columns of S2” are J-orthogonal) 
sp = [v,, w,. v2, w2>. . , I&, Wk.1 E iW2nx2k 
satisfying 
&SF = SFBF.Zk + dk+,(bk+,vL-+I + u~+~w’~++?;~ (2% 
or equivalently, as BT.” = (B:“.2k)p(B:“.‘k),’ and e:k(Bf.2k)p = -elk_,, we have 
A4pS~(Bf”.2’;), = SF(B:k.2k)p - dk+l(bk+,Vk+~ + ak+Iwk+l)e~k_l. (29) 
Here, BF.‘k = PkB2k,2kP: is a permuted 2k x 2k symplectic butterfly matrix as in 
Eq (12) and (By.2k), = PA(By.‘“)P:, j = 1,2, is a permuted 2k x 2k symplectic 
matrix of the form given in Eq. (26), resp. Eq. (27). The space spanned by the 
columns of S’” = P,‘S:kPk is J-orthogonal, since Szk’J;Ssk = Ji, where 
P,JfP: = Ji and JJ is a 2j x 2j matrix of the form given in Eq. (3). 
The vector r- k+, := dk+,(bk+,vk+l + ak+lwk+l) is the residual vector and is Jp- 
orthogonal to the columns of Ssk, called Lanczos vectors. The matrix 
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B2k,21 
zz J;k.2k (SF )‘J,,$f,s~ 
raPnge of S, . 
is the Jp-orthogonal projection of MP onto the 
2p Eq (28) (resp. Eq. (29)) defines a length 2k Lanczos factorization . 
of MP. If the residual vector ?“k+i is the zero vector, then Eq. (28) (resp. (29)) is 
called a truncated Lanczos jirctorization if k < n. Note that theoretically, r,, + I 
must vanish since (SF)TJ;r,,+, = 0 and the columns of SF form a Jp-orthogo- 
nal basis for I&“. In this case the symplectic Lanczos method computes a reduc- 
tion to butterfly form. 
Before developing the symplectic Lanczos method itself, we state the follow- 
ing theorem which explains that the symplectic Lanczos factorization is com- 
pletely specified by the starting vector L’~. 
Theorem 4.1. Let tn’o length 2k Lanczos jtictorizations be given b?l 
M/JSF = .S;Bf.” +dk+,(bk+,Z$+, + ak_,w,+,)eTk, 
Mpg. = $$y” + &+, (r; it,&+, +&.,ii’k+,)& 
,rhere Ssk, Tp2’ hate Jp-orthogonal columns, Bf.‘h, z2k.2k are permuted unreduced 
symplectic butteyjly matrices with 
(B;.2h),+,.,_, > 0, 
@Pi’“,,+,.,_, > 0, 
for j-3,5 ,..., 2k- 1. 
and 
J~“X(S~)TJp(b~+,uk+, + a!,+,%vk+,) 
= J~,-“.‘“(~li)TJp((;~+,i’~+, +iir+,Gl,+,) = 0. 
[f the,first columns qf Sgk and 2” are equal, then B f .‘” = EF.“, Ss’ = 22, und 
h+,(h,I%tI +ak,,Wk+,) = ~k+,(h+,h+, +&+,+k.,) 
Proof. This is a direct consequence of Theorem 2.1 (e) and Remark 2.4. 0 
Next we will see how the factorization in Eq. (28) (resp. Eq. (29)) may be 
computed. As this reduction is strongly dependent on the first column of the 
transformation matrix that carries out the reduction, we must expect break- 
down or near-breakdown in the Lanczos process as they also occur in the re- 
duction process to J-Hessenberg form, e.g., [lo]. Assuming that no such 
breakdowns occur, a symplectic Lanczos method can be derived as follows. 
Let SP = [f_+! uq, u2, w?, . . . . L’,,, w,,]. For a given vector cl, a Lanczos method 
constructs the matrix SP columnwise from the equations 
42 P. Bentw. H. Fu/Jlwnder I Linrur Algehru cmd its Applicutions 275-276 (1998) 19-47 
MpSp(Bz)pf2j = &(Bl),e,. .i= 1723.. 
That is, for even numbered columns 
MPG = b,, v,, + a,,, w,, . @ a,,, MI,, = MPU,,, - b,,, G,, , =: W,,, (30) 
and for odd numbered columns 
ai ’ u,,, = MP(~,, L’,,,+ I + cm c’,,, - wm + d,,, I v,,,-I ) , * 
&,+I vu,+ I = -d,,,c,,,-I - c,,,~,,, + MI,,, + a;‘& u,,,. =: &,+I. (31) 
Note that M;’ = -JpMiJp, since M is symplectic. Thus Milt’,,, is just a matrix- 
vector-product with the transpose of Mp. 
Now we have to choose the parameters a ,,,! b ,,,, c ,,,, d,,,,, such that S,‘JpSp = Jr 
is satisfied, that is, we have to choose the parameters such that ~~,_,J,N,,,+, = 1. 
One possibility is to choose 
d fll+~ = h+~/l~~ a,,,+1 = ~:~+,JPMPG+I. 
Premultiplying C,,,+, by w;f,Jp and using S,‘JpSp = Jp yields 
c 111 = -a; ’ wjf JpM; ’ P,, = a; ’ 1’: JpMpw,,, 
Thus we obtain the algorithm given in Table 3. 
There is still some freedom in the choice of the parameters that occur in this 
algorithm. Essentially, the parameters b,,, can be chosen freely. Here we set 
b,,, = 1. Likewise a different choice of the parameters a,rr:d,,, is possible. 
Choosing b,,, = 0, a different interpretation of the algorithm in Table 3 can 
be given. The resulting butterfly matrix B = Sm’MS is of the form 
where A is a diagonal matrix and T is an unsymmetric tridiagonal matrix. As 
S-‘MS = B, we have S-‘M-‘S = B-’ and 
S-‘(M+M-‘)S= BfB-’ = 
-TT 0 
[ 1 0 T’ 
Obviously there is no need to compute both T and -TT. It is sufficient to com- 
pute the first IZ columns of S. This corresponds to computing the v,,, in our al- 
gorithm. This case is not considered here any further. See also [26]. 
Note that only one matrix-vector product is required for each computed 
Lanczos vector IV, or v,,. Thus an efficient implementation of this algorithm 
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Table 3 
Symplectic Lanczos method 
Choose an initial vector &t R”“. 61 # 0. 
Set ~‘(1 = 0 E R”‘. 
Set d, = lli’lj/2 and P, = ii$. 
form =1.2,...do 
(update of lv,,,) 
set 
k”, = MPL.,,, - h., I’,,, 
a,,, = L$JPMPv,,, 
I - W,,! = G w,,, 
(computation of c,,) 
c,,, = a, ’ ~~;;JpMpw,,, 
(update of L.,,,,,) 
requires 6n + (4nz + 32n)k flops s, where nz is the number of nonzero elements 
in MP and 2k is the number of Lanczos vectors computed (that is, the loop is 
executed k times). The algorithm as given in Table 3 computes an odd number 
of Lanczos vectors, for a practical implementation one has to omit the com- 
putation of the last vector L’~+~ (or one has to compute an additional vector 
W+1). 
In the symplectic Lanczos method as given above we have to divide by param- 
eters that may be zero or close to zero. If such a case occurs for the normalization 
parameter d,,+, , the corresponding vector &+r is zero or close to the zero vector. 
In this case, a symplectic invariant subspace of A4 (or a good approximation to 
such a subspace) is detected. By redefining a,,,, to be any vector satisfying 
z;,TJ&+, = 0, 
w~J&,+, = 0, 
for j = 1, , m, the algorithm can be continued. The resulting butterfly matrix 
is no longer unreduced; the eigenproblem decouples into two smaller subprob- 
lems. In case W,X is zero (or close to zero), an invariant subspace of MP with di- 
mension 2m - 1 is found (or a good approximation to such a subspace). From 
Eq. (30) it is easy to see that in this case the parameter a,,, will be zero (or close 
to zero). 
Thus, if either u,,,+r or w,,,+l vanishes, the breakdown is benign. If v,,,,., # 0 
and w,,,, # 0 but a,,,, = 0, then the breakdown is serious. No reduction of 
’ (Following [20], we define each floating point arithmetic operation together with the associated 
integer indexing as a flop). 
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the symplectic matrix to a symplectic butterfly matrix with L’~ as first column of 
the transformation matrix exists. On the other hand, an initial vector rI exists 
so that the symplectic Lanczos process does not encounter serious breakdown. 
However, determining this vector requires knowledge of the minimal polyno- 
mial of M. Thus, no algorithm for successfully choosing cl at the start of the 
computation yet exists. 
Furthermore, in theory, the above recurrences for c,,, and w,,~ are sufficient to 
guarantee the J-orthogonality of these vectors. Yet, in practice, the J-orthog- 
onality will be lost, re-J-orthogonalization is necessary. increasing the compu- 
tational cost significantly. 
The numerical difficulties of the symplectic Lanczos method described above 
are inherent to all Lanczos-like methods for nonsymmetric matrices. Different 
approaches to overcome these difficulties have been proposed. Taylor [36] and 
Parlett et al. [32] were the first to propose a look-ahead Lanczos algorithm that 
skips over breakdowns and near-breakdowns. Freund et al. [19] present a 
look-ahead Lanczos code that can handle look-ahead steps of any length. 
Banse adapted this method to the symplectic Lanczos method given in [2]. 
The price paid is that the resulting matrix is no longer of butterfly form, but 
has a small bulge in the butterfly form to mark each occurrence of a (near) 
breakdown. Unfortunately, so far there exists no eigenvalue method that can 
make use of that special reduced form. 
A different approach to deal with the numerical difficulties of the Lanczos 
process is to modify the starting vectors by an implicitly restarted Lanczos pro- 
cess (see the fundamental work in [11,35]). The problems are addressed by fix- 
ing the number of steps in the Lanczos process at a prescribed value k which is 
dependent on the required number of approximate eigenvalues. J-orthogonal- 
ity of the k Lanczos vectors is secured by reJ-orthogonalizing these vectors 
when necessary. The purpose of the implicit restart is to determine initial vec- 
tors such that the associated residual vectors are tiny. Given that a 2n x 2k ma- 
trix Sj? is known such that 
as in Eq. (28), an implicit Lanczos restart computes the Lanczos factorization 
which corresponds to the starting vector 
27, = P(Mp)L’, 
(wherep(Mp) E R ““” is a polynomial) without having to explicitly restart the 
Lanczos process with the vector I?,. Such an implicit restarting mechanism is 
derived in [5] analogous to the technique introduced in [6,21,35]. 
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5. Concluding remarks 
Several aspects of the recently proposed, new condensed form for symplectic 
matrices, called the symplectic butterfly form, [4,2,3], are considered in detail. 
The 2n x 2n symplectic butterfly form contains 8n - 4 nonzero entries and is 
determined by 4n - 1 parameters. The reduction to butterfly form can serve 
as a preparatory step for the SR algorithm, as the SR algorithm preserves 
the symplectic butterfly form in its iterations. Hence, its role is similar to that 
of the reduction of an arbitrary nonsymmetric matrix to upper Hessenberg 
form as a preparatory step for the QR algorithm. We have shown that an un- 
reduced symplectic butterfly matrix in the context of the SR algorithm has 
properties similar to those of an unreduced upper Hessenberg matrix in the 
context of the QR algorithm. The SR algorithm not only preserves the 
symplectic butterfly form, but can be rewritten in terms of the 4n - 1 parame- 
ters that determine the symplectic butterfly form. Therefore, the symplectic 
structure, which will be destroyed in the numerical computation due to round- 
off errors, can be restored in each iteration step. 
We have also briefly described an implicitly restarted symplectic Lanczos 
method which can be used to compute a few eigenvalues and eigenvectors of 
a symplectic matrix. The symplectic matrix is reduced to a symplectic butterfly 
matrix of lower dimension, whose eigenvalues can be used as approximations 
to the eigenvalues of the original matrix. 
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