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Abstract
In incomplete financial markets not every contingent claim can be replicated
by a self-financing strategy. The risk of the resulting shortfall can be measured
by convex risk measures, recently introduced by Fo¨llmer and Schied (2002). The
dynamic optimization problem of finding a self-financing strategy that minimizes
the convex risk of the shortfall can be split into a static optimization problem
and a representation problem. It follows that the optimal strategy consists in
superhedging the modified claim ϕ˜H, where H is the payoff of the claim and ϕ˜
is the solution of the static optimization problem, the optimal randomized test.
In this paper, we will deduce necessary and sufficient optimality conditions for
the static problem using convex duality methods. The solution of the static
optimization problem turns out to be a randomized test with a typical 0-1-
structure.
Keywords and phrases: hedging, shortfall risk, convex risk measures, convex
duality, generalized Neyman-Pearson lemma
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1 Introduction
In an incomplete financial market not every contingent claim is attainable and the
equivalent martingale measure is no longer unique. Thus, a perfect hedge as in the
Black-Scholes-Merton model is not possible any longer. Therefore, we are faced with
the problem of searching strategies which reduce the risk of the resulting shortfall as
much as possible.
One can still stay on the safe side using a ’superhedging’ strategy. But from a practical
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point of view, the cost of superhedging is often too high.
For this reason, we consider the possibility of investing less capital than the super-
hedging price of the liability. This leads to a shortfall, the risk of which, measured
by a suitable risk measure, should be minimized. This problem has been studied
using the probability (Fo¨llmer and Leukert, 1999), the expectation of a loss function
(Fo¨llmer and Leukert, 2000) and a coherent risk measure (Nakano, 2003, 2004; Rudloff,
2005) to quantify the shortfall risk. In our approach, we use convex risk measures, a
generalization of coherent risk measures. In analogy to the problems mentioned above,
the dynamic optimization problem of finding an admissible strategy that minimizes
the convex shortfall risk can be split into a static optimization problem and a repre-
sentation problem. The optimal strategy consists in superhedging a modified claim
ϕ˜H , where H is the payoff of the claim and ϕ˜ is a solution of the static optimization
problem, an optimal randomized test. In this paper, we show the existence of a so-
lution to the static problem. We deduce with methods of Fenchel duality a necessary
and sufficient condition for an optimal randomized test that gives a result about the
structure of the solution. The results are new and even improve, when restricted to
coherent risk measures, the results obtained by Nakano (2003, 2004) (see Rudloff, 2006,
Section 4.1.3).
This paper is organized as follows: In Section 2, we state the formulation of the short-
fall problem and review the definition of convex risk measures. Then, we prove the
possibility to decompose the dynamic optimization problem into a static and a rep-
resentation problem. In Section 4, we analyze the static optimization problem. We
show the existence of a solution, formulate the dual problem and show that strong
duality holds. Thus, the optimal solution is a saddle point of a functional, specified in
Section 4.2. To solve the problem, we first consider the inner problem in Section 4.3
and deduce an extended Neyman-Pearson lemma. Then, we solve the saddle point
problem in Section 4.4. The optimal solution of the static optimization problem is a
randomized test with the typical 0-1-structure.
2 Formulation of the Problem
The discounted price process of the d underlying assets is described as an IRd-valued
semimartingale S = (St)t∈[0,T ] on a complete probability space (Ω,F , P ) with filtra-
tion (Ft)t∈[0,T ]. The filtration is supposed to satisfy the usual conditions (see e.g.
Karatzas and Shreve (1998)). We write L1 and L∞ for L1(Ω,F , P ) and L∞(Ω,F , P ),
respectively. We endow L1 and L∞ with the norm topology. Then, the topological dual
space of L1 can be identified with L∞ and the topological dual space of L∞ can be
identified with ba(Ω,F , P ), the space of finitely additive set functions on (Ω,F) with
bounded variation, absolutely continuous to P (see Yosida, 1980, Chapter IV, 9, Exam-
ple 5). Let 〈X, Y 〉 be the bilinear form between L∞ and ba(Ω,F , P ): 〈X, Y 〉 =
∫
Ω
Y dX
for all Y ∈ L∞, X ∈ ba(Ω,F , P ). For X ∈ L1 it reduces to 〈X, Y 〉 = E[XY ], where E
denotes the mathematical expectation with respect to P .
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Let Q̂ be the set of all probability measures on (Ω,F) absolutely continuous with re-
spect to P . For Q ∈ Q̂ we denote the expectation with respect to Q by EQ and the
Radon-Nikodym derivative dQ/dP by ZQ.
An IRd-valued semimartingale S = (St)t∈[0,T ] is called a sigma-martingale if there exists
an IRd-valued martingaleM and anM-integrable predictable IR+-valued process ξ such
that St =
∫ t
0
ξsdMs, t ∈ [0, T ] (see Delbaen and Schachermayer (2006), Section 14.2).
Let Pσ denote the set of probability measures P
∗ equivalent to P such that S is a sigma-
martingale with respect to P ∗. Since we want to exclude arbitrage opportunities, we
assume that Pσ 6= ∅. To be more concrete: S satisfies the condition of ’no free lunch
with vanishing risk’ if and only if Pσ 6= ∅ (Theorem 14.1.1, Delbaen and Schachermayer
(2006)). The concept of ’no free lunch with vanishing risk’ is a mild strengthening of
the concept of ’no arbitrage’ that has to be used in general semimartingale models. In
the case of a finite probability space Ω the above assertion holds true if one replaces
the term ’no free lunch with vanishing risk’ by the term ’no arbitrage’ and the set Pσ
by the set of equivalent martingale measures P. In the case of an IRd-valued (locally)
bounded semimartingale S one may replace the set Pσ by the set of equivalent (local)
martingale measures P(loc) (see Delbaen and Schachermayer (2006), Chapter 9).
Equations and inequalities between random variables are always understood as P−a.s.
A self-financing strategy is given by an initial capital V0 ≥ 0 and a predictable process
ξ such that the resulting value process
Vt = V0 +
∫ t
0
ξsdSs, t ∈ [0, T ],
is well defined. Such a strategy (V0, ξ) is called admissible if the corresponding value
process Vt satisfies Vt ≥ 0 for all t ∈ [0, T ].
Consider a contingent claim. Its payoff is given by an FT -measurable, nonnegative
random variable H ∈ L1. We assume
U0 = sup
P ∗∈Pσ
EP
∗
[H ] < +∞. (1)
The above equation is the dual characterization of the superhedging price U0, the small-
est amount V0 such that there exists an admissible strategy (V0, ξ) with value process
Vt satisfying VT ≥ H (see Delbaen and Schachermayer (2006), Theorem 14.5.20). The
corresponding strategy is called the superhedging strategy of the claim H . Again, in
the case where S is an IRd-valued (locally) bounded semimartingale, one may replace
the set Pσ by the set of equivalent (local) martingale measures P(loc). In the complete
case, where the equivalent sigma-martingale measure P ∗ is unique, U0 = E
P ∗ [H ] is the
unique arbitrage-free price of the contingent claim.
Since superhedging can be quite expensive in the incomplete market (see e.g. Gushchin and Mordecki
(2002)), we search for the best hedge an investor can achieve with a smaller amount
V˜0 < U0. In other words, we look for an admissible strategy (V0, ξ) with 0 < V0 ≤ V˜0
that minimizes the risk of losses due to the shortfall {ω : VT (ω) < H(ω)}, this means
we want to minimize the risk of −(H − VT )
+. The risk will be measured by a convex
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risk measure ρ, recently introduced by Fo¨llmer and Schied (2002). Thus, we consider
the dynamic optimization problem of finding an admissible strategy that solves
min
(V0,ξ)
ρ
(
− (H − VT )
+) (2)
under the capital constraint of investing less capital than the superhedging price
0 < V0 ≤ V˜0 < U0. (3)
For the convenience of the reader we recall the definition and some properties of convex
risk measures. In contrast to Fo¨llmer and Schied (2002), where ρ : L∞ → IR, we
consider convex risk measures defined on L1 that can also attain the value +∞ for
investments that are not acceptable in any way.
Definition 2.1 (convex risk measure). A function ρ : L1 → IR∪{+∞} with ρ(0) = 0
is a convex risk measure if it satisfies for all X1, X2 ∈ L
1:
(i) monotonicity: X1 ≥ X2 ⇒ ρ (X1) ≤ ρ (X2),
(ii) translation property: c ∈ IR⇒ ρ (X1 + c1) = ρ (X1)− c,
(iii) convexity: λ ∈ [0, 1]⇒ ρ (λX1 + (1− λ)X2) ≤ λρ (X1) + (1− λ)ρ (X2).
The random variable equal to 1 almost surely is denoted by 1 in (ii). The assumption
ρ(0) = 0 is reasonable and ensures that ρ(X) can be interpreted as risk adjusted
capital requirement. The set A := {X ∈ L1 : ρ(X) ≤ 0} is called the acceptance
set of the risk measure ρ. It is well known that each lower semicontinuous convex risk
measures admits a dual representation (see Fo¨llmer and Schied (2002) for risk measures
on L∞ and for those on general Lp spaces, see for instance Ruszczynski and Shapiro
(2006), Hamel (2006), Rudloff (2006)). A function ρ : L1 → IR ∪ {+∞} is a lower
semicontinuous, convex risk measure if and only if there exists a representation of the
form
ρ (X) = sup
Q∈Q
{EQ[−X ]− sup
X˜∈A
EQ[−X˜ ]}, (4)
where Q := {Q ∈ Q̂ : ZQ ∈ L
∞}. The conjugate function ρ∗ of ρ is nonnegative,
convex, proper, weakly* lower semicontinuous,
dom ρ∗ ⊆ {−ZQ : Q ∈ Q}
and ρ∗ satisfies for all Y ∈ L∞ with E[Y ] = −1
ρ∗(Y ) = sup
X∈A
E[XY ]. (5)
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Remark 2.2. Let α(Q) : Q → IR ∪ {+∞} be a functional with infQ∈Q α(Q) = 0.
Then,
ρ (X) := sup
Q∈Q
{EQ[−X ]− α(Q)}
is a convex risk measure. The functional α is called a penalty function and ρ∗(−ZQ) =:
αmin(Q) for Q ∈ Q is the minimal penalty function on Q that represents ρ (see
Fo¨llmer and Schied (2004)).
The penalty function α describes how seriously the probabilistic model Q ∈ Q is
taken. The value of the convex risk measure ρ(X) is the worst case of the expected loss
EQ[−X ] reduced by α(Q), taken over all models Q ∈ Q (Fo¨llmer and Schied (2004),
Section 3.4).
Coherent risk measures, as introduced in Artzner et al. (1999) and Delbaen (2002), are
convex risk measures that are additionally positive homogeneous. For coherent risk
measures the dual representation (4) reduces to: ρ is a lower semicontinuous coherent
risk measure if and only if there exists a non-empty subset of probability measures Q˜
of Q with {ZQ : Q ∈ Q˜} convex and weakly* closed in L
∞, such that
ρ (X) = sup
Q∈Q˜
EQ[−X ]. (6)
This conditions is satisfied if ρ admits (4) with A being a cone, which implies that
supX∈AE
Q[−X ] = IQ˜(Q) is an indicator function equal to zero for Q ∈ Q˜ and +∞
otherwise.
3 Decomposition of the Dynamic Problem
The dynamic optimization problem (2), (3) can be split into the following two problems:
1. Static optimization problem: Find an optimal modified claim ϕ˜H , where ϕ˜ is a
randomized test solving
min
ϕ∈R0
ρ ((ϕ− 1)H) , (7)
R0 = {ϕ : Ω→ [0, 1], FT −measurable, sup
P ∗∈Pσ
EP
∗
[ϕH ] ≤ V˜0} (8)
2. Representation problem: Find a superhedging strategy for the modified claim
ϕ˜H .
This idea was introduced by Fo¨llmer and Leukert (1999, 2000) using the expectation
of a loss function as risk measure and was used for coherent risk measures in Nakano
(2003, 2004); Rudloff (2005, 2006) analogously. We obtain the following theorem for
convex risk measures:
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Theorem 3.1. Let ϕ˜ be a solution of the minimization problem (7) and let (V˜0, ξ˜) be
the admissible strategy, where ξ˜ is the superhedging strategy of the claim ϕ˜H. Then the
strategy (V˜0, ξ˜) solves the optimization problem (2), (3) and it holds
min
(V0,ξ)
ρ(−(H − VT )
+) = min
ϕ∈R0
ρ ((ϕ− 1)H) . (9)
Proof. Let (V0, ξ) with V0 ≤ V˜0 be an admissible strategy. We define the corresponding
success ratio ϕ = ϕ(V0,ξ) as
ϕ(V0,ξ) := I{VT≥H} +
VT
H
I{VT<H},
where IA(ω) is the stochastic indicator function equal to one for ω ∈ A and zero other-
wise. Thus, −(H−VT )
+ = (ϕ−1)H . Since Vt is a Pσ-supermartingale (Delbaen and Schachermayer
(2006), Theorem 14.5.5) and ϕH ≤ VT :
∀P ∗ ∈ Pσ : E
P ∗ [ϕH ] ≤ EP
∗
[VT ] ≤ V0 ≤ V˜0,
hence, ϕ ∈ R0. Thus,
ρ(−(H − VT )
+) = ρ((ϕ− 1)H) ≥ ρ((ϕ˜− 1)H), (10)
where ϕ˜ is the solution to the static optimization problem (7). Consider the admissible
strategy (V 0, ξ˜), where ξ˜ is the superhedging strategy for the modified claim ϕ˜H and
V 0 ∈ [U˜0, V˜0], where U˜0 = supP ∗∈Pσ E
P ∗[ϕ˜H ] is the superhedging price of the modified
claim ϕ˜H (see Theorem 14.5.20, Delbaen and Schachermayer (2006)). Inequality (10)
is especially satisfied for the success ratio of the admissible strategy (V 0, ξ˜). Thus,
ρ((ϕ(V 0,ξ˜) − 1)H) ≥ ρ((ϕ˜− 1)H). (11)
To show the revers inequality, let us consider ϕ(V 0,ξ˜)H = min(V˜T , H), where V˜T =
V 0 +
∫ T
0
ξ˜sdSs. Because of U˜0 +
∫ T
0
ξ˜sdSs ≥ ϕ˜H (superhedging) and V 0 ∈ [U˜0, V˜0], it
holds
V˜T = V 0 +
∫ T
0
ξ˜sdSs ≥ ϕ˜H + V 0 − U˜0 ≥ ϕ˜H.
Thus, ϕ(V 0,ξ˜)H ≥ ϕ˜H . Since the convex risk measure ρ is monotone, we obtain
ρ((ϕ(V 0,ξ˜) − 1)H) ≤ ρ((ϕ˜− 1)H).
Together with (11), we see that ϕ(V 0,ξ˜) attains the minimum of the static optimization
problem (7). Due to (10), we now have
min
(V0,ξ)
ρ(−(H − VT )
+) ≥ ρ(−(H − V˜T )
+).
Hence, (V 0, ξ˜) with V 0 ∈ [U˜0, V˜0] is the strategy that attains the minimum in the
dynamic optimization problem (2), (3) and equation (9) holds true.
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Remark 3.2. In the case of risk measures that allow the construction of ϕ˜ via the
Neyman-Pearson lemma directly (cf. Fo¨llmer and Leukert (1999) and some special
cases of Fo¨llmer and Leukert (2000)), one can see that U˜0 = V˜0 since the optimal test
ϕ˜ attains the bound V˜0 in (8).
In Theorem 4.9, equation (30) of this paper we will show that in the case of convex
hedging the bound V˜0 is as well attained by the optimal test. Thus, the optimal strategy
is (V˜0, ξ˜).
In the following section, we will consider the static optimization problem (7). To solve
it we improve the method used in Rudloff (2006).
4 The Static Optimization Problem
Now, we will show that there exists a solution ϕ˜ of the static optimization problem (7)
and derive necessary and sufficient optimality conditions. Therefore, we will construct
the dual problem of (7), deduce a result about the structure of a solution for the inner
problem of the dual problem and then solve the whole problem.
4.1 The Primal Problem and the Plan of its Solution
We impose the following assumption that has to be satisfied throughout the remaining
part of this paper:
Assumption 4.1. Let ρ : L1 → IR ∪ {+∞} be a lower semicontinuous convex risk
measure that is continuous and finite in some (ϕ0 − 1)H with ϕ0 ∈ R0.
Remark 4.2. A convex risk measure ρ : L1 → IR∪{+∞} is (without assuming lower
semicontinuity) continuous in the interior of its domain (extended Namioka Theorem,
see Ruszczynski and Shapiro (2006), Proposition 3.1 or Frittelli and Biagini (2006),
Theorem 2). Especially, if ρ(X) < +∞ for all X ∈ L1, a convex risk measure admits
the representation (4) and is continuous. But for extended real valued convex risk
measures we still need the assumption of lower semicontinuity to obtain representation
(4).
Let us consider the measurable space (Pσ,S), where S is the σ-algebra generated by
all subsets of Pσ. We denote by Λ+ the set of finite measures on (Pσ,S).
We give an overview over the procedure to solve the static optimization problem:
(i) Prove the existence of a solution ϕ˜ to the primal problem (7) (Theorem 4.3)
p = min
ϕ∈R0
ρ ((ϕ− 1)H) = min
ϕ∈R0
{sup
Q∈Q
{EQ[(1− ϕ)H ]− sup
X∈A
EQ[−X ]}}.
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(ii) Deduce the dual problem to (7) by Fenchel duality:
d = sup
Q∈Q
{ inf
ϕ∈R0
{EQ[(1− ϕ)H ]− sup
X∈A
EQ[−X ]}} (12)
and prove the validity of strong duality p = d (Theorem 4.5). We obtain the
existence of a dual solution and can show that the problem is a saddle point
problem.
(iii) Consider the inner problem of the dual problem (12) for an arbitrary Q ∈ Q:
pi(Q) := max
ϕ∈R0
EQ[ϕH ]. (13)
Prove the existence of a solution ϕ˜Q to (13) (Lemma 4.6). Deduce the dual
problem of (13) by Fenchel duality:
di(Q) = inf
λ∈Λ+
{∫
Ω
[HZQ −H
∫
Pσ
ZP ∗dλ]
+dP + V˜0λ(Pσ)
}
.
Prove the validity of strong duality pi(Q) = di(Q) and deduce the necessary and
sufficient structure of a solution ϕ˜Q to the inner problem (13) (Theorem 4.8).
(iv) Apply Theorem 4.5 and 4.8 to the primal problem (7) and deduce the necessary
and sufficient structure of a solution ϕ˜ to (7) (Theorem 4.9).
The existence of a solution ϕ˜ to the static optimization problem (7) can be shown
analogously to Nakano (2004, Proposition 1.3), where coherent risk measures were
considered.
Theorem 4.3. There exists a ϕ˜ ∈ R0 solving the static optimization problem (7) and
ρ((ϕ˜− 1)H) is finite.
Proof. The set of randomized tests R = {ϕ : Ω → [0, 1], FT − measurable} is
weakly* compact as a weakly* closed subset of the weakly* compact unit sphere
in L∞ (Dunford and Schwartz (1988), Theorem V.4.2, V.4.3). Since the map ϕ 7→
supP ∗∈Pσ E
P ∗ [ϕH ] is lower semicontinuous in the weak* topology, the constrained set
R0 is weakly* closed, hence weakly* compact. Because of the lower semicontinuity of
ϕ 7→ supQ∈Q{E
Q[(1 − ϕ)H ] − supX∈AE
Q[−X ]} in the weak* topology, there exists
a ϕ˜ ∈ R0 solving (7). ρ((ϕ˜ − 1)H) is finite since ρ is assumed to be finite in some
(ϕ0 − 1)H with ϕ0 ∈ R0 (Assumption 4.1).
Remark 4.4. For measures of risk that are strictly convex one can additionally show
that any two solutions coincide P − a.s. on {ω : H > 0} (see Fo¨llmer and Leukert,
2000, Proposition 3.1). A convex risk measure cannot be strictly convex since the
translation property of ρ (Definition 2.1 (ii)) and ρ(0) = 0 imply the linearity of ρ on
the one dimensional subspace of L1 generated by the random variable equal to 1 a.s.
(see Hamel (2006) for further properties of translative functions). This means that for
convex risk measures one can only show the existence, not the essential uniqueness of
the solution.
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4.2 The Dual Problem
In this subsection, we will construct the dual problem of (7) and prove the validity of
strong duality. We obtain the existence of a dual solution and show that the problem
is a saddle point problem.
Theorem 4.5. Strong duality holds: The values of the primal problem (7) and its dual
problem are equal (p = d), where the dual problem of (7) is the following with value d
d = sup
Q∈Q
{ inf
ϕ∈R0
{EQ[(1− ϕ)H ]− sup
X∈A
EQ[−X ]}}. (14)
(Z˜Q, ϕ˜) is a saddle point of the functional E
Q[(1 − ϕ)H ] − supX∈AE
Q[−X ], where ϕ˜
is the solution of (7) and Z˜Q =
dQ˜
dP
is the solution of (14). Thus,
min
ϕ∈R0
{max
Q∈Q
{EQ[(1−ϕ)H ]− sup
X∈A
EQ[−X ]}} = max
Q∈Q
{min
ϕ∈R0
{EQ[(1−ϕ)H ]− sup
X∈A
EQ[−X ]}}.
Proof. Problem (7) can be rewritten as
p = min
ϕ∈L∞
{ρ ((ϕ− 1)H) + IR0(ϕ)}.
We denote f(ϕ) := IR0(ϕ) and g(Aϕ) := ρ (Aϕ−H) = ρ ((ϕ− 1)H), where the linear
and continuous operator A : L∞ → L1 is defined by Aϕ := Hϕ. The Fenchel dual
problem is (see Ekeland and Temam (1976), Chapter III, equation (4.18))
d = sup
Y ∈L∞
{−f ∗(A∗Y )− g∗(−Y )}, (15)
where A∗ is the adjoined operator of A and f ∗, g∗ are the conjugate functions of f
and g, respectively. The value p of the primal problem is finite (Theorem 4.3). The
function f : L∞ → IR∪ {+∞} is convex because of the convexity of R0. The function
g : L1 → IR ∪ {+∞} is convex since ρ is convex. Since ρ is assumed to be continuous
and finite in some (ϕ0 − 1)H with ϕ0 ∈ R0 (Assumption 4.1) we have strong duality
p = d (Theorem III.4.1 and Remark III.4.2 in Ekeland and Temam (1976)).
The adjoined operator A∗ : L∞ → ba(Ω,F , P ) of A has to satisfy by definition the
following equations:
∀Y ∈ L∞, ∀ϕ ∈ L∞ : 〈A∗Y, ϕ〉 = 〈Y,Aϕ〉 = E[ϕHY ]. (16)
To establish the dual problem, we calculate the conjugate functions f ∗ and g∗. With
(16), we obtain
f ∗(A∗Y ) = sup
ϕ∈L∞
{〈A∗Y, ϕ〉 − f(ϕ)} = sup
ϕ∈R0
E[ϕHY ].
The function g is defined by g(X) = ρ(X − H). Its conjugate function g∗ : L∞ →
IR ∪ {+∞} is (Za˘linescu, 2002, Theorem 2.3.1 (vi)):
g∗(Y ) = ρ∗(Y ) + 〈Y,H〉.
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Since dom ρ∗ ⊆ {−ZQ : Q ∈ Q} and ρ
∗(Y ) = supX∈AE[XY ] for Y ∈ L
∞ with
E[Y ] = −1 (see equation (5)), the dual problem (15) with value d is
d = sup
Q∈Q
{ inf
ϕ∈R0
{EQ[(1− ϕ)H ]− sup
X∈A
EQ[−X ]}}. (17)
The existence of a solution Z˜Q to the dual problem follows from the validity of strong
duality (see Theorem III.4.1, Ekeland and Temam, 1976). Let ϕ˜ be the solution to the
primal problem (7) (see Theorem 4.3). Since
p = sup
Q∈Q
{EQ[(1− ϕ˜)H ]− sup
X∈A
EQ[−X ]} ≥ EQ˜[(1− ϕ˜)H ]− sup
X∈A
EQ˜[−X ],
d = inf
ϕ∈R0
{EQ˜[(1− ϕ)H ]− sup
X∈A
EQ˜[−X ]} ≤ EQ˜[(1− ϕ˜)H ]− sup
X∈A
EQ˜[−X ]
and because of strong duality, we have
EQ˜[(1− ϕ˜)H ]− sup
X∈A
EQ˜[−X ] ≤ p = d ≤ EQ˜[(1− ϕ˜)H ]− sup
X∈A
EQ˜[−X ].
Hence,
min
ϕ∈R0
{max
Q∈Q
{EQ[(1−ϕ)H ]− sup
X∈A
EQ[−X ]}} = max
Q∈Q
{min
ϕ∈R0
{EQ[(1−ϕ)H ]− sup
X∈A
EQ[−X ]}}.
Thus, (Z˜Q, ϕ˜) is a saddle point of the function E
Q[(1− ϕ)H ]− supX∈AE
Q[−X ].
4.3 The Inner Problem of the Dual Problem
In this subsection, we consider the inner problem of the dual problem (14) for an
arbitrary, but fixed Q ∈ Q. We give a result about the structure of a solution. This
makes it possible to deduce a result about a saddle point of Theorem 4.5 in our main
theorem in the next subsection. That means, we obtain a result about the structure
of a solution of the static optimization problem (7).
First let us consider the inner problem of the dual problem (14) for a Q ∈ Q and let
us denote with pi(Q) its optimal value:
pi(Q) := max
ϕ∈R0
EQ[ϕH ]. (18)
Lemma 4.6. There exists a solution ϕ˜Q to problem (18) and p
i(Q) is finite.
Proof. The assertion follows since R0 is weakly* compact (see proof of Theorem 4.3)
and ϕ 7→ EQ[ϕH ] is continuous in the weak* topology for all Q ∈ Q.
Remark 4.7. Problem (18) can be identified as a problem of test theory. Let R =
{ϕ : Ω→ [0, 1], FT −measurable} be the set of randomized tests and let us define the
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measures O and O∗ = O∗(P ∗) by dO
dQ
= H and dO
∗
dP ∗
= H for P ∗ ∈ Pσ. Problem (18)
turns into
max
ϕ∈R
EO[ϕ]
subject to
∀P ∗ ∈ Pσ : E
O∗[ϕ] ≤ V˜0 =: α.
This is equivalent of looking for an optimal test ϕ˜Q when testing the compound hy-
pothesis H0 = {O
∗(P ∗) : P ∗ ∈ Pσ}, parameterized by the class of equivalent sigma-
martingale measures, against the simple alternative hypothesis H1 = {O} in a gener-
alized sense. In the generalized test problem (Witting, 1985, Theorem 2.79), O and
O∗ are not necessarily probability measures, but measures and the significance level α
is generalized to be a positive continuous function α(P ∗). Witting (1985) deduced a
sufficient optimality condition for the optimal test ϕ˜Q and verified the validity of weak
duality.
We want to show that strong duality is satisfied. In this case, the typical 0-1-structure
of ϕ˜Q is sufficient and necessary for optimality.
We assign to (18) the following Fenchel dual problem and denote by di(Q) its optimal
value
di(Q) = inf
λ∈Λ+
{∫
Ω
[HZQ −H
∫
Pσ
ZP ∗dλ]
+dP + V˜0λ(Pσ)
}
. (19)
The following strong duality theorem holds true.
Theorem 4.8. Strong duality holds true for problems (18) and (19), i.e.,
∀Q ∈ Q : di(Q) = pi(Q).
Moreover, for each Q ∈ Q there exists a solution λ˜Q to (19). The optimal randomized
test ϕ˜Q of (18) has the following structure:
ϕ˜Q(ω) =
 1 : HZQ > H
∫
Pσ
ZP ∗dλ˜Q(P
∗)
0 : HZQ < H
∫
Pσ
ZP ∗dλ˜Q(P
∗)
P − a.s. (20)
and
EP
∗
[ϕ˜QH ] = V˜0 λ˜Q − a.s. (21)
Proof. Let L be the linear space of all bounded and measurable real functions on
(Pσ,S) with pointwise addition, multiplication with real numbers and pointwise par-
tial order l1 ≤ l2 ⇔ l2 − l1 ∈ L+ := {l ∈ L : ∀P
∗ ∈ Pσ : l(P
∗) ≥ 0}. We recall that S
is the σ-algebra generated by all subsets of Pσ.
Let Λ be the space of all σ-additive signed measures on (Pσ,S) of bounded variation.
We regard L and Λ as the duality pair associated with the bilinear form 〈l, λ〉 =
∫
Pσ
ldλ
for l ∈ L and λ ∈ Λ, see Aliprantis and Border (1999, Theorem 13.5). We endow the
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space L with the Mackey topology τ(L,Λ), which ensures that the topological dual
of (L, τ(L,Λ)) is Λ and that L is a barrelled space (Husain and Khaleelulla (1978),
Corollary II.2, II.4).
We define a linear and continuous operator B : (L∞, ‖ · ‖L∞) → (L, τ(L,Λ)) by
(Bϕ)(P ∗) := −EP
∗
[Hϕ] for P ∗ ∈ Pσ. B is continuous since for every sequence ϕn → ϕ
in (L∞, ‖ · ‖L∞), it holds that Bϕn → Bϕ in (L, ‖ · ‖L), where ‖l‖L := supP ∗∈Pσ |l(P
∗)|,
since
sup
P ∗∈Pσ
|B(ϕn − ϕ)(P
∗)| ≤ ‖ϕn − ϕ‖L∞U0
and U0 < +∞ (inequality (1)). Thus, Bϕn converges also in the weaker topology
τ(L,Λ). We define the functions 1, 0 ∈ L by
∀P ∗ ∈ Pσ : 1(P
∗) = 1 ∈ IR, 0(P ∗) = 0 ∈ IR.
Problem (18) is
max
ϕ∈R
EQ[ϕH ],
∀P ∗ ∈ Pσ : E
P ∗ [ϕH ] ≤ V˜0. (22)
The constraint (22) can be rewritten as
V˜01 +Bϕ ≥ 0⇔ Bϕ ∈ L+ − V˜01.
Then, we can write problem (18) equivalently as
− pi(Q) = min
ϕ∈L∞
{
− EQ[ϕH ] + IR(ϕ) + IL+−V˜01(Bϕ)
}
. (23)
Let us define the functions f(ϕ) := −EQ[ϕH ] + IR(ϕ) and g(Bϕ) := IL+−V˜01(Bϕ) in
(23). We want to establish the dual problem of (23) as in Ekeland and Temam (1976)
(Chapter III, equation (4.18)):
− di(Q) = sup
λ∈Λ
{
− f ∗(B∗λ)− g∗(−λ)
}
. (24)
The conjugate function of g is
g∗(λ) = sup
l˜∈L
{
〈l˜, λ〉 − IL+−V˜01(l˜)
}
= sup
l˜∈L+−V˜01
〈l˜, λ〉 = sup
l∈L+
〈l − V˜01, λ〉
= sup
l∈L+
〈l, λ〉 − V˜0
∫
Pσ
dλ = IL∗+(λ)− V˜0λ(Pσ),
where L∗+ is the negative dual cone of L+. To establish the conjugate function of f
f ∗(B∗λ) = sup
ϕ∈L∞
{
〈B∗λ, ϕ〉+ EQ[ϕH ]− IR(ϕ)
}
,
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we have to calculate 〈B∗λ, ϕ〉, where B∗ : Λ → ba(Ω,F , P ) is the adjoined operator
of B. By definition of B∗, the equation 〈B∗λ, ϕ〉 = 〈λ,Bϕ〉 has to be satisfied for all
ϕ ∈ L∞, λ ∈ Λ (see Aliprantis and Border (1999), Definition 6.51). Thus,
∀ϕ ∈ L∞, ∀λ ∈ Λ : 〈B∗λ, ϕ〉 =
∫
Pσ
−EP
∗
[ϕH ]dλ.
Hence the conjugate function of f is
f ∗(B∗λ) = sup
ϕ∈R
{
−
∫
Pσ
EP
∗
[ϕH ]dλ+ EQ[ϕH ]
}
.
The dual problem (24) becomes
−di(Q) = sup
λ∈Λ
{
− sup
ϕ∈R
{
−
∫
Pσ
EP
∗
[ϕH ]dλ+ EQ[ϕH ]
}
− I−L∗
+
(λ)− V˜0λ(Pσ)
}
,
di(Q) = inf
λ∈−L∗
+
{
sup
ϕ∈R
{
−
∫
Pσ
EP
∗
[ϕH ]dλ+ EQ[ϕH ]
}
+ V˜0λ(Pσ)
}
,
where −L∗+ = {λ ∈ Λ : ∀l ∈ L+ : 〈l, λ〉 ≥ 0}. It can be seen easily that −L
∗
+ = Λ+ is
the set of finite measures on (Pσ,S). Thus,
di(Q) = inf
λ∈Λ+
{
sup
ϕ∈R
{
−
∫
Pσ
EP
∗
[ϕH ]dλ+ EQ[ϕH ]
}
+ V˜0λ(Pσ)
}
. (25)
The spaces (Ω,F , P ) and (Pσ,S, λ) for λ ∈ Λ+ are positive, finite measure spaces.
Furthermore, the function f(ω, P ∗) = H(ω)ZP ∗(ω)ϕ(ω) is measurable for all ϕ ∈ R
and it holds that for all λ ∈ Λ+ and for all ϕ ∈ R∫
Pσ
∫
Ω
|HZP ∗ϕ|dPdλ
‖ϕ‖L∞≤1
≤ sup
P ∗∈Pσ
‖HZP ∗‖L1λ(Pσ)
(1)
< +∞.
Thus, we can apply Tonelli’s Theorem (Dunford and Schwartz, 1988, Corollary III.11.15)
and obtain that the order of integration can be changed, i.e., for all λ ∈ Λ+ and for all
ϕ ∈ R ∫
Pσ
∫
Ω
HZP ∗ϕdPdλ =
∫
Ω
∫
Pσ
HZP ∗ϕdλdP < +∞.
Since in (25) only elements λ ∈ Λ+ and ϕ ∈ R have to be considered, we can change
the order of integration and obtain
di(Q) = inf
λ∈Λ+
{
sup
ϕ∈R
E[ϕ(HZQ −H
∫
Pσ
ZP ∗dλ)] + V˜0λ(Pσ)
}
. (26)
Since ϕ ∈ R is a randomized test, the supremum over all ϕ ∈ R in (26) is attained by
ϕ(ω) =
{
1 : HZQ > H
∫
Pσ
ZP ∗dλ
0 : HZQ < H
∫
Pσ
ZP ∗dλ
P − a.s.
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If we denote HZQ −H
∫
Pσ
ZP ∗dλ =: νλ(ω), the value of the dual problem is
di(Q) = inf
λ∈Λ+
{∫
Ω
ν+λ (ω)dP + V˜0λ(Pσ)
}
. (27)
This is equation (19) of Theorem 4.8. To verify the validity of strong duality we have to
use a weaker regularization condition than used in Theorem 4.5. In Borwein and Zhu
(2006, Theorem 5) it is shown that strong duality holds if f and g are convex and lower
semicontinuous and if there exists some ϕ0 ∈ dom f such that Bϕ0 ∈ core(L+ − V˜01),
where core(M) is the algebraic interior of a set M . If we take ϕ0 ≡ 0, 0 ∈ dom f ,
we have to show that Bϕ0 = 0 ∈ core(L+ − V˜01) for V˜0 > 0. This holds true since
for all l ∈ L there exists a s = s(l) > 0, such that for all 0 ≤ t ≤ s(l) it holds
0 + tl ∈ (L+ − V˜01). We can choose s(l) = V˜0/‖l‖L > 0 for l 6= 0 and s(l) = c > 0 for
l = 0, c > 0 arbitrary, where ‖l‖L := supP ∗∈Pσ |l(P
∗)|.
The function f is convex and lower semicontinuous since the set R is convex and
closed. The function g is convex since the set (L+ − V˜01) is convex and it is lower
semicontinuous w.r.t. the Mackey topology τ(L,Λ) if and only if the set (L+ − V˜01)
is closed w.r.t. the Mackey topology τ(L,Λ). To show this, we use that a convex set
is closed w.r.t. the Mackey topology τ(L,Λ) if and only if it is closed w.r.t. the weak
topology σ(L,Λ). Take a net lα in (L+− V˜01) that converges weakly to l. Thus, for all
λ ∈ Λ it holds
∫
Pσ
lαdλ→
∫
Pσ
ldλ and for all P ∗ ∈ Pσ and all α it holds lα(P
∗)+V˜0 ≥ 0.
Suppose there exists a P ∈ S and a λ ∈ Λ+ with λ(P) > 0 and λ(Pσ\P) = 0 such that
l(P ∗) + V˜0 < 0 for all P
∗ ∈ P . Then,
∫
Pσ
(l(P ∗) + V˜0)dλ < 0, which is a contradiction
to
∫
Pσ
(l(P ∗) + V˜0)dλ = limα
∫
Pσ
(lα(P
∗) + V˜0)dλ ≥ 0 for all λ ∈ Λ+. Since S contains
also the one-point subsets of Pσ, it follows that l ∈ (L+ − V˜01). Thus, strong duality
holds true.
To demonstrate the dependence from the selected measure Q ∈ Q we use the notation
ϕ˜Q and λ˜Q for the primal and dual solution, respectively. The existence of a solution
ϕ˜Q ∈ R0 of the primal problem was proved in Lemma 4.6. Now with strong duality the
existence of a dual solution λ˜Q follows and the values of the primal and dual objective
function at ϕ˜Q, respectively λ˜Q, coincide. This leads to a necessary and sufficient
optimality condition.
We consider the primal objective function
E[ϕHZQ] =
∫
Ω
ϕHZQdP
=
∫
Ω
ϕ
[
HZQ −H
∫
Pσ
ZP ∗dλ
]
dP +
∫
Pσ
∫
Ω
ϕHZP ∗dPdλ
=
∫
Ω
ϕν+λ (ω)dP −
∫
Ω
ϕν−λ (ω)dP +
∫
Pσ
∫
Ω
ϕHZP ∗dPdλ
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and subtract it from the dual objective function. Because of strong duality the differ-
ence has to be zero at ϕ˜Q, respectively λ˜Q:∫
Ω
[
1− ϕ˜Q
]
ν+
λ˜Q
(ω)dP +
∫
Ω
ϕ˜Qν
−
λ˜Q
(ω)dP +
∫
Pσ
[
V˜0 −
∫
Ω
ϕ˜QHZP ∗dP
]
dλ˜Q = 0.
The sum of these three nonnegative integrals is zero if and only if ϕ˜Q ∈ R0 satisfies
condition (20) and (21) of Theorem 4.8. To stress that λ is a measure on Pσ, we use
in Theorem 4.8 the notation λ(P ∗).
For each Q ∈ Q there exist a primal and a dual solution ϕ˜Q, λ˜Q, respectively. If Q = Q˜
is the solution of the outer problem of (14), ϕ˜
Q˜
is the solution of the static optimization
problem (7).
4.4 The Saddle Point
Now, let us consider the saddle point problem described in Theorem 4.5. With Theorem
4.8 it follows that
max
Q∈Q
min
ϕ∈R0
{EQ[(1− ϕ)H ]− sup
X∈A
EQ[−X ]} = max
Q∈Q
{EQ[H ]− pi(Q)− sup
X∈A
EQ[−X ]}
= max
Q∈Q
{EQ[H ]− di(Q)− sup
X∈A
EQ[−X ]}
= max
Q∈Q
{
max
λ∈Λ+
{
− EP [(HZQ −H
∫
Pσ
ZP ∗dλ)
+]− V˜0λ(Pσ)
}
+ EQ[H ]− sup
X∈A
EQ[−X ]
}
= max
Q∈Q,λ∈Λ+
{
EP [HZQ ∧H
∫
Pσ
ZP ∗dλ]− V˜0λ(Pσ)− sup
X∈A
EQ[−X ]
}
,
where x ∧ y = min(x, y). With Theorem 4.5 it follows that Q˜ attains the maximum
w.r.t. Q ∈ Q. Theorem 4.8 shows the existence of a λ˜ = λ˜
Q˜
that attains the maximum
w.r.t. λ ∈ Λ+. Thus, there exists a pair (Q˜, λ˜) solving
max
Q∈Q,λ∈Λ+
{
EP [HZQ ∧H
∫
Pσ
ZP ∗dλ]− V˜0λ(Pσ)− sup
X∈A
EQ[−X ]
}
. (28)
Now, our main theorem follows.
Theorem 4.9. Let (Q˜, λ˜) be the optimal pair in (28).
• The solution of the static optimization problem (7) is
ϕ˜(ω) =
 1 : HZ˜Q > H
∫
Pσ
ZP ∗dλ˜(P
∗)
0 : HZ˜Q < H
∫
Pσ
ZP ∗dλ˜(P
∗)
P − a.s. (29)
with
EP
∗
[ϕ˜H ] = V˜0 λ˜− a.s. (30)
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• (ϕ˜, Z˜Q) is the saddle point of Theorem 4.5.
• (V˜0, ξ˜) solves the dynamic convex hedging problem (2), (3), where ξ˜ is the super-
hedging strategy of the modified claim ϕ˜H.
Proof. The results follow from Theorem 4.5, 4.8 and 3.1.
Remark 4.10. It follows that there exists a [0, 1]-valued random variable δ such that
ϕ˜ as in Theorem 4.9 satisfies
ϕ˜(ω) = I{HZ˜Q>H
∫
Pσ
ZP∗dλ˜(P
∗)}(ω) + δ(ω)I{HZ˜Q=H
∫
Pσ
ZP∗dλ˜(P
∗)}(ω), (31)
where IA(ω) is the stochastic indicator function equal to one for ω ∈ A and zero
otherwise. δ has to be chosen such that ϕ˜ satisfies (30).
We do not have uniqueness of a solution ϕ˜ (see Remark 4.4). If we for instance choose
δ to be constant, equations (30) and (31) lead to one particular δ and thus to one
particular solution ϕ˜.
Remark 4.11. From equation (30) it follows, that (except in the case where λ˜ takes
only the value zero) the superhedging price of the modified claim ϕ˜H is equal to the
capital boundary V˜0. Then, V˜0 is the minimal amount of capital that is necessary to
solve together with ξ˜ the dynamic problem (2), (3).
To summarize, the admissible strategy that minimizes the convex shortfall risk consists
in superhedging a modified claim ϕ˜H that has the form of a knock-out option.
References
Aliprantis, C. D.; Border, K. C.: Infinite Dimensional Analysis . Springer, Berlin Hei-
delberg (1999).
Artzner, P.; Delbaen, F.; Eber, J.-M.; Heath, D.: Coherent Measures of Risk. Mathe-
matical Finance, 9, 3, (1999), 203 – 228.
Borwein, J. M.; Zhu, Q.: Variational Methods in Convex Analysis (2006), Preprint.
Delbaen, F.: Coherent Risk Measures on General Probability Spaces. Essays in Honour
of Dieter Sondermann, pages 1–37, Springer, Berlin (2002).
Delbaen, F.; Schachermayer, W.: The Mathematics of Arbitrage. Springer, Berlin Hei-
delberg (2006).
Dunford, N.; Schwartz, J. T.: Linear Operators. Part I: General Theory . Wiley, New
York (1988).
16
Ekeland, I.; Temam, R.: Convex Analysis and Variational Problems . Amsterdam - Ox-
ford: North-Holland Publishing Company, New York: American Elsevier Publishing
Company (1976).
Fo¨llmer, H.; Leukert, P.: Quantile Hedging. Finance and Stochastics , 3, 3, (1999), 251
– 273.
Fo¨llmer, H.; Leukert, P.: Efficient Hedging: Cost versus Shortfall Risk. Finance and
Stochastics , 4, 2, (2000), 117 – 146.
Fo¨llmer, H.; Schied, A.: Convex Measures of Risk and Trading Constraints. Finance
and Stochastics , 6, 4, (2002), 429 – 447.
Fo¨llmer, H.; Schied, A.: Stochastic Finance. Walter de Gruyter, Berlin New York
(2004).
Frittelli, M.; Biagini, S.: On Continuity Poperties and Dual Representation of Convex
and Monotone Functionals on Frechet Lattices (2006), Working Paper.
Gushchin, A. A.; Mordecki, E.: Bounds on option prices for semimartingale market
models. Proceedings of the Steklov Institute of Mathematics , 237, (2002), 73 – 113.
Hamel, A. H.: Translative Sets and Functions and their Applications to Risk Measure
Theory and Nonlinear Separation. IMPA Preprint Series D021, Instituto Nacional
de Matema´tica Pura e Aplicada, Rio de Janeiro (2006).
Husain, T.; Khaleelulla, S. M.: Barrelledness in Topological and Ordered Vector Spaces .
Springer, Berlin Heidelberg New York (1978).
Karatzas, I.; Shreve, S. E.: Methods of Mathematical Finance. Springer, Berlin Heidel-
berg New York (1998).
Nakano, Y.: Minimizing Coherent Risk Measures of Shortfall in Discrete-Time Models
under Cone Constraints. Applied Mathematical Finance, 10, 2, (2003), 163 – 181.
Nakano, Y.: Efficient Hedging with Coherent Risk Measures. Journal of Mathematical
Analysis and Applications , 293, 1, (2004), 345 – 354.
Rudloff, B.: Coherent Hedging in Incomplete Markets. Report of the Institute of Op-
timization and Stochastics 01, Martin-Luther-University Halle-Wittenberg, Depart-
ment of Mathematics and Computer Science (2005).
Rudloff, B.: Hedging in Incomplete Markets and Testing Compound Hypotheses via
Convex Duality . Ph.D. Thesis, Martin-Luther-University Halle-Wittenberg (2006).
Ruszczynski, A.; Shapiro, A.: Optimization of Convex Risk Functions. Mathematics of
Operations Research, 31, 3, (2006), 433 – 452.
17
Witting, H.: Mathematische Statistik I . Teubner, Stuttgart (1985).
Yosida, K.: Functional Analysis . Springer, Berlin Heidelberg New York (1980).
Za˘linescu, C.: Convex Analysis in General Vector Spaces . World Scientific Publishing,
Singapore (2002).
18
