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ABSTRACT 
Switched mode power converters are being used extensively 
for the purpose of efficient power conversion. Such converters are 
nonlinear, time variant systems. In the past such converters were 
being modelled using the state space averaging method. The theory 
of variable structure systems (VSS), and sliding mode control form a 
mutually complementary analysis and design tools for the control of 
switched mode power converters. The application of sliding mode 
control is presented for dc-to-dc converters and electrical motor 
drives in this thesis. The concept of sliding mode control is brought 
out through exhaustive examples of second order systems. The 
equivalent control, an analysis method of VSS, is applied to obtain 
transfer function description of dc-to-dc power converters. The 
sliding mode control is applied to the control problem of dc-to-dc 
power converters and speed controlled electrical drives to develop 
practical design techniques. The practical design methods are 
confirmed through experimental results. 
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This thesis deals with the principles of sliding mode control 
and their application to power converters. The power converters that  
a re  taken up for the application are  dc-to-dc electrical power 
converters, and electromechanical power converters. 
In power converters a high premium is placed on the 
efficiency of power conversion, besides the steady state and dynamic 
performance requirements. As a result the topologies used in power 
conversion applications rely on high speed switches for efficient 
operation. Chapter 2 contrasts the power conversion topologies with 
signal processing systems, and brings out the most important feature 
of power converters, namely dynamic structural changes brought 
about because of their switching nature. Such systems are  nonlinear 
and time variant. The switching property makes the power converters 
prime candidates for the application of the theory of Variable 
Structure Systems (VSS). 
VSS theory results in a time domain description of switching 
converters. Sliding mode control complements VSS as  an  effective 
analysis and design tool. The concept of sliding mode control relies 
on a firm understanding of the system in terms of system states and 
the state space or the phase space. In order to appreciate 
thoroughly the basic principles involved, Chapter 3 treats simple 
second order systems exhaustively, and brings out the relevant 
features of sliding mode control. These concepts are then extended 
to general higher order systems. 
In the past the switching converters had been analyzed 
using the technique of state space averaging. State space averaging 
method essentially developed linear, small signal, frequency domain 
models of the nonlinear power converters. Chapter 4 briefly reviews 
the state space averaging method. The power converters are then 
analyzed using the theory of VSS. The sliding mode control principles 
are  then applied to develop practical design criteria for the control 
of dc-to-dc converters. Experimental results are then presented. 
Another major area of power processing application is the 
electromechanical power conversion. Such systems consist of 
switching power converter and electromechanical actuators (dc or ac 
motor). In the past such systems have been analyzed separately - a 
model for the power converter and a model for the motor. Sliding 
mode control can be used as an integrated control approach for 
such composite systems. Chapter 5 reviews the general theory of 
electrical machines. I t  is seen that all electrical machines can be 
described as qualitatively identical systems. Chapter 6 goes on to 
apply the sliding mode control to two representative machines, 
namely the dc motor and the permanent magnet synchronous motor. 
Practical design criteria for the speed control of these machines are  
developed. Experimental results verifying the design strategy are 
presented. 
Chapter 7 discusses the extension of the sliding mode 
control to synchronous motors. The possibility of loss optimization 
under different operating conditions is then presented. 

VAFUABLE STRUCTURE SYSTEMS 
In this chapter some of the characteristics definining 
variable structure systems (VSS) are explained. This is done by 
contrasting the natures of power processing systems and signal 
processing systems. Examples of a few of the VSS often encountered 
in power processing requirements are highlighted. 
2.1 Power Processing Vs Signal Processing 
The essential features of signal processing systems and 
power processing systems are shown in Fig.2.1 [I] .  
Figure 2.l(a) shows a signal processing system. The input is 
analog or digital information and so is the output. The system 
carries out one or more of the signal processing functions. The 
various processing functions include amplification, coding, decoding, 
analog to digital, and digital to analog conversion. The most 
important concern during the processing is to preserve the integrity 
of the information content. Classical concepts of linear control 
theory, sampled data control, etc., provide the necessary tools for 
the design of signal processing systems. The power required to 
process the signals is incidental (This statement, though strong, is 
justified because one can think of a t  least a couple of signal 
processing functions that do not require external power.) and 
INFO I N  SIGNAL PROCESSED 
PROCESSING INFO OUT 
u SYSTEM f 
POWER I 
(a1 
POWER I N  PROCESSED 
PROCESSING POWER 
SYSTEM OUT 
INFO I 
(b1 
f ig.  2.1 A signal processing s y s t e m  (a), contras ted with a power 
process ing s y s t e m  (b). 
Pig. 2.2 Contents of a typical  power processing s y s t e m .  The 
componen t s  are  Limited to swi tches ,  and  loss less  react ive  
e l e m e n t s  in order  to process  power ef j iciently.  
considerations of efficiency rarely become critical. Size, cost and the 
consequent demand to integrate large signal processing functions into 
ever smaller packages lead the choice of system components limited to 
resistors, active devices, and occasionally capacitors. Magnetic 
elements are,  as a rule, avoided. 
Figure 2.1 (b) shows a power processing system. In comparison 
to the signal processing system, the "power" and "information" inputs 
a re  interchanged. The objective is to process power under readily 
available conditions a t  the input, and deliver it a t  the output under 
conditions suitable for convenient utilization. Typical electrical power 
processing functions are controlled rectification (conversion of ac 
power to dc power), inversion (conversion of dc power to ac power), 
cycloconversion (conversion of ac power a t  one frequency to ac power 
a t  a different frequency), and so on. Frequently power processing 
systems also include appropriate actuators to convert electrical power 
into other forms of power, namely mechanical, thermal, and hydraulic. 
The major concern during power processing is to conserve the total 
power from input to output. This preoccupation with efficiency limits 
the choice of the system components to switches and lossless reactive 
elements. There is one more major difference between the two systems: 
whereas the power required for a signal processing system is only 
incidental, the information required - or the control strategy to be 
adopted - is crucial for the performance of the power processing 
system. 
Figure 2.2 shows the contents of a typical electrical power 
processing system. I t  consists of inductors, capacitors and switches. 
With the elements of the system so limited, it is not hard to see 
that  the only way of achieving the power processing objectives is to 
dynamically vary the structure of the system in an intelligent way. In 
order to develop proper control strategies for the power processing 
systems, it is neccesary to understand, analyze, and develop models 
for the purpose. Such dynamically varying structures result in 
nonlinear and timevariant description. The theory of VSS [2] 
provides a mathematical framework to define such systems and are 
well suited to define, analyze and to develop control strategies for 
power processing systems. It may be mentioned here that there are 
also other tools available for this purpose such as state space 
averaging [3], and describing equations [4]. 
2.2 Variable Structure systems (VSS) 
VSS are systems whose physical structure or network 
topology is changed intentionally during the transient in accordance 
with a preset structure control law 151. The instants of time, a t  which 
the control action of changing the structure occurs, are  not 
determined by a fixed program, but in accordance with the current 
state of the system. This property distinguishes VSS from 
programmed controllers. However, as  will be seen in some later 
sections, programmed controllers may be considered as a subset of 
VSS, by suitable mathematical manipulations. 
In general we may state that  VSS consist of a number of 
well defined elements, linear or nonlinear. Under control action the 
elements may be configured into a number of possible well defined 
substructures. Out of the total number of all such well defined 
substructures, there will be a minimum se t  of independent 
substructures. This minimum number of independent substructures 
available in the system is considered as the number of control inputs 
to the system. The theory of VSS provides a systematic method of 
defining such systenis using discontinuous variables - known as  
switching variables - and selecting a rational control law to pick out 
the substructure used a t  any instant in order to achieve the control . 
objective. Before we go on to see these aspects of VSS in the 
following chapter, two examples - a single input VSS and a multiple 
input VSS - of VSS encountered in power conversion application are 
presented now 
2.3 Some Examples of VSS 
Figure 2.3(a) shows a flyback dc-to-dc converter consisting 
of a single pole double throw switch S, an inductor L, and a 
capacitor C. The two substructures of the system are  shown in Fig. 
2.3(b) and 2.3(c). When the system is connected as  in Fig. 2.3(b), 
energy is absorbed into the inductor from the input battery. When 
the  system is connected as  in Fig. 2.3(c), par t  of the energy from the 
inductor is transferred to the load R. Although there a re  two 
substructures available, the presence of the inductor on the pole of 
the switch forces the throws of the switch to be mutually dependent. 
Fig. 2.3 A n  e x a m p l e  o f  a s ingle  contro l  i n p u t  var iab le  s t r u c t u ~ e  
s y s t e m ,  
f ig .  2.4 A n  e x a m p l e  o f  a rnultzple contro l  i n p u t  var iab le  s t r u c t u r e  
s y s t e m .  
This is an example of a single input VSS. 
Figure 2.4 shows an induction motor drive - an application 
of electrical to mechanical power conversion. Electrical power from 
the battery is switched sequentially into the three phase windings of 
the induction motor in order to produce mechanical torque a t  the 
shaft of the motor. This is an example of a three input VSS as is 
evident from the three single pole double throw switches present in 
the system. 

SLIDING MODE CONTROL 
The theory of Variable Structure Systems (VSS) is the 
analysis and synthesis of systems, whose structures are changed 
intentionally during the transient, according to a preset structure- 
control law, to achieve the control objectives. The utilization of 
control hardware is most effective in such systems. Furthermore, it 
is possible in VSS to obtain overall system properties that  are 
qualitatively different from the constituent substructures. These 
aspects of VSS are best seen through the phase plane description of 
the constituent substructures. Section 3.1 explains the phase plane 
description of systems and describes the different types of phase 
trajectories encountered in second order systems. 
On the foundation of the phase trajectories described for 
simple second order systems in Section 3.1, the important features 
of sliding mode control are built up in Section 3.2. The concept of 
sliding regimes is formally defined. 
Graphical visualization of phase trajectories is tedious, if 
not impossible, for higher order systems. In such instances it is 
necessary to resort to formal mathematical methods. The 
mathematical description of a general dynamic VSS of order n is 
given in Section 3.3 along with the scope of the theory of VSS. 
The analysis problem of VSS consists of tests for the 
existence of sliding regimes, system description under sliding mode 
control, and the performance of the overall system. These aspects 
are  dealt with in detail in Sectians 3.4 through 3.6. The second 
aspect of the theory of VSS, namely the design methods, are 
described in Section 3.7. At the end in Sections 3.8 and 3.9, other 
applications of sliding mode control such as state estimation and 
static optimization are indicated. 
3.1 Phase Plane Description of Syste~lns 
The control action in VSS is the change of the system 
structure following a preset structure-control law. As a result, VSS 
are  time varying systems. In order to study such systems, it is 
advantageous to select a system description where time information 
is suppressed or implicit [6]. The phase plane description satisfies 
this condition and provides valuable insight into the various aspects 
pertaining to VSS. The phase plane description is very handy for 
second order systems and brings out the features of sliding mode 
control remarkably well. For systems of order higher than two, the 
phase plane description is clumsy if not impossible. In those 
instances, the graphical ideas obtained for second order systems are 
extended mathematically. 
The phase plane description is used widely to  characterize 
second order systems. The axes of the phase plane are the system 
states. The instantaneous state of the system is represented on the 
phase plane by a Representative Point (RP) whose coordinates on the 
phase plane are the present states of the system. The study of the 
system involves the motion of the RP on the phase plane under 
different input and initial conditions. The evolution of the system 
states with respect to time on the phase plane, referred to as  the 
phase trajectories or the state trajectories, represent the dynamic 
properties of the system. For a given system, the phase trajectories 
are a family of curves satisfying the dynamic properties of the 
system. The axes of the phase plane are the system states and 
hence, the time information is implicit in the state trajectories. 
In the case of VSS, the phase plane description consists of a 
set  of a family of phase trajectories, one for each of the 
substructures used. The analysis problem of VSS is to study the 
overall system behavior under a given structure-control law. The 
design problem in VSS is to develop a rationale to synthesize a 
structure-control law in order to achive the performance objectives 
of the overall system. 
3.1.1 Properties of Phase Trajectories 
The study of VSS, and the techniques of sliding mode 
control for dynamic systems, are intimately related with the phase 
plane description of the system. The concept of sliding regimes 
introduced subsequently relies on the phase plane description to get 
a good intuitive grasp. Therefore it is worthwhile to study the phase 
trajectories for simple second order systems and become fully 
familiar with these ideas. 
Consider a second order system described by the following 
homogeneous differential equation. 
d 2 x  dx T + z ~ w o - + w o 2 x  = 0 
tit d t 
The above equation may be normalized to obtain 
By defining x ,  = x  and x 2  = d x / d ~ ,  the above equation may be written 
as a set of first order differential equations. 
Let 9 ,  and q 2  be the characteristic roots of the Eq. (3.2). Then 
x, and x2 are the dynamic states of the system and are the axes of 
the phase plane. The differential equation between x ,  and x 2  dictating 
the properties of the phase trajectories is obtained from Eq. (3.3). 
rn is the slope of the phase trajectory passing through the point 
( x , , x 2 ) .  x ,  and x 2  are related to the slope by 
The phase trajectories are constructed satisfying Eq. (3.4) in the 
phase plane. The following properties of the phase trajectories are 
used to construct them. 
i) The straight lines x 2  = q l x l  and x 2  = q 2 x l ,  when they exist, are 
phase trajectories. This property is seen by substituting m = 9 ,  and 
m = q z  in E q .  ( 3 . 5 ) .  
The straight lines x ,  = q l x l  and x2  = q 2 x l ,  exist only when 9 ,  and 9 ,  
are real. 
ii) The phase trajectories intersect the x2  axis with a slope of -2<. 
iii) The phase trajectories intersect the x 1  axis a t  right angles. 
iv) The zero slope of the phase trajectories occurs along the 
straight line x ,  = - ( 1 / 2 ( - ) x l .  This property is found by solving for 
m = 0 in Eq. (3.5). 
v) The trajectories converge for stable systems (eigenvalues with 
negative real parts), and diverge for unstable systems (eigenvalues 
with positive real parts). For marginally stable systems (purely 
imaginary eigen values), the trajectories are closed curves. 
vi) Individual phase trajectories do not cross each other. This 
property is owing to the fact that, the present state uniquely 
determines the past history of the system. 
All free second order systems exhibit the above properties 
in their phase trajectories. Depending on the nature of the 
eigenvalues q 1  and q 2 ,  the phase trajectories have qualitatively 
different shapes. 
3.1.2 Stable Systems with Negative Real Eigenvalues 
The eigenvalues q 1  and q ,  being real, the straight lines with 
slopes q ,  and q2 are phase trajectories. Other representative 
trajectories are constructed with the properties given in the last 
Section. The phase trajectories in the parametric form are given by 
X I ,  and xz0 are the coordinates of any point on a given trajectory. q 1  
and q ,  are negative. As T tends to +m, x l  and x2 tend to zero. 
Therefore the equilibrium point for all the trajectories is the origin. 
Figure 3.1 shows the phase trajectories for this class of systems with 
distinct, negative, and real eigenvalues. In the case of negative, real, 
repeated eigenvalues the phase trajectories in the parametric form 
are given by 
x 1  = xl0eqT+ ( X ~ ~ + X ~ ~ ) T ~ ~ ~  
x , ,  and x2 ,  are the coordinates of any point on a given trajectory. q 
is equal to -1. As T tends to +m, 2 ,  and x z  tend to zero. Therefore 
3.1 The p h a s e  t ra j ec tor i e s  of  a n o r m a l i z e d  
( q l  = --0.5,q2 = -2,c = 1.25) second  order  s y s t e m  with 
d i s t i n c t ,  n e g a t i v e  r e a l  e igenva lues .  The s y s t e m  is s table  
a n d  a11 t h e  t ra j ec tor i e s  converge  to  the  or ig in .  
3.2 The p h a s e  t ra j ec tor i e s  of  a n o r m a l i z e d  
( 9 ,  = g z  = g = -I,{ = 1) second  o r d e r  s y s t e m  with 
r e p e a t e d ,  n e g a t i v e  r e a l  e igenva lues .  The s y s t e m  is s table  
a n d  a l l  t h e  t ra j ec tor i e s  converge  to  the  or ig in .  
the equilibrium point for all the trajectories is the origin. Figure 3.2 
shows the phase trajectories when the eigenvalues are real, negative, 
and repeated. 
3.1.3 Stable Systems with Complex Eigenvalues 
The eigenvalues q l  and q,  are complex conjugates. There 
are no straight line trajectories. All the other properties of the 
trajectories hold. The system may be solved to obtain the phase 
trajectories in the following parametric form. 
x l o  and x 2 ,  are the coordinates of any point on a given trajectory. 
As T tends to +m, x 1  and x 2  tend to zero. The trajectories all 
therefore converge towards the origin, which is the equilibrium point. 
Figure 3.3 shows typical trajectories for this class of systems. They 
have the shape of converging logarithmic spirals. 
3.1 -4 Marginally Stable Systems 
Marginally stable systems do not have any damping (< = 0). 
The eigenvalues are purely imaginary. The system is conservative 
and the phase trajectories are closed circles of radius r. 
r = d x , D ~ + x z o 2  
2 1 ,  and zz0 are the coordinates of any point on a given trajectory. 
The system is asymptotically stable and has no equilibrium point. 
3.3 The p h a s e  t ra j ec tor i e s  
of  a n o r m a l i z e d  ( q 1 q 2  = l . q l + q 2  = -2C = -0.4) second o r d e r  s y s t e m  with 
s tab le ,  c o m p l e x  con juga te  e igenva lues .  The s y s t e m  is 
s tab le  a n d  t h e  t ra j ec tor i e s  are  c o n v e r g i n g  Logari thmic 
s p i r a l s .  
f ig .  3.4 The p h a s e  t ra j ec tor i e s  of  a n o r m a l i z e d  
( g i g 2  = l , q l  + q 2  = -2(. = 0.4) second  o r d e r  s y s t e m  with 
u n s t a b l e ,  c o m p l e x  con juga te  e igenva lues .  m e  s y s t e m  is 
u n s t a b l e  a n d  t h e  t ra j ec tor i e s  are  d i verg ing  l o g a r i t h m i c  
s p i r a l s .  
3.1.5 Unstable Systems with Complex Eigenvalues 
The eigenvalues are complex conjugates with positive real 
parts. The phase trajectory is given by the following parametric 
equations. 
x l o  and z2, are the coordinates of any point on a given trajectory. 
As T is traced back in time to -rn, x, and x 2  are zero. Therefore all 
the trajectories emerge from the origin and diverge towards as 
time evolves. The phase trajectories for this class of systems are 
shown in Fig. 3.4. They are diverging logarithmic spirals. 
3.1.6 Unstable Systems with Positive Real Eigenvalues 
The eigenvalues are real. The straight lines with slopes 9 ,  
and q 2  are also phase trajectories. The phase trajectories in 
parametric form are given by 
x 1  = 1 
92-9 i [ ( ~ 2 ~ 1 0 - ~ 2 0 ) ~ ~ ' ~ - ( g  1 x 1 0 x 2 0 ) e q 2 T l  
x , ,  and zzo are the coordinates of any point on a given trajectory. 9 ,  
and q 2  are positive. As T is traced back in time to -m, x 1  and x2  tend 
to zero. Therefore all the trajectories emerge from the origin and 
grow with time. Figure 3.5 shows representative phase trajectories. 
Fig.  3.5 m e  p h a s e  t ra j ec tor i e s  o f  a n o r m a l i z e d  
( q ,  = 0 . 5 , q z  = 2,( = -1.25) second o r d e r  s y s t e m  with 
d i s t i n c t ,  pos i t i ve  r e a l  e igenva lues .  The s y s t e m  is u n s t a b l e  
a n d  all t h e  t ra j ec tor i e s  d i verge  to  m. 
Fig.  3.6 The p h a s e  t ra j ec tor i e s  of  a n o r m a l i z e d  
( q l  = l , q ,  = -I,< = 0) second  order  s y s t e m s  with d i s t i n c t  
e i g e n v a l u e s  of u n l i k e  po lar i t y .  The t ra j ec tor i e s  e v e n t u a l l y  
d i verge  to  m, 
They diverge indicating unstable eigenvalues and are the mirror 
image of the trajectories obtained for systems with negative, real 
eigenvalues . 
3.1.7 Unstable Systems with Eigenvalues Real and Unlike 
Sign 
The eigenvalues are real. The straight lines of slopes 9, and 
q2 are also phase trajectories. The phase trajectories in parametric 
form are given by 
x,, and x2, are the coordinates of any point on a given trajectory. q, 
and q 2  are of unlike polarity. Therefore the phase trajectories are 
not uniformly divergent. They emerge from m and evolve towards m. 
Figure 3.6 shows typical trajectories. The overall behavior is 
divergent. 
The nature of the phase trajectories for free second order 
systems given by Eq. (3.1) is consolidated in Fig. 3.7. It is plotted 
between damping factor f and natural frequency uo2. The different 
regions are numbered and typical trajectories hinted. Some of these 
trajectories are used in the following section to highlight the 
properties of VSS and the concept of sliding regimes. 
I STABLE REAL ROOTS 
II STABLE COMPLEX 
ROOTS 
III UNSTABLE COMPLEX 
ROOTS 
I V , V  UNSTABLE REAL 
ROOTS 
f i g .  3.7 The qual i ta t ive  d i f l e rence  in t h e  p h a s e  t ra jec tor ies  of a 
second  order  s y s t e m  a s  a f u n c t i o n  of t h e  n a t u r a l  
f r e q u e n c y  wo a n d  d a m p i n g  (-. S y s t e m s  located in r e g i o n  I  
a n d  II in t h e  wo,  (- p l a n e  are  s table  s y s t e m s .  S y s t e m s  
located  in r e g i o n s  III, W, a n d  V a r e  u n s t a b l e  s y s t e m s .  
S y s t e m s  located  o n  t h e  pos i t ive  wo a x i s  do n o t  h a v e  
d a m p i n g  a n d  a r e  conserva t i ve  s y s  t e m s .  
3.2 Sliding Regimes in VSS 
I t  was asserted that, in the case of VSS, phase trajectories 
that  are qualitatively different from those of the substructures can 
be obtained. This point and other features of VSS are  now 
illustrated. Consider the following two substructures (from Section 
3.1.5 and 3.1.7 respectively). 
Substructure I is given by 
The eigenvalues of substructure I are complex with positive real 
parts. The phase trajectories of this substructure are  shown in Fig. 
3.8a and is the same as shown in Fig. 3.4. The trajectories are 
diverging logarithmic spirals and the substructure I is unstable. 
Substructure I1 is given by 
The eigenvalues of substructure I1 are real and of unlike polarity. 
The phase trajectories of substructure I1 are  given in Fig. 3.8b. They 
diverge to = indicating instability and are the same as  shown earlier 
in Fig. 3.6. 
3.2.1 Simple VSS 
It may be observed that  the trajectories of substructure I 
a re  bounded in every quadrant. The trajectories of substructure I1 
a re  bounded in quadrants 2 and 4. A VSS may be synthesized 
I 
(a) SUBSTRUCTURE I 
(b)  SUBSTRUCTURE II 
Fig. 3.8 The p h a s e  t ra j ec tor i e s  of  t w o  second  order  s u b s y s t e m s  
e m p l o y e d  t o  i l l u s t r a t e  Vizriable S t r u c t u r e  S y s t e m s  (VSS). 
3 u b s y s t e m  I is an u n s t a b l e  s y s t e m  with c o m p l e x  
e i g e n v a l u e s  (a). S u b s y s t e m  N is also  an u n s t a b l e  s y s t e m  
with r e a l  e i g e n v a l u e s  of u n l i k e  po lar i t y  (b). 
fig. 3.9 A s i m p l e  VSS m a d e  u p  of t he  t w o  S U ~ S ~ T U C ~ U T ~ S  g i v e n  
e a r l i e r  in f i g .  3.8. The s u b s t r u c t u ~ e s  ac t i ve  in t h e  
d i jgerent  r e g i o n s  of  t h e  p h a s e  p l a n e  are  s h o w n .  The 
r e s u l t a n t  overa l l  t r a j e c t o r y  of  t h e  overal l  VSS is s h o w n  
in (a). Typical  t ra j ec tor i e s  s t a r t i n g  f r o m  a r b i t r a r y  initial 
c o n d i t i o n s  A ( x l l , x z , )  a n d  B(x12,x2 , )  a r e  s h o w n  in (b). The 
VSS m a d e  u p  of u n s t a b l e  s u b s t r u c t u r e s  is s e e n  to  be 
s tab le .  
composing of these desirable portions of the trajectories of the 
substructures I and 11. The structure-control law may be stated as 
Substructure I holds for x , ( x 2 - q l x l )  > 0 
Substructure I1 holds for x , ( x , - q l x l )  < O 
According to the structure-control 1a.w the phase plane is divided into 
several regions, as shown in Fig. 3.9a. The substructures active in 
each of these regions are  labeled. The overall phase trajectory is 
composed of the trajectories of each of the substructures in the 
appropriate regions. The phase trajectories for the composite VSS 
are  shown in Fig. 3.9a. The trajectories of the system starting from 
arbitrary initial conditions A ( x l  1 , x 2 1 )  and B ( X ~ ~ , X , ~ )  are shown in Fig. 
3.9b. Starting from any initial condition the states of the VSS 
converge to zero and so the overall system is stable. 
In the above example it was assumed that  the structure- 
control law was realized perfectly. In other words the change of 
structure from one substructure to the other acted whenever the 
system RP crossed the boundaries set  up by the structure-control 
law. In practice such perfect sensing of the location of the RP with 
respect to the various boundaries is impossible. There will always be 
nonidealities such as delay, hysteresis e tc, inherent in physical 
hardware used for changing the structure. We now see the effect of 
such nonideal realization of the structure-control law. Let the real 
structure-control law be 
Substructure I holds for x l ( x 2 - g l x l )  > A 
Substructure I1 holds for x l ( x 2 - q , x l )  < A 
A is a small positive quantity introduced to reflect the nonidealities 
Fig. 3.10 S w i t c h i n g  b o u n d a r i e s  in a r e a l  VSS (a). The b o u n d a r i e s  
e x t e n d  o v e r  a s m a l l  A neighbourhood of t h e  s w i t c h i n g  
Lines. The e f f e c t  o f  the n o n i d e a l  s w i t c h i n g  b o u n d a r y  o n  
t h e  overa l l  t r a j e c t o r y  (b) is s e e n  to  be sens i t i ve  t o  t h e  
h y s t e r e s i s  in t h e  s w i t c h i n g  b o u n d a r y .  
of the VSS hardware and goes to zero as these nonidealities vanish. 
Figure 3.10a shows the partitioning of the phase plane into various 
regions and the substructures that  are active in each of these 
regions according to the structure-control law. The switching 
boundaries are shown extended to include the hysteresis zone. 
System trajectories starting from an arbitrary initial condition 
A(xl,,xzl) are  shown in Fig. 3.1Ob. The effect of the switching 
nonidealities results in trajectories that are different from the ideal 
case. However the overall system continues to be stable. I t  may also 
be observed that  as  A approaches zero, the real trajectory 
approaches the ideal trajectory. 
3.2.2 Sliding Modes in VSS 
In the above examples, desirable sections of the phase trajectories 
of unsatisfactory systems are pieced together to obtain a VSS with a 
desirable property (stability in these examples). A more fundamental 
aspect of VSS is the possibility to obtain resultant phase trajectories 
that  are not inherent in any of the substructures used. This aspect 
is brought out in the extension of the same example. 
Consider the VSS that  consists of the same substructures I 
and I1 as before. The structure-control law is now modified. 
Substructure I holds for x,(xz+cx,) > A 
Substructure I1 holds for x,(x2+cxl) < A 
c > o  lcl<ls11 
The idealized switching boundaries, the substructures active in the 
various regions of the phase plane, and the trajectories in each of 
E g .  3.11 S i d i n g  r e g i m e  in VSS (a). m e  s w i t c h i n g  l i n e  x 2 + c x 1  = 0 
is s u c h  that t h e  t ra j ec tor i e s  of  t he  s u b s t r u c t u r e s  o n  
e i t h e r  s ide  of  t h e  s w i t c h i n g  l i n e  are  d irec ted  t o w a r d s  
t h e  s w i t c h i n g  l i n e .  R e  r e s u l t a n t  overal l  t r a j e c t o r y  (b) is 
s e e n  t o  be con f ined  within t h e  h y s t e r e s i s  b o u n d s  of t h e  
s w i t c h i n g  l i n e .  m e  i d e a l  overal l  t ra j ec tory  (c)  is s e e n  to  
be  di jgerent  f r o m ,  a n d  i n d e p e n d e n t  of  the  s u b s t r u c t u r e s  
u s e d .  
the regions of the phase planes are all shown in Fig. 3.11a. The 
switching boundaries are the x, axis and the straight line xZ+cxl = 0. 
The line x,+cxl = 0 is the switching line. The structure changes 
whenever the Representative Point (RP) enters a region defined by 
the switching boundaries. The important property of the phase 
trajectories of the substructures is that, in the vicinity of the 
switching line, the phase trajectories converge to the switching line. 
The immediate consequence of this property is that, once the RP hits 
the switching line the structure-control law ensures that the RP does 
not move away from the switching line. Figure 3.11b shows a typical 
trajectory starting from an arbitrary initial condition A(xl, ,x,,). The 
resultant trajectory is seen to be confined along the switching 
boundary x2+cx, = A. Figure 3.1 1c shows the same trajectory as in 
Fig. 3.11b, when the nonidealities of the switching boundaries 
approach zero (A = 0). In the case of ideal switching it may be seen 
that once the RP moves onto the switching line xZ+cx, = 0, the 
system motion is then along the switching line. The switching line 
x2+cx, = 0 is defined by the structure-control law and is not part of 
the trajectories of any of the substructures of the VSS. This m o t i o n  
of  t he  s y s t e m  RP along a t r a j e c t o r y ,  o n  w h i c h  t h e  s t r u c t u r e  of  t h e  
s y s t e m  c h a n g e s ,  a n d  that is n o t  p a r t  of a n y  of t he  s u b s t r u c t u r e  
t ra j ec tor i e s ,  is cal led  t h e  s l id ing  m o d e .  This property is one of the 
strongest features of VSS. When sliding modes exist, and are 
exploited, the resultant system performance is independent of the 
properties of the substructures employed and depends only on the 
preset structure-control law (in this example the boundary 
x 2 + c  x ,  = 0 on which the overall system trajectories are confined.) 
3.2.3 Stability of Sliding Modes 
Another example of VSS is now synthesized to illustrate the 
aspect of stability of the system operating in a sliding mode. The 
VSS considered here also is composed of the same substructures I 
and I1 as in the previous examples. The structure-control law is now 
given as 
Substructure I holds for z l ( x z  t c x , )  > A 
Substructure I1 holds for x , ( x z + c x , )  < A 
c  < 0 Icl  < I s 2 1  
The idealized switching boundaries, the substructures active in the 
various regions of the phase plane, and the trajectories in each of 
the regions of the phase planes are all shown in Fig. 3.12a. The 
switching boundaries are  the x 2  axis and the straight line x 2 + c x ,  = 0. 
The structure changes whenever the Representative Point (RP) enters 
a region defined by the switching boundaries. As in the previous 
example the phase trajectories of the substructures in the vicinity of 
the boundary x 2 + c x ,  = 0, converge to the boundary x , + c x ,  = 0. 
Figure 3.12b shows a typical trajectory starting from an arbitrary 
initial condition A ( X , ~ , X ~ , ) .  The resultant trajectory is seen confined 
along the switching boundary x 2 c c x l  = A. Figure 3 . 1 2 ~  shows the 
same trajectory as  in Fig. 3.12b, when the nonidealities of the 
switching boundaries approach zero (A = 0). In the ideal case the 
system motion, as in the previous example, is along the switching 
line x 2 + c x l  = 0. However unlike the previous example, the system 
x2=41 x$ 
SUBSTRUCTURE 
11 
SUBSTRUCTURE 
Pig. 3.12 A n  u n s t a b l e  s l id ing  r e g i m e  in VSS (a). m e  s w i t c h i n g  
Line x 2 + c x ,  = 0 is a s l id ing  r e g i m e .  R e s u l t a n t  overal l  
t r a j e c t o r y  @) a n d  i d e a l  t r a j e c t o r y  (c )  a r e  conf ined  to  
t h e  s w i t c h i n g  l i n e ,  b u t  u n s t a b l e .  
motion is forever away from the origin and is unstable. The 
important point made through this example is that,  when sliding 
modes exist, analysis of the stability of the overall system is done 
simply by examining if the trajectories on the switching boundaries 
lead to a stable operating point or not. 
3.2.4 A Practical Example 
The examples considered in the previous sections were all 
free second order systems . They brought out the various features of 
the sliding modes in VSS. To reinforce the concepts illustrated by the 
previous examples, a practical example of a dc-to-dc electrical power 
converter is presented, before we go on to generalize these concepts 
for general dynamic systems. 
Consider the dc-to-dc converter circuit shown in Fig. 3.13a. 
Depending on the position of the single pole double throw (SPDT) 
switch, the system consists of two substructures. The switching 
variable u is related to the SPDT position. u = 1 when the inductor is 
connected to I$. u = 0 when the inductor is connected to ground. 
The substructures 0 and 1 are  the resultant circuits for u = 0 and 
u = 1 respectively, and are shown in Fig. 3.13b, and Fig. 3 . 1 3 ~ .  The 
dynamic equations of the system are,  
The same equations represent both substructures 0 and 1 depending 
on the value taken by the switching variable u .  The system equations 
f ig .  3.13 m e  e z a m p l e  of  a b u c k  C O ~ V ~ T ~ ~ T  (a) a s  a VSS. The 
~ u b s t ~ u ~ t u r e ~  (b) a n d  (c)  a r e  t h e  e f f ec t i ve  c b c u i t s  
d u r i n g  t h e  a c t i v e  a n d  n o n a c t i v e  per iods  of t h e  opera t ion  
of  t he  c o n v e r t e r .  Bo th  (a )  a n d  (b) a r e  second  order  
s y s t e m s .  
may be put in the following form. 
With the definition of u o  = x, ; duo/ dt = xz; 1 /  LC = uo2; 2(.u0 = 1 /  RC, 
the following representation is obtained. 
In normal converters the damping factor < is less than 1, resulting in 
complex conjugate eigenvalues with negative real parts. 
For substructure 0,  u = 0 and the system equations a re  
identical to those given in Section 3.1.3. The equilibrium point is 
given by uo = duo/ dt = 0. The phase trajectories for the substructure 
O are  shown in Fig. 3.14. For substructure 1, u = 1 and the system 
equations have an extra forcing term uo*V,. The equilibrium point is 
then uo  = Vg. The eigenvalues being complex with negative real parts, 
the phase trajectories are  similar to those given in Section 3.1.3, and 
a re  also shown in Fig. 3.14. 
We now synthesize a control law given by 
duo Substructure 0 h o l d s  for (vo-Vo*)+r- > 0 dt 
dv 0 Substructure 1 h o l d s  for (uo-V0*)+7- < 0 
dt 
The switching boundary established by the above control law, and 
part  of the trajectories valid in the two regions defined by the 
switching boundaries are shown in Fig. 3.15. The consequences of 
the above structure-control law are as follows. 
i) The phase trajectories everywhere in the phase plane are 
f ig .  3.14 The t ra jec tor i e s  of t h e  s u b s t r u c t u r e s  invo lved  in t h e  
b u c k  c o n v e r t e r .  The t ra jec tor i e s  m a r k e d  u = 0 ,  a n d  
u = 1 correspond  to  t h e  ac t i ve  a n d  nonac t i ve  
s u b s t r u c t u r e s  o f  t h e  buck  c o n v e r t e r  repec t i ve ly .  
Fig, 3.15 The des i red  r e s p o n s e  of t h e  b u c k  conver te r  
duo ( u ~ - u ~ * ) + ~ -  dt  is s e e n  t o  be a s l id ing  r e g i m e .  The 
t ra jec tor i e s  o n  e i ther  s ide  of t h e  s l id ing  l i n e  a r e  
d irec ted  t o w a r d s  t h e  s l id ing  l i n e .  
directed towards the switching boundary. 
ii) When the switching boundary is considered as a trajectory, 
there exists a stable operating point given by v o  = Vo*. 
The steady state operating point defined by the switching boundary is 
different from those of either of the substructures. Starting from 
zero initial conditions, the system motion is shown in Fig. 3.16. The 
overall system motion consists of two parts. The first part is the 
motion from any arbitrary initial condition on the phase plane till 
the RP reaches the switching boundary or the sliding line. The time 
taken for this part of the motion depends on the system parameters 
and will be a small fraction of the total response time in a well 
designed system. The second part of the motion is from where the 
RP hits the sliding line, to the steady state operating point on the 
sliding line. In this example this motion is with a time constant of T ,  
and is independent of the system parameters. 
3.2.5 Equations of Motion on the Switching Houndary 
The same example shown in the previous section is now 
studied for the equations of motion of the system RP along the 
switching boundary. It was seen that the resultant motion of the RP, 
in the case of ideal switching, is directed along the switching 
boundary. One may then take the equation of the sliding boundary to 
represent the system motion. Alternatively, the actual system motion 
taking into account the nonidealities in switching may be computed 
and the resultant motion arrived a t  by the process of taking the 
nonidealities to the lirnit of zero. This method of arriving a t  the 
f ig .  3.16 Typical  s t a r t i n g  t r a n s i e n t  of  t h e  buck  c o n v e r t e r  s e e n  o n  
t h e  p h a s e  p l a n e .  The s t e a d y  s t a t e  opera t ing  po in t  is 
v o  = vo *. 
f ig .  3.1 7 The e q u i v a l e n t  t r a j e c t o r y  a long t h e  s l id ing  l i n e  cons i s t s  
of a s e r i e s  o f  t ra j ec tor i e s  correspond ing  to the  
i n d i v i d u a l  s u b s t r u c t u r e  t ra j ec tor i e s .  The average  
t r a j e c t o r y  a long t h e  s l id ing  l i n e  is t h e  a v e r a g e  of t h e  
i n d i v i d u a l  t ra j ec tor i e s .  
equivalent system description is called the Filippov's method, and is 
illustrated for this example here. The sliding line, the A vicinity as a 
result of real switching, and the actual motion of the RP starting on 
the sliding line a t  time t = 0 are shown in Fig. 3.17. if1) and i ( O )  are 
the state velocity vectors for u. = 1 and u. = 0 respectively in the 
narrow A vicinity of the sliding line. The time taken for the system 
RP to reach the edge of the switching boundary and back to the 
sliding line are finite and equal to A t ,  and A t z  respectively. Suppose 
that the hysteresis region is small. Then the state velocity vectors 
x(') and if0) are constants in the region considered. Then as A + O  
In words then, the resultant motion of the system on the sliding 
boundary is the weighted average of the motions of the 
substructures on either side of the sliding boundary. In this example 
it is seen that the weights are the relative duration of each 
substructure in a cycle to the total duration of the cycle. The 
higher the frequency of switching, the better is this approximation. 
In a real sliding mode system the finite switching frequency of the 
system is caused by the various nonidealities and is not constant. In 
such instances, the method followed to get equivalent description of 
the overall system is given in Section 3.5. 
The examples given in this section, though simple, 
illustrated several important aspects of sliding modes in VSS. Before 
these concepts are generalized, several features of the general 
problem are highlighted. For a general system of order higher than 
two, the phase space is of dimension higher than two. The existence 
of sliding modes is difficult to visualize for such systems. It is then 
required to prove the existence of sliding modes through more 
abstract mathematical means. The phase plane for the second order 
system was set up in terms of the output variable and its derivative. 
For higher order systems, not only that higher order derivatives are 
difficult to measure, but could prove to be discontinuous as well. 
Therefore sliding regimes in a phase space made up of states which 
are measurable, physical, and continuous variables would be desired. 
Further, the system may have more than two substructures 
indicating multiple control inputs, These aspects are dealt with in 
detail in the following sections. 
Having seen the above examples, certain aspects of VSS are 
now recapitulated [2]. The control laws developed in the theory of 
VSS usually provide for changes in the structure of the system, 
whenever the RP crosses certain surfaces in the phase space of the 
system. These surfaces across which the system structure changes 
are  called the sliding surfaces. Once the RP of the system moves 
onto these sliding surfaces, the control action is such that the RP 
stays on these surfaces. The form of the sliding surfaces depends 
on the type of the system and the desired performance of the overall 
system. Essentially the theory of VSS is the study of the properties 
of such regimes of operation in VSS, selecting rational sliding surfaces 
appropriate for the type of response desired, and selecting the 
appropriate substructures of the VSS to ensure the desired 
performance. 
3.3 General Dynamic System 
A general dynamic system in the state space is described 
mathematically as follows. 
x = f (x,t,u) ; x E P ; f E P ; u E Rm. 
x is a column vector which represents the state of the system. f is 
a vector function. u is a control input vector. 
The case of x, f ,  and u, all being continuous functions leads to the 
class of continuous dynarnic systems. 
In the case of VSS, the control a t  any instant is dependent 
on the location of the RP in the state space a t  that instant. These 
are mathematically described as 
f 
%+(x,t) for Si(x) > 0 
q-(x,t) for $(x) < 0 i = 1 , 2 ,  ,m 
The equation &(x) = 0 represents a boundary in the state space, 
across which the iUC control undergoes discontinuity (q+ # q-). Away 
from this boundary Si(x) = 0, iUC control input is either q+ or q-, 
both of which are continuous functions. 
In the general class of VSS, q + ( x , t )  and u i m ( x , t )  are both 
continuous functions of the state. The properties of this class of 
systems have been the focus of extensive study in the literature [2] 
[ti], and a whole range of results on the existence, reachability, and 
stability of such systems exist. The subclass of VSS where u i + ( x , t )  and 
q - ( x , t )  take on only fixed values ui+ and q-, is classified as relay 
control VSS. This class of systems arises in the study of on-off 
systems. Most of the VSS encountered in power control applications 
belong to this category. The scope of the present work is limited to 
this subclass of VSS, namely relay control VSS. 
The general problem of VSS, just like any other control 
problem, has two aspects namely analysis and synthesis. In the case 
of the analysis problem, the substructures and the s tructure-control 
law are  given. It is required to find out the conditions for the 
existence of sliding mode, conditions that the system RP will 
eventually reach the sliding regime, the stability of the system under 
sliding control, etc. The synthesis or the design problem is the 
reverse of this. From the desired performance specifications, suitable 
boundaries ( S i ( x ) = O )  defining the sliding regime are to be 
established. Then the discontinuous control inputs %+ and %- are to 
be determined such that existence of sliding mode is guaranteed a t  
every point on the boundary q ( x )  = 0. Finally the control must be 
able to steer the system towards and onto the intersection of the 
sliding boundaries Si (x)  = 0 .  
In the case of the second order system considered in 
Section 3.2, it was seen that sliding mode exists if the phase 
trajectories in the vicinity of the sliding line x z + c x ,  = 0 ,  are directed 
towards the sliding line. In the following section this idea is 
generalized to obtain conditions for the existence of sliding regime in 
general. 
3.4 Conditions for Existence of Sliding Regime 
Consider the general dynamic VSS given by 
x = f ( x , t , u )  ; X E P  ; ~ E F  ; UER*.  
I u i t ( x , t )  for S, (x)  > 0 ui = i = 1 , 2 ,  ,m q- ( z , t )  for S i ( x ) < O  
The control inputs q ( i = 1 , 2 ,  ,m) are defined by the location of the 
RP in the state space with reference to the structure-control 
boundaries &(x) = 0. When sliding regime exists the system R P  
eventually moves onto the intersection of all S i ( x )  = 0 (i = 1,2, m). 
The hypersurface defined by the intersection of the m switching 
boundaries Si(x)=O is called the sliding surface a ( x )  = 0 .  The sliding 
surface u ( x )  = 0 ,  being the intersection of m switching boundaries 
S;(x)  = 0 ,  is an (n-m) dimensional hypersurface in the state space. 
The structure-control law is active on the switching boundaries, and 
so the right hand side of Eq. (3.6) is discontinuous on the 
hypersurface a = 0 in the state space R". A t  all other points in the 
state space, away from the switching boundaries, the state velocity 
function given by Eq. (3.6) is continuous. Therefore the limits of the 
functions f ( x , t , u )  exist as  the RP approaches the sliding 
hypersurface from either side. Let these limits be represented by 
lim f  ( z , t , u e + )  = f  +(x , t )  
0 = o+ 
lirn f  (x , t ,ue-)  = f  - (x , t )  
0 = Of 
u*+ and u*- are  the input vectors for a = O f  and a  = 0- respectively. 
In general f +(x, t )  # f  - (x , t) .  We now inspect the trajectory of the RP 
on either side of the boundary defined by a  = 0. 
d a  k i  8 ,  
- =  &-- - I= -f,  = f  grad a  
d t  ,=I axt d t  ,= ax, 
d a  lim -= f - grad o 
o=o- d t  
A t  every point in the neighbourhood of a  = 0 the signs of these limits 
satisfy any one of the following nine relations. 
d o  d a  lirn - > 0 < lim - 
0 = 0- d t  ,, = o+ d t  
d a  d a  lim - 
,, = 0- d t  < O > ,,l:y+z 
d u  d a  lirn - 
, = 0- d t  O < ol::+z- 
d a  d a  lim - - 
q = 0- d t  - < ol::+x- 
f ig .  3.28 Phase  t ra j ec tor i e s  of  VSS w h e r e  n o  s l id ing  r e g i m e  
e x i s t s .  In all t h e  e x a m p l e s  (a) t h r o u g h  (e), t h e  
t ra j ec tor i e s  o n  e i t h e r  s ide  of t he  s w i t c h i n g  b o u n d a r y  
m o v e  a w a y  f r o m  t h e  s w i t c h i n g  b o u n d a r y .  
f ig .  3.19 Phase  t ra j ec tor i e s  of  VSS w h e r e  s l id ing  r e g i m e  e x i s t s .  I n  
a l l  t he  e z a m p l e s  (a)  t h r o u g h  (dl, t h e  t ra j ec tor i e s  o n  
e i t h e r  s ide  of t h e  s w i t c h i n g  b o u n d a r y  a r e  t o w a r d s  t h e  
s w i t c h i n g  b o u n d a r y .  
d a  lirn - < 0 = d a  
q = 0- dt 0 'I:+x - 
do  lirn - d a  = 0 = lim -
q = 0- dt = O+ dt 
d o  d a  lirn - = 0 > lirn - 
0 = 0- dt 0 = ,+ dt 
d a  d a  lim - > 0 = lim - 
0 = 0- dt * = o+ dt 
d a  lirn - d a  
= 0- dt > > 01:;+2T 
These relations are illustrated in Fig. 3.18 and 3.19. The Eqs. (3.8) 
and (3.9) correspond to the RP moving freely across the switching 
hypersurface. Equations (3.10), (3.1 1) and (3.12) show the RP 
diverging away from the switching hypersurface on one or both sides 
of the surface. Equation (3.16) is the case of the ideal sliding 
regime on the hypersurface a  = 0. The RP is forced to remain within 
an infinitismal neighbourhood of the hypersurface and oscillating 
about a  = 0 a t  infinite frequency. This provides the necessary 
condition for the existence of sliding regime. Equations (3.13), (3.14) 
and (3.15) are also essentially similar to Eq. (3.16). In those 
instances too, if the RP is on the hypersurface rr = 0, then it cannot 
leave an infinitesimal neighborhood of the hypersurface. The RP 
again oscillates about a  = 0. Inequality (3.16) was first suggested as 
the necessary and sufficient condition for the existence of sliding 
regime[l]. More recently [5] cases of Eqs. (3.13), (3.14), (3.15) and 
(3.16) are all combined together and stated as any one of the 
following equivalent conditions. 
d a  dt3 lirn - 5 0 S lirn - 
o*o+ d t  ,,-.o- dt  
d o  lirn (T- S 0 
o-0 dt  
lim - 5  0 
o'o dt  
Any one of the above conditions rnay be used as  the necessary and 
sufficient condition for the existence of sliding regime. 
When the inequality given by Eq. (3.16) holds in the entire 
half space, 
it  provides a sufficient condition that  the system will reach the 
sliding hypersurface. 
A direct consequence of the above result, when applied to 
relay control VSS, leads to the following simple test  for reaching 
conditions for sliding mode. 
Theorem 
Let 
x = f ( x , t , u )  ; ZEP ; ~ E F  ; u € R m  
I y+ for &(x) > 0 = y- for s$(x) < o 
be a general VSS made up of stable substructures. Let the se t  [ x i + {  
and the set  txi-j be the set  of steady state RPs corresponding to the 
inputs ui+ and ui-, where 
ui+ = [u1 . . %+ . umIT 
Then a sufficient condition for reaching of the sliding regime is given 
xi+ E ~ ( x ) < O  
x i -  E Si(x)>O for all i = 1,2, ,m 
Proof: 
The number of control inputs is m. Therefore the sets txi+j 
and fxi-1 each consists of 2m-1 elements, each of which represents a 
steady state operating point in the n dimensional state space. 
Consider an element of the set lx i+ j ,  
x i+ E Si(x)  < 0 
Therefore 
ui = % -  ; Si(xi+)  = -K 
K is a positive real number. Under this control input the steady state 
operating point is xi-.  
lim Si(x)  = S,(xi-) = M 
t-'T 
M is a positive real number, and T is the settling time. 
In a similar way starting from any point xi-, we get 
The above theorem may be stated in words as follows. If the steady 
state operating point of a substructure effective in any region of the 
state space in a VSS does not belong to the same region in the state 
space, then the system RP eventually reaches the switching 
boundary. The existence of sliding mode may then be examined by 
studying the state velocity vectors in the neighborhood of the sliding 
surface. 
Having seen the existence and reaching conditions of sliding 
regimes in VSS, the next focus of interest in the analysis of VSS is, 
the behavior of the system operating in a sliding regime. The next 
section deals with this aspect of VSS. 
3.5 Equivalent Control 
Equivalent control is an analytical tool of VSS theory to 
study the behaviour of the system under sliding mode control. The 
method is due to Utkin [2] and is described first for a general case 
and then applied for a variety of particular classes of VSS. 
Consider the general dynamic VSS, 
x = f ( ~ , t , ~ ) ;  Z E P ;  P E P ;  u c R r n .  
q + ( x , t )  for & ( x )  > 0 
2Li = q - ( x , t )  for q ( x )  < 0 i = 1 , 2 ,  ,m 
The control inputs %+, q-, f  and the system states are all 
continuous functions of time. The individual switching boundaries 
defining the structure-control laws are all continuous functions of 
the system states. The sliding regime is on the hypersurface a = 0, 
which is the intersection of all the individual switching boundaries. 
o = 0 = [S, S2 S,lT (3.19) 
Away from the sliding hypersurface a = 0, the equations of motion of 
the RP of the system are well defined and continuous. On the 
switching boundaries the control inputs u, undergo discontinuity and 
the equations of motion of the RP given by Eq. (3.18a) are undefined. 
When sliding regime exists, the system RP eventually reaches the 
switching hypersurface a = 0 and hence the equation of motion of 
the RP as given by Eq. (3.18a) is undefined and cannot be of any 
help in studying the behavior of the system under sliding mode 
control. An alternative method is then required to define the 
equations of motion of the system, in terms of the equations of 
motion away from the discontinuity surfaces and the equations of 
the discontiuity surfaces themselves. The formal method of achieving 
this objective is the equivalent control method. 
The application of equivalent control method is as follows. 
Time derivatives of the switching functions &fz) are determined using 
Eq. (3.18). Under ideal sliding mode the system RP stays on the 
sliding hypersurface u = 0 and hence the time derivatives of S , ( x )  are 
zero. This fact is used along with Eq. (3.18) to solve for the 
components of the control vector. The vector thus obtained is called 
equivalent control u,,. This equivalent control vector u,, is then 
substituted into Eq. (3.18a) to obtain the equations of motion of the 
system under ideal sliding mode. In the case of real sliding mode, the 
RP makes oscillatory motion about the switching hypersurface in a 
small but finite neighborhood of the sliding hypersurface. This 
difference between ideal sliding mode and real sliding mode arises 
out of nonidealities in the switching hardware such as hysteresis, 
delay, etc. These nonidealities are ignored for the moment. These 
nonidealities and their effect on the ideal sliding motion are 
discussed in Section 3.5.5. In the following sections the method of 
equivalent control are  applied to a few particular classes of VSS. 
3.5.1 Linear Systems with Scalar Control 
We consider here a class of VSS that are linear with a single 
control input. 
x = A ( t ) x  + b ( t )u (3.20) 
u+ for S ( x ) > O  
u- for S ( x )  < 0  
The control is scalar and the switching boundary is given by the 
following function. 
S b )  = 9 . Z  = [ g ,  9 2  g n l . [ x ,  2 2  % I T  
Under sliding mode control, the RP of the system eventually moves 
onto and stays on the switching surface S ( x )  = 0 .  
Combining Eq. (3.20) and Eq. (3.21), we get 
Replacing the discontinuous control input u by the equivalent 
continuous control input ue, in Eq. (3.20), under the assumption that 
[gb]-I  exists, we get 
x = [ A  - b  ( g b ) - l g A ] x  = [ I - b  ( g b ) - l g ] A z  (3.23) 
The equation of motion of the RP described by Eq. (3.23) is 
continuous and is the equation of motion of the system under ideal 
sliding mode control. The rank of [ I - b ( g b ) - l g ]  is less than full. The 
equivalent system is therefore of reduced order. This same fact may 
be seen in the following way. Under sliding mode control the system 
trajectories stay on the switching boundary S = 0 in the state space. 
S = g x  = 0  represents a surface of dimension (n-1) in the state 
space. The system states may be reassigned to give the following 
equivalent description of the system. 
Equations (3.23) and (3.24) describe the same system in two different 
ways and the order of the system is seen to be (n-1) from Eq. (3.24). 
3.5.2 b e a r  system with Vector Control 
Consider the linear dynamic system described by 
x = A ( t ) x  + B ( t ) u  (3.25a) 
The elements of A ( t ) , b ( t )  are all continuous functions. q* and q- 
are constants away from the switching boundaries S , ( x )  = 0. The 
switching boundaries are also continuous functions of the system 
states. In the vector case the sliding hypersurface is the intersection 
of the individual switching boundaries. The system RP eventually 
moves onto and stays on the sliding hypersurface under sliding 
control. The intersection of the individual switching boundaries is 
given by, 
CJ = 0 = [S1 S2 s m I T  (3.26) 
Under sliding mode control, the system trajectories stay on the 
sliding surface and so d o / &  = 0. 
G is an m by n matrix whose rows are the gradient vectors of S , ( x ) .  
Under the assumption that [GBI-I exists Eqs. (3.25a) and (3.27) may 
be combined to obtain the equivalent control input u,,. 
Substitution of u,, into Eq. (3.25a) leads to 
x = (I-B[GB]-lG)h 
Equation (3.29) describes the system motion under sliding control. 
The matrix (I-BIGB]-lG) is less than full rank. The system motion is 
constrained to be on the intersection of the rn switching boundaries 
given by Si(z) = 0. Each of these switching boundaries is an n-1 
dimensional surface in the state space. Therefore the sliding surface 
is described by an n-m dimensional surface in the state space. 
Therefore the equivalent system description is of order n-m. 
3.5.3 Systems Linear in. Control 
Equivalent control method is also applicable to systems that 
may be nonlinear but are linear with respect to control. Consider 
the dynamic VSS described by 
x = f ( z , t )+B(x , t )u  
q+ for Si(x) > 0 
i = 1,2, ,m 
u,i- for S i (x )<O 
f and B are continuous functions. The individual switching 
boundaries are continuous functions of the state and are described 
by Si(x) = 0. The sliding hypersurface is represented by rr = 0. 
0 = 0 = [Sl S, smlT 
Under sliding control, 
G is an m by n matrix whose rows are the gradient vectors of Si(x). 
When [GBI-I exists, ueq may be computed. 
The continuous equivalent system under sliding control is given by 
x = (I-B[GB]-lG)f 
As before, the overall system dynamics are determined by the nature 
of the sliding hypersurface and is independent of the parameters of 
the substructures. The equivalent control input ueq is also 
independent of the individual control inputs u+ and u- for the class 
of systems that are linear in control. 
3.5.4 Nodinear Systems 
Consider the general system 
x = f  ( x , t , u )  
ui+ for S i ( x ) > O  
u = /  i = 1 , 2 ,  ,m 
q- for S i ( x ) < O  
Equation (3.30a) may be put in the following form. 
x = f  + + u * ( f - - f  +) 
0  for a(x) > 0 
- *  = [ 1 for < 0  
u* is a new control function also having discontinuities on the sliding 
hypersurface. j'+ and f- are the state velocity vectors on either side 
of the sliding hypersurface. Finding such a decomposition is always 
possible when ui+ and %- are  constants [2]. In other words for relay 
control systems the state equations can always be manipulated and 
expressed linear in control. With respect to u* equivalent control 
method can be conveniently applied. 
3.5.5 Physical Meaning of Equivalent Control 
I t  was assumed that  in ideal sliding mode control, the 
control u+ is capable of changing a t  an infinite rate and that  the 
system RP stays always on the sliding hypersurface. In the ideal case 
the system trajectories are always directed along the sliding surface. 
In reality the hardware used to realize sliding control (finite 
switching time of the switches used, hysteresis involved in sensing 
the crossover of switching boundaries), introduces nonidealities such 
as  hysteresis and delay in the real sliding motion. As a result in a 
real sliding control, the control inputs change a t  a finite rate 
alternately taking on the values q* and u,-, and the system RP stays 
in a finite A vicinity of the sliding surface. 
Iloll A 
Consider the general system linear with respect to control. 
x = f ( x , t )  + B(x , t )B  
where B is the discontinuous control input which keeps the system 
motion within a A vicinity of the ideal sliding surface 
As before G is an m by n matrix whose rows are the gradient vectors 
of Si(x) and [GBI-l exists. 
B = ueq+[GB]-lir 
What is known about B is that it keeps the system RP in a finite A 
vicinity of the ideal sliding surface, and that as the nonidealities tend 
to zero, A vanishes. The system motion is forever bounded within the 
A vicinity of a = 0. Therefore the average value of ir = 0. Taking 
averages 
aave = [ u e q  Iaw 
Thus physically the equivalent control input is the average value of 
the input control signal, continuous or discontinuous, that will 
maintain the system on the sliding surface. Alternatively it may be 
viewed as a fictitious continuous input which will keep the system, 
with initial conditions on the sliding surface, to remain on the sliding 
surface. 
3.6 Stability of Motion in the Sliding Regime 
The final step involved in the analysis of VSS is the stability 
of the system in sliding mode. This step is much simpler than one 
would imagine. The existence of sliding regime and the condition for 
reaching the sliding regime guarantee that the system motion is 
confined to remain on the sliding surface. As a result the answer to 
the stability question rests solely on the nature of the trajectories 
on the sliding surface. If the phase trajectories on the sliding 
surface all converge to a unique steady state operating point, then 
the system is stable. The sliding surface is normally expressed as a 
linear combination of the states 'being equal to zero. The obvious 
advantage then is the ability to apply the theory of linear differential 
equations to study the stability of the trajectories on the sliding 
surface. 
3.7 Design Methods 
The design process in VSS consists of two steps. The first 
step is to select appropriate switching boundaries in the state space. 
The system motion under sliding control is a t  all times on the sliding 
surface, and consequently the overall system dynamics is dictated by 
the nature of the switching boundaries employed in the structure- 
control law. The criteria in selecting the switching boundaries are 
that the trajectories on the sliding hypersurface must converge to 
the desired operating point, and that transients in the course of 
reaching the operating point must satisfy the requirements of 
overshoot and settling time in the various states. The second step in 
design is to select appropriate substructures active in the various 
regions of the state space defined by the switching boundaries. This 
selection is done in order to satisfy the conditions for the existence 
and reaching of the sliding mode. 
The switching boundaries are usually selected as one given 
by S' = 0, where Si is a linear combination of the states of the 
system. The reason for this choice is two-fold. It enables analytic 
solution to the overall system behavior through the application of 
equivalent control method. Besides, since stability involves essentially 
the study of the stability of the trajectories on the sliding surface, it 
enables the application of linear system theory for the study of 
stability. The state assignment to a system is not unique. It is seen 
in subsequent sections that the desirable state assignment is the 
output error and its derivatives. These states are called the 
controllable states or phase variable states. Then the desired 
operating point is the origin in the state space and the stability 
study reduces to output zeroeing problem. The second aspect of 
design, namely the selection of control inputs to satisfy the 
existence, and reaching conditions of sliding mode, is achieved 
through the application of the inequalities stated in Section 3.2. 
3.7.1 Transformations in State Space 
It was mentioned that the desirable way of assigning states 
in VSS is output error and its successive derivatives. This desirable 
assignment is not always feasible, the reason being discontinuous 
control as in the case of VSS invariably leads to discontinuities in 
the higher order derivatives of the output. Besides, all higher order 
derivatives of output may not be physically accessible for 
measurement in the system. In such instances, it is necessary to 
define the system through alternative states which are continuous 
and accessible. The switching boundaries also then necessarily have 
to be a linear combination of these physical states. I t  was seen in 
Section 3.5, that the method of equivalent control provides an 
equivalent continuous system description. This property is used to 
transform the actual sliding equations in physical coordinates into a 
fictitious continuous system states of output error and its successive 
derivatives. Such a transformation enables simple stability analysis 
even though the actual sliding surfaces are defined through the 
physical states of the system. 
Consider the system 
y = f ( y , t ) + B ( y , t ) u  
u = 0 = [ S ,  sz SmlT = fa 
G is an rn by n matrix whose rows are the gradient vectors of & ( y ) .  
Under sliding mode control applying equivalent control, we get 
y = ( I -B[GB]- 'G) f  (3.31) 
Equation (3.31) represents an equivalent continuous system and may 
be used to obtain the relationship between the physical states and 
the phase variable states. 
y  = R ( x , t ) x  
The sliding equation may now be transformed to phase variable form. 
u = Gy = [GR]x  = G*x (3.32) 
The system motion is now given by G*x = 0. The sliding equation is 
now in terms of output error and its successive derivatives, and 
hence the study of stability is simpler than otherwise. However, Eq. 
(3.32) is in general nonlinear and dependent on the system 
parameters implicitly through the transformation matrix Q ( x , t ) .  In the 
following sections the design methods for a few particular classes of 
VSS are indicated. 
3.7.2 h e a r  Systems with Scalar Control 
We consider now a limited class of VSS, which is linear, with 
single input, and which may be expressed in the phase variable 
canonical form. 
The system states are defined as the output error and its successive 
derivatives. I t  is also known that  the system order being n and 
number of controls being 1, it  is possible to obtain an overall system 
response of order n-1 under sliding control. The steady state and 
dynamic requirements may be expressed as  a homogeneous 
differential equation of order n-1,  whose eigenvalues are the desired 
eigenvalues of the overall system. Let 
The steady state solution of Eq. (3.34) is x0 = 0 ,  leading to output 
error being zero under steady state. The transient response during 
error recovery depends on the eigenvalues of Eq. (3.34). In this class 
of VSS the system dynamics are  entirely determined by the 
eigenvalues of the switching boundary 0 = 0 and are  totally 
independent of the system parameters. 
The condition for the existence of sliding regime is 
lim b < 0 < lim b 
0 =o+ o=o- 
lim g A x + g b u +  < 0 < lirn g h f g b u -  
o=o+ o=o- 
The condition for reaching the sliding regime is given by 
lim ir < 0 < lim u 
o>O o<O 
3.7.3 Systems Linear in Scalar Control 
The class of system described here is linear in control. The 
system states are  output error and other continuous, physically 
accessible variables in the system. 
?i ' f ( y J ) + b u  ; Y  = [YO Y1 ~ n - 2  ~ n - l I T  (3.35a) 
As before, the desired system response may be expressed as  a 
differential equation of order n-1. Let 
Q(Y) = gn-lYn-I+ . + - + g l Y l + Y o  = gy = 0 (3.36) 
Under sliding mode control, applying equivalent control method 
lj = [I-b(gb)- 'g l f  (3.37) 
From Eq. (3.37) the relationship between the physical states and the 
output and its derivatives are  computed. 
where z represents the vector whose elements are  output error  and 
its derivatives. The sliding equation in the phase variable form is now 
given by, 
Equation (3.39) determines the stability of the trajectories on the 
sliding surface. The condition for reaching the sliding regime is, 
gf + g b u +  c: 0 < gf + g b u -  
3.7.4 Systems h e a r  in. Vector Control 
In the case of vector control of a system of order n with m 
control inputs, it was seen that under sliding control the overall 
system order may be reduced to one of order n-m.  As a result the 
dynamic requirements of the overall system may be represented by a 
differential equation of order n-rn. This requirement of a ( x )  = 0 (of 
order n-m) may be written down as the intersection of m sliding 
surfaces S i ( x )  = 0 each of order n-1. Therefore, to begin with we see 
that there is freedom available in selecting the m individual switching 
boundaries in order to achieve the same overall response. Let the 
sliding hypersurface be 
U(Z) = 0 = [S1 S2 S,lT = G x  
G is the m b y  n matrix whose rows are the gradient vectors of the 
individual switching functions. The only condition in synthesizing G is 
that the intersection of the various switching boundaries is the 
sliding hypersurface u = 0 of dimension n-m. In the vector case 
there is no general method that can be used to solve the second 
aspect of the design process, namely selecting q+ and q- to satisfy 
the requirement of reaching the sliding regime. Of a few methods 
that exist, the simplest and most useful method is the diagonalization 
method. It consists of transforming the original set  of inputs u into 
a new set  of inputs u* such that  the individual components decouple 
the motion of the system with respect to one of the switching 
boundaries. 
Consider 
x = f ( x , t )+B( t )u  
Let the original set  of inputs u be transformed to u*. 
u * = Q-l[GB]u 
where Q is an arbitrary diagonal m b y  rn matrix and [GBI-I exists. 
Q being a diagonal matrix, the motion with respect to each of the 
surfaces, is coupled only to the respective inputs. The control law 
then is chosen as 
f 
q+ for Si(x) > 0 
"i* = 
ui- for S i ( x ) < O  
In the case of relay control systems, where u+ and u- are 
constrained to be constants, the diagonalization method is applicable 
when B is a constant matrix [I]. 
The condition for the reaching of the sliding regime turns 
out to be rn decoupled conditions as a result of the diagonalization. 
qii%+ < - grad Si(x)f ( x , t )  < qtiui- 
where qii is the i f i  diagonal element of Q. 
3.8 State Estimation 
Another area of application of the sliding mode control is 
state estimation in systems. It was seen in the design of sliding mode 
control that, the robustness of the response against parameter 
uncertainties is available only when the states are assigned to be the 
output error and its successive derivatives (the controllable states), 
and the sliding surfaces are designed to be a linear combination of 
these states. This important advantage of sliding modes is lost 
whenever the state assignment is other than the output error and its 
derivatives. In those instances a need arises to estimate the 
controllable states of the system when they are not directly 
accessible in the plant. Besides, in many physical systems only a few 
of the states are available for convenient measurement. In linear 
control theory there exists a method of designing observers to 
reconstruct all the states of the system from the available states 
and inputs [?I. Similar to these observers in linear control, sliding 
mode principles may be used to reconstruct the system states from 
the inputs, and other available states. Unlike linear observers, 
sliding mode observers may be applied to nonlinear systems as well, 
the only constraint being the plant observed is itself stable. 
It was mentioned in Section 3.2 that under sliding mode 
control, the overall response of an nut order system with m control 
inputs will be of order n-m. A particular case of interest in case of 
state estimation is a first order system with one control. The overall 
response obtainable in this case is of order zero. The sliding surface 
in this case is of dimension 0. The structure-control law reduces 
effectively to bang-bang control. Consider the simple first order 
system with one control input, where it is required to get an 
estimate of x. 
-K for x-y < 0 
for x - y  > 0 
The block diagram of the scheme is given in Fig. 3.20. The sliding 
point is represented by the equation a = x-y = 0. Under sliding 
control, a = I j  = 0. 
The equivalent continuous signal ueq represents the average value of 
y and equals x. u,, may be derived by passing u through a low pass 
filter. The condition for the existence of sliding mode is given by 
for cr > 0 (j =i-y = x - - u .  for a < 0 
The nonideality of hysteresis in the comparator makes, in the real 
sliding control, the switching frequency to be finite. The low pass 
filter corner frequency is decided by the switching frequency. 
Therefore, the useful range of frequencies up to those for which 
satisfactory estimation of i may be done, depends on the filter 
corner and in turn on the nonidealities in the comparator. With high 
slew rate integrators and fast switching comparators, such state 
estimation circuits may be cascaded to obtain estimates of higher 
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derivatives of x as well. It must be mentioned that the finite 
switching frequency of practical circuits causes considerable 
deterioration in the useful bandwidth of such estimators. Figure 3.21 
shows two such circuits cascaded to obtain estimates of x and x .  
3.9 Static Optimization 
It was mentioned in Chapter 2 that in all power converters 
one of the major concerns is to process power with minimum losses 
within the converter. This is normally done by avoiding dissipative 
elements in the converter, and by using near ideal reactive elements, 
and switches. In practical power converters, power dissipation due 
to the nonideal nature of the reactive elements is inevitable. One of 
the questions that arise in this context is, whether one is able to 
select the operating point of the converter to minimize the losses 
within the converter. This is essentially a static optimization problem. 
It was also seen that, in sliding mode control, the dynamic response 
obtainable depends upon the order of the substructures used and 
the number of control inputs available. Clearly one can foresee 
applications where more controls are available than are required to 
achieve the dynamic requirements of the system. In these instances, 
the extra controls available may be used to achieve optimization of 
the operating point of the system. Or static optimization could also 
be a stand-alone application of sliding control. 
We illustrate here the simple example of a one dimensional 
optimization problem. Consider the plant input x and the 
performance function f (x) which is to be minimized. The plant is 

shown in Fig. 3.22. The control objective is to drive the parameter 
x,  that  is input to the plant, such that f (x) is minimized. 
Y = f (4 ; [f (x)Imh = f (z) 
Suppose that there are no local rninimums and that f (x) on either 
side of z is a monotonically increasing function. The principle 
involved is an extension of the estimation of the derivative of f (x). 
The sliding mode controller to achieve this objective is shown in Fig. 
3.23. The input x is supplied with a time varying function. f f x )  is 
estimated. The polarity of f(x) is the switching boundary which 
decides the rate of change of the input variable x. 

CHAPTER 4 
DC-TO-DC CONVERTERS 
A major area of application of electrical power processing is 
the conversion of power from one voltage level to another. In the 
case of ac power, conversion from one voltage level to another is 
done efficiently with transformers. The transformer consists of two 
windings - a primary and a secondary - electrically isolated from 
each other, and magnetically coupled to each other through a 
common magnetic circuit. The primary, excited by the ac source, 
sets up an ac flux in the magnetic circuit. The secondary winding 
linked to the common magnetic circuit experiences an induced 
electromotive force (emf) across it, which is used to power the load 
connected to the secondary. The primary ernf and the secondary emf 
are  related to each other by the ratio of the respective number of 
turns. Conversion from one voltage level to another is achieved by 
suitable turns ratio between the primary and the secondary windings. 
Ideally the transformer is lossless. Electromagnetic voltage 
conversion depends on the rate of change of intermediate magnetic 
flux, and is not applicable for dc voltage conversion. 
Efficient dc-to-dc power conversion is done by switched 
mode power converters. As has been explained in Chapter 2, such 
switched mode power converters consist of reactive elements and 
switches. The principle employed is to alternately draw energy from 
the source to charge up reactive (energy storage) elements, such as 
capacitors and inductors, and then to deliver the stored energy to 
the load. When the frequency of such energy packets delivered to the 
load is large, the load experiences practically uninterrupted dc 
power. Satisfactory operation of such converters depends on suitable 
configuration of reactive elements, and appropriate method of 
controlling the switches to obtain efficient power conversion. 
Switched mode dc-todc converters are nonlinear and time 
variant systems, and do not lend themselves to the application of 
linear control theory. In the past, the method of state space 
averaging had been successfully applied to characterize dc-to-dc 
converters 131. The basic converter topologies and the method of 
state space averaging, leading to small signal transfer function 
description of dc-to-dc converters, are reviewed in Section 4.1. The 
variable structure system (VSS) description of the dc-to-dc 
converters, explained in Section 4.2, is an alternative method of 
characterizing the dc-to-dc converters in the time domain. The 
control problem associated with the dc-to-dc converters is also 
presented in the same Section. 
Equivalent control method of analysis of VSS provides a 
simple equivalent description of switched mode converters under 
sliding mode control. In Section 4.3 duty ratio controlled dc-to-dc 
converters are described in the sliding mode control format. The 
equivalent control method is then applied to obtain small signal 
models. I t  is shown that the equivalent control method and the state 
space averaging method of analysis both, though they follow different 
mathematical formalism, arrive a t  essentially the same low frequency 
characterization of the converters. One of the design methods, 
namely transfer function description and classical control concepts 
such as loop-shaping, opens up to solve the control problem then 
onwards. 
In chapter 3, it was mentioned that the most important 
feature of VSS is the ability to achieve responses that are 
independent of the system parameters through the application of 
sliding regimes. It is therefore more fruitful to apply the concept of 
sliding regimes to the control problem of dc-to-dc converters, in 
contrast to the transfer function characterization and frequency 
domain design techniques. The buck dc-to-dc converter is ideally 
suited for this application, since its controllable states (output and 
its derivative) are all continuous and accessible for measurement. 
The application of sliding mode control is explained in Section 4.4. 
The conditions for the existence and reaching of sliding regime are 
derived. Suitable protection features needed for practical converters 
are indicated alongwith the design criterion. The design method used 
for the buck dc-to-dc converters is not applicable to boost and 
buck-boost converters. Section 4.4 also indicates the features 
associated with boost and buck-boost converters leading to the 
dimcultie s. 
An alternative method of control of all three dc-to-dc 
converters is the control of the inductor current. Section 4.5 
describes the current controlled dc-to-dc converters. Application of 
equivalent control leads to the small signal description, as  we11 as  
time domain relationship between the inductor current  and the 
controllable states of the converters (output voltage and its time 
derivative). Equipped with the relationship between the inductor 
current  and the output voltage, it becomes possible to se t  up the 
sliding mode control to all the converters in terms of physical, 
continuous states of the system, namely the inductor current  and 
the output voltage. Section 4.6 illustrates this method exhaustively 
for  the example of a boost converter. Conditions for the existence 
and reaching of sliding mode, small signal and large signal stability 
a re  established. Practical considerations and design criterion a re  
highlighted and test  results for the boost dc-to-dc converter a re  
presented. Similar design criteria for the buck and the buck-boost 
converters a re  presented. 
4.1 Dc-to-Dc Converter topologies 
In this section, the different power converter topologies and 
their operation a re  briefly reviewed. For simplicity the operation is 
shown with constant switching frequency. Figure 4.1 shows the basic 
power converters and their inductor current  waveforms. Each of the 
above converters consists of one inductor (L), one capacitor (C), and 
a single pole double throw (SPDT) switch. The purpose of the 
converter is to take in power that  is available a t  the source with a 
voltage vg, and to deliver power to the load (R) a t  a voltage v,. The 
SPDT switch is operated a t  a constant switching frequency (I/ T,). 
During a fraction d (duty ratio) of the switching period, the SPDT 
BUCK CONVERTER: 
BUCK-BOOST CONVERTER: 
BOOST CONVERTER: 
vo p =-  
9 .  4 The three  bas ic  dc-to-dc c o n v e r t e r s .  During t h e  a c t i v e  
per iod  dT,, e n e r g y  is d r a w n  f r o m  t h e  s o w c e  ( s e e n  f r o m  
t h e  i n c r e a s i n g  i n d u c t o r  c u r r e n t ) .  W i n g  the  n o n a c t i v e  
per iod  d'T,, e x c e s s  e n e r g y  f r o m  the  r e a c t i v e  e l e m e n t s  is 
s u p p l i e d  to t h e  load .  
vg C 
i 
switch is thrown to  the  active position. During this period energy is 
drawn from the source v, to  charge up  the  inductor (seen by the  
rising inductor current) .  During the  fraction d'  of the  switching 
period, the  switch is thrown to the  nonactive position. During this 
period p a r t  of the  energy from the  inductor is t ransferred to  the  
capacitor and the  load. The active and nonactive period of the switch 
a r e  complementary to  each  other  ( d  = 1-dl ) .  The average voltage a t  
which power is delivered to the  load is a function of the  duty ratio 
( d ) .  The voltage conversion is efficient, since no resistive elements 
a r e  used in the  converter.  
4.1.1 Voltage Conversion Ratios 
The above converters  a r e  named on the  basis of the  
obtainable voltage conversion rat ios  f rom each of them. The average 
voltage conversion rat ios  for each  of the  converters may be 
computed f rom the  fact  tha t ,  under  s teady s ta te ,  the  flux (the volt- 
second integral) in the  inductor is conserved from cycle to  cycle. 
The following a r e  the  average voltage conversion ratios of the  
converters.  
Buck Converter: V o / V ,  = D  
Boost Converter: V,/ V, = 1 / ( 1 - D )  
Buck-Boost Converter: Vo/ V, = D/ (1-D) 
where Vo is the  average load voltage, V, is the  average source 
voltage and D  is the  average duty ratio.  The buck converter is 
capable of providing voltage conversion ratios of 0 to  1. The boost 
converter provides voltage conversion ratios of 1 and above. The 
buck-boost converter can  give voltage conversion ratios of 0 through 
1 and above. 
4.1.2 Dynamic Model - State Space Averaging 
One of the widely used methods of controlling the output 
voltage of dc-to-dc converters is by means of closed loop control of 
the duty ratio ( d ) .  In order  to design such closed loop controllers, it 
is necessary to obtain a dynamic model of the duty ratio controlled 
converters. State space averaging is a n  analytical method to obtain 
the dynamic model of the dc-to-dc converters, and is done a s  
follows. The dynamic model (s tate  space description) of the converter 
in each of the different periods making up the complete switching 
cycle is written down. The overall dynamic model is then the 
weighted average of the constituent dynarnic models over one 
complete switching cycle. The weightage factor  for each constituent 
dynamic model is the duration for which the respective circuits a r e  
active in each cycle. The method is illustrated here for a two 
switched network boost converter. 
Figure 4.2a shows the boost converter. The two different 
circuits resulting from the two different positions of the SPDT switch 
a r e  shown in Fig. 4.2b and 4 . 2 ~ .  The dynamic model of the 
converter when the switch is in active position (kT, < t < ( k + d ) T , )  is 
given by 
x = AA1x+blvg ; y = cITx 
f ig .  4 . 2  The boost  c o n v e r t e r  (a), a n d  t h e  l i n e a r  e q u i v a l e n t  c i r c u i t s  
of t h e  c o n v e r t e r  d u r i n g  the  a c t i v e  per iod  @) a n d  
n o n a c t i v e  per iod  (c). 
The dynamic model of the converter when the SPDT switch is in the 
nonactive position ((k + d ) T ,  < t < (k + 1)T,) is given by 
i = A 2 x + b 2 v g  ; y = czTx 
The overall dynamic model is given by 
x = [dA, + ( 1  - d ) A 2 ] x  + [ d b ,  + (1 - d ) b 2 ] v g  = Ax +bug 
Equations (4.1) and (4.2) describe a continuous model of the 
converter which is equivalent to the duty ratio controlled switching 
converter. 
4.1.3 Transfer Function Description of the System 
The averaged dynamic model described by Eq. (4.1) and 
(4.2) can be applied to any two switched network converters. The 
control in all such converters is by means of duty ratio modulation. 
The above dynamic model can be used to find the transfer function 
description of the converter between output voltage and the duty 
ratio modulation 131. Suppose that  the duty ratio is d ( t )  = D + Z ,  
where D is the steady state duty ratio and d^ is the superimposed 
perturbation. With the corresponding perturbations x = X+P, 
21 = Y+Q, and ug = T/,+.ii,, 
x = AX+ b Vg ( S t e a d y  s t a t e  s o l u t i o n )  
21 = A Z ^ + ~ G ~ + [ ( A ~ - A ~ ) X + ( ~ ~ - ~ ~ ) ~ ~ ~ ^ + [ ( A ~ - A ~ ) P + ( ~ ~ - ~ ~ ) G ~ ] C ?  
i i n e a r  t e r m s  + n o n l i n e a r  t e r m s  
Y = cTx S t e a d y  s t a t e  s o l u t i o n  
g = ~ T P + ( c ~ T - c ~ T ) x ~ ^ + ( ~ ~ ~ - ~ ~ T ) P ~ ^  
l i n e a r  t e r m s  + n o n l i n e a r  t e r m s  
Under the assumption that  the perturbations a r e  small 
5 d^ P (- << 1, - << 1, - << I ) ,  the nonlinear terms may be dropped to  
v, D X 
obtain, 
Steady s ta te  model: 
X = -AmlbVg ; Y = -cTA-lb& 
Dynamic model: 
21 = A - 2 + b G g + [ ( ~ l - ~ z ) ~ + ( b l - b z ) ~ g ] d ^  
Equations (4.3) and (4.4) represent the small signal dynamic model of 
the  converters, and may be used to obtain the  following transfer 
functions: 
= [c i T - c 2 T ] X +  c T ( s I - ~ ) - l [ ( A ,  -A2 )X+  ( b ,  -b2)Vg]  
d^(s ) 
Equations (4.5) through (4.8) describe the small signal low frequency 
model of the duty ratio controlled two switched network dc-to-dc 
converters, in the frequency domain. The various transfer functions 
for the different converters are given in Table 4.1. 
4.2 Dc-to-dc Converters as VSS 
In the state space averaging method, the dynamic equations 
of the system are arrived a t  by averaging the dynamic equations of 
the constituent circuits over a complete cycle. The resulting overall 
system is a continuous equivalent model of the actual converters. In 
the VSS description of the system, the dynamic equations are written 
as a single set  consisting of some discontinuous switching functions 
as well. Different values valid for the discontinuous switching 
variables lead to the different substructures involved in the VSS. In 
this section, VSS description of the three basic dc-to-dc converters 
are given. The analysis and design problem associated with the dc- 
to-dc converters is then indicated. 
BUCK CONVERTER: 
BOOST CONVERTER: 
BUCK-BOOST CONVERTER: 
f i g .  4.3 The t h r e e  bas ic  dc-to-dc c o n v e r t e r s  de f ined  t h r o u g h  t h e  
s w i t c h i n g  var iab le  u. During  t h e  a c t i v e  a n d  n o n a c t i v e  
p e r i o d s ,  t he  s w i t c h i n g  var iab le  u is a s s i g n e d  v a l u e s  1 
a n d  0 r e s p e c t i v e l y .  
4.2.1 System Description 
Figure 4.3 shows the three basic switching converter 
topologies and their inductor current  waveforms. The switch position 
defines the switching variable (control input) u as shown in Fig. 4.3. 
The defining equations of the system may then be written as 
Buck converter: 
Boost converter: 
Buck-Boost converter: 
where ZL = 1-w. The systems are  time variant and diseontinuous. But 
in the above description all the time variance and the discontinuities 
have been isolated into the single discontinuous control variable u. 
4.2.2 Formulation of Control Problem 
The description of all the above converters may be 
expressed in the following compact form. 
x = A x + b u + c  
where, for 
Buck converter: 
Boost converter: 
Buck-Boost converter: 
The system state vector x and the matrices A , b ,  and c are all 
continuous. 
In the analysis of dc-to-dc converters, the structure of the 
converter, and the switching variable as a function of time are 
known. I t  is required to find the performance of the converter. In the 
problem of design of dc-to-dc converters, it is required to select a 
converter topology, and synthesize the control input u to achieve the 
desired performance. The analysis and design methods of VSS had 
already been discussed in great detail in Chapter 3. In the following 
sections, the theory of VSS is applied to analyze the duty ratio 
controlled dc-to-dc converters. The design methods for the 
application of sliding mode control for the different types of 
converters are then outlined. 
4.3 Analysis of Duty Ratio Controlled Converters 
One of the most widely used methods of control of the dc- 
to-dc converters is by means of the duty ratio d. The equivalent 
control method described in Chapter 3 can be used to find an 
equivalent low frequency model for such converters. There are two 
modes of operation possible under duty ratio control, namely 
Continuous inductor Current Mode (CCM), and Discontinuous inductor 
Current Mode (DCM). 
4.3.1 Continuous Inductor Current Mode (CCM) 
The constant frequency duty ratio controlled dc-to-dc 
converters in CCM were already introduced in Section 4.1 and shown 
in Fig. 4.1. They were also described as a VSS in Section 4.2.1, 
through the switching variable u. The SPDT switch in each of the 
converters operate a t  constant frequency. The SPDT switch is in the 
active position (u=l) for a fraction d of the switching period. For the 
rest  of the switching period (d'T') the SPDT switch is in the nonactive 
( u = O )  position. The system description of the various converters, in 
terms of the switching variable u, are given by Eq. (4.9) in Section 
4.2.2. The schematic representation of the duty ratio controlled 
converters is shown in Fig. 4.4a. The control voltage (u,) is 
compared to a constant frequency triangular waveform to generate 
f ig .  4 . 4 ~  Duty  r a t i o  control  of s w i t c h i n g  c o n v e r t e r s .  The control  
vo l tage  v, is c o m p a r e d  to  a c o n s t a n t  f r e q u e n c y  
t r i a n g u l a r  w a v e  t o  g e n e r a t e  t h e  d u t y  ra t io  d .  
Fkg. 4.4b Duty  r a t i o  control led c o n v e r t e r s  as a var iab le  s t r u c t u r e  
s y s t e m  {VSS). The c o n s t a n t  f r e q u e n c y  t r i a n g u l a r  w a v e  
is rep laced  b y  an i n t e g r a t o r ,  a n d  c o m p a r a t o r  with 
appropr ia te  f eedback .  The h y s t e r e s i s  in the  c o m p a r a t o r  
is ad jus ted  t o  ob ta in  c o n s t a n t  s w i t c h i n g  f r e q u e n c y .  
the duty ratio d .  The same control method is shown by an equivalent 
scheme in Fig. 4.4b. This equivalent scheme is a mathematical 
artifice used, in order to be able to apply the principles of sliding 
mode control for the analysis of duty ratio controlled converters. 
The equivalent scheme incorporates an integrator and a comparator 
with hysteresis. The control input is numerically equal to the duty 
ratio ( O s d = v , ~ l ) .  Suppose that  the hysteresis A in the comparator is 
a function of v,, such that  the switching frequency is maintained 
constant a t  all duty ratios. I t  is to be stressed again that  the 
equivalent scheme in Fig. 4.4b is an artificial representation of the 
constant frequency duty ratio controlled converters, in order to 
apply the sliding control principles. The dynamic equations of the 
controller and the converter may now be written as  
y = d-u (4.10) 
Equation (4.10) is a scalar equation. Equation (4.11) describes the 
converter and is of order two. Equations (4.10) and (4 , l l )  may be 
combined into a single se t  of a third order system as  follows. 
The structure-control law is 
1 for o = y > A  
Y = [  0 for  a = y < A  
Under ideal sliding mode control, a = ir = 0 and ue, = d. The overall 
system is of order 3 and the number of control input is 1. As 
explained in Chapter 3, the equivalent description then is of order 2. 
By substituting d  = u,, in Eq. (4.12) we get an equivalent system 
description of order 2. 
x = h + b d + c  (4.14) 
The above description is exact when the system motion is along the 
ideal sliding surface (A = 0). Finite constant switching frequency 
implies that  A#O.  As a result the actual system motion consists of 
nonidealities owing to finite A (switching ripple), superimposed on the 
ideal motion given by Eq. (4.14). When the switching ripple is small, 
the actual system may be represented by the ideal system within a 
finite error. This same condition may also be stated as follows: the 
switching frequency must be sufficiently large compared to the 
natural frequency of the converter. 
Equation (4.14) is in general nonlinear. The only condition 
imposed so far is that the switching frequency be sufficiently large. 
Hence Eq. (4.14) may be used to study both the small signal as well 
as large signal behaviour of the converters. Alternatively Eq. (4.14) 
may be linearized around the operating point to obtain the transfer 
function description of the converters. In order to relate the results 
easily to those obtained by the state space averaging method, Eq. 
(4.1 1) may be rewritten as follows. 
x = [ A , x  + b lvEI]u + [A2x + b 2 u g ] ( l  -u) (4.15) 
where A , , A 2 , b , , b 2  are as defined in Section 4.1.2. Under sliding mode 
control we, = d  and so Eq. (4.15) reduces to 
TABLE 4.1 The s t e a d y  s t a t e ,  a n d  t r a n s f e r  f u n c t i o n s  of  c o n s t a n t  
f r e q u e n c y  d u t y  r a t i o  contro l led  dc-to-dc c o n v e r t e r s .  
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x = [ d A ,  + ( 1  - d ) A z ] z  + [ d b  + (1 - d ) b Z ] v ,  = AZ + bVg 
Eq. (4.16) is identical to Eq. (4.1) obtained following state space 
averaging method. Equation (4.16) may be linearized to obtain the 
small signal transfer functions identical to those obtained (Eq. (4.5) 
and (4.8)) following the state space averaging method and given in 
Table 4.1. 
4.3.2 Discontinuous Inductor Current Mode (DCM) 
Dc-to-dc converters may also be operated in the DCM range 
of operation. In DCM operation, the inductor current  starts  from 
zero in every cycle, goes to zero before the end of the switching 
period, and restarts  from zero a t  the beginning of the next cycle. 
Such a mode of operation arises out of the fact that  the most 
inexpensive realization of switches in dc-to-dc converters is by 
means of unidirectional switches, which a re  capable of carrying 
current in only one direction. As a result when the inductor current  
reaches zero during a part  of the switching cycle, the unidirectional 
switch inhibits reversal of current  and blocks. Figure 4.5 shows the 
basic converters in the DCM range and the corresponding inductor 
currents. The unidirectional nature of the switch is shown by a diode 
on the throw a r m  of the SPDT switches. The dc-to-dc converters in 
DCM then have three characteristic periods during a cycle - active 
(u = I ) ,  nonactive (uz = I),  and blocking (u' = 1) -. Suppose we define 
the switching variables as  
BUCK CONVERTER: 
BOOST CONVERTER: 
BUCK-BOOST CONVERTER: 
U*=I Vo i 
f i g .  4.5 The bas ic  dc-to-dc c o n v e r t e r s  in t h e  Di scon t inuous  
Conduc t ion  Mode DM). The s c h e m a t i c  diode in t h e  
t h r o w  of  t h e  SE7DT s w i t c h  i n d i c a t e s  the  u n i d i r e c t i o n a l  
n a t u r e  of  t he  s w i t c h .  The c u r r e n t  in t h e  i n d u c t o r  f a l l s  t o  
z e r o  be fore  t h e  e n d  of e v e r y  c y c l e .  
1  for k T s r t  r ( k + d ) T s  
0 for ( k + d ) T s r t r ( k + l ) T s  
I 0 for kT,  G t r ( k + d ) T s  u2 = 1  for ( k + d ) T s  zrz t t ( k + d + d 2 ) T ,  0 for  ( k + d + d 2 ) T ,  S t SG ( k + l ) T s  
0 for kTs s t t r ( k + d + d 2 ) T s  
1  for ( k + d + d 2 ) T s  s t t ( k + l ) T s  
u+u2+u' = 1  fo r  all t 
The dynamic equations of the system may be written as 
x = A A , x + b , v g  for u = 1  
x = A 2 x + b 2 v g  for u2 = 1 
i = A3x+b,v,  for u V =  1 
The overall system equations are  then given by 
x = [ A l x + b 1 v ,  A2x+b2v ,  A 3 x + b s v g ] ~  
where ZL = [u u2 u'JT. The overall system given by Eq. (4.17) is 
linear with respect to control. The equivalent description is found by 
replacing the discontinuous switching variables by their average 
values over a cycle. 
x = [ A , x + b l v g  A 2 x + b B v g  A 3 x + b 3 v g ] [ d  d 2  d f I T  (4.18) 
The overall dynamic system described by Eq. (4.18) is identical to the 
system description obtained by the state space averaging method [8]. 
Although the dynamic equations show up three switching variables 
d , d 2 , d f ,  there is only one independent control input d .  The other two 
input variables d z  and d'  are  functions of d ,  the circuit elements of 
the converter and the switching period T,. The method of obtaining 
the transfer functions is given in detail in reference [8]. 
4.3.3 CCM Operation under Variable Switching Frequency 
It was seen in Section 4.3.1 that in the case of duty ratio 
control, the overall system depends on the converter elements and 
the duty ratio, and independent of the switching frequency; the only 
restriction on the switching frequency is that it be sufficiently large 
compared to the natural frequency of the converter. When the 
switching frequency is constant, state space averaging or the 
equivalent control method may be used to obtain the transfer 
function description of the system. This property has been used in 
the past to independently control two different outputs of a multiple 
output dc-to-dc converter [9]. When the switching frequency is not 
constant, duty ratio is not defined and it is not possible to time 
average the system. However the equivalent control method can very 
conveniently be used to arrive a t  the transfer function descriptions. 
With reference to Fig. 4.4, 
@ = u, -u 
The structure-control law is the same as before. 
1 for u = y > A  
for u = y < A  
TABLE 4.2 The s t e a d y  s t a t e ,  a n d  t r a n s f e r  f u n c t i o n s  of  var iable  
f r e q u e n c y  d u t y  ra t io  control led dc-to-dc conver t e r s .  V, 
is the  n o r m a l i z e d ,  n o n d i m e n s i o n a l  contro l  i n p u t .  
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Just as before, under sliding mode control, Q = ir = 0 and u,, = v,. 
The equivalent system representation is 
x = A x + b v , + c  (4.2 1 )  
For convenience, Eq.  (4.21) may be restructured as follows where 
Al ,A2 ,b  , , b 2  are all as defined in Section 4.1.2. 
x = [ v , A 1 + ( 1  - V , ) A ~ ] X  + [ v , b , + ( l  - v , )b2 ]vg  (4.22) 
Equation (4.22) is in general nonlinear. x , v c , v g  may be perturbed to 
get the steady state solutions and the various transfer functions. The 
various transfer functions are given in Table 4.2. These are similar 
to those obtained for constant switching frequency converters and 
given in Table 4.1. The only difference is that the transfer functions 
are  expressed in terms of the operating voltages and currents 
instead of the duty ratio. The condition that the switching frequency 
be sufficiently large still holds. 
4.4 Sliding Mode Control of Buck Converter 
In Section 4.3, we digressed to apply the equivalent control 
method to obtain small signal transfer functions of the duty ratio 
controlled dc-to-dc converters. The purpose of that exercise was to 
show the usefulness of equivalent control method as an analysis 
method for programmed switching structures. A more fundamental 
aspect of VSS is to be able to synthesize the dynamic structure- 
control law (as against the programmed structure-control law of duty 
ratio control) to achieve the desired steady state and dynamic 
performance of the converter. The steps involved in such a design 
process a re  as  follows. 
i) to relate the steady state and dynamic requirements into an 
appropriate sliding boundary. 
ii) to establish a structure-control law with reference to the 
selected sliding boundary, such that  the conditions of reaching and 
existence of sliding regime a re  satisfied. 
It was mentioned in Chapter 3 that  the above design process is 
simple when the controllable states of the system (output and its 
derivatives) are continuous and accessible. Dc-to-dc buck converter 
satisfies these requirements and is the simplest of all three dc-to-dc 
converters for the application of sliding mode control. This example 
was shown briefly in Chapter 3. In the following section, the dc-to-dc 
buck converter is first taken up for the application of sliding mode 
voltage control. 
4.4.1 Buck Converter in Phase Variable Canonical Form 
Figure 4.6 shows the buck converter, its inductor current,  
and the output voltage under steady state. The VSS description of 
the buck converter is 
x = A x + b u  (4.23) 
The inductor current  i and the output voltage v ,  are  both 
continuous functions. The derivative of the output voltage (dv,/dt) is 
f i g .  4 .6  The b u c k  dc-to-dc c o n v e r t e ~  a n d  t h e  v a r i o u s  s t e a d y  s ta t e  
w a v e  f o r m s .  The po lar i t y  of t h e  s w i t c h i n g  f u n c t i o n  a 
d e t e r m i n e s  t h e  s t a t e  of  t he  s w i t c h .  
proportional to the capacitor current, which is also a continuous 
function. Let the desired output voltage be Vo*. Then the output 
error is defined as vo-Yo*.  For dc-to-dc buck converters Vo* is 
constant, and Vo* < v,. Equation 4.23 may then be transformed as 
y = A S + b * u + c *  (4.24) 
I 
0 
. = '.;;;;;:.,I C *  = 
. L C .  
1 
1 
-- -- 
The dc-to-dc buck converter is a second order system with one 
control input. Therefore the dynamic response obtainable under 
sliding mode control is of order 1. The desired steady state and 
dynamic response may then be expressed as a one dimensional 
sliding surface (sliding line) in the phase plane. Consider 
0 = (210-VO1)+7 d ( v o  - vo*) d t = 0 = [1 T ] ~ Y  = gy (4.25) 
b *  = 
' 
Equation (4.25) describes a stable trajectory in the phase plane with 
LC RC. LC. 
steady state operating point v o  = vo*, and first order transient 
recovery with a time constant T .  
The next step is to select the structure-control law such 
that the line cr = 0 is a sliding boundary. The condition for the 
existence of sliding regime is 
lim 6 < 0; lim u > 0 
t? = o+ 0 = 0- 
Let 
u+ for a > 0 
u- for a < 0 
The condition for the existence of sliding regime is 
gA*y +gb *u++gc * < 0 < gA*y +gb *u-+gc * 
Expanding and applying the condition that  d v o / d t  = 0,  we get 
From Eq. (4.26) u+ and u- are  selected as  0 and 1 respectively. The 
condition for the existence of sliding mode is then T > RC. The same 
condition may also be arrived a t  from the steady state waveforms 
shown in Fig. 4.6. 
[a],=,+ < 0 < [a]UzU- (4.27) 
The next step in the design process is to ensure that  
starting from anywhere in the phase plane, the system RP will reach 
the sliding line a = 0. Recalling the theorem in Section 3.4 on the 
sufficient reaching condition, it  may be verified from Fig. 4.7 that  the 
sliding line partitions the phase plane into two regions and that  the 
steady state operating point for the control input in each of these 
regions lies in the opposite region. The switching boundary a = 0 
then qualifies as  a sliding line. 
i) a = O is a stable trajectory satisfying the steady state (vo  = Vo*) 
f ig .  4.7 The s w i t c h i n g  f u n c t i o n  a = 0 is s e e n  in the  p h a s e  p l a n e .  
a = 0 p a r t i t i o n s  t h e  p h a s e  p l a n e  in to  t w o  r e g i o n s  ( a  < 0 ,  
a n d  a > 0) .  The contro l  i n p u t  is r e s p e c t i v e l y  u- a n d  u+ 
in t h e s e  t w o  r e g i o n s .  
FXg. 4.8 The s t a r t i n g  t r a n s i e n t  in the  i n d u c t o r  c u r r e n t  i a n d  t h e  
o u t p u t  vo l tage  v o  u n d e r  s l id ing  m o d e  con t ro l .  The 
d u r a t i o n  f r o m  t = 0 to  t = t ,  is t h e  i n i t i a l  t r a n s i e n t  in 
r e a c h i n g  t h e  s l id ing  l i n e  a = 0. The second  p a r t  of  t he  
t r a n s i e n t  f r o m  t = t ,  to t = t z  is t h e  s y s t e m  m o t i o n  
a long t h e  s l id ing  l i n e  t o  r e a c h  the  s t e a d y  s t a t e  opera t ing  
p o i n t  (vo = Yo*). 
and dynamic (exponential error recovery with a time constant T )  
requirements. 
ii) The boundary o = 0 is a sliding regime when u = 1 for o < A and 
u = 0 for o > A.  Further, conditions for the existence of the sliding 
mode are T > RC and v, > VO4. 
iii) Starting from any arbitrary initial condition on the phase 
plane, the system eventually reaches the sliding line. 
4.4.2 Overcurrent Protection 
In Fig 4.8 a typical starting transient is shown. It consists of 
two parts. From time t = 0 to t  = t ,  is the time taken for the system 
RP to reach the sliding line. From time t  = t ,  to t  = t ,  is the time 
taken to reach the steady state operating point (vo = VOt) along the 
sliding line. The initial transient time t ,  depends on the system 
parameters v,,L,R, and C. The sliding mode transient t ,  to t ,  is 
exponential with time constant T and is independent of the system 
parameters. During the transient, the inductor current i is seen to 
reach levels much higher than the steady state level. This large 
transient inrush current is objectionable for two reasons. Firstly it 
would saturate the inductor magnetic circuit leading to still larger 
inrush currents. Secondly the electronic SPDT switch in the 
converter may not be capable of withstanding this large inrush 
current. It is therefore a healthy practice to limit this inrush 
current. This feature is easily incorporated under sliding control by 
the following simple modification of the sliding line. 
Fig. 4.9 m e  m o d i f i e d  s l id ing  Line incorpora t ing  o v e r c u ~ e n t  
p ro tec t ion .  R e  s l id ing  t i n e  is n o w  l i m i t e d  to  I*. 
Fig. 4-10 A p ic tor ia l  r e p r e s e n t a t i o n  of t h e  con t ro l  law f o r  t h e  
b u c k  dc-to-dc c o n v e r t e r  s h o w n  o n  t h e  p h a s e  p l a n e .  
Figure 4.9 indicates the modified sliding line incorporating 
the overcurrent protection. The modified sliding line a* = 0 shown in 
Fig. 4.9 consists of three pieces of straight lines. 
The modified sliding line also satisfies the reaching condition. This 
may be seen from the steady state operating points for the two 
control inputs u = 1 and u = 0.  It was already seen that the 
existence conditions of sliding regime is satisfied in the rniddle 
portion of the sliding line a* = 0.  In the current limited region the 
sliding line may be written as 
u* = [0 l]y -Imx = g *y -Imx 
u* = ' 
When II,,I is sufficiently low, u+ = 0 and u- = 1 satisfy Eq. (4.29). It 
may also be seen from the orientation of u* = 0 that the overall 
trajectory along a* = 0 is stable leading to the steady state operating 
point vo = Vo'. 
' d(vo-vo*)  
-Imag = 0 for d ( v o  - Vo*) d t  d t  > Imax 
(vo -vo*) +T d ( v o  - Vo*) = for 1 d:vOd; v0*) 1 < dt  
(vo - Vo*) 
+Imax = 0 for d(vo-Vo*) 
I dt d t  < -1- (4.28) 
SELECT PEAK CURRENT 
FOR DEVICE 9 
PROTECTION 
SELECT t 
HYSTERESIS TO 
KEEP RIPPLE LOW 
/ SELECT SLOPE 
/" FROM DESIRED 
RESPONSE TIME 
0 (YO-V:J 
\ 
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4.4.3 Design Criterion 
The sliding line and the substructures used in the buck 
converter a re  shown in Fig. 4.10. The y axis has been reassigned as 
d v , / d t .  Figure 4.1 1 indicates the complete design process of the 
buck converter in the phase plane. Figure 4.12 shows the schematic 
diagram of a sliding mode voltage controller for the buck dc-to-dc 
converter. A typical response to step change in reference is shown 
in Fig. 4.13. 
4.4.4 Other Dc-to-dc Converters 
The application of sliding mode voltage control, while being 
straightforward for the buck dc-to-dc converter, is not so simple 
when applied to the boost and buck-boost converter for the following 
reasons. Figure 4.14a shows the typical waveforms of a boost dc-to- 
dc converter. I t  may be noticed that  the derivative of the output 
voltage (capacitor current  to some scale) is discontinuous a t  the 
instant of switching. In the presence of parasitic series resistance in 
the output capacitor, even the output voltage (Fig. 4.14b) is not 
continuous. As a result the system motion is not continuous when 
viewed on a phase plane defined as  the output voltage and its 
derivative a s  the axes. Therefore the same strategy of control used 
for the buck converter is not applicable to boost, and buck-boost 
converters. Sliding mode voltage control is possible for the boost and 
the buck-boost converters, by setting up the sliding line in terms of 
the output voltage and the inductor current.  Before we go on to 
describe this method and develop the design strategies, i t  is helpful 
Ffg .  4.14a The idea l  boost  dc-to-dc c o n v e r t e r  a n d  its s t e a d y  s t a t e  
w a v e f o r m s .  The capaci tor  c u ~ r e n t  i, is s e e n  to  be 
d i s c o n t i n u o u s  . 
FEg. 4.14b The boost  dc-to-dc c o n v e r t e r  with the  Equ iva len t  Ser i e s  
Res i s tance  (ES.)  of t h e  capaci tor .  A is s e e n  that t h e  
o u t p u t  vol tage  as w e l l  as t h e  i n d u c t o r  c u r r e n t  a r e  
d i s c o n t i n u o u s .  
to consider the sliding mode control of the inductor current in dc- 
to-dc converters. Some of the results obtained from such a control 
method are used later on to develop a simple voltage control 
strategy that is applicable to all three dc-to-dc converters. 
4.5 Current Programmed Dc-to-dc Converters 
Another method of control of dc-to-dc converters is to 
control the inductor current. In this case, only the control of the 
inductor current is of interest, and hence all three converters are 
first order systems and linear with respect to control input. The 
dynamic equations of the different converters are 
Buck Converter: 
Boost Converter: 
Buck-boost Converter: 
All the above systems are first order systems (n = 1) with one 
control (m = 1). Therefore the sliding surface can be of dimension 0 
(n-m). Let 
0 = i - I *  
u+ for a > 0 
u- for a < 0 
Applying the conditions for the existence of sliding mode, we get  
Buck converter: 
Boost Converter: 
Buck-boost Converter: 
vgu++v0zL+ < 0 < vgu-+v0zL- 
u + = o ;  
The structure-control law is identical for all three  converters. 
a = i-I* 
0 for a > 0 [ for u.0 
Phase space description for these first order  systems can be 
graphically shown in one dimension (phase line description). The 
sliding surface is of dimension zero and is referred to a s  the sliding 
point. The structure-control law requires only the output error .  The 
control is effectively a bang-bang control. 
Figure 4.15 shows the phase line description of the three 
dc-to-dc converters. The sliding point is a = i - I ' = O .  The 
substructures active on each half of the phase line a r e  also shown in 
Fig. 4.15 The i n d u c t o r  c u r r e n t  con t ro l  of  dc-to-dc c o n v e r t e r  in t h e  
p h a s e  s p a c e .  &der i n d u c t o r  c u r r e n t  con t ro l  a l l  t h e  
above  c o n v e r t e r s  a r e  Jirst order  s y s t e m s .  The p h a s e  
s p a c e  is t h e r e f o r e  of d i m e n s i o n  1 .  The s l id ing  s u r f a c e  
t h e n  r e d u c e s  to  a p o i n t  (i-I*) = 0. The p h a s e  
t ra j ec tor i e s  a r e  s t r a i g h t  l i n e ,  The contro l  law a n d  t h e  
e f l ec t i ve  c i r c u i t  a r e  a lso  s h o w n ,  
Fig. 4.15. The steady state operating point for each substructure is 
seen to be in the other half thus satisfying the reaching conditions. 
4.5.1 System Description under Equivalent Control 
The method of equivalent control may be used to get an 
overall description of the current controlled dc-to-dc converters. The 
method is illustrated here for the boost converter and the results 
are presented for the other converters. 
From Eq. (4.30) 
Substitution into Eq. (4.31) yields 
In other words 
INPUT OUTPUT RATE OF CHANGE OF 
- 
POVER - POWER ' STORED ENERGY 
Equation (4.32) is in general nonlinear between inductor current and 
output voltage, and is given below for different converters. 
Buck Converter: 
Boost Converter: 
Buck-boost Converter: 
The above equations may be linearized around the operating point to 
obtain the following transfer functions between the inductor current 
and the output voltage. 
Buck Converter: 
Boost Converter: 
Buck-boost Converter: 
These results are identical to the results obtained in Reference [ lo ]  
following the state space averaging method. 
4.5.2 Inductor Current to Output Voltage Transformation 
It was mentioned in Section 3.6 that the desirable way of 
setting up the sliding surface for sliding mode control is by means of 
output error and its derivatives. The reason for this choice is that 
the analysis of stability is simple for such a sliding surface. It was 
also seen in Section 4.4 that such a state assignment is not possible 
in case of buck and buck-boost converters. I t  becomes then 
necessary to set  up the sliding surface in terms of suitable 
continuous physical variables. The inductor current i and the output 
voltage vo are continuous variables and qualify for suitable states in 
terms of which the sliding surface may be set up. In order to study 
the stability of the trajectories on such a sliding surface, one has to 
transform the sliding surface into output error and its derivative. 
The equivalent system description given by Eqs. (4.33) to (4.35) may 
be used to obtain this transformation between inductor current and 
output voltage. The method is illustrated for boost converter and the 
results are  presented for the other converters. 
For boost converter, Eq. (4.34) may be manipulated and 
rewritten as 
v o 2 + R C u o d v o /  d t  = R i ( u g - L d z /  d t )  
In practical converters in order to obtain good small signal as well 
as power bandwidth, it is necessary to choose L such that 
v, >> L d i / d t .  Then Eq. (4.39) reduces to 
The above equation gives the relationship between the inductor 
current  and output voltage for boost converter. This relationship is 
in general nonlinear and is given here for the other converters as  
well. 
Buck Converter: 
Boost Converter: 
C u o  d u o  vo2 i = --+- 
ug d t  R u g  [u, >> L d i /  d t ]  
Buck-boost Converter: 
i = C (vg-uo) - duo 2$-uo uo d t  +- [u,  >> L d i /  d t ]  
u9 R 
In the next section sliding mode voltage control of dc-to-dc 
converters is described where the sliding surface is se t  up in terms 
of inductor current  and output voltage. The relationship between 
inductor current  and output voltage given by Eqs. (4.40) to (4.42) 
are  then used to analyze the stability of sliding regime. 
4.6 Voltage Control of Dc-to-dc Converters 
In Section 4.4 the problems associated with the voltage 
control of boost and buck-boost converters were highlighted. One of 
the ways of overcoming these problems is to establish an  inner loop 
of sliding mode current  controller, and then to design an  outer 
supervisory loop of voltage controller based on the small signal 
model of the current controlled converters. The transfer functions 
given by Eqs. (4.37) and (4.38) are useful for this approach. 
An alternative approach is to implement a direct sliding 
mode voltage controller. The control strategy developed for the buck 
converter is not applicable in general since the derivative of the 
output voltage exhibits discontinuity during switching. The alternate 
approach consists of setting up the sliding surface in terms of some 
continuous states of the system, and then to relate the resultant 
dynamics to the desired response. This method is applicable for all 
three dc-to-dc converters and is illustrated here for the boost 
converter. The results are  then presented for the other converters, 
Boost Converter: Example 
For the case of boost converter, the sliding line may be set  
up as usual in terms of some continuous states of the system. The 
states chosen for this purpose are the errors in the inductor current 
and the output voltage. Let 
a = gx = &[~, i^+ .u^~]  = 0 
i^  and 0, are  the errors in the inductor current and the output 
voltage respectively. a is the weighted sum of the states of the 
system and a = 0 represents a straight line in the phase plane. The 
inductor current error 5 and the output voltage error 0, are the 
axes of the phase plane. The gain parameters used in setting up the 
sliding line are  & and &R,. The gain parameter R, in practice is the 
current sensing resistance. The current sensing resistance & is 
usually orders of magnitude smaller than the load resistance R. The 
conditions for the existence of sliding mode a re  derived in a 
subsequent section. Suppose that  sliding mode exists and the system 
RP is confined to move along the sliding line u = 0. fr;, does not 
influence the response. I t  is significant only as  a scale factor of the 
phase plane. In ideal sliding mode control, switching takes place in 
a n  infinitesimal vicinity around the sliding line u = 0 and Kv has no 
significance whatsoever. In real sliding mode control, switching takes 
place in a finite A vicinity around the sliding line and, & determines 
the nominal switching frequency for a given ripple and vice versa. 
4.6.1 Stability of Trajectories on the Sliding Line 
We now go on to examine whether the trajectories along the 
sliding line lead to a unique steady state operating point. Define the 
current  and voltage errors by the following relationship. 
In the boost converter, the relationship between inductor current  i 
and output voltage v o  was derived in Section 4.5, Eq. (4,41). This 
relationship may be written in terms of the voltage and current 
errors  as  follows. 
Separating the dc and ac  components, we get 
+ CVo * dS0 2 Vo* 
= --
c dcO2 oO2 + '-o+ -+ -
v, d t  Rugv 2ug d t  Rv, 
Using Eq.(4.44), we may transform the sliding line into 
Equation (4.45) may be rearranged and written as 
o = &[a( t )v^o+dv^o /d t ]  
where, 
Equation (4.46) is a first order differential equation, The condition 
for guaranteed stability of response along the sliding line is that 
both a ( t )  and b ( t )  are positive. Or, in other words the relative error 
00/ Vo* is less than 1. Alternatively, Eq. (4.46) may be interpreted 
differently as follows. For large errors, the eO2 terms dominate and 
the sliding line is determined mainly by cO2 terms; for small errors, 
Q0 terms dominate. The response may be thought of as having two 
parts. 
Large signal response: 
Small signal response: 
Fig. 4.16 77te p h a s e  p l a n e  of  t h e  boos t  c o n v e r t e r  with t h e  
i n d u c t o r  c u r r e n t  a n d  t h e  o u t p u t  vo l tage  a s  t h e  s t a t e s  of  
t h e  c o n v e r t e r .  Line I s h o w s  the  s t e a d y  s t a t e  g a i n  
b e t w e e n  i n d u c t o r  c u r r e n t  i a n d  the  o u t p u t  vo l tage  vo. 
Line  N is t h e  proposed  s l id ing  Line. Under  s l id ing  m o d e  
con t ro l  b o t h  t h e  s t e a d y  s t a t e  a n d  t h e  s l id ing  c o n d i t i o n  
a r e  sa t i s f i ed ,  g i v ing  r i s e  to  t h e  operat ing  p o i n t  (Vo*,I*). 
The large signal response is a constant current response that is 
stable, and with a time constant determined by the output circuit 
elements R and C. The small signal response is decided by the 
feedback gain (current sensing resistance R,) and the operating 
point. The important conclusion is that the system is stable for both 
large and small signals and the steady state operating point is given 
by (vo = Vo*), 
For second order systems, the phase plane representation 
provides great insight into the system performance. The phase plane 
representation of the boost converter is shown in Fig. 4.16. The axes 
are  the inductor current and the output voltage. The operating point 
under sliding mode control has to satisfy two conditions, namely 
u = 0 and the steady state gain I* = RV,. Curve I in the phase 
plane represents the dc gain (i = U , ~ / R V , ) .  Line I1 is the sliding line 
a = 0. The sliding line is centered on the operating point with a slope 
of -Re. The system RP, if confined to move on the sliding line, 
eventually reaches the steady state operating point (Vo*,I*). Before 
we go on to establish the conditions for the existence and reaching 
of the sliding mode, overcurrent protection may be introduced 
similar to the buck converter control. Figure 4.17 shows the modified 
sliding line in the phase plane incorporating current limit. Again the 
trajectories on the sliding line converge to the steady state 
operating point (Vo*,I*). Small signal response is unaltered. Large 
signal response is now a truly constant current response. Having 
STEADY STATE GAIN 
i=v;/Rvg r 
f i g .  4.1 7 ?he mod i f l ed  s l id ing  Line o n  the  p h a s e  p l a n e .  The 
s l id ing  l i n e  is c l a m p e d  to  I-, prov id ing  o v e r c u r r e n t  
p r o t e c t i o n  t o  t h e  c o n v e r t e r .  
established the stability of response along the sliding line, the next 
step in the design process is to ensure that  sliding mode on the 
chosen sliding line does exist. 
4.6.2 Condition for the Existence of Sliding Mode 
The structure-control law is the same as  in the case of the 
current  controlled dc-to-dc converters. 
1 for cr < 0 
0 for cr > 0 
Figure 4.18 shows the phase plane, the sliding line, the structure- 
control law, substructures active in each region of the phase plane, 
and the steady state operating points for  each substructure. The 
steady state operating point for u = 0 is (v,,v,/R). The steady state 
operating point for u = 1 is (v,/Rl,O), where Rl is the resistance of 
the inductor L.  This has been taken into account as  otherwise the 
inductor current  for u = 1 tends to = and is not realistic. 
The sliding line partitions the phase plane into two regions. 
The location of the system RP in the phase plane defines the 
substructure a t  any instant. The steady state operating point for 
each of the substructures lies in the opposite region of the phase 
plane. This property ensures the reaching condition. To find out the 
existence of sliding mode, we consider the sliding line in two sections 
denoted in Fig. 4.18 as  a ,  and b ,  Along section a the operation is 
under current  control. The sliding mode exists under current  control 
Fig. 4.18 A pic tor ia l  r e p r e s e n t a t i o n  of t h e  contro l  law f o r  t h e  
s l id ing  m o d e  con t ro l  of  t h e  boost  dc-to-dc c o n v e r t e r .  h 
t h e  h a t c h e d  r e g i o n ,  v o  is l e s s  t h a n  vg a n d  is n o t  a 
f eas ib l e  opera t ing  r e g i o n  f o r  t h e  boost  c o n v e r t e r .  
when v, > v,. This condition was derived in Section 4.5 for the 
current controlled dc-to-dc converters. We observe then that sliding 
mode exists along a everywhere except the region shown hatched in 
Fig. 4.18. This region corresponds to v, < v, and is not feasible 
region of operation for boost converter. It remains then to find out 
the conditions for the existence of sliding mode along section b of 
the sliding line. This is done analytically. 
The conditions for the existence of sliding mode are given by 
The above equations may be expanded to give the following 
inequalities. 
The value of the circuit inductance must therefore be chosen to 
satisfy Eqs. (4.50) and (4.51) in order to ensure that sliding mode 
exists. Equation (4.51) is usually more stringent. 
4.6 -3 Practical Design Considerations 
From Eq. (4.46) it was established that the system stability 
is always guaranteed, the design may be based on the small signal 
model. For small signals the relationship between the inductor 
current error and the output voltage error is linear. Hence the 
sliding line may be expressed in the frequency domain as well. From 
Eq. (4.44), for small signals 
2 v; cv; 
i^ (s) = -O,(s) + -sG, (s) 
f-tv, wg 
is defined as the current error. To measure i^ , the average value I* 
must be subtracted out. This is accomplished by use of a high-pass 
filter in the inductor current measurement. The simplest form of 
filter function is a single inverted pole a t  w , .  The sliding line in 
frequency domain is shown here modified to  include the high-pass 
filter for current measurement. 
Equations (4.52) and (4.53) may be combined to obtain 
in which the (good) approximation always obtains because the 
current sensing resistance Rs is much smaller than the load 
resistance R, and where 
In the ideal case in which the current error 5 could be 
measured without a filter, w ,  = 0 and Eq. (4.54) reduces to 
or, in the time-domain as 
Therefore, w~ is the maximum bandwidth that can be obtained or, in 
the time-domain, the fastest transient response of the output error 
is characterized by a time constant l /w;  that depends on the system 
parameters (C,uo,u,) and the current sensing resistance (R,). 
In the realistic case of a nonzero filter corner frequency w , ,  
Eq. (4.54) may be factored so that 
which is the same ideal result as Eq. (4.56). Therefore, the condition 
Fig. 4.19 The con t ro l  s c h e m a t i c  of  t h e  s l id ing  m o d e  contro l  of 
boos t  dc-to-dc c o n v e r t e r .  A h i g h p a s s  f i l ter  is u s e d  in t h e  
m e a s u r e m e n t  of t he  i n d u c t o r c w r e n t  in order  t o  s u b t r a c t  
o u t  t h e  s t e a d y  s t a t e  c u r r e n t  I*. The d e s i g n  c r i t e r i o n  to  
o b t a i n  m a x i m u m  b a n d w i d t h  o f  t h e  con t ro l l e r  is t h a t ,  t h e  
h i g h p a s s  c o r n e r  is m u c h  l o w e r  than the  m a x i m u m  
obta inable  b a n d w i d t h .  
Vg=25 VOLTS 
Vo=30 VOLTS 
R =30 OHMS 
TRACE 1: i o  
0 . 5  VOLT/DIV 
TRACE 2: f 
0 . 5  AMP/DIV 
REFERENCE STEP: 
0 . 5  VOLT 
Fig. 4 . 2 0  The r e s p o n s e  of  a boost  c o n v e r t e r  to  a r e f e r e n c e  s t e p  
u n d e r  s l id ing  m o d e  c o n v e r t e r ,  The r e s p o n s e  is 
e s s e n t i a l l y  f i r s t  o rder .  
Vg=25 VOLTS 
Vo=30 VOLTS 
TRACE 1: i o  
0 . 5  VOLT/DIV 
TRACE 2: f 
0 . 5  AMP/DIV 
LOAD STEP: 
100% TO 50% 
Fig. 4.21 The r e s p o n s e  of  a boost  c o n v e r t e r  t o  a Load s t e p  u n d e r  
s l id ing  m o d e  con t ro l .  The r e s p o n s e  is e s s e n t i a l l y  f i r s t  
o rder .  
that  the factorization be valid, which is w ,  << wg, becomes a design 
criterion: to retain the maximum bandwidth response, it is 
neccessary only that  the filter corner be chosen much lower than 
the maximum bandwidth itself. 
Figure 4.19 shows the schematic diagram of a sliding mode 
controller for a boost converter. Figures 4.20 and 4.21 show the 
response of the converter to a step change in reference and a step 
change in load, respectively. 
4.6.4 Effect of ESR of Output Capacitor 
In a practical converter, the output capacitor is not ideal 
and will have a parasitic Equivalent Series Resistance (ESR). The 
output voltage therefore will be discontinuous a t  the switching 
instants. Figure 4.22 shows the inductor current, output voltage, and 
the switching function cr(t). The switching function a is seen to have 
discontinuities. However this does not affect the performance of the 
sliding mode controller other than decreasing the switching 
frequency. It will be helpful to use a low-pass filter for measuring the 
ripple with a corner beyond the switching frequency. 
4.6.5 Buck Dc-to-dc Converter 
The method of setting up the sliding line in terms of the 
inductor current and the output voltage as illustrated for the boost 
converter is applicable to other dc-to-dc converters as well. 
Fig. 4.22 The boos t  c o n v e r t e r  with t h e  ESR of  the  o u t p u t  capaci tor  
a n d  the  v a r i o u s  s t e a d y  s t a t e  w a v e f o r m s .  The s w i t c h i n g  
f u n c t i o n  CF also  exh ib i t s  d i s c o n t i n u i t i e s .  This, h o w e v e r ,  
d o e s  n o t  a f i e c t  t h e  l o w  f r e q u e n c y  p e r f o r m a n c e  of t h e  
c o n v e r t e r .  The s w i t c h i n g  f r e q u e n c y  is s e e n  to  r e d u c e  
o w i n g  to  t h e  ESR. 
Figure 4.23 shows the phase plane of the buck converter. 
Also shown are the sliding line, structure control law, substructures 
active in each region of the phase plane and the steady state 
operating points for each of the substructures. The steady state 
operating point (Vo*,I*) is the intersection of the sliding line and the 
dc gain. The sliding line is given by 
~ ( s )  = U^~+&R,~^(S) = 0 
The sliding line transformed to (Go,dGo/ d t )  is given by 
~ ( t )  = Go+ KvRs CdG0/ dt = 0 
The conditions for the existence of sliding mode are 
The maximum obtainable bandwidth is 
WH = 1/&RSC 
The practical sliding line is with a high-pass filter for measuring 
current and is as follows. 
The design criterion is that the current filter corner is much less 
than the maximum bandwidth wH. 
DC GAIN: i=Vo/R 
vs 
F'ig. 4.23  The b u c k  dc-to-dc c o n v e r t e r  in t h e  p h a s e  p l a n e .  The 
s l id ing  l i n e  in t e r m s  of t h e  i n d u c t o r  c u r r e n t  a n d  t h e  
o u t p u t  vol tage  is s h o w n  b y  c u r v e  II. Line I is t h e  d c  
g a i n  b e t w e e n  t h e  i n d u c t o r  c u r r e n t  a n d  the  o u t p u t  
vo l tage .  The control  law is also  s h o w n .  
4.6-6 Buck-boost Dc-to-dc Converter 
Figure 4.24 shows the phase plane of the buck-boost 
converter. Also shown are the sliding line, structure-control law, 
substructures active in each region of the phase plane and the 
steady state operating points for each of the substructures used. The 
steady state gain is given by 
i = -u,/ R+vO2/IiFUg 
The sliding line is given by 
[ T ( s )  = + & R ~ ;  = 0 
The steady state operating point is the intersection of the sliding line 
and the dc gain. The sliding line transformed to (Go,dG, /d t )  axes is 
a ( t )  = a ( t )Go + b ( t )dGo/  dt  
where 
The condition for stability of response is a , /  Vo* < 1 .  The maxirnum 
obtainable bandwidth is 
I &,R,CVo*/u8 for V o * > u g  &CRs for V o * < u ,  
The condition for the existence of sliding mode is 
f ig .  4.24 The buck-boos t  dc-to-dc c o n v e r t e r  in t h e  phase  p l a n e .  
The s l id ing  l i n e  in t e r m s  of the  i n d u c t o r  c u r r e n t  a n d  
t h e  o u t p u t  vol tage  is s h o w n  b y  c u r v e  I .  Line I is t h e  d c  
g a i n  b e t w e e n  t h e  i n d u c t o r  c u r r e n t  a n d  t h e  o u t p u t  
vo l tage .  The control  law is also  s h o w n .  
The practical sliding line incorporating the high-pass filter for 
measuring the current is 
The design criterion for achieving the maximum possible bandwidth is 
that  the current filter corner is much less than the maximum 
bandwidth ( w ,  << wv). 
In this section, the method of state space averaging was 
reviewed as a modelling method of dc-to-dc converters. The theory of 
VSS and sliding modes were applied to dc-to-dc converters, first as 
an analysis method and then as a design method for controlling the 
output voltage of dc-to-dc converters. With sliding mode control it 
was shown that the overall stability is guaranteed for both small and 
large signals. With boost converter and buck-boost converter, where 
the controllable states of the system are discontinuous, alternate 
method of setting up the sliding surfaces in order to achieve voltage 
control was illustrated. The response was related to the desired 
performance, and practical design criteria were derived. 
Experimental results on a boost converter control were presented to 
confirm the design process. 
CHAPTER 5 
GENERAL THEORY OF ELECTRICAL MACHINES 
In this chapter the general theory of rotating electrical 
machines is reviewed. From the general theory [ll], the governing 
equations of different types of electrical machines are derived in 
such a format as to appreciate their similarity to dc to dc 
converters, and to apply the sliding mode control principles in order 
to control different types of electrical machines. 
Historically, each type of electrical machine was analyzed as 
a special case with appropriate simplifying assumptions. This was 
necessary because the theory of transformations which exposes the 
unity of all electrical machines was not developed a t  that  time. An 
example of the type of approach adopted was the stationary, per 
phase equivalent circuit model of three phase induction motors 
under the assumptions of i) balanced three phase supply, and ii) 
symmetrical, balanced and sinuzoidally distributed windings. Such 
models were simple and adequate for the purpose of steady state 
performance evaluation. Attention was confined to steady state 
performance. Unbalanced operation was treated using s y m e t r i c a l  
components and the principle of superposition. Appropriate 
simplifying assumptions were made a t  the beginning of the analysis; 
as a result the unifying features of all machines were missed. 
In contrast to the above, the general theory regards each 
and every machine as an assemblage of coils. The performance of 
any machine is governed by a single voltage equation and a single 
torque equation. The general theory is concerned exclusively with 
circuit theory of machines. The machines are treated as black boxes 
characterized completely by a set of measurements made a t  the 
terminals and the shaft. Such a treatment is better appreciated by 
the control engineer, who is interested in the performance of a 
system, where the machine is just another component of the total 
system. 
Section 5.1 of this chapter describes the simplest of the 
rotating machines with two coils and relative motion between the 
two. Faraday's law and conservation of energy are used to derive the 
voltage and torque equations. 
Section 5.2 describes the fundamental two phase machine. 
This machine is conceived of as the primitive slip-ring machine, to 
which all the practical slip-ring machines may be reduced. Section 
5.3 describes the action of commutators found in dc machines and 
presents the basic commutator machine, from which all the practical 
commutator machines may be derived. 
Bulk of the machines used in practice are polyphase 
machines. Section 5.4 explains the difficulties involved in the analysis 
of such machines and introduces the mathematical transformations 
used to simplify the analysis. The properties of these 
transformations are also presented alongwith the transformations. A t  
this stage the transformations are given purely as a mathematical 
artifice. More satisfying physical interpretations to these 
transformations appear later in Chapter 6, 
The application of the various transformations to the 
general machines, to arrive a t  the general performance equations 
are explained in greater detail in Appendix 1. Sections 5.5, 5.6, and 
5.7 use the results obtained in Appendix 1 for the general machines 
to get the performance equations of a separately excited dc motor, a 
three phase synchronous motor, and a three phase induction motor. 
Simple electrical equivalent circuits are also given. These equivalent 
circuits will be used in subsequent chapters to apply sliding mode 
control to some of these machines. 
5.1 Basic Two Winding Machine 
In this section the basic two winding machine is analyzed 
from first principles, using Ohm's law, Faraday's law, and the law of 
conservation of energy, to arrive a t  the performance equations. 
Following the general theory of machines it is possible to analyze the 
performance of different types of rotating machines in terms of the 
voltage and torque equations of this basic machine. 
The two windings of the basic machine are shown in Fig. 5.1. 
d is the angle between the axes of the moving coil on the rotor and 
the stationary coil on the stator. With the rotor moving with an 
angular velocity of w,, 29 is clearly a function of time. 
dzP/ dt =w,  (5.1) 
f ig.  5.1 S c h e m a t i c  of t h e  bas ic  t w o  w i n d i n g  m a c h i n e .  The s ta tor  
c a r r i e s  w i n d i n g  1. The r o t o r  c a r r i e s  w i n d i n g  2. The 
ro tor  is ro ta t ing  at an a n g u l a r  v e l o c i t y  o f  w .  
Applying Kirchoff's law, the voltage equations for the two 
coils may be written as  follows. 
v 1  = R t i l  +pL , i l  +pM12i2 (5.2) 
Rl,R2 are resistances of the two coils. L1 ,L2  are the self inductances 
of the coils. M 1 e , M 2 1  are the mutual inductance between the two coils. 
p is the differential operator d / d t .  The convention followed for the 
mutual inductances is to associate the first subscript with the 
voltage and the second subscript with the current. The mutual 
inductances M 1 2  and M 2 ,  are equal and so the subscripts may be 
dropped. Equations (5.2) and (5.3), then reduce to 
In general the various inductances are functions of rotor position 
and hence functions of time. Equations (5.4) and (5.5) may then be 
expanded as 
v,=Rli,+Llpil+ilpL1+Mpiz+i2pM (5.6) 
Total instantaneous input power is the sum of the input powers into 
each of the coils and is obtained from Eqs. (5.6) and (5.7). 
vli,+vzi2=Rlif+RZi~+Llilpil+ifpLl+Lzizpiz+ 
Equation (5.8) may be put in the following form, the reason for which 
will become clear in a while. 
1 1 
u , i , + v z i z = R l i f  + R z i a + p ( F L l i f  + - L Z i # + M i l i z ) +  2 
The quantity inside the bracket in Eq. (5.9) is identified as the 
energy stored in the magnetic field. 
The law of conservation of energy may be applied to get the 
following relationship. 
I W U T  RATE OF CHANGE OF 
POWER - 'OSSES+ STORED ENERGY +OUTPUT POWER 
Now Eqs. (5.9) and (5.10) may be compared to obtain 
OUTPUT 1 1 
- - iFpLl  + -- i lpL2+il i2pM POWER -' 2 2 
The power output from the machine is mechanical and is the product 
of the output torque and the angular velocity of the rotor. 
OUTPUT POWER = T p d  (5.12) 
The second performance equation of the machine, namely the torque, 
is obtained from Eqs. (5.1 1) and (5.12). 
Equations (5.4), (5.5), and (5.13) are the fundamental 
performance equations of the basic two winding machine. They may 
be put in the following compact matrix form. 
V = ZI (5.14) 
where, 
The "p" operator present inside the Z matrix warrants caution. I t  is 
prudent to consider Eqs. (5.14) and (5.15) as a compact 
representations of the fundamental performance equations and not 
as a matrix equation. With the theory of transformations to be 
described later, it will be seen that the performance equations of all 
types of rotating electrical machines may be put in the above form. 
5.2 Fundamental Slip-ring Machine 
In this section the slip-ring machine is described. It differs 
from the basic two winding machine described in Section 5.1, in the 
number of windings on the stator and rotor. The stator carries two 
windings, orthogonal to each other. So does the rotor. The reason 
for the selection of the above structure for the fundamental machine 
is explained below. 
The most essential features of all rotating machines are the 
stator and the rotor. The stator and the rotor carry independent 
windings. The current in the stator windings produce the stator 
magneto-motive force (MMF). The current in the rotor windings 
produce the rotor MMF. The stator MMF and the rotor MMF interact 
to produce useful torque. The flux distribution in all rotating 
machines is invariant along the length of the machine. As a result, 
the magnetic circuit consisting of the stator, rotor and the windings 
has linear symmetry and reduces to essentially a two-dimensional 
one. Therefore in any general machine, in order to produce stator 
and rotor MMF's in any arbitrary direction, it is necessary that such 
a fundamental machine has a t  least two non-collinear windings on 
both the stator and the rotor. If these non-collinear windings are 
selected to be orthogonal to each other, further simplifications result 
owing to the fact that  the mutual inductances between orthogonal 
windings are  zero. These are the reasons leading to the structure of 
the fundamental machine as stated earlier 
Figure 5.2 shows the schematic of the fundamental slip-ring 
machine. The stator carries two windings A and B, orthogonal to 
each other. The windings A and B are shown as lumped windings 
oriented in the direction of their respective MMFs. The rotor carries 
two lumped windings a and 8,  orthogonal to each other. Again a and 
f? are shown oriented along their respective MMFs. The voltage 
equation for the fundamental machine may be written as 
Applying the condition that  the mutual coupling between the stator 
and rotor windings are trigonometric functions of the rotor angle d ,  
Eq. (5.16) reduces to 
Equation (5.17) is the definining equation for the 
fundamental slip-ring machine. It is seen that the Z matrix of even 
IvAV 
VB 
V, 
-vP. 
this simplified machine is a function of the rotor angle. Furthermore 
the "p" operator operates on the product of the various currents 
and the trigonometric functions. The elimination of the rotor angle d  
from the impedance matrix Z is the central feature of the unified 
(5.17) 
liA' 
iB 
i a  
$6. 
IRA+PLA o ~ p c o s  d  sin . z ~ .  
- 
- 
0 RB+pLB -Mpsind Mpcosd 
M P C O S  ?P -Mpsin d  Ra +pLa 0 
LMpsind Mpcosd 0 RP + PL, . 
f ig .  5.2 7he  f u n d a m e n t a l  s t ipr ing  m a c h i n e .  The s ta tor  c a r r i e s  
w i n d i n g s  A a n d  3, w h i c h  a r e  or thogonal  to  e a c h  o ther .  
7he  ro tor  c a r r i e s  t w o  or thogonal  w i n d i n g s  a a n d  6. 7he  
ro tor  is ro ta t ing  with a n g u l a r  v e l o c i t y  w .  
machine theory. These details a r e  explained subsequently in Section 
5.4. 
5.3 Basic Commutator Machine 
In the basic slip-ring machine described in Section 5.2, the 
rotor  MMF is a function of the rotor  position when the rotor currents 
a r e  dc. This physical fact is seen mathematically, in the impedance 
matrix Z being a function of the rotor  angle 6. In contrast  to this, in 
the basic commutator machine, the rotor  MMF is independent of the 
rotor  angle d. In this section the action of the commutator, leading 
to  the above result is first explained. Then the basic commutator 
machine is described. 
&. 5.3 The c o n s t r u c t i o n  of  a c o m m u t a t o r  ro tor .  The b r u s h e s  l e a d  
c u r r e n t  i n t o  t h e  a r m a t u r e  t h r o u g h  t h e  c o m m u t a t o r  
s e g m e n t s .  The c o m m u t a t o r  s e g m e n t s  a n d  the  c o n n e c t i o n  
t o  t h e  ro tor  c o n d u c t o r  is s u c h  t h a t ,  t h e  ro tor  MMF is in 
l i n e  with t h e  b r u s h e s  a n d  i n d e p e n d e n t  of  t he  ro tor  
pos i t ion .  
Figure 5.3 shows the construction of a commutator rotor. 
The rotor windings, their connection to the commutator segments 
and the brushes leading current into the rotor coils through the 
commutator segments are all shown. The direction of currents in the 
individual rotor coils are also shown. It may be seen that the MMFs 
produced by the individual windings of the rotor add up to give a 
nett  rotor MMF along the direction of the brushes. The direction of 
rotor MMF in a commutator fed rotor is therefore, independent of 
the rotor angle and stays always along the direction of brushes. 
Figure 5.4 shows the schematic representation of the 
commutator rotor. The rotor winding is shown lumped and fixed in 
direction along the brushes, indicating the fact that the direction of 
rotor MMF of a commutator rotor is fixed in space along the 
direction of the brushes. 
As had been explained in Section 5.2, the generalized rotor 
has to carry a minimum of two windings in order to be able to 
arbitrarily select the direction of rotor MMF in the active plane of 
the machine. The basic commutator machine, therefore, is conceived 
with two orthogonal stator windings (just like the stator windings of 
the fundamental slip-ring machine), and two orthogonal rotor 
windings supplied through a set  of brushes and commutator 
segments. Figure 5.5 shows the structure of such a basic 
commutator machine. A and B constitute the orthogonal stator 
windings. The windings d and q on the rotor are fed through a set of 
brushes and commutator segments, and are orthogonal to each 
other. The various windings are shown lumped and oriented along the 
direction of their respective MMFs. 
The unified machine theory consists of applying a series of 
mathematical transformations, to replace any rotating machine by its 
equivalent commutator type of machine, the motivation being the 
impedance matrix of the equivalent commutator machine is 
independent of the rotor angle, and hence much simpler to analyze. 
The various transformations that facilitate this process are  discussed 
in the next section. 
5.4 Passive Transformations 
This section describes the passive transformations that are 
used to unify the diflerent kinds of rotating electrical machines. 
These transformations are introduced with the objective of 
simplifying the analysis of different kinds of rotating machines. In 
order to appreciate the difficulties involved in solving the general 
performance equations, a three phase machine is first presented. 
Figure 5.6 shows schematic of a three phase slip-ring 
machine. The stator carries three phase windings R,Y and 8. The 
rotor carries three phase windings r , y  and b .  Equation (5.18) is the 
voltage equation for this three phase slip-ring machine, written down 
from first principles. 
v = ZI 
Fig. 5.6 A prac t i ca l  t h ree  p h a s e  s l ip r ing  m a c h i n e .  m e  s t a t o r  a n d  
ro tor  c a r r y  ba lanced  three  p h a s e  w i n d i n g s .  
C ~ = [ V R  U y  UB Zt, V y  U b I T  
The voltage equation consists of six component equations, one for 
each of the three phase stator and rotor windings. The presence of 
the differential operator "p" makes this into a system of 
simultaneous differential equations. The differential operator 
operates on the products of various mutual inductances and 
currents, both of which are functions of time. This is so because the 
mutual inductances between the stator and rotor windings are 
dependent on the rotor angle and hence on time. The main objective 
of the passive transformations described next, is to simplify and 
eliminate the dependence of the above matrix upon the rotor angle 
19. For the purpose of simplicity this is done in two steps, although it 
can be accomplished in a single step. 
The first step is to apply the phase transformation C1 to 
both the rotor and stator windings. The phase transformation C1 
corresponds mathematically to a change of variables. The actual 
machine voltages and currents are replaced by suitably scaled, more 
convenient, fictitious voltages and currents. The result of this 
transformation is to replace the actual three phase machine by its 
equivalent fundamental slip-ring machine described in Section 5.2. 
The phase transformation C, considerably simplifies the system 
equations. However, it does not eliminate the dependence of the 
impedance matrix upon the rotor angle @. The elimination of the 
rotor angle 6 from the impedance matrix is the essence of the 
generalized machine theory, and is accomplished by the application 
to the rotor windings of another passive transformation. This second 
transformation Cz, called the cornmutator transformation, is a rotor 
angle dependent transformation. I t  accomplishes the elimination of 
the rotor angle from the impedance matrix by replacing the machine 
variables into yet another set of new variables. In physical terms, the 
original machine is replaced by its equivalent c o m u t a t o r  machine 
described in Section 5.3. 
Although the voltages as well the currents of the machine 
are transformed into new variables, these individual transformations 
are not independent of each other, since the power in the 
transformed description has to be the same as the power in the 
original description. It is seen below that, when the transformation is 
unitary, the power invariance condition leads to identical 
transformation for both voltages and currents. The primed and 
unprimed system of equations below represent the transformed and 
original system of equations respectively. 
V = ZI (5.19) 
Let 
v =  c,v 
The convenient form of representing power in matrix form is given 
by 
P = V'TI (5.23) 
where the superscripts * and T represent the transpose and complex 
conjugate respectively. 
PI = Y'Tr  (5.24) 
Equating P and P', we get 
VTI = v*T&*TC~I 
This leads to 
CUeTci = In (Identi ty  matrix of o r d e ~  n) 
When the transformations are real, if C, and Ci are both identically 
equal to C,  then 
CT = C - 1  (5.20) 
The phase transformation C, and the commutator transformation Cz 
both being power invariant transformations, possess the above 
property. 
The phase transformation C, and the commutator 
transformation Ce are given in Eqs. (5.4.12) and (5.4.13). 
0 O *  
sin 19 cos Q 
cos Q -sin 29, 
The transformed impedance matrix is given by 
Z' = CTZC 
Appendix 1 gives in greater detail how these 
transformations when applied to the various machines lead to the 
desired simplifications. From the general equations brought out in 
Appendix 1, the performance equations and equivalent circuits of a 
few types of rotating electrical machines are derived in the following 
sections. 
5.5 DC Machine 
In this section, the performance equations derived for the 
general commutator machine in the Appendix 1 are used as a 
starting point to arrive a t  the electrical equivalent circuit of a 
separately excited dc motor drive. 
For the general two phase commutator machine the voltage 
equations (taken from Eq. (A.7) of Appendix 1) are given by 
The leading diagonal terms are the voltage drops due to resistances 
and self inductances. The terms containing Mp terms are the induced 
voltages due to the mutual coupling and d i / d t .  These terms are  
called the transformer voltages. The terms containing w, appear only 
on rotor voltages and are due to rate of change of flux linkage due 
to rotation. These voltages are termed as rotary voltages or 
generator voltages. 
The various inductance terms may be measured in a 
physical machine by exciting one winding a t  a time, and measuring 
the voltages appearing in the other windings as a result of 
transformer action and rotation respectively. 
The above result for the general machine may now be 
applied for the particular case of the separately excited dc motor 
shown in Fig. 5.7. The operation of the dc motor is as follows. The 
field current iA in the field winding sets up a field MMF in line with 
the field winding. The field MMF is stationary in space. The armature 
current i, sets up an armature MMF stationary in space and in line 
with the brushes. The field MMF and the armature MMF are 
orthoganal to each other. The mechanical torque produced is 
proportional to the product of the field and the armature MMF's. 
Comparing Fig. 5.7 with the general machine given in Fig. 5.5, we find 
that the field winding corresponds to the stator winding A.  The 
armature winding corresponds to the quadrature axis winding q .  No 
other windings are present. The simplified voltage equations are 
The next performance equation is that of torque. The 
torque is obtained by applying the conservation of energy. The 
voltage equation may be separated into resistive drops, induced 
transformer voltages and rotary voltages. 
V = RI+LpI+Gw,I  (5.34) 
The input power is given by 
ITV = ITRI+ P h p r  + ITGCJ,I 
The RHS of Eq.(5.35) gives the power flow through the machine. The 
first term gives the copper losses. The second term is the rate of 
change of stored magnetic energy. The last term represents the 
power that is converted into mechanical output, which is the product 
of torque and angular velocity of the shaft. The angular velocity w, 
being a scalar, the torque is given by 
T = PGI = MAiAiq (5.36) 
The torque generated by the machine drives the mechanical 
system coupled to the motor. The dynamics of the mechanical 
system is given by 
MAiAiq = Jd or/ d t  +Bur + TL (5.37) 
where, J = moment of inertia; B = friction; 
fig. 5.7 A prac t i ca l  s e p a r a t e l y  exc i t ed  d c  m a c h i n e .  The s t a t o r  
c a r r i e s  t h e  fied w i n d i n g  A. The ro tor  is s u p p p i e d  t h r o u g h  
c o m m u t a t o r .  The s t a t o r  a n d  t h e  r o t o r  1M2MFJs a r e  
or thogonal  to  e a c h  o t h e r ,  
E g .  5.8 The e lec tr ica l  e q u i v a e n t  c i r c u i t  of  t h e  s e p a r a t e l y  exc i t ed  
d c  m a c h i n e .  The m e c h a n i c a l  s u b s y s t e m  of t h e  m a c h i n e  
is r e p r e s e n t e d  b y  its analog  e l ec t r i ca l  e q u i v a l e n t ,  
TL = load torque. 
The complete set of electrical and mechanical equations 
may be put conveniently into the electrical equivalent circuit shown 
in Fig. 5.8. 
5.6 Synchronous Machine 
In this section, the performance equations derived for the 
general slip-ring machine (Fig. A.l) in the Appendix 1 are used as a 
starting point to arrive a t  the performance equations and electrical 
equivalent circuit for the synchronous machine. 
The general commutator equivalent of the three phase 
salient pole machine considered in the Appendix 1 is governed by the 
(taken from Eq. (A.7) of Appendix 1) following equation. 
The various self and mutual inductance terms are fictitious and are 
related to the original machine parameters by the relationships given 
in Appendix 1. Alternatively they can also be directly measured if the 
transformed quantities (v,,uq,id,iq) are directly controllable and 
measurable by appropriate circuits from the physical variables 
(u,,v,,vb,$,iy,ib) of the machine. 
Now the above results may be applied to the particular case 
of a three phase synchronous motor drive shown in Fig. 5.9. The 
rotor carries balanced three phase windings ( r , y , b )  and excited by 
THREE 
PHASE 
POWER 
Fig. 5.9 A prac t i ca l  s y n c h r o n o u s  m o t o r .  The a r m a t u r e  is s u p p l i e d  
t h r e e  p h a s e  p o w e r  t h r o u g h  s l ip r ings ,  The field is o n  t h e  
s t a t o r  a n d  is supp l i ed  with dc p o w e r .  
balanced three phase power. The stator carries the field winding A 
excited by dc. The stator current iA sets up a stationary MMF in line 
with the stator winding. The rotor supplied with three phase power a t  
synchronous frequency sets up a rotating MMF, relative to the rotor. 
Since the rotor is rotating a t  synchronous speed, the rotor MMF is 
stationary. The developed torque is proportional to the cross 
product of the rotor and the stator MMF's. The field winding B of 
the general machine is absent. Therefore the rows and columns 
corresponding to winding B may be dropped from Eq. (5.38). The 
simplified system of equations is given by 
The voltage equation may be separated as before into 
resistive drops, induced voltages due to transformer action and 
induced voltages due to rotation. 
V = R I + L p I +  Gw,I (5.40) 
The input power is given by 
IT V = ITRI + I T L ~ I + I ~ G U , I  
The first two terms of Eq. (5.41) give the copper losses and the rate 
of change of stored magnetic energy respectively. The last term 
gives the mechanical output power. The output torque is given by 
T =  IT^^ = MAiAip + (Ld-Lq)idiq (5.42) 
The torque is made up of two parts. The first part (MAiAiq) is the 
torque due to stator excitation. The second part L - i d  is 
independent of the stator excitation and is due to the saliency of the 
pole structure. This part of the torque is called the reluctance 
torque. Reluctance torque is absent in non-salient pole (Ld=  Lq) 
machines. 
The mechanical system equation is identical to those given 
for dc machine in Section 5.5. 
T = $do,/ d t  +Bur+ TL (5.43) 
Fig. 5.20 The e lec tr ica l  equivaLent  c i r c u i t  of a s y n c h r o n o u s  
m a c h i n e .  The m e c h a n i c a l  s u b s y s t e m  of t he  m a c h i n e  is 
r e p r e s e n t a t e d  b y  its e l ec t r i ca l  ana log .  
Equation (5.39) though compact and adequate 
mathematic ally, does not give an elegant equivalent circuit. For this 
purpose the various self'inductances in Eq. (5.39) may be written as 
the sum of respective leakage inductances and mutual inductances 
as  given below. 
From Eq. (5.44), the equivalent circuit readily follows and is given in 
Fig. 5.10. The flux linkages in the d and q axes are named Ad and A, 
respectively. 
5.7 Induction Motor 
From the voltage equations obtained from the Appendix 1 
for the induction machine, we go on in this section to arrive a t  an 
electrical equivalent circuit for the induction motor. The voltage 
equations for the induction motor referred to a rotating orthogonal 
reference frame (rotating a t  dp/dt) is given by (taken from Eq. 
(A.10) 
The convenient reference frame to choose is drp/dt = w,, the 
electrical frequency of the three phase supply. Under this case all 
the transformed quantities are  de quantities. Further, the various 
self inductance terms may be decomposed into leakage and mutual 
inductances to arrive a t  an elegant equivalent circuit. 
L 1  = M+L, ,  
L2 = M +  Liz 
The power relationship is given by 
P V  = ITRI+ ITLpI+  ITGwrI 
f i g .  5.11 The e lec tr ica l  e q u i v a l e n t  c i r c u i t  of  an i n d u c t i o n  m o t o r .  
The m e c h a n i c a l  s u b s y s t e m  of t h e  m a c h i n e  is 
r e p r e s e n t a t e d  by its e l ec t r i ca l  analog .  
The mechanical system of equation is as before given by 
T = J d w , / d t + B w , + T L  (5.50) 
From Eqs. (5.47) and (5.50), the overall electrical equivalent circuit 
for the induction motor drive is given by Fig. 5.1 1. 

CHAPTER 6 
CONTROL OF EMCTRICAL DRIVES 
Electrical drive systems provide a convenient means of 
operation of industrial machinery. The high reliability and great 
versatility of electrical drives have resulted in their widespread 
application. A frequent requirement of industrial drives is the 
capacity for efficient control of mechanical quantities of torque, 
speed etc. The function of power conversion and power conditioning 
(torque control, speed control) can be combined together. The 
mechanical counterparts of power conditioners (such as gear trains, 
clutches, etc.) do not enjoy this advantage. 
In Chapter 5, the general theory of electrical machines was 
reviewed. The operation of different types of machines was outlined 
and the performance equations derived. 
DC motors had occupied a wide spectrum of applications for 
variable speed drives, because of their simplicity and versatility of 
control. The simplicity is obtained owing to the typical mechanical 
construction of the DC machine. The mechanical commutator in the 
DC machine and the brush orientation leading current into the 
armature enables orthogonality between the magnetomotive force 
(MMF) produced by the armature current and the main excitation 
MMF. As a result, for any given excitation to the DC machine, the 
armature voltage determines operating speed and the armature MMF 
determines the developed torque. Under constant excitation, the DC 
motor is essentially a linear system resulting in the simplicity of 
control. 
On the other hand the presence of commutator and brushes 
contribute to the wear and tear, and the consequent maintenance 
overheads of the drive. These disadvantages have led to the 
application of AC machines, which are robust in construction, for 
variable speed applications [12]. 
Polyphase synchronous and asynchronous motors, when 
supplied from a constant frequency, polyphase bus, operate a t  fixed 
speed (synchronous motors) or nearly fixed speed (asynchronous 
motors). They may be operated a t  variable speed when supplied 
from a variable frequency source. Conversion of power to polyphase 
variable frequency system became viable with high speed solid-state 
switches, opening up the application of AC motors for variable speed 
applications. Different converter topologies such as voltage fed 
inverter, current fed inverter, etc., are being used for the purpose. 
Different modulation techniques such as pulse width modulation 
(PWM), pulse amplitude modulation (PAM), etc., are used to control 
the amplitude of the output voltage and to minimize the hormonic 
content of the output polyphase power, 
From the point of view of the motor being controlled 
different mathematical descriptions (voltage fed machine, current fed 
machine, stationary refernce frame, rotating reference frame, etc.) 
exist giving rise to different control options such as current fed 
operation, constant volts/hertz operation, etc. More recently, the 
rotating reference frame description of the machine and the vector 
control or the field oriented control is being very successfully 
applied for superior dynamic performance of the a.c. drive [13]. 
One c o m o n  feature among all the above control methods 
is that there is a converter (switching power processor) with its 
characteristic control loop (phase control, quasi-square wave control, 
PWM, etc.) and dynamics; and there is a motor (synchronous or 
asynchronous) with its static and dynamic characteristics. The two 
are then combined together to develop an overall model. Suitable 
feedback techniques are then employed to achieve the control 
objective such as speed control, position control, etc. 
In contrast to the above, the theory of variable structure 
systems and the concept of sliding mode control may be used on the 
power processor and the motor together to develop a control 
strategy that is integrated to the final control objective namely 
speed control, position control, etc. 
In this chapter, the principle of sliding mode control is 
applied for the speed control of dc motors and brushless dc (BLDC) 
motors. Useful criteria are  developed for the design of speed 
controllers for these machines. The design methods are then verified 
from experimental results. 
The dc motor drive controlled by a switching converters is 
described in Section 6.1. The method of control is described through 
the phase plane description of the dc motor. It will be noticed that 
the speed control of the dc motor is mathematically analogous to the 
voltage control of the buck dc-to-dc converter described in Chapter 4. 
The design inequalities are derived for the existence of sliding mode 
control. Practical considerations are highlighted and the practical 
design criteria along with the experimental results are presented. 
Measurement of speed in drive applications is usually done 
with a tachogenerator, which is one of the expensive components in the 
control loop. For low cost drives, an interesting application of sliding 
mode control is the estimation of speed from the electrical quantities of 
the drive. Section 6.2 describes such a speed estimator for a dc motor 
along with experimental results. 
The performance equations and the operation of the 
synchronous motor were given in Chapter 5 .  The BLDC motor is a special 
case of the synchronous motor. Section 6.3 describes the BLDC motor 
and the simplified equivalent circuit of the BLDC motor. Current 
controlled operation and speed controlled operation are both discussed 
along with the respective control strategies. 
The field oriented control developed in Section 6.3 requires the 
physical variables (phase currents) of the motor to be transformed to 
rotating reference frame ( d - q  axes) variables. Section 6.4 describes 
the practical aspects of hardware associated with the transformations. 
Practical design criteria are developed to relate to the dynamic 
performance of the drive. Results on current-controlled operation and 
speed-controlled operation are then presented. 
The practical design of field oriented control explained in 
Section 6.4, though mathematically exotic, is quite inexpensive to 
realize using digital circuit blocks. However further simplifications 
leading to more economy is feasible for certain applications. Section 
. 
6.5 explains simplified approximate realizations of the 
transformations. Experimental results are presented showing that the 
difference in performance after the simplifications is imperceptible. 
6.1 De Motor Drive 
Figure 6.1 shows the chopper-driven dc motor. The 
electrical equivalent circuit of the drive under constant excitation 
together with the power converter is shown in Fig. 6.2. The 
electrical equivalent circuit represents a completely electrical analog 
of the electromechanical system consisting of the motor and its 
mechanical load. The transformer shown in Fig. 6.2 represents the 
electromechanical torque conversion taking place in the motor. The 
secondary side current in the electrical equivalent circuit is 
analogous to the torque generated in the motor. The moment of 
inertia and the friction of the load appear as analogous capacitance 
and conductance in parallel in the equivalent circuit. The constant 
current load and the output voltage are analogs of the load torque 
and the shaft speed respectively. It will be noticed that the speed 
control of the constant excitation dc motor and the voltage control 
of the buck dc-to-dc converter are analogous problems. The 
performance equations of the drive given by Eqs. (5.33) and (5.37) in 
Chapter 5 for general dc motors are given here for the case of the 
AIR GAP FLUX 
L= ARMATURE 
INDUCTANCE 
R= ARMATURE 
RESISTANCE 
J= INERTIA 
6- FRICTION 
TL= LOAD TORQUE 
u= SHAFT SPEED 
Fig. 6.1 Chopper-dr iven  d c  m o t o r  - de f in i t ion  of t e r m s  a n d  
de f in ing  e q u a t i o n s  u n d e r  c o n s t a n t  exc i ta t ion .  
6.2 The e lec tr ical  e q u i v a l e n t  c i rcu i t  of t he  chopper -dr iven  d c  
m o t o r .  The s y s t e m  s t r u c t u r e  is analogous  to the  b u c k  
dc-to-dc c o n v e r t e r  with the  speed  of the  m o t o r  be ing  
anaLogous t o  t h e  o u t p u t  vol tage  of t h e  buck  dc-to-dc 
conver te r .  
constant excited dc motor 
where, 
L = Armature inductance; R = Armature resistance; 
KE = Back emf constant; w = Angular velocity of rotor; 
TL = Load torque; KT = Motor torque constant; 
i = Armature current; v, = Source voltage; 
J = Moment of inertia of load; 
B = Friction coefficient of load; 
u. = Discontinuous control, *I. 
The torque constant KT and the back emf constant K' are 
numerically equal in MKSA system of units. The above description is 
valid a t  all times. The control input z~ is the only discontinuous 
variable and takes on the value of either +1 or -1 depending on the 
switch position. The impressed voltage to the armature is 
correspondingly positive or negative leading to the possibility of 
bidirectional speed control. After some manipulation, the system 
Eqs. (6.1) and (6.2) may be put in the following form: 
where, 
and w*  is the desired speed. Again it may be noticed that the 
system representation in Eq. (6.3) is identical in form to the buck 
dc-to-dc converter given in Chapter 4, Eq. (4.24). The system states 
have been assigned as the output speed error and its derivative, so 
that the desired operating point is given by the state vector x = 0. 
The control problem now reduces to establishing a switching strategy 
to select an appropriate u a t  any instant of time to meet the 
dynamic requirements of the system. 
We recall that the system order being 2 (n = 2), and the 
number of control inputs being 1 (m = I), it is possible to achieve 
under sliding control an overall response of order 1 (n-m =I). 
Suppose that it is desired to achieve a response of zero steady-state 
error and a stable first-order transient response with a time 
constant of T.  These requirements are translated into a sliding 
boundary in the state space given by the following differential 
equation: 
a b - w * )  = 0 ( o - o * ) + r  dt 
In matrix form Eq. (6.4) may be expressed as 
a is a weighted sum of the states of the system and o = 0 may be 
visualized as  a line in the two-dimensional state space. Having 
related the steady state and the dynamic requirements into a 
suitable switching boundary, the next step is to establish the 
conditions for the existence of sliding mode along the chosen 
switching boundary. The general existence conditions are  
lim b < 0, and lim b > 0 
a>O a<O 
Let the control inputs be, 
u+ for CT > 0 
= (  u- for a < 0 
Equation (6.6) now yields 
GA*X+GB*u++GT* for  o > 0 
* = [  GA *X+ GB*u-+ GT* for  o < 0 
The control input is now chosen as 
u+ = -1 and u- = +1 
For the selected control inputs, Eq. (6.8) reduces to 
Equation (6.10) may be interpreted as  follows. The dc quantities in 
Eq. (6.10) give the condition on the direction of average motion of 
the system which is 
(6.11) 
where 
w*  = steady-state desired speed. 
I* = steady-state armature current a t  desired speed and load. 
The time varying quantities in Eq. (6.10) (terms containing 
d(w-we) /&. )  give the condition on the motion of the system in 
between switchings, which is 
Equation (6.12) gives the condition on the best transient response 
obtainable. For machines whose electrical and mechanical time 
constants are  well separated ( B / J < < R / L )  one may say that the best 
transient response time constant achievable is the same as the 
electrical time constant of the motor. Such a design would result in 
large inrush of armature current during transients. In practice the 
rated armature current of the motor must not be exceeded. 
Therefore the rated armature current limits the rate of speed 
correction (acceleration or deceleration) during transients resulting 
in a response time which is usually higher than that  given by Eq. 
(6.12). 
6.1.1 Dc Motor Drive in the Phase Plane 
The relevant steps in designing a sliding mode speed 
controller for the dc motor drive was seen in the previous section. It 
is worthwhile to briefly see the same aspects related in a graphical 
way through the phase plane description of the dc motor drive. 
Figure 6.3. shows the phase plane description of the sliding 
mode speed controller for the dc motor. The axes of the phase 
plane are assigned as speed error and its derivative. The sliding line 
o = 0 shown in Fig. 6.3 consists of three sections. The central portion 
of the sliding line is the same as explained in the last section. For 
large errors the sliding line is shaped such that the maximum 
acceleration and deceleration are limited thereby incorporating 
overcurrent protection to the drive. The control inputs, namely the 
switch position and the applicable equivalent circuits, are  also shown 
in Fig. 6.3 corresponding to the two regions in the phase plane. The 
steady state operating points for each control inputs are also shown. 
I t  may be noticed that the dc motor drive and the buck dc-to-dc 
converter, being analogous systems, both lead to identical phase 
plane descriptions. 
In order to be able to directly extend this concept of 
control later on to the BLDC motor, it is worthwhile to understand 
the switching decision (u = +l o r  u = -1) qualitatively. This is 
necessary because the switching converter for driving the polyphase 
motor has three pairs of switches corresponding t o  the three 
phases of the motor. Accordingly a t  any instant three switch 
positions are to be determined. To enable this the switch inputs 
f ig .  6.3 Chopper -dr i ven  d c  m o t o r  in t h e  p h a s e  p l a n e .  The s l id ing  
l i n e  p a r t i t i o n s  t h e  p h a s e  p l a n e  in t w o  h a l v e s .  m e  contro l  
a n d  m o t o r  e q u i v a l e n t  c i r c u i t  in e a c h  h a l f  is s h o w n .  The 
s t e a d y  s t a t e  opera t ing  po in t  f o r  e a c h  of t h e  contro l  
i n p u t s  u =ui a n d  u = u- are  a lso  s h o w n .  
(u = +1 o r  u = -1) may be qualitatively stated as "accelerate" 
(u = +1) and "decelerate" (u = -1). Later on these qualitative switch 
input cornrnands "accelerate" and "decelerate" will be related through 
a look-up table to the three phase switch inputs, when applied to 
BLDC motor control. 
6.1.2 Practical Design Considerations 
The sliding mode speed controller for the dc motor drive 
was explained in its simplest form in the foregoing sections. The 
control law is extremely simple. To realize the control law given by 
Eq. (6.9), it is necessary to find out the location of the system RP in 
the phase plane with reference to the sliding boundary o = 0. This 
involves the measurement of the switching function u which is a 
weighted sum of the speed error and acceleration. Speed may be 
conveniently measure by means of a tachogenerator. We recall that 
in the analogous problem of dc-to-dc converter the derivative of the 
output voltage was available as the current through the output 
capacitor current. In the dc motor drive the derivative of output 
speed is not physically accessible. Therefore the alternative method 
of setting up the sliding line in terms of the output speed and 
armature current (analogous to output voltage and inductor current 
in the buck dc-to-dc converter) is used. In the following sections 
sliding mode control and linear control theory are combined in order 
to set  up a practical sliding line and then to relate the response to 
the desired response. 
The sliding line is set up in terms of armature current 
error and the output speed error. 
~ ( t )  = ( w - u * ) + R S r  (6.13) 
5 is the armature current error, and w*  is the desired operating 
speed. Rs is the design parameter and is usually the current 
measuring resistance. When the friction is low and the load torque 
is constant or slowly varying, Eq. (6.2) may be approximated as  
The sliding line equation being a linear differential equation, one may 
represent the same in frequency domain as well. 
a(s) = ( a - w * )  + R , ~ ( s )  (6.15) 
Under sliding mode control u = 0. Substitution of Eq. (6.14) into Eq. 
(6.15) yields an overall response of 
We do get a resultant first order response. However unlike real 
sliding mode control, now the response time is a function of the 
design parameter Rs and the motor parameters J and KT as well as 
(7 = JR, / KT). 
In Eq. (6.15) the sliding line is set  up as a linear 
combination of the speed error and the current error. To measure 
the current error, the steady state current (I*) will have to be 
subtracted out of the armature current. The simplest way to realize 
this is by means of a high-pass filter. Further, speed measurement 
from tachogenerator also requires filtering due to the commutator 
noice present in the tachogenerator output. Therefore in practice, 
the sliding line is set up incorporating suitable prefilters. Equation 
(6.17) gives the practical sliding line in the frequency domain. 
The current measurement circuit has an inverted pole. Speed signals 
are also measured with the same inverted pole. Inverted zeroes have 
been added to the speed signals in order not to lose their steady 
state values. Equation (6.17) may be put in the following form for 
convenience. 
Under sliding mode control cr*(s) is maintained to be zero, 
leading to the following closed loop response 
The response as seen by Eq.  (6.19) is a second order response,and 
provides suitable design criterion. T ,  is the current filtering time 
constant and is chosen higher than the electrical time constant of 
the motor. The current gain R, is selected to obtain the desired 
response time. The inverted zero frequency (1 / r2 )  of speed 
measurement is chosen to obtain the desired damping. 
Fig, 6.4 S l id ing  m o d e  con t ro l l e r  for  t h e  chopper -dr i ven  dc  m o t o r .  
m e  s l id ing  l i n e  is m a d e  u p  of  a l i n e a r  c o m b i n a t i o n  of 
t h e  s p e e d  e r r o r  a n d  t h e  a r m a t u r e  c u r r e n t  with 
appropr ia te  pre f i l t e r s .  Overriding o v e r c u r r e n t  p ro tec t ion  is 
also  i n c o r p o r a t e d .  
The circuit schematic of the speed controller is shown in 
Fig. 6.4. The circuit was tested with a dc machine with the following 
parameters. 
KT = 0.09 Nw.m/amp; J = 6.453-4 Nw.m sec2/rad; 
B = 7.11E-4 Nw.m sec/rad; R = 3.83 ohms; 
L = 3.94 mH. 
The current filtering time constant (7 , )  is chosen as 10 ms - in 
between the electrical time constant(1 ms) and mechanical time 
constant(0.9 s) of the motor. The current gain (R,) and the speed 
prefilter time constant 7~ are chosen t o  achieve the desired 
response time and adequate damping respectively. 
Figures (6.5) and (6.6) show the starting transient of the dc 
motor drive for two different compensator designs. 
6.2 Estimation of Speed Using Sliding Mode 
In this section, the principle of sliding mode control is 
applied to estimate motor speed. This is of special interest in 
position control servos where the speed feedback is necessary only 
for achieving the dynamic properties of the drive, and the steady 
state accuracy is determined by a primary position sensor feedback. 
Conventionally the speed estimation is done by an analog 
controller as shown in Fig. 6.7, with motor current and voltage as 
feedback signals. From Fig. 6.7, 
i = Armature current; v = Armature voltage; 
TRACE 1: 
SPEED 
20%/DIV 
TRACE 2: 
CURRENT 
67%/DIV 
SLIDING LINE: 
SECOND ORDER 
~ = 3 0 . 9  rad/sec 
Q = 1.04 
6.5 S tar t ing  t r a n s i e n t  of  t h e  c h o p p e r - d r i v e n  dc  m o t o r  with 
s l id ing  m o d e  con t ro l l e r .  The i n i t i a l  c o n s t a n t  acce le ra t ion  
r e g i o n  c o r r e s p o n d s  to  c u r r e n t  l i m i t e d  r e g i o n  of operat ion .  
TRACE 1: 
CURRENT 
67%/DIV 
TRACE 2: 
SPEED 
20%/DIV 
SLIDING LINE: 
SECOND ORDER 
6.6 S tar t ing  t r a n s i e n t  of  t h e  chopper-driven,  dc  m o t o r  with 
s l id ing  m o d e  con t ro l l e r .  The i n i t i a l  c o n s t a n t  acce le ra t ion  
r e g i o n  c o r r e s p o n d s  t o  c u r r e n t  Limited r e g i o n  of opera t ion .  
. 6.7 Cont inuous  control  speed  e s t i m a t o r .  The d y n a m i c  block is 
t h e  m o d e l  of t h e  m o t o r .  The c o m p e n s a t o r  g a i n  K 
d e t e r m i n e s  the  a c c u r a c y  of the  e s t i m a t e d  speed  y .  
R = Armature resistance; L  = Armature inductance; 
K = Compensator gain; y = Output speed signal. 
Usually the electrical frequency ( R / L )  of the motor is much higher 
than the desired bandwidth of the estimator. Further if the 
compensator gain K is chosen large (K>>R) Eq. (6.20) reduces to 
y ( s )  FZJ v ( s ) - B ( s ) - s L i ( s )  = K* (6.2 1) 
The closeness of this approximation depends on K; the higher the 
compensator gain, the better is the accuracy of the estimated speed. 
As an alternative to the above, it is possible to build such 
an estimator based on sliding control. Consider the electrical sub- 
system of the machine 
f ig .  6.8 Sl iding m o d e  speed  e s t i m a t o r .  The d y n a m i c  block is t h e  
m o d e l  of t he  m o t o r .  The c o m p a r a t o r  with h y s t e r e s i s  
m a k e s  u p  t h e  s l id ing  control ler .  The l o w  p a s s  f i l ter  
m e a s u r e s  the  averaged  s p e e d  s igna l .  
TRACE 1: 
SPEED ESTIMA TE 
20%/DI V 
TRACE 2: 
TACH0 OUTPUT 
2O%/DIV 
f ig .  6.9 The speed e s t i m a t e  ( trace 2) a n d  t h e  speed  m e a s u r e d  
t h r o u g h  a tachogenera tor  ( trace 1 )  a r e  c o m p a r e d .  *eed 
e s t i m a t e  is s h o w n  i n v e r t e d  for  ease  of c o m p a r i s o n .  
We may construct a model of the motor given by, 
If the current (&) in the model is made equal to the current (i) in 
the motor, then comparison of Eqs. (6.22) and (6.23) shows that  u,u 
equals the motor back emf, which may be used as  a speed signal. 
Equation (6.23) is the model of the motor. The objective is to control 
the current in the model (&) equal to the current in the motor, by 
means of the control input u .  This is a first order system with one 
control. The sliding mode control effectively reduces to a bang-bang 
control: 
0 = i,-i (6.24) 
1 +1 for a > 0 
"=[-I for Q < o  
I t  may be verified that  the sliding condition given by Eq. (6) 
is satisfied when v, > v +Rim,. The average value of the 
discontinuous signal vgu equals the back emf and proportional to 
the speed. Figure 6.8 shows the sliding mode speed estimator. I t  
may be pointed out here that  the ideal sliding mode speed estimator 
and the ideal analog speed estimator a re  the same (zero hysteresis 
and infinite compensator gain respectively). Figure 6.9 compares 
the speed estimator output with the tachogenerator output. 
6.3 Brushless Dc Motor Drive 
In Chapter 5, the operation and performance equations of 
the synchronous motor were outlined. The BLDC motor is a special 
case of a synchronous motor drive. In this section, the BLDC motor 
equivalent circuit is derived following the transformations explained 
in Chapter 5, and Appendix 1. In Appendix 1, the transformations 
were treated simply as mathematical artifices employed to simplify 
the mathematical description of different machines. In this Section 
the transformations on the permanent magnet synchronous motor 
(BLDC motor) leading to the rotating reference frame equivalent DC 
motor description are interpreted physically a t  every step. The 
system equations are written down directly in each reference frame, 
and the description in different reference frames are related to each 
other using some physical criterion. The reason to follow this 
method is that  the mathematical transformations explained in 
Chapter 5, and Appendix 1 are firmly anchored to physical 
interpretations and the inter-relationship between the physical 
constants of the machine in different frames of reference is more 
readily apparent. 
The principle of sliding mode control is then applied for the 
speed control of BLDC motor. Practical design criteria are  then 
developed and experimental results presented. 
6.3.1 Permanent Magnet Synchronous Motor 
Figure 6.10 shows the construction of the permanent 
magnet synchronous motor. The rotor is without saliency and carries 
surface mounted permanent magnets providing the rotor MMF. The 
stator carries symmetrically distributed three phase windings. The 
stator is excited with balanced three phase power. The three phase 
currents in the stator windings produce stator MMF which is rotating 
in the airspace of the machine a t  the same speed (synchronous 
speed) as the electrical frequency of the stator power supply. The 
interaction of the stator MMF and the rotor MMF produce the torque. 
Average torque exists only when the rotor speed is the synchronous 
speed. Compared with the generic synchronous motor explained in 
Chapter 5, the following differences in the case of the permanent 
magnet synchronous motor may be noticed. The armature is on the 
f ig .  6.10 Cons t ruc t ion  of  a p e r m a n e n t  m a g n e t  s y n c h r o n o u s  m o t o r .  
7he s ta tor  c a r r i e s  b a l a n c e d  t h r e e  p h a s e  w i n d i n g s .  The 
e x c i t a t i o n  is prov ided  b y  p e r m a n e n t  m a g n e t s  f ixed o n  
t h e  p e r i p h e r y  of  the r o t o r .  
stator. The excitation field is on the rotor. The excitation MMF is 
fixed, and provided by permanent magnets mounted on the surface 
of the rotor, 
6.3.2 Brushless Dc Motor 
It was mentioned that the synchronous motor has net 
average torque only when the rotor speed is the same as the 
synchronous speed of the three phase power supplied to the 
armature. The brushless dc operation of a synchronous motor is 
obtained in the following manner. The power supplied to the 
armature is related to the physical position of the excitation field in 
the airspace of the machine such that the synchronous speed of the 
ac power fed to the armature a t  all times equals the rotor speed. 
Due to this closed loop relationship between the rotor speed and the 
armature power frequency, the motor runs in synchronism a t  all 
speeds and net average torque exists a t  all speeds. 
6.3.3 Performance Equations of BLDC motor 
In this section, the various transformations leading to the 
transformation of the permanent magnet synchronous motor into the 
equivalent d-q axes machine are applied to obtain the performance 
equations of the BLDC motor. Figure 6.11 shows the essential 
construction of the permanent magnet synchronous motor. The 
physical structure of the rotor is represented by the innermost 
circle. The rotor carries the permanent magnets providing constant 
field excitation. The rotor MMF in the absence of stator currents sets 
up an airgap flux of pd. The outermost annular ring in Fig. 6.1 1 
represents the physical structure of the stator. The stator phase 
windings A,B and C are shown schematically to coincide with the 
direction in which the respective MMF's are oriented. The 
intermediate annular rings in Fig. 6.1 1 represent fictitious structures 
which are helpful in stepping through the various transformations 
and are explained as we go along. 
The defining equations of the machine are in three parts. 
First is the electrical subsystem definiton relating the electrical 
quantities of the machine. The definition of the electrical subsystem 
depends on the chosen frame of reference. The second part is the 
electromagnetic subsystem of the machine indicating the mechanism 
of torque generation. The electrical quantities in the torque 
relationship again depend on the chosen frame of reference. The last 
part is the mechanical subsystem relating the break-up of the 
generated torque into load, friction and inertia. The selection of a 
frame of reference is to simplify the definition of the electrical 
subsystem and does not change the definition of the mechanical 
subsystem. 
The definition of the mechanical subsystem is independent 
of the frame of reference and is given by 
d w  J - t B w + T L  = T, d t  (6.26) 
where the quantities J,B,TL and w are as defined earlier in Section 6.1 
and T, is the generated torque. 
Pig. 6.11 A,B,C to  a ,  @ to  d ,  q t r a n s f o r m a t i o n s .  The o u t e r m o s t  
annular r i n g  a n d  t h e  i n n e r m o s t  c i rc le  r e p r e s e n t  t h e  
p h y s i c a l  s ta tor  a n d  t h e  p h y s i c a l  ro tor  r e s p e c t i v e l y .  The 
second  annular r i n g  f r o m  ou t s ide  r e p r e s e n t s  a f ic t i t ious  
e q u i v a l e n t  t w o  p h a s e  r o t o r  w h i c h  w h e n  exc i t ed  by 
appropr ia te  t w o  p h a s e  c u r r e n t s  w o u l d  r e s u l t  in t h e  
s a m e  m a c h i n e  p e r f o r m a n c e .  The th i rd  annular r i n g  
f r o m  ou t s ide  r e p r e s e n t s  a f ic t i t ious  t w o  p h a s e  e q u i v a l e n t  
' f o tor" ,  which w h e n  c a r r y i n g  d c  c u r r e n t s  ( Id ,  a n d  Iq) 
r e s u l t s  in t h e  s a m e  p e r f o r m a n c e  as t h e  or ig inal  
m a c h i n e  . 
The electrical subsystem equations are  dependent on the 
frame of reference. In the physical stationary reference frame 
(stator represented by the outermost circle and the rotor 
represented by the innermost circle in Fig. 6.1 1 the stator 
electrical circuit equations may be written from first principles as 
below. 
where 
Lm = self inductance of phase windings; 
Rx = resistance of phase windings; 
Lxr = mutual inductance between phase windings X and Y; 
qXd = flux linkage to winding X due to rotor flux p d ;  
Vx = phase voltage; IX = phase current. 
Under the assumption of s y m e t r i c a l  balanced 3 phase 
windings, without neutral conductor and sinuzoidal flux distribution, 
Notice that  LXy is defined with a negative coefficient due to the 
selection of the current directions in Fig. 6.1 1. Equations 
(6.27),(6.28) and (6.29) may then be simplified as 
The generated torque is the sum of the torques due to the 
interaction between the rotor MMF and each of the stator phase 
current MMF's. The generated torque due to each of the stator 
phase currents depends on the rotor position. The total torque is 
given by 
T, = Kpd IAsin(3300 + w t )  +IBsin(1500 + a t )  +lcsin(900 +wt)  I I 
where K is a proportionality constant with proper dimensions and wt 
is the instantaneous angular position of the rotor. Equation (6.31) 
may be further simplified as  
In Eq. (6.30) the rotor position is implicit through the terms qXd. In 
Eq. (6.32) the rotor position is explicit. Equations (6.30) and (6.32) 
define the electrical and the electromagnetic subsystems in the 
physical stator reference frame. The electrical quantities appearing 
in these equations are the same as what can be measured in the 
stator circuit. 
The currents in the stator phase windings of the motor 
produce an MMF in the active plane of the motor, which interacting 
with the rotor MMF in the same plane produces the required torque. 
This stator MMF may very well be produced by an equivalent stator 
with two phase orthogonal windings carrying two phase ac currents. 
The first step in simplifying the system equations is to transform the 
stationary reference frame three phase stator equations (Eqs. (6.30) 
and (6.32)) to an equivalent stationary reference frame, two phase 
stator equations. 
The second annular ring from outside in Fig. 6.1 1 
represents this fictitious stator with two phase windings on it (a and 
#?) as shown. Again from first principles the circuit equations and 
torque equation may be written down as below. 
The subscripted quantities represent the fictitious two phase stator 
electrical quantities. The machine constants in the equivalent 
fictitious two phase system are shown with asterisks. Their 
relationship to the original machine constants is yet to be 
established. 
The next step is to find the relationship between the A,B,C  
system and the a,@ systems. To do this we invoke the condition that 
the torque developed in both the systems are equal. Comparing Eqs. 
(6.32) and (6.34), we get 
la = -*IA/ 2 + *I3/ 2 
I@ = -IA/ 2 - jB/ 2 + Ic 
From Eqs. (6.35) and (6.30), we get 
R' = R ; L' = Ls+LM 
va = -*vA/2 + * ~ 3 /  2 
v,$ = - v A / 2  - v B / 2  + vc 
$ad = -*$Ad/ 2 + 2 
$@d = -$Ad/  2 - q m /  2 + ?(XI  
Now the system equations in the two phase stationary reference 
frame (a,@ axes) may be written as 
T, = Kpd( lPcos  w t  -Iasin w t )  (6.38) 
Notice that the system equations are still functions of rotor position. 
Just as before the rotor position is implicit in Eq. (6.37) and explicit 
in Eq. (6.38). The electrical quantities appearing in Eqs. (6.37) and 
(6.38) are fictitious quantities in the sense that they are not 
accessible a t  any point in the actual machine. 
Polyphase currents in the stator a t  synchronous frequency 
produce an MMF rotating in the machine airspace in synchronism 
with the rotor MMF. The interaction between these stator and rotor 
MMF's produce the required torque. The rotating stator MMF may 
very well be produced by an equivalent set  of windings rotating in 
space a t  synchronous speed but carrying dc currents. The next step 
in simplifying the system equations is to transform the system Eqs. 
(6.37) and (6.38) in the two phase stationary reference frame into a 
two phase frame of reference rotating in space at  synchronous 
frequency. 
The third annular ring from outside in Fig. 6.11 represents 
this fictitious rotating structure carrying dc currents (Id and I,) in 
the two phase windings ( d  and q windings). The electrical circuit 
equations and the torque equation may be directly written as 
Notice that  apart  from resistive and inductive drops, the phase 
windings also have speed voltage term because the d,q windings are 
rotating in space. The machine parameters are  shown with asterisks, 
because their relationship to the original machine parameters are  
yet to be established. We now invoke the condition that  the MMF's 
produced by the d,q  windings are  the same as those produced by the 
a$ windings and the generated torque in both the systems are equal. 
Comparing Eqs. (6.38) and (6.40), we get 
I, = lasin ot -Igcos wt 
Equating d axis MMF's, we get 
Id = -1,cos o t  -Igsin ot 
From Eqs. (6.41) and (6.42), the inverse relationship is also obtained. 
I, = -&cos wt +&sin wt 
IB = -Idsin w t  -I,cos wt 
Further, assumption of sinusoidal flux distribution leads to 
where qd is the maximum flux linkage due to rotor flux to stator 
(a,/?) windings. Substitution of Eqs. (6.43) and (6.44) into Eqs. (6.37) 
and (6.38) leads to 
Equations (6.45) and (6.46) describe the system in synchronously 
rotating frame of reference. As expected the electrical quantities in 
Eqs. (6.45) and (6.46) are all dc quantities. They are  independent of 
rotor position. Again the electrical quantities as expressed in Eqs. 
(6.45) and (6.46) are fictitious in the sense that they are  not directly 
accessible a t  any point in the actual machine. 
E g .  6.12 m e  e lec tr ica l  e q u i v a l e n t  c i r c u i t  of  t h e  p e r m a n e n t  
m a g n e t  s y n c h r o n o u s  m a c h i n e  in the  s y n c h r o n o u s l y  
ro ta t ing  ( d , g )  r e f e r e n c e  f r a m e .  m e  vo l tages  (Vd ,  V,) a n d  
t h e  c u r r e n t s  ( Id , fq)  a r e  d c  q u a n t i t i e s .  
In the case of permanent magnet synchronous motor the 
effective airgap between the rotor and stator is large, on account of 
the fact that  the relative permeability (h) of the permanent magnet 
material is nearly unity. As a result the cross coupling terms 
( ( L s + ~ M ) ~ ~ q  << vd, (LS+LM)oId <<PdO ) in E q .  (6.45) are negligible, 
leading to the following approximations. 
The constants $d and -Kpd have been replaced in the Eqs. (6.47) and 
(6.48) by the more familiar back emf constant KE and the torque 
constant KT. The system of Eqs. (6.26), (6.47) and (6.48) may be 
more conveniently represented by the equivalent circuit shown in 
Fig. 6.12. 
6.3.4 Control Strategy of BLDC Motor Drive 
The BLDC motor drive consists of a switching converter and 
a permanent magnet synchronous motor. The converter is controlled 
in such a way as to provide ac power to the armature a t  
synchronous frequency a t  all operating speeds. Or, equivalently, the 
armature MMF a t  all speeds is maintained a t  a fixed phase angle with 
respect to the excitation MMF. The BLDC motor drive consisting of 
the synchronous motor and the switching converter is shown in Fig. 
6.13. First current-fed operation of the BLDC motor is developed. 
Speed regulation under sliding mode control is explained in a 
subsequent section. 
=r "g 
i 
Fig. 6.13 Power  c i r c u i t  of t he  BLDC m o t o r .  The s w i t c h e s  are  
s y n c h r o n i z e d  to the  ro tor  p o s i t i o n  a n d  a r e  t h e  e lec tronic  
c o u n t e r p a r t  of t he  m e c h a n i c a l  c o m m u t a t o r  in t h e  dc  
m o t o r .  
In the d-q  frame of reference, the rotor MMF is constant in 
magnitude and oriented along the d axis fixed to the rotor. The 
stator MMF along the q  axis determines the instantaneous torque 
( T  = pdIq).  The stator MMF along the d  axis does not contribute to 
the developed torque. The operating principle of the BLDC motor in 
the d-q  frame of reference may be stated as follows. The current Id, 
which does not contribute to useful torque is maintained zero a t  all 
times. The current I,, which is responsible for the developed torque, 
is maintained a t  such a magnitude and polarity as to develop the 
desired torque. The control strategy of the current fed BLDC motor 
is then to achieve Id = 0 and I, = I,', where I,* is the desired g axis 
current. The equivalent circuit of the current fed BLDC motor is 
shown in Fig. 6.14. 
The essence of the control problem of the current fed BLDC 
motor drive is to relate the requirements of the d-q axes currents 
(h = 0 and Ip = I,') into a suitable switching strategy for the three 
switches in the converter. This is done best in the following 
graphical manner. Figure 6.15 shows the active plane of the 
machine. The rotor is shown frozen a t  an angular position of 15". The 
orientation of the d  axis is fixed en the rotor and coincides with the 
rotor MMF direction. The orientation of the q  axis is also fixed on 
the rotor and normal to the d  axis. The directed arrows in Fig. 6.15 
represent the direction of the steady state stator MMF's for the 
different switch positions shown alongside. For example, switch 
inputs (A , ,B , ,C , )  produces a steady state MMF vertically upwards in 
the active plane of the motor. For the rotor position (15") shown in 
Fig. 6 .14  Equ iva len t  c i r c u i t  of t h e  c u r r e n t  f e d  BLDC m o t o r  (with 
1, = 0). The m e c h a n i c a l  s y s t e m  c o n s i s t i n g  of t he  i n e r t i a  (4, f r i c t i o n  (B) ,  a n d  t h e  load  torque  (TL)  is r e p r e s e n t e d  
by  t h e i r  e lec tr ica l  ana log .  
Q ax is  L\ ~ 1 . ~ 1 .  co 
f ig .  6 . 1 5  S t e a d y  s ta t e  a r m a t u r e  MMF f o r  t h e  v a r i o u s  i n v e r t e r  
s w i t c h  pos i t i ons .  m e  d i rec t ed  a r r o w s  s h o w  t h e  s t e a d y  
s t a t e  a r m a t u r e  MMF in t h e  a c t i v e  p l a n e  of  t he  m o t o r  
f o r  t h e  s i x  poss ib le  s w i t c h  i n p u t s .  The o r i e n t a t i o n  of 
t h e  d , q  a x e s  are  s h o w n  f r o z e n  in s p a c e  correspond ing  
t o  t h e  ro tor  at 15". 
Fig. 6.15, the switch inputs (Al ,Bl ,Co)  produce a steady state  s ta tor  
MMF corresponding to some positive Id and some positive I,. In a 
similar way the switch inputs (Ao,Bo,C,) produce a s ta tor  MMF 
corresponding to some negative I, and some negative I,; switch 
inputs (Ao,Bl ,Co)  produce a steady s ta te  s ta tor  MMF corresponding to 
some negative Id and some positive I,; switch inputs (A l ,Bo ,C, )  
produce a steady s ta te  s ta tor  MMF corresponding to some positive Id 
and some negative I,. This above resolution of steady s ta te  MMF's 
due to different switch inputs into equivalent d and q axes currents  
is valid in the range of rotor  position 0 < w t  < 60". Table 6.1 shows 
the interpretation of steady s ta te  MMF's in terms of Id and I, and the 
validity of this interpretation in terms of the rotor  position w t .  
TABLE 6.1 S t e a d y  s t a t e  s t a t o r  M..FJs f o r  d i g e r e n t  sw i t ch ing  i n p u t s  
a n d  t h e i r  i n t e r p r e t a t i o n  in t h e  s y n c h r o n o u s ~ y  ro ta t ing  
( d , q )  r e f e r e n c e  f r a m e .  As w e  are  i n t e r p r e t i n g  a 
s t a t i o n a r y  q u a n t i t y  ( s t eady  s t a t e  s ta tor  HHF) in a 
r o t a t i n g  r e f e r e n c e  f r a m e  t h e  i n t e r p r e t a t i o n  is v a l i d  
o n l y  in a l i m i t e d  r a n g e  of ro tor  pos i t ion .  ?he last 
c o l u m n  i n d i c a t e s  this l i m i t a t i o n .  
Ale 6,. Co A,. 01. Co 
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f ig .  6.16 S u f i c i e n t  contro l  i n p u t s  f o r  e a c h  60" w i d e  sec tor s  of  t he  
r o t o r  pos i t ion .  7he  r e q u i r e m e n t  of  h a v i n g  to con t ro l  
i n d e p e n d e n t l y  o n l y  t w o  q u a n t i t i e s  Id a n d  Iq with t h r e e  
i n d e p e n d e n t  s w i t c h e s  (A,B,C) r e s u l t s  in the  ava i lab i l i t y  
o f  m o r e  than s u f l c i e n t  con t ro l  op t ions .  Notice that o n l y  
f o u r  s w i t c h  i n p u t s  of al l  t h e  poss ib le  s w i t c h  i n p u t s  a r e  
u s e d  in e a c h  sec tor .  
We need to relate the requirements of Id and I, to the three 
switch positions a t  any instant. There are  two variables (Id and I,) to 
be controlled with three switch inputs indicating a n  extra degree of 
freedom. This extra choice available is also seen in Table 6.1. 
However we may select a se t  of control inputs capable of achieving 
*Id and *Iq and with a consistent range of w t  in which they are 
applicable. These are  (Al,B,,Co),(Ao,Bl,Co),(Ao,Bo,C,) and (Al Bo,Cl) in 
the range of rotor position 0 < w t  < 60". Therefore in the range of 
0" < wt < 6OQ, the above four control inputs combination is sufficient 
to obtain the required correction (increasing or decreasing) in both 
Id and I,. Figure 6.16 shows the control input combinations used in 
each of the 60" wide sectors in the active plane in which the rotor 
MMF is oriented. 
The strategy of control is to determine the error  in the 
instantaneous value of the currents Id and I, and to select the 
appropriate switch inputs (A,B,C) depending on this error.  In each of 
the six sectors shown in Fig. 6.16 the instantaneous value of Id and 
I, enables one to select an appropriate power circuit switch 
positions. For example, in the sector 0°<wt<60", if the value of Id 
and I, are higher than their desired values (Id* and I,'), the converter 
is switched to (Ao,Bo,C,). If 1, is less than Id* and I, is higher than 
I,', then the converter is switched to (Al,B,,Cl) and so on. Rotor 
position (wt) and the phase currents (IA,IB,IC) of the motor a re  sensed. 
By using the transformations given in Section 6.2.3, they are  
converted into Id and I,. Id is checked for zero value. I, is checked 
for the desired value I,*. From these inputs and the sector in which 
TABLE 6.2 Look-up tab le  r e l a t i n g  the  i n p u t  q u a n t i t i e s  - ro tor  MMF 
s e c t o r ,  d axis c u r r e n t  ( I d . >  0 ? ) and t h e  q axis 
c u r r e n t  ( I #  > $ ?) - d i r e c t l y  i n t o  t h e  n e c e s s a r y  
con t ro l  ac t zon  z n  t e r m s  of t h e  i n v e r t e r  s w i t c h  pos i t i ons  
( A , B , C ) .  
Sector 
0" < wt < 60" 
60" < wt < 120" 
120°<wt <180° 
180" < w t  < 240" 
240" < wt < 300" 
300" < w t  < 360" 
Id>O? 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
In> I;? 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
L 
Inputs 
C 
0 
1 
0 
1 
0 
0 
1 
1 
1 
0 
1 
0 
1 
0 
1 
0 
1 
1 
0 
0 
0 
1 
0 
1 
A 
1 
1 
0 
0 
0 
1 
0 
1 
0 
1 
0 
1 
0 
0 
1 
1 
1 
0 
1 
0 
1 
0 
1 
0 
Switch 
B 
1 
0 
1 
0 
1 
0 
1 
0 
1 
1 
0 
0 
0 
1 
0 
1 
0 
1 
0 
1 
0 
0 
1 
1 
the rotor MMF lies a t  any instant, the power circuit switch inputs are 
selected. Table 6.2 is a look-up table for this purpose. 
6.3.5 Current Fed BLDC Motor Drive and Test  Results 
The above control strategy was implemented on a 1 / 2  hp 
BLDC motor. Figure 6.17 shows the block diagram of the hardware 
to compute 4 and I,. The Hall-effect current sensors generate analog 
signals proportional to the phase currents (IA,IB, and Ic) of the motor. 
A n  incremental encoder drives the up/down counter to produce 
digital shaft position signal (wt). The ABC-ap transformation block 
realizes the Eq. (6.35). It takes in analog phase current signals (IA,IB, 
and Ic) to produce the analog two phase current signals (I, and I@). 
Two Eproms store the trigonometric functions cos wt and sin wt, and 
are  addressed by the digital shaft position signal. Multiplying D/A 
converters realize Eqs. (6.41) and (6.42) to produce the analog direct 
SHAFT 
f ig .  6.17 fiardware for  c o m p u t i n g  t h e  d i rec t  a x i s  a n d  the  
q u a d r a t u r e  a x i s  c u r r e n t s  Id a n d  I,. 
w t  
SECTOR q SENSOR 0. 
POSITION 
SENSOR 
--4 
UP/DOUN 
COUNTER 
- A' 
< 
SIN w t  
EPROM 
and quadrature axes current signals. 
Figure 6.18 shows the block diagram of the current-fed 
BLDC motor. The two comparators sense the polarity of the error in 
the direct axis current I, and the quadrature axis current I,. The 
sector sensor is realized with an Eprom. I t  senses the 60" wide sector 
in which the rotor MMF is oriented a t  any instant. From these inputs 
the look-up table selects the switch input for the three phase input 
switches. The content of the look-up table is the same as given in 
Table 6.2. 
Figure 6.19a shows the phase currents IA and IB. Figure 
6.19b shows the transformed two phase currents I, and I@. 
Under current control the overall system (I, vs w )  is a first 
order system whose time constant is the same as the mechanical 
time constant ( J / B )  of the motor. Figure 6.20 shows the step change 
A 0 C 
- t  - b  vg 
0 0 
MOTOR 1 SENSOR I 
f ig .  6.28 Block d i a g r a m  of t h e  c u r r e n t - f e d  BLDC m o t o r  dr i ve .  77te 
s w i t c h  i n p u t s   and^^ a r e  s tored  in a lookup  tabLe as 
a f u n c t i o n  of t h e  e r r o r s  in t h e  d i r e c t  a n d  q u a d r a t u r e  
a x e s  c u r r e n t s  a n d  the  sec tor  of t h e  r o t o r  MMF. 
in I, and the consequent response in speed. This test is useful in 
determining the motor parameters. The time constant of the speed 
response gives the mechanical time constant ( J / B )  of the motor. The 
slope of the speed response ( d w / d t )  as the speed passes through 
zero speed is a measure of the load inertia (KTIq/J) .  With a 
dynamometer load the torque generated per ampere of I, (KT) may 
be measured. From this test all the mechanical parameters of the 
motor may be experimentally determined. 
Figure 6.21 shows the block diagram of the current fed 
BLDC motor drive. The quadrature axis current (I,) and the speed 
(w)  are both continuous signals. The shaft speed ( w )  is related to the 
quadrature axis current (Iq)  by a first order dynamics. Simple linear 
feedback compensators may be used to design an overall speed 
controller. In the following section the alternative approach of a 
TRACE 1: IA 
TRACE 2: I@ 
SCALE: 1AMP/DIV 
TRACE 1: Ia 
TRACE 2: Ip 
SCALE: 1AMP/DIV 
6.19 C u r r e n t  w a v e f o r m s  of t he  c u r r e n t  contro l led  BLDC 
m o t o r .  The p h y s i c a l  s ta tor  c u r r e n t s  IA,andIB (a )  a n d  the  
t r a n s f o r m e d  t w o  p h a s e  c u r r e n t s  I, a n d  IB (b). 
TRACE I: 
4 
TRACE 2: 
Fig. 6.20 The r e s p o n s e  in speed  of t he  c u r r e n t  f e d  BLDC m o t o r  
f o r  s t e p  c h a n g e  in the  torque  p r o d u c i n g  c u r r e n t  4. The 
e lec tr ica l  t i m e  c o n s t a n t  of  t h e  m o t o r  be ing  l o w ,  t h e  
r e s p o n s e  in c u r r e n t  is a l m o s t  i n s t a n t a n e o u s .  The speed  
r e s p o n s e  is exponen t ia l  with a t i m e  c o n s t a n t  e q u a l  to  
t h e  m e c h a n i c a l  t i m e  c o n s t a n t  of  t h e  d r i v e .  
fig. 6.21 Block d i a g r a m  m o d e l  of the  c u r r e n t  f e d  BLDC m o t o r  
dr i ve .  The s y s t e m  is l i n e a r  a n d  f i r s t  o r d e r  b e t w e e n  I,' 
a n d  w .  
sliding mode speed controller is given. 
6.4 Sliding Mode Speed Controller 
The BLDC motor drive may be represented by the front end 
converter and the rotating reference frame equivalent circuit of the 
motor as shown in Fig. 6.22. The control problem is to select an 
appropriate control strategy for the switches in the front end 
converter in order to achieve the dynamic and steady state speed 
response requirements for the drive. Recalling from the case of DC 
motor speed control discussed in Section 6.1, the response 
requirements may be put in the following form. 
The extra condition required to be satisfied for orthogonality 
between stator and rotor MMF's is that 
od = Id = 0 (6.50) 
The value of u, a t  any instant (again recalling from Section 6.1) 
helps decide the need to "accelerate" or "decelerate" the motor. The 
need for acceleration or  deceleration determines the polarity of iq 
desired. From Eq. (6.46) it is seen that increasing fq decelerates the 
motor and decreasing I, accelerates the motor. The value of ad a t  
any instant determines the corrective action desired in I,. Given the 
value of ud,aq and the sector of the rotor MMF a t  any instant a look- 
up table may be constructed to relate these conditions to the 
desired switch input. Table 6.3 is the look-up table for this purpose. 
Table 6.3 is identical in its content to Table 6.2 used for current 
TABLE 6.3 Look-up table  r e l a t i n g  the  i n p u t  quan t i t i e s  - rotor  MMF 
sec tor ,  d a x i s  s l id ing  Line (ud > 0 ? ) a n d  the  q axis 
s l id ing  Line (ag > 0 ?) - d i r e c t l y  i n t o  the  n e c e s s a r y  
control  a c t i o n  z n  t e r m s  of t h e  i n v e r t e r  s w i t c h  pos i t ions  
(A,B,  C). 
Sector 
Oo<wt <60° 
60" < wt < 120" 
120" < ot < 100" 
180" < wt < 240" 
240" < wt < 300" 
300" < ot < 360" 
uq < u i ?  
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Fig.  15.22 The c o m p l e t e  s c h e m a t i c  d i a g r a m  of the  BLDC m o t o r  
d r i v e .  ?he e l ec t r i ca l  a n d  the  e l e c t r o m e c h a n i c a l  
s u b s y s t e m s  of the  d r i v e  a r e  g i v e n  in the  s y n c h r o n o u s l y  
r o t a t i n g  ( d , q )  r e f e r e n c e  f r a m e .  
controlled BLDC motor. The difference is in the q axis control 
decision. This difference is due to the fact that positive I, produces 
negative torque and negative I, produces positive torque 
6.4.1 Practical Design Considerations 
The control strategy indicated above requires the output 
speed error and its derivative to be measured in order to evaluate a, 
a t  any instant. In the motor, the speed derivative is not directly 
accessible for measurement. Therefore the sliding line has to be 
modified in practice with certain approximations as was done for dc 
motor drives explained in Section 6.1. 
Under the assumption that friction is low and that the load 
torque is constant or slowly varying, the mechanical system equation 
given by Eq. (6.26) may be approximated as 
A d o  
-KTIq = J- 
olt 
The switching boundary a, may be set up in terms of the q axis 
current error & and the speed error (o-o*). 
a q ( t )  = ( o - w * ) - ~ &  (6.52) 
R, is a design parameter and is usually the current measuring 
resistance. The sliding line equation being a linear differential 
equation, one may represent the same in frequency domain as well. 
u,(s) = (o-Q*)  - R.& (6.53) 
Under sliding mode control, since a,*(s) is maintained to be zero, the 
resultant closed loop transfer function of the system is given by 
Notice that  unlike real sliding mode control, now the response time 
is a function of the design parameter R, as well as the motor 
parameters J and KT. 
In Eq. (6.53) the sliding line is shown as the weighted sum of 
the speed error and the current error 2.  To measure current error 
&, the steady state value I,* will have to be subtracted out from the 
current I,. The simplest way to realize this function is by means of a 
high-pass filter. Further, speed measurement from tachogenerators 
also require filtering due to the commutation noise in the 
tachogenerator output. Therefore in practice, the sliding line is set 
up incorporating suitable prefilters. Equation (6.55) gives the 
practical sliding line in the frequency domain. 
The current measurement circuit has an inverted pole. Speed signals 
are also measured with the same inverted pole. In order not to 
loose the steady state speed information inverted zeroes also have 
been added to the speed measurement. Equation (6.55) may be put in 
the following form for convenience. 
Under sliding mode control a * ( s )  is maintained to be zero, 
leading to the following closed loop response. 
The response as seen by Eq. (6.57) is a second order response, and 
provides the design criterion. T ,  is the current filtering time constant 
and is chosen higher than the electrical time constant of the motor. 
The speed gain g ,  is selected to obtain the desired response time. 
The inverted zero frequency ( 1 / ~ ~ )  of speed measurement is chosen 
to obtain the desired damping. 
Equation (6.57) may be modified as follows to obtain certain 
practical advantages. 
In the case of current controlled drive, the response in the current 
is almost instantaneous due to the fact that the electrical time 
constant of the motor is quite low. And since we have chosen the 
various filter time constants higher than the electrical time constant 
of the motor, the term I ~ ( s )  on the RHS of Eq. (6.58) may be replaced 
by I,'(s) giving rise to the following equation. 
Equation (6.59) is in such a form as to be added on conveniently to 
a current controlled BLDC motor. Another added advantage is that 
overcurrent protection can be simply added by incorporating limits 
on this current reference signal. 
The practical implementation of the speed controller is 
shown in Fig. 6.23. The two comparators sense the polarity of the 
error ud and uq respectively. The switch inputs for the three phase 
switches are obtained from the look-up table. The contents of the 
look-up table are given in Table 6.3. 
Figures 6.24 and 6.25 show the response in speed error and 
I, for step speed reversal for two different compensator designs. 
f ig.  6.23 The sl iding mode  speed controller.  h1 ik .e  fhe  r ea l  
sl iding mode  control  us ing  the  speed error  and  i t s  
derivative a s  the  feedback variables ,  the  modi f ied  sl iding 
mode  controller u s e s  the speed error  a n d  the  q ax is  
cu r ren t  a s  the  feedback variables.  Appropriate pref i l ters  
have  b e e n  added t o  facilitate m e a s u r e m e n t .  The s ta te  of 
the  s y s t e m  (adando,) at a n y  instant a n d  the  sector  in 
w h i c h  the rotor MMF l i es  a t  a n y  i n s t a n t  a re  u s e d  to  
look u p  i n t o  a table to decide the  n e c e s s a r y  control  
act ion.  
TRACE 1: 
SPEED ERROR 
600 RPM/DIV 
TRACE 2: 
CURRENT I, 
5 AMPS/DIV 
SLIDING LINE: 
SECOND ORDER 
f ig .  6.24 The r e s p o n s e  to  s t e p  speed  r e v e r s a l  c o m m a n d  of  a BLDC 
m o t o r  dr i ve  with s l id ing  m o d e  con t ro l l e r .  The con t ro l  
d e s i g n  in this c a s e  is an u n d e r d a m p e d  s e c o n d  o r d e r  
r e s p o n s e .  
TRACE 1: 
SPEED ERROR 
TRACE 2: 
CURRENT I, 
SL IDING L INE: 
SECOND ORDER 
6 . 2 5  The r e s p o n s e  to s t e p  speed  r e v e r s a l  c o m m a n d  of  a BLDC 
m o t o r  d r i v e  with s l id ing  m o d e  contro l ler .  The con t ro l  
d e s i g n  in this c a s e  is an o v e r d a m p e d  second  o r d e r  
r e s p o n s e .  
6.5 SOME PORE PRACTICAL ASPECTS 
From performance point of view the BLDC motor is seen to 
equal the dc motor drive. The electronic hardware is more complex 
because reconstruction of the rotating reference frame currents Id 
and I, calls for position sensor of good resolution, multipliers, etc. 
With digital memory chips and D / A  converters, the multipliers can be 
realized inexpensively. The position sensor is still one of the high 
cost components of the system. 
In this section some simplifications in the hardware for 
certain applications are outlined. Possible solution to overcome the 
disadvantages incurred due to the above simplifications is identified 
in the design of the motor. 
From Section 6.3, we may write the relationship between the 
d-g axes currents and the phase currents as below. 
1-cos w t  sin w t  I -  2 a/ 2 o 
= s i n  w  - 0 s  w - 2  -112 i 
When we desire sinusoidal currents in the windings, the above 
transformations have to be realized with good accuracy of the 
trigonometric terms involved in Eq. (6.60). Granting that non- 
sinusoidal phase currents are tolerable, the trigonometric terms in 
the above transformations may be replaced by the average values of 
their end values in each of the 60" wide sectors of the rotor MMF 
position. For example, considering the 0°<wt<600 sector, the end 
values of the currents Id and I, are given by the following equations. 
Taking the average of Eqs. (6.61) and (6.62) we may write for the 
sector 0" < wt- < 60' 
Further simplification is possible since under sliding control Id is 
zero. Then it  follows that  
Using the above idea we may piece together the currents Id 
and I, from the appropriate phase currents in each of the sectors. 
The piece-wise relationship between the currents Id and 1;, and the 
phase currents is given in Table 6.4. 
Figure 6.26 shows the block diagram of the hardware 
needed to compute Id and I, approximately according to Table 6.4. 
Comparing with Fig. 6.22, we see tha t  reconstructing the currents Id 
and I, using Table 6.4 requires only a sector sensor (much less 
expensive than a high resolution position sensor) and analog 
TABLE 6.4 Appox imate  r e l a t i o n s h i p  b e t w e e n  t h e  d , q  a x e s  c u r r e n t s  
a n d  t h e  t h r e e  p h a s e  m o t o r  c u r r e n t s .  F r o m  this 
r e l a t i o n s h i p  Id a n d  Ip m a y  be a p p o x i m a t e t y  p ieced  
toge ther  f r o m  t h e  p h a s e  c w r e n t s  with t h e  u s e  of  o n l y  
s e c t o r  s e n s o r s  a n d  analog  s w i t c h e s  i n s t e a d  of pos i t i on  
s e n s o r s  a n d  m u l t i p l i e r s .  
switches instead of multipliers. Considerable simplification is possible 
by following the above method of generating Id and Ip. For good many 
applications the difference in performance because of the above 
changes is imperceptible. Figure 6.27a shows the phase currents 
under such a control. Figure 6.27b shows the currents I, and Ip; 
Figure 6.28 gives the response in speed error and I, for step 
reversal in speed command under such a control 
It may be seen that  the phase current waveforms are  
quasi-square wave. As a result the generated torque will be 
pulsating causing difficulties a t  very low speeds. This problem exists 
only if the motor has a sinusoidal distribution of flux. However if the 
motor can be built with trapezoidal distribution of flux the low speed 
SHAFT UP/DOWN 
POSITION SECTOR 
ENCODER COUNTER SENSOR 
* 
? I A  
Pig. 6.26 Hardware  f o r  the  approx imate  c o m p u t a t i o n  of t h e  d i r e c t  
a n d  q u a d r a t u r e  a x e s  c u r r e n t s  according to  Table 6.4. 
HALL 
SENSOR 
TRACE 1: IA TRACE 1: I, 
TRACE 2: r0 TRACE 2: rp 
SCALE: 1 AMP/DIV SCALE: 1 AMP/DIV 
Pig. 6.27 7hree  p h a s e  c u r r e n t  w a v e f o r m s  (a) a n d  t h e  e q u i v a l e n t  
t w o  p h a s e  c u r r e n t  w a v e f o r m s  @) w h e n  t h e  
a p p r o x i m a t i o n  g i v e n  in Table 6.4 is u s e d  to  m e a s u r e  Id 
a n d  1. This a p p r o x i m a t i o n  l e a d s  to  the  w e l l  k n o w n  
quas i - square  w a v e  control  of t he  m o t o r .  
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performance can be considerably improved. 
In this Chapter the application of sliding mode control for 
the speed regulation of dc motor and BLDC motor were explained. 
Linear control theory and sliding mode control were combined to 
obtain suitable design criteria for speed regulators. Experimental 
results were presented to verify the design procedure. 
The BLDC motor drive performance equals the dc motor 
drive. In view of the robustness of the motor the BLDC motor 
provides an attractive option for variable speed applications. With 
high speed switches the motor may be designed with higher number 
TRACE 1: 
SPEED ERROR 
600 RPM/DIV 
TRACE 2: 
CURRENT I, 
SLIDING LINE: 
SECOND ORDER 
~ 4 ~ 2 0 . 6  rad/sec 
Q = 0.61 
6.28 The r e s p o n s e  to  s t e p  speed  r e v e r s a l  c o m m a n d  w h e n  
p iece -wi se  a p p r o x i m a t i o n  is u s e d  to  e v a l u a t e  t h e  a n d  
I,. The r e s p o n s e  is prac t i ca l l y  i nd i s t ingu i shab le  f r o m  t h e  
o n e  g i v e n  in Fig. 6.25 w h e r e  the  m o r e  a c c u r a t e  
t r i g o n o m e t r i c  t r a n s f o r m a t i o n s  are  u s e d  to e v a l u a t e  id 
a n d  I,. 
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of poles for operation a t  higher synchronous frequency resulting in 
higher power density for the motor. With trapezoidal flux 
distribution further simplification in the electronic hardware is 
possible. 
CHAPTER 7 
EXTENSION TO SYNCHRONOUS MOTOR DRIVE 
In Chapter 5 ,  it was indicated that  the various machines 
lead qualitatively to identical description. Such a description, when 
expressed in an appropriate reference frame, also turns out to be 
time invariant thus simplifying the analysis. In Chapter 6, the 
concept of sliding mode control was applied to the dc motor drive 
and the BLDC motor drive. The design criteria were also found to be 
identical in both cases. The same method of control is applicable to 
synchronous motor drives as well. The field oriented control of 
induction motors following the principles of sliding mode control is 
similar, but not in the scope of this thesis. 
In this chapter, we set  forth a discussion on the sliding 
mode speed control of synchronous motor drives and the scope of 
steady state efficiency optimization applied to synchronous motor 
drives. 
7.1 Synchronous Motor Drives 
From Chapter 5 ,  we have the defining equations of the synchronous 
Fig. 7.1 The eLectricaL equivaLent  c i r c u i t  of  t h e  s y n c h r o n o u s  
m o t o r .  
f ig.  7.2 The compLete controL a n d  p o w e r  c ircuz t  s c h e m a t i c  of a 
s y n c h r o n o u s  m o t o r  d r i v e .  
motor. 
The equivalent circuit of the synchronous motor follows readily from 
Eqs (7.1) and (7.2) and is shown in Fig. 7.1. The q axis equivalent 
circuit is identical to that of the BLDC motor. The d axis circuit 
involves the excitation circuit as well as the armature circuit. When 
we apply the sliding control principles of speed control of 
synchronous motors, the armature control circuit is identical to the 
control circuit of the BLDC motor. The extra control circuit required 
is the excitation controller, This can be very conveniently realized as 
a constant current controller. The overall control scheme is shown 
in Fig. 7.2. The armature controller is identical to the controller 
described in Chapter 6, for the BLDC motor. The field controller is a 
constant current controller whose purpose is to maintain the 
excitation in the machine constant corresponding to I\. The machine 
excitation may be set to a fixed nominal value. Then the 
performance of the overall drive will be identical to that obtained for 
the BLDC motor. In the follwing section we see how the excitation 
may be independently controlled to achieve optimum efficiency under 
different operating loads. 
7.2 Losses in the Motor 
For the synchronous motor, under steady state operation, with 
reference to Fig. 7.2, we may identify the losses in the motor. Under 
steady state operation, id = 0, i, = I,*, and iA = IAf. The following are 
then the steady state losses. 
i) There are no iron or copper losses in the d axis armature 
circuit. This is because the d axis current and consequently the d 
axis armature MMF are zero. 
ii) There is a component of copper loss in the d axis excitation 
circuit equal to I\'R~. There are  no hysterisis or eddy current 
losses in the excitation circuit, since the excitation MMF is dc. 
iii) The q axis armature circuit experiences both copper losses 
and iron losses. The q axis armature copper losses are I* ,~R, ,  and 
the q axis iron losses are proportional to the q axis MMF. 
Under steady state then the losses a re  
LOSSES = I*,' R, + I \ ~ R ~ +  f (I* , )  (7.3) 
where f ( I ; )  is the iron losses and is a nonlineaar monotonic function 
of I*,. Further under steady state, the load torque is constant and 
hence I*, = T*/MI*,. Therefore the losses may be written as 
LOSSES = K,/  I\' + K,I*~' + f (I:)  (7 -4) 
K,  and Kz are  suitable constants. From Eq. (7.4), we see that  the 
losses are high a t  either end of excitation conditions. A minimum 
value of losses exist for a specific value of IeA for any specific steady 
state operating condition, 
f ig .  7.3 The I n p u t  p o w e r  vs e x c i t a t i o n  c u r v e s  f o r  a d c  m o t o r  
u n d e r  d i f f e r e n t  o u t p u t  load  cond i t ions .  For e v e r y  Load 
cond i t ion ,  t here  is a c e r t a i n  e x c i t a t i o n  l e v e l  w h i c h  r e s u l t s  
in minimum i n p u t  p o w e r  a n d  m a x i m u m  overa l l  
efjciciency. F r o m  the  a r g u m e n t  g i v e n  in t h e  t e x t ,  t h e  
l o s s e s  o r  a s y n c h r o n o u s  m o t o r  a r e  a lso  similar. 
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f ig .  7.4 The s y n c h r o n o u s  m o t o r  dr i ve  u n d e r  s l id ing  m o d e  control .  
The a r m a t u r e  control  is i den t i ca l  to  t h e  control  of BLDC 
m o t o r .  I n  a s y n c h r o n o u s  m o t o r ,  s i n c e  t h e  e x c i t a t i o n  is 
also  control lable ,  a s l id ing  m o d e  field control ler  m a y  be 
added  as s h o w n  in order  to  se l ec t  t h e  e x c i t a t i o n  l eve l  t o  
o b t a i n  m a x i m u m  operat ing  e f f ic iency .  
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The loss breakup given by Eq. (7.4) for the synchronous 
motor holds good equally well for a separately excited dc motor as  
well. It  is more convenient to verify this on a dc motor. A tes t  was 
performed on a dc motor to evaluate the input power for constant 
output power under different conditions of excitation. Figure 7 .3  
shows the result of this test,  on a 1/3 hp motor for loads of 40W, 
120W, and 200W for different excitation, plotted. It  is seen tha t  the 
minimum loss condition is obtained under different excitation 
conditions for different loads. This criterion may be therefore used 
to select the excitation level I*A of the drive. The selection of the 
proper I> for any operating condition is a single input scalar 
optimization problem and had been described in Chapter 3, Section 
3.9. Figure 7.4 shows the schematic diagram of a complete controller 
for a synchronous motor drive. The speed controller is a sliding 
mode field oriented controller and is identical to the one explained in 
Chapter 6. The field controller is a current  controller and 
incorporates loss optimization a s  explained in Section 3.9. 

CHAPTER 8 
CONCLUSION 
The theory of variable structure systems and its 
counterpart of sliding mode control have been applied to the analysis 
and design problems of switched mode power converters. The result 
is an  elegant analysis method and an integrated design approach to 
the control of switched mode power converters. In contrast to the 
conventional, small signal, frequency domain approach, the sliding 
mode control is a time domain method and results in stable control 
for both small and large signals. The control is less sensitive to 
system parameters compared to conventional frequency domain 
design techniques such as loop shaping. The phase plane description 
turns out to be a powerful graphical aid to the design process in the 
case of second order systems. 
In the case of motor drives, sliding mode control integrates 
the design objectives of the drive to the control strategy of the 
power converter, with resultant simplicity of controller hardware. The 
method of sliding mode control is also shown to be applicable to 
state estimation problems. 
Sliding mode control is a time domain design method and 
results in a globally stable system under all operating conditions. 
Conventional wisdom of phase margin and gain margin are  therefore 
not applicable to such systems. The concept of loop gain would still 
be applicable. An area that requires to be addressed in future would 
be to relate the sliding surface to the loop gain of the classical 
control. 
The advantage of reduced sensitivity to system parameters 
and external excitation in sliding mode control is derived from the 
fact that the system operates free running. The switching frequency 
is therefore not constant. This is an area that requires to be 
addressed in order to increase the acceptability of sliding mode 
control. 
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APPENDIX 1 
TRANSFORMATIONS USED IN GENERAL MACHINE THEOKY 
In this section, the performance equations of practical 
electrical machines are derived from first principles using the 
transformations outlined in Section 5.4. A t  first a general salient pole 
machine is considered. This will lead to the performance equations 
of the synchronous machine and the dc machine a t  appropriate 
stages. The three phase induction machine, which is a uniform airgap 
machine, is considered later. 
A l . 1  Salient Pole Machine 
The general salient pole machine shown in Fig. A.l consists 
of a salient pole stator carrying orhogonal windings A and 8. The 
round rotor without saliency carries the three phase balanced 
windings r,y and b .  The system of equations for this general machine 
is derived first. Appropriate equations are picked up from here in 
Chapter 6 to arrive a t  the electrical equivalent circuits of particular 
types of machines. 
The voltage equations for the windings in Fig. A.1 are 
The equations are  put into compound matrix form for convenience. 
The subscripts 1 and 2 refer to the stator and the rotor respectively. 
f ig .  A.1  A g e n e r a l  s a l i e n t  pole m a c h i n e  with a three  p h a s e  ro tor .  
The machine being salient pole, all the inductances except .LA and LB 
are functions of the rotor angle Q. 
- 
MA,. = EA cos $ MB, = -&sin19 
- - 
MAy = MA cos QZ Mm = -MB sin $2 
- - 
AdAb = M A c o s 2 P 1  M a = - M B s i n Q 1  
Rotor self inductance is maximum when $ = 0 ,  and minimum when 
d=90°. Using the truncated Fourier series to approximate the self 
and mutual inductances, we get 
L, = &+& cos 26  Mvb = Mby = Ea+Gb cos 2Q 
&'La+LbCOS2$e  M b r = ~ b = ~ + ~ b c o s 2 6 z  
L b = ~ a + ~ b ~ ~ ~ 2 2 P l  M , = M , = & , + ~ b c o s 2 6 1  
The first step in simplifying the above system is to apply the 
phase transformation Cp described in Section 5.4 to the rotor part  of 
the system. 
The transformed system is given by 
v = Z ' r ;  2' = CPTZCP 
Knowing the original impedance matrix Z and the transformation Cp, 
the new impedance matrix Z' is computed. 
Expanding the RHS of Eq. A . 1 . 0 3 ,  we get 
Some more simplifications on the system order are now possible. With 
balanced supply and without neutral conductor in the three phase 
system, 
Therefore the rows and colurnns corresponding to v o  and io from Eq. 
(A.2) may be dropped and the transformed system of equations is 
given by 
Ir = Z'I' (A.4) 
Physically these equations correspond to the two phase equivalent of 
the original machine shown in Fig. A.2, The Eq. (A.4) differs from the 
Eq. (5.16) given in Section 5.2 owing to the saliency of the rotor. 
Equation (A.4) is more general and leads to Eq. (5.16) when there is 
no saliency (Lb = 0) in the machine. 
Z'= 
'RA + LAP 0 MA cos $ MA sin zP 
0 RE + LBP -MB sin .IP MBcos cos 29 
MA COS* -MB sin* Rz + p  (L, + tq, cos 2%) ptq, sin 2$ 
MA sin 19 MB cos I9 pLb sin 26 Rz + p  (4 -& C O S ~ ~ ) ,  
f ig .  A .2  A s a l i e n t  pole m a c h i n e  with a t w o  p h a s e  ro tor .  ALL t h r e e  
p h a s e  m a c h i n e s  are  reduc ib le  to  this f u n d a m e n t a l  t w o  
p h a s e  con f igura t ion .  
The Eq. (A.4) may be put in the compound matrix form, the 
suffixes 1 and 2 referring to the stator and rotor respectively. 
The next simplifying step is to apply the commutator transformation 
Cc described in Section 6.4 to the rotor variables. 
f cosd  -sin19 
'2 = [sin+ c o s d  I 
The transformed system of equations is given by 
v = ZOP ; Z" = ccTZ 'cc  
The new impedance matrix Zo is now computed. 
Expanding the RHS of Eq.A.1.06, we get 
Caution is required in evaluating Zo2, and rz2. The "p" operator 
occurs as intermediate terms and must be considered along with the 
following current terms to avoid errors. 
f ig .  A.3 A s a l i e n t  pole m a c h i n e  with a t w o  p h a s e  c o m m u t a t o r  f e d  
r o t o r .  All t y p e s  of e l ec t r i ca l  m a c h i n e s  a r e  der i vab le  
f r o m  this g e n e r a l  conf igurat ion .  
The "p" operator applies to the product of the trigonometric term 
and the following current term. Expanding and then dropping the 
post-multiplying current terms, we get 
The complete set of equations is given by 
Equation (A.7)  corresponds t o  the equivalent two phase commutator 
machine described in Section 5.3 and shown in Fig. A.3. This 
equation is used in Sections 5.5 and 5.6 to arrive a t  the equivalent 
circuits of dc motor and synchronous motor drives. The next 
machine structure considered here is the uniform airgap, three 
phase slip-ring machine in order to derive the performance 
equations of an induction motor. 
A1 -2 Round Rotor Machine 
Figure A.4a shows the round rotor induction motor with 
three phase windings on the rotor and stator. The voltage equations 
for the various windings are  given in Eq. (A.7). For convenience, 
they are put in the following compound matrix form, the suffixes 1 
and 2 representing the stator and rotor variables respectively. 
The first step in simplification is to apply the phase transformation 
C, and convert the above system into its two phase equivalent 
[ R p  cosd R p  cos6, Pp cosd2 
sys tem. 
Z12 = [ z ~ , ] ~  = Pp cos& B p  cosd BP cosBl 
B p  cos 6, a p  cos dz i??p cost3 I 
The transformed system is given by 
0 
= [.Tz1lT = 0 Mp cosd -Vpsind 
0 Mpsind Vpcosd jo I 
Under the assumption of balanced three wire supply, the rows and 
columns corresponding to uol ,uo2, io , ,  and io2 may be dropped and the 
f ig .  A.4 Pract ica l  n o n s a l i e n t  pole t h r e e  phase  m a c h i n e  (a), a n d  
i ts  e q u i v a l e n t  t w o  phase  con f igura t ion .  The d a n d  q a x e s  
shown in @f a r e  t h e  ro ta t ing  r e f e r e n c e  f r a m e .  By 
su i tab le  choice  of  t h e  a n g u l a r  v e l o c i t y  of  t h e  r o t a t i n g  
r e f e r e n c e  f r a m e ,  s u b s t a n t i a l  simplification of  t h e  
m a t h e m a t i c a l  r e p r e s e n t a t i o n  of  t h e  m a c h i n e  is poss ib le .  
system order reduces. 
(A. 10) 
The next step in the simplification of the system is to 
choose a reference axis rotating a t  an arbitrary speed w,=dp/dt 
indicated by the axes d , q  in Fig. A.4b, and transform the two phase 
voltages and currents to this new reference axes. This is the 
c o m u t a t o r  transformation given by C,. 
li,,* 
gel 
4x2  
u 
u ~ l  
u,2 
[cosp -sin (o ICOS ((o -d) -sin (p -d) 
= Is,. cosp sin (p -$) cos (go -19) I 
After carrying out all the transformations, the new set  of voltage 
equation is given by, 
vp2, 
I R1+ Ltp 0 Mp cos19 -Mp sin$' 
(A. 1 1) 
- 
- 
In the transformed reference frame the various inductances 
turn out to be constants. Due to the relative motion between the 
reference axes and the various windings, rotary voltages now appear 
on both the rotor and the stator windings. Equation (A.11) is used in 
-Alp sind M p  cosd 0 R2+&2~, .
0 RI + L l j ~  Hp sin19 M p  cos d 
Mpcos6  Mps in6  R2+Lzp 0 
,igz. 
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Section 5.7 to arrive a t  the equivalent circuit of the induction motor 

