







A Thesis Submitted for the Degree of PhD at the University of Warwick 
 







Copyright and reuse:                     
This thesis is made available online and is protected by original copyright.  
Please scroll down to view the document itself.  
Please refer to the repository record for this item for information to help you to cite it. 
Our policy information is available from the repository home page.  
 
























High Power Phased EMAT Arrays for
Non-destructive Testing of As-Cast Steel
by
Jozef Antoni Francis Tkocz
Thesis
Submitted to the University of Warwick





List of Tables iv





Chapter 1 Introduction 1
1.1 Non-destructive Evaluation . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Continuous Casting . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 The Continuous Casting Process . . . . . . . . . . . . . . . . 2
1.2.2 Defects in Cast Steel . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Grain Structures in Continuously Cast Slabs . . . . . . . . . 7
1.3 Thesis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Chapter 2 An Overview of NDE Techniques 11
2.1 Visual Inspection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Dye Penetrant Testing . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Magnetic NDE Methods . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Radiography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Infrared Thermography . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6 Eddy Current Testing . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.7 Ultrasonic Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.8 Technique Summary and Suitability for High Temperature Steel Di-
agnostics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
i
Chapter 3 Acoustics in Solid Media 22
3.1 Bulk Wave Propagation in Isotropic Solids . . . . . . . . . . . . . . . 22
3.2 Surface Acoustic Waves . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Acoustic Wave Interactions with Interfaces . . . . . . . . . . . . . . 28
3.3.1 Reflection and Transmission At Normal Incidence . . . . . . 28
3.3.2 Reflection, Refraction and Mode Conversion . . . . . . . . . . 31
3.4 Acoustic Attenuation . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5 Scattering of Mode Converted Waves from Cylindrical Voids . . . . . 34
3.6 Ultrasound Transduction Methods . . . . . . . . . . . . . . . . . . . 37
3.6.1 Piezoelectric Transduction . . . . . . . . . . . . . . . . . . . . 37
3.6.2 Laser Transduction . . . . . . . . . . . . . . . . . . . . . . . . 39
3.6.3 Electromagnetic Transduction . . . . . . . . . . . . . . . . . . 40
3.7 Ultrasonic NDE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.7.1 Ultrasound Arrays and Imaging . . . . . . . . . . . . . . . . . 41
Chapter 4 Electromagnetic Transduction of Acoustic Waves 45
4.1 Electromagnetic Acoustic Transducers . . . . . . . . . . . . . . . . . 45
4.2 The Lorentz Force Mechanism . . . . . . . . . . . . . . . . . . . . . . 48
4.3 The Magnetisation Force . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 The Magnetostriction Mechanism . . . . . . . . . . . . . . . . . . . . 52
4.5 Ultrasonic Reception with EMATs . . . . . . . . . . . . . . . . . . . 54
4.5.1 The Reverse Lorentz Mechanism . . . . . . . . . . . . . . . . 54
4.5.2 The Reverse Magnetostriction Mechanism . . . . . . . . . . . 56
Chapter 5 High Power EMAT Operation 57
5.1 Lorentz Force EMATs as Magnetic Pressure Sources . . . . . . . . . 57
5.2 Semi-analytic Coil Modelling . . . . . . . . . . . . . . . . . . . . . . 63
5.2.1 Calculation of Lorentz Pressure due to a Single Wire Source . 63
5.2.2 Calculation of the Self-Field Lorentz Force From Finite Width
Coils . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.2.3 Comparison with Static Field EMAT Generation . . . . . . . 72
5.3 High Power EMAT Driving Circuit . . . . . . . . . . . . . . . . . . . 73
5.4 Calculation of Wave Fields Produced by High Power EMATs . . . . 75
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Chapter 6 Bulk Focusing EMATs 83
6.1 Motivation for the Development of a Bulk Focusing EMAT . . . . . 83
6.2 Phased Array Generation and Beamforming . . . . . . . . . . . . . . 84
ii
6.3 EMAT Phased Array Driving Electronics . . . . . . . . . . . . . . . 86
6.4 Finite Element Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.4.1 Pulsed EMAT Array Optimisation . . . . . . . . . . . . . . . 86
6.4.2 Phased Array Signal Enhancement . . . . . . . . . . . . . . . 91
6.5 Inter-Elemental Liftoff Variation . . . . . . . . . . . . . . . . . . . . 94
6.6 EMAT detector design . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.7 Experimental Validation of Signal Enhancement . . . . . . . . . . . 96
6.8 Enhancement Using a Detection Array . . . . . . . . . . . . . . . . . 99
6.9 Side-Drilled Hole Detection . . . . . . . . . . . . . . . . . . . . . . . 101
6.10 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Chapter 7 Bulk Defect Detection 105
7.1 Image Reconstruction Using Mode Converted Shear Waves . . . . . 105
7.1.1 Finite Element Analysis for Mode Conversion Image Recon-
struction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.1.2 Experimental Validation . . . . . . . . . . . . . . . . . . . . . 113
7.2 Vertical Crack Detection . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.2.1 Phased Array Imaging of Cracking Defects . . . . . . . . . . 121
7.2.2 Finite Element Analysis for Vertical Crack Detection . . . . . 125
7.2.3 Experimental Demonstration of the Angle Transmission Setup 128
7.2.4 Measurements of Real Casting Defects . . . . . . . . . . . . . 129
7.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Chapter 8 EMAT Optimisation for Surface Wave Applications 137
8.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.2 Harmonic Excitation Finite Width Rayleigh Source . . . . . . . . . . 139
8.3 Broadband Pulsed Excitation of a Finite Width Coil . . . . . . . . . 143
8.4 Finite Element Modelling . . . . . . . . . . . . . . . . . . . . . . . . 147
8.5 Experimental Verification of the Convolution Model . . . . . . . . . 153
8.6 Phased Array Signal Enhancement . . . . . . . . . . . . . . . . . . . 156
8.6.1 Surface-Breaking Defect Detection . . . . . . . . . . . . . . . 158
8.7 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 159
Chapter 9 Conclusions 161
9.1 Thesis Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
9.2 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
iii
List of Tables
2.1 Summary of reviewed NDE technique suitability for online measure-
ment of internal defects in cast steel. . . . . . . . . . . . . . . . . . . 20
5.1 Ratios of the integrated longitudinal and shear wave directivity pro-
files for the linear, racetrack and uniform piston source pressure load-
ing profiles plotted in figure 5.13. These values are in agreement to
within 3%, suggesting that they are well-approximated by each other
and that there is little benefit to a complete model of the Lorentz
force pressure profile. . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
iv
List of Figures
1.1 Schematic diagram of the continuous casting process. . . . . . . . . 3
1.2 Depiction of the types of defects typically encountered in semi-finished
steel products that have been continuously cast. . . . . . . . . . . . . 5
1.3 Schematic cross section of the macrostructure of a cast slab. The
region at the cross section’s margins (a) consists of fine equiaxed
grains. Secondary cooling influences the development of columnar
dendritic structures (b) that grow inwards from the outer shell. In
the later stages of cooling, a coarsely-grained central equiaxed region
(c) can develop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1 To perform a dye penetrant test, the test piece (1.) must first be
cleaned (2.) before a liquid dye is applied and allowed to seep into
surface breaking defects (3.). Excess dye is then wiped from the
surface (4.) before a developer is applied to draw the dye from any
cracks to provide indications for defect location (5.). The sample
must then be cleaned again (6.). . . . . . . . . . . . . . . . . . . . . 12
2.2 In a magnetic particle test, the sample is first magnetised before the
application of a magnetic power. Powder accumulations occur where
there is flux leakage, which indicates the presence of a defect. . . . . 13
3.1 Particle displacement plots, in which the particle’s equilibrium po-
sition is marked by a red circle, and the displacement vector by a
black arrow. Figure 3.1a depicts a divergenceless displacement field
that would lead to shear wave oscillations. Figure 3.1b depicts a
rotationless displacement field that would lead to longitudinal wave
oscillations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Definition of the coordinate system on a two-dimensional elastic half-
space used in the Rayleigh wave derivation. . . . . . . . . . . . . . . 25
v
3.3 Particle displacement vectors u, with components ux and uz, for a
Rayleigh wave, showing retrograde elliptical motion at the surface. . 28
3.4 Schematic diagram showing the incidence of an acoustic wave, uI
on an interface between two media, 1 and 2. This leads to both a
transmitted acoustic wave, uT and a reflected acoustic wave, uR. . . 29
3.5 The relationship between the angle of incidence, θ1, and of refraction,
θ2, is given by Snell’s law, which can be derived by considering the
distances travelled by an incident wavefront (red) and a refracted
wavefront (blue) in the same time step. . . . . . . . . . . . . . . . . 32
3.6 Mode converted shear wave directivity function for different values of
ksa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.7 Scattering cross section for a 1 MHz shear wave mode-converted from
an incident compression wave at a 6mm diameter cylindrical void in
steel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.8 Unit cell of piezoelectric material lead zirconium titanate (PZT).
Shown left is the cubic structure the material adopts when its tem-
perature, T , is above the Curie point, TC . As the material cools,
it undergoes a phase change into the tetragonal perovskite structure
shown on the right, which is noncentrosymmetric and hence has a
spontaneous polarisation due to the charge separation. A strain ap-
plied across this unit cell modulates the strength of the polarisation
vector, P, which is the basic principle on which piezoelectric trans-
ducers operate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.1 Schematic diagram of a typical EMAT configuration demonstrating
the Lorentz mechanism. A typical EMAT usually consists of a mag-
net, which provides a static bias field, and an induction coil, which
induces dynamic magnetic fields near the sample’s surface. . . . . . 46
4.2 Schematic representation of the magnetostriction mechanism. Re-
alignment of magnetic domains under the influence of an applied
magnetic field induces strain in the lattice, leading to acoustic wave
propagation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Schematic diagram of an EMAT coil and magnet configuration op-
erating via the Lorentz mechanism that is sensitive to out-of-plane
displacements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4 Schematic diagram of an EMAT coil and magnet configuration that
is sensitive to in-plane displacements. . . . . . . . . . . . . . . . . . . 55
vi
5.1 Schematic diagram of the self-field coil model, showing an infinite,
unidirectional induction coil above an infinite conducting half-plane. 58
5.2 Schematic diagram of the method of images. In high frequency limits,
field penetration into the material can be considered negligible, and
the field outside the material can be calculated from the summation
of the source field with that of a mirror current reflected in the plane
of the material boundary. . . . . . . . . . . . . . . . . . . . . . . . . 63
5.3 For a current distribution above an infinite half space with finite
conductivity, the magnetic field above the medium can be described
by the superposition of the field due to the free current source with
a mirror field reflected about a plane at depth δ below the material’s
surface, where δ is the complex skin depth. . . . . . . . . . . . . . . 65
5.4 The magnitude of the z and x components of the Lorentz pressure
(Fz and Fx respectively) due to an infinite wire source located 0.2 mm
above a conducting medium with electromagnetic skin depth 0.47 mm. 67
5.5 The magnitude of the out-of-plane equivalent surface Lorentz pressure
(Fz) and the phase (φ) of the pressure profile with respect to the
driving current as a function of distance along the material surface,
x, for a single wire source located 0.2 mm above a half-plane with
an electromagnetic skin depth of 0.47 mm. The grey dotted lines are
located 0.5 mm from the wire source and show that the majority of
the Lorentz pressure is localised within this region. . . . . . . . . . . 68
5.6 The equivalent surface Lorentz pressure from a single wire source for
a range of liftoff values, h, as calculated using equation 5.27. The
current amplitude used to calculate these pressure profiles is 1.75 kA,
following from the measurements presented in section 5.3. . . . . . . 70
5.7 The equivalent surface Lorentz pressure from a 4 mm wide coil com-
posed of 20 individual single wire sources (as shown in figure 5.27)
spaced uniformly. The current amplitude used to calculate these pres-
sure profiles is 1.75 kA, following from the measurements presented
in section 5.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.8 The equivalent surface Lorentz pressure from a 4 mm wide racetrack
coil composed of 20 individual single wire sources (as shown in figure
5.27). The current amplitude used to calculate these pressure profiles
is 1.75 kA, following from the measurements presented in section 5.3. 71
vii
5.9 A comparison between the static and dynamic Lorentz force profiles
for a 4 mm linear EMAT coil at a liftoff of 0.2 mm, with a static
horizontal bias field of 1.4 T and an excitation current of 1.75 kA. . 72
5.10 Schematic diagram of the high power EMAT pulse generation circuit.
Charge is stored on a 470 nF capacitor bank at an input voltage, Vin =
850V . The EMAT coil has a resistance of 0.1 Ω and an inductance
of 1.5 µH. Once the charge is stored, a solid state switching device is
used to discharge the capacitor bank through the EMAT coil, which
generates a transient current pulse with amplitudes up to 1.75 kA
(see figure 5.11). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.11 Excitation current pulse with a rise time of 1.0 µs and a peak value of
approximately 1.75 kA. The resulting Lorentz pressure is proportional
to the square of this current profile and is well-approximated by the
square of a half-cycle of a sine wave (see figure 5.12). . . . . . . . . . 74
5.12 The square of the current profile depicted in figure 5.11 in the time
(left) and frequency (right) domains. Shown in red is an approxima-
tion for the square of the current profile given by sin2 (2πt/T ), where
t is time, T = 2.0 µs and the function is windowed over one half-cycle. 74
5.13 Comparison of the normalised Lorentz force loading profiles corre-
sponding to linear, racetrack and uniform coil designs, used in the
directivity analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.14 Acoustic wavefield, represented by the particle velocity, as calculated
using the finite element method for the uniform pressure loading pro-
file plotted in figure 5.13. . . . . . . . . . . . . . . . . . . . . . . . . 78
5.15 Longitudinal (black) and shear (red) mode directivity profiles result-
ing from pressure distributions corresponding to the linear, racetrack
and uniform coil designs as depicted in figure 5.13. . . . . . . . . . . 79
5.16 Normalised directivity plots of longitudinal and shear wave pulses
generated by surface pressure profiles described by linear and race-
track EMAT coil designs, and a uniform pressure distribution. . . . . 80
6.1 Schematic diagram of the phased array driving circuit. Each channel
consists of a bank of capacitors that are charged to an input voltage,
Vin = 850 V. For each channel, a solid state switching device is used
to discharge the capacitor bank’s current through the EMAT coils.
A field-programmable gate array (FPGA) unit is used to apply phase
delays on each channel. . . . . . . . . . . . . . . . . . . . . . . . . . 85
viii
6.2 Schematic diagram of the finite element model geometry used for
the optimisation study. EMAT elements were modeled by applying
a spatially-uniform, temporally-varying pressure load on appropriate
elements on the sample surface. . . . . . . . . . . . . . . . . . . . . . 87
6.3 Example simulated beam profile data for a four-element array with
element spacing 6 mm and element width 4 mm for a chosen focal
point at a depth of 110 mm. . . . . . . . . . . . . . . . . . . . . . . 89
6.4 Modeled variation of the 3 db beamwidth (left) and main lobe power
ratio (right) with element spacing for a four-element phased array
with 1 mm wide elements. . . . . . . . . . . . . . . . . . . . . . . . 90
6.5 Modeled variation of the 3 db beamwidth (left) and main lobe power
ratio (right) with element width for a four-element phased array with
an element spacing of 6 mm. . . . . . . . . . . . . . . . . . . . . . . 90
6.6 When an EMAT is used as a detection device, the oscillatory motion
of the conducting sample’s surface in the presence of a bias magnetic
field generates eddy currents in the sample, which can be detected
using an induction coil near the sample’s surface. A bias magnetic
field is always required when operating an EMAT as a detector, hence
most designs utilise permanent magnets. . . . . . . . . . . . . . . . . 92
6.7 Finite element analysis demonstrates a factor of 3.7 improvement in
the peak to peak amplitude of the transmitted longitudinal ultra-
sound signal from a four-element phased array when compared to a
single element. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.8 A comparison of beam directivity for an array with no inter-elemental
liftoff variation, and an array with a liftoff difference of 0.1 mm be-
tween successive elements. . . . . . . . . . . . . . . . . . . . . . . . . 94
6.9 Schematic diagram depicting the coil dimensions of the detection sen-
sor, and photographs depicting the coil and permanent magnet ar-
rangement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.10 Schematic diagram depicting the coil dimensions of the generation
array. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.11 Schematic diagram of the experimental setup. The EMAT pulser
(described in figure 6.1 drives the EMAT generation array (described
in figure 6.10), which generates a focused longitudinal ultrasound
wave. This is detected on the opposing side of the as-cast steel slab
sample by the detection EMAT (described in figure 6.9). The signal
is passed through an amplifier before being recorded on an oscilloscope. 98
ix
6.12 Experimental data demonstrating the enhancement of a longitudinal
ultrasound signal transmitted through a 225 mm thick as-cast steel
sample when using a four-element phased EMAT generation array.
The signal amplitude is improved by a factor of 3.5 when compared
to a single element, which is in good agreement with the factor of 3.7
improvement predicted by finite element analysis (see figure 6.7) . . 98
6.13 Comparison of the transmitted signals as received by a single EMAT
detector and as received by three separate detectors after coherent
summation. The improvement in the signal-to-noise ratio is 5.75 dB,
which is comparable to the 4.77 dB improvement expected from the
application of three coherent averages . . . . . . . . . . . . . . . . . 100
6.14 Schematic diagram of the pulse-echo experiment setup. Path 1 cor-
responds to an incident longitudinal pulse (L) that is back-scattered
at the defect, and path 2 corresponds to a longitudinal pulse that
is reflected off the sample’s backwall as a longitudinal wave before
mode-converting to a shear wave (S). . . . . . . . . . . . . . . . . . . 102
6.15 Pulse-echo A-scan data recorded on a 320 mm thick steel sample
with a 6 mm diameter side-drilled hole at a depth of 160 mm (see
figure 6.14). The received signals are interpreted as: (a), Rayleigh
wave signals reflected from the sample edges at the surface, (b), back-
scattered longitudinal wave from the defect, (c), reflected longitudinal
wave from the sample’s backwall, (d), reflected longitudinal wave from
the back wall that has mode-converted at the defect and forward-
scattered as a shear wave. . . . . . . . . . . . . . . . . . . . . . . . . 103
7.1 Schematic diagram describing the mode conversion image reconstruc-
tion method. The brightness of a pixel in the image space, Pxy, is
found by computing the time of flight of a signal that propagates
through a distance dL as a longitudinal wave and dT as a shear wave.
The image reconstruction algorithm produces isochronic lines for A-
scan signals, which are summed over to produce an image. . . . . . . 106
7.2 Schematic diagram of the finite element model used for verification of
the mode conversion image reconstruction algorithm. The elements
of the generation and detection arrays were modeled as described in
chapter 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
x
7.3 Figure 7.3a shows the A-scan data calculated using the finite element
model outlined in figure 7.2, figure 7.3b shows an image reconstructed
using this data using equation 7.1. . . . . . . . . . . . . . . . . . . . 110
7.4 Figure 7.4a shows the A-scan data recorded for a finite element model
similar to that shown in figure 7.2, but with a central hole defect of
diameter 6 mm, and detection array elements placed at -30, 0 and 30
mm lateral offsets from the centre of the generation array. Figure 7.4b
shows an image reconstructed with this A-scan data, using equation
7.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.5 A plot of the detection array offset calculated using equation 7.5
against the offset used in the finite element models. The gradient of
the linear fit is (0.94 ± 0.02). . . . . . . . . . . . . . . . . . . . . . . 115
7.6 Schematic diagram of the experiment used to verify the mode-conversion
imaging technique presented in section 7.1. . . . . . . . . . . . . . . 116
7.7 Figure 7.7a shows the experiment A-scan data recorded on the 320
mm thick steel sample with a 6 mm side-drilled hole at a depth of
160 mm. The signals L and T correspond to directly-transmitted
longitudinal waves and mode-converted shear wave defect indications
respectively. Figure 7.7b shows the image reconstructed using this
A-scan data and equation 7.1. . . . . . . . . . . . . . . . . . . . . . 117
7.8 Figure 7.8a shows the experiment A-scan data recorded on the 225
mm thick as-cast industrial steel slab sample with a 10 mm side-
drilled hole at a depth of 112 mm. L and T correspond to directly-
transmitted longitudinal waves and mode-converted shear wave defect
indications respectively. Figure 7.8b shows the image reconstructed
using this A-scan data and equation 7.1. . . . . . . . . . . . . . . . 118
7.9 Photographs of defective steel slab samples. Figure 7.9a shows a slab
sample where severe internal cracks have propagated to the casting
surface, and exist through the full thickness of the cast (outlined in
yellow). Figure 7.9b is a sample cut from the same slab as the sample
in figure 7.9a, but no defects are apparent on the sample’s surface. . 120
7.10 Figure 7.10a shows the relative orientation of the sample from figure
7.9b and the image plane used to generate the TFM image shown in
figure 7.10b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.11 Figure 7.11a shows the relative orientation of the cracked sample and
the image plane used to generate the TFM image shown in figure 7.11b.124
xi
7.12 Schematic diagram of the finite element model used to investigate the
proposed angle transmission experiment for vertical crack detection. 125
7.13 A series of node velocity plots for the finite element model outlined
in figure 7.12, with the simulation run time in each case shown below
the corresponding image. L and S denote incident longitudinal and
shear waves respectively, LS shows a mode-converted wave reflected
from the crack defect, and C1 and C2 denote mode-converted waves
scattered from the lower and upper crack surfaces respectively. . . . 126
7.14 A-scan data obtained from the finite element model outlined in figure
7.12 for the case where a crack is and is not present. l, c1 and C2
correspond to the wave modes shown in figure 7.13 . . . . . . . . . . 127
7.15 Schematic diagram of the angled-incidence transmission experiment
used to experimentally verify the model outlined in section 7.2.2.
The steel sample used for this experiment was not as-cast, and so
had smooth surfaces and did not contain the coarse, inhomogeneous
grain structures expected in a cast sample. . . . . . . . . . . . . . . . 128
7.16 Figure 7.16a shows the angle transmission experiment B-scan data
recorded on a smooth-surfaced, 90 mm thick processed steel sample
with a 6 mm diameter side-drilled hole defect. Figure 7.16b shows
the RMS values of the longitudinal and mode-converted wave pulses
from time bins of 15 - 19 µs and 22 - 28 µs respectively. . . . . . . . 129
7.17 B-scan data recorded for the fully cracked sample shown in figure 7.9a.
The gap in the transmitted longitudinal signal, L, between 70 and
110 mm, corresponds to the EMAT transmission assembly passing
over the vertical crack in the sample. An increase in mode-converted
signal content, LS, is observed at the crack edges. S corresponds to a
directly-transmitted shear wave, and R/S/L corresponds to spurious
reflected and mode-converted signals. . . . . . . . . . . . . . . . . . . 130
7.18 B scan image of the sample shown in figure 7.9b, which shows no
outward signs of cracking. Variation in the amplitude of the trans-
mitted longitudinal wave, L, is indicative of internal crack defects, as
explained in section 7.2.2. Spurious signal content corresponding to
scattered and mode-converted waves, LS, is also visible, between L
and the directly-transmitted shear wave, S. As was the case for figure
7.17, signal content arriving after S (R/S/L) is hard to attribute to
bulk scattering processes. . . . . . . . . . . . . . . . . . . . . . . . . 131
xii
7.19 B scan image of an as-cast steel sample cut from a non-defective slab.
The transmitted longitudinal signal is visible at 37 µs. . . . . . . . . 132
7.20 A direct comparison of amplitude data recorded in the defective slab
sample (at position 108 mm) and in the non-defective sample (at
position 15 mm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.1 Schematic representation of the coil geometries for meander line and
linear coil EMAT designs. The Rayleigh waves generated by the
individual line sources in the meander line design are phase-matched
when their separation is λ/2, where λ is the wavelength. This study
concerns broadband pulsed excitation of linear coils of finite width a. 138
8.2 Schematic representation of the convolution model. Each individual
source has an amplitude weighting described by a spatial profile func-
tion, ux (x). A detection point P , some distance from the edge of the
coil, records contributions generated by each point source. There is a
phase lag in the recorded time history from each source of x/c, where
c is the Rayleigh wave speed. . . . . . . . . . . . . . . . . . . . . . . 139
8.3 Model of a finite-width uniform harmonic pressure source. For each
individual point in region A, there is a corresponding point in region
B that is displaced by a distance λ/2, hence waves generated by these
segments cancel and only the central region contributes to the total
generated signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
8.4 Plot of the variation of RMS signal amplitudes with the dimensionless
bandwidth parameter, R = a/δc, for variation of the coil width (a)
at fixed pulse width (δ). The plateau of the analytical model occurs
when R ≈ 4.0 for all values of δ. . . . . . . . . . . . . . . . . . . . . 144
8.5 Data generated from the analytic convolution model for a fixed value
of δ = 0.25 µs showing how progressively-increasing coil widths lead
to an optimum signal amplitude when a = 3 mm, after which there
are no further amplitude improvements due to a plateau effect caused
by separation of wave pulses generated by the coil edges. . . . . . . . 145
8.6 Representation of the effect of the convolution operation on the dis-
placement pulse s(t) and the measured surface particle velocity v(t)
as the coil width is increased. For larger coil widths, the displacement
pulse contains a flat region, which manifests as two distinct pulses in
the particle velocity time history. Hence, once pulse separation is
achieved, there is no further benefit to increasing the coil width. . . 146
xiii
8.7 Finite element model geometry, showing the relative positions of the
coil (with width a), the coupling region (with depth δs), the tran-
sition region and the sample. The model is simplified through the
application of symmetric boundary conditions on the left axis. The
detection coil was modeled by recording the surface particle velocity
at point P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
8.8 Plot of the variation of RMS signal amplitudes with the dimensionless
bandwidth ratio parameter, R = a/δc. The plateau of the analytical
model occurs when R ≈ 4.0, and the plateau of the finite element
data occurs at approximately R = 4.5. . . . . . . . . . . . . . . . . . 149
8.9 Finite element data calculated for a Gaussian excitation of δ = 0.25 µs
applied to uniform pressure profiles with width a showing the pulse
separation effect described in section 8.3 leading to reduced RMS
amplitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
8.10 Schematic diagram of the linear generation coil design showing the
copper wire coil in red and the 3d-printed plastic former in grey. . . 152
8.11 Schematic diagram of the detection coil design, showing the copper
wire coil in red and the stack of permanent magnets in grey. . . . . . 152
8.12 Plot of the driving current profile shown in grey, the square of this
profile shown in black, and a Gaussian pulse with width parameter
δ = 0.25 µs shown in red. . . . . . . . . . . . . . . . . . . . . . . . . 154
8.13 Experimental A-scan data recorded for a series of linear self-field
EMAT generators showing the pulse separation effect demonstrated
schematically in figure 8.6. . . . . . . . . . . . . . . . . . . . . . . . . 154
8.14 RMS values of the Rayleigh wave pulses shown in figure 8.13. The
initial increase in wave amplitude up to a coil width value of 3 mm
(corresponding to a coil bandwidth parameter R = 4.0) is in very good
agreement with the analytical and computational modeling presented
in sections 8.3 and 8.4). The subsequent drop in RMS amplitude is
due to unmodelled factors, such as the increase in the coil’s impedance
with increasing coil size. . . . . . . . . . . . . . . . . . . . . . . . . . 155
8.15 Schematic diagram of the phased Rayleigh wave EMAT array, show-
ing the copper wire coils in red and the 3d-printed plastic former in
grey. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
xiv
8.16 A comparison of the Rayleigh wave pulses generated by a single op-
timised EMAT generation source, and an array of four such sources,
with phase delays applied between excitation of the individual sources,
such that the Rayleigh wavefront is enhanced. . . . . . . . . . . . . . 157
8.17 Schematic diagram of the surface-breaking defect detection experiment.158
8.18 A-scan data recorded for the experiment described in figure 8.17.
Then signal observed at 25 µs corresponds to the incident Rayleigh
wave pulse, and the signal observed at 40 µs corresponds to the re-
flected defect indication. The use of four-element phased array gen-
eration improves the signal-to-noise ratio of the defect indication by
a factor of 2.3 compared to the use of a single-element transducer. . 159
xv
Acknowledgments
This PhD has been a very isolating experience, and one I may not have completed
if not for the support of many of the many people I have met during my time at
Warwick. There are too many of you to name individually, but each of you have
played some part in the support network I have relied on during these last four years,
and you should know I would not have finished this thesis without that support.
Special thanks go to the members of of the Warwick University mountaineering club
for many enjoyable adventures; my time spent in the mountains (and even those
times I was precariously suspended from the mountains) are some of the fondest
memories I have of my time here. To the regulars of Physics pub Wednesday, your
stimulating discussions and unwavering commitment to regular alcohol consumption
have been invaluable for my sanity (though perhaps not so good for my liver), and
I thank you. I would like to thank the members of Warwick’s ultrasound group, in
particular the inhabitants of office 244, for their help and advice during this project.
Thanks also to my parents, Toni and Dawn, for their support over the years, and
to Becca, for listening to my whinging for so long.
I would like to thank David Greenshields from the electronics workshop,
whose work on the transducer pulsing system made the experimental sections of
this thesis possible. Thanks to Rudi Kalter, Marco Duin, Daniel Ooi and Stephen
Hill from Tata Steel for the provision of industrial samples. I would also like to
thank Tata Steel in Europe and the EPSRC for funding this project, and should
thank Steve Dixon for supervising this project.
xvi
Declarations
I declare that the work presented in this thesis is my own except where stated
otherwise, and was carried out entirely at the University of Warwick during the
period between October 2015 and March 2019, under the supervision of Professor
Steven Dixon. The research reported here has not been submitted, either wholly or
in part, to this, or any other academic institution, for admission to a higher degree.
Parts of this work have been published in the following peer-reviewed journal articles:
• J. Tkocz, D. Greenshields and S. Dixon, High power phased EMAT arrays for
nondestructive testing of as-cast steel, NDT & E Int., 102, 47-55 (2019).
• J. Tkocz and S. Dixon, Electromagnetic acoustic transducer optimisation for
surface wave applications, NDT & E Int., 107, 102142 (2019).
xvii
Abstract
There is industrial motivation for the development of an online, non-destructive
means of detecting internal defects during the continuous casting of steel, but to
date, no methods have been reported, largely due to the hostile nature of the cast-
ing environment and the difficulty of performing volumetric inspections of thick steel
slabs. Electromagnetic acoustic transducers (EMATs) have previously been iden-
tified as a means of generating and detecting ultrasound waves online during the
continuous casting process for the purpose of surface quality inspection and solid-
ification front detection, but their relatively poor transduction efficiency has thus
far precluded the development of measurements for internal defects. This thesis
outlines the development of a phased EMAT array for internal inspection of as-cast
industrial steel samples, that would be suitable for adoption at high temperatures
during the casting process.
An analytical model of the transduction mechanism of a coil-only Lorentz
force EMAT device is presented and used to calculate the surface pressure mag-
nitude for two-dimensional excitation current distributions corresponding to linear
and racetrack geometry EMAT coils. These calculations are then used to support
finite element models of the acoustic wavefields generated by coil-only EMAT de-
vices. The motivation for the development of a four-element phased EMAT array is
introduced, and finite element and experimental data are presented, which demon-
strate a signal enhancement by a factor of 3.5 (compared to a single EMAT coil)
when using the phased array system to transmit a longitudinal ultrasound pulse
through a 225 mm thick as-cast steel slab sample. Defect detection experiments are
then presented, demonstrating the possibility to perform image reconstruction using
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mode-converted shear wave indication signals, and to detect vertical cracking defects
in as-cast industrial steel slab samples by exploiting the beam-steering properties of
the array.
A model of surface wave generation from a finite-width linear EMAT coil is
also derived and used to determine the optimal coil width parameter for the case of
sinusoidal and Gaussian current excitations. Optimal generation is shown to occur
when the coil width, a, is equal to half the wavelength for the sinusoidal excitation
case, and when a/δc = 4.0 for the Gaussian case, where δ is the Gaussian’s width
parameter and c is the Rayleigh wave speed. This result is verified using finite
element and experimental data, and a means of improving the generated signal




• CT: computed tomography
• DPT: dye penetrant testing
• ECT: eddy current testing
• EMAT: electromagnetic acoustic transducer
• FMC: full matrix capture
• IRT: infrared thermography
• MFL: magnetic flux leakage
• MPI: magnetic particle inspection
• NDE: non-destructive evaluation
• PEC: pulsed eddy current
• SAFT: synthetic aperture focusing technique
• SH: shear-horizontal
• SNR: signal-to-noise ratio




This PhD project is concerned primarily with the development of an ultrasonic mea-
surement technique for diagnostic assessment of as-cast steel slabs, with the potential
for eventual online application during the continuous casting process. Current ca-
pabilities for slab quality assessment are limited to destructive and offline methods,
which neither permit comprehensive inspection of semi-finished cast products, nor
permit real-time feedback to casting operators as issues arise during a casting run
[1, 2, 3]. Non-destructive detection and evaluation of internal and surface-breaking
defects on the casting line has the potential to dramatically increase production
yields and facilitate the large-scale manufacture of novel, higher alloy content steel
grades.
Non-destructive interrogation of thick metallic samples is desirable in a num-
ber of other industrial applications, such as in nuclear power station maintenance
inspections, where components may be degraded or weakened due to stresses caused
by thermal and mechanical cyclical loading [4, 5], or in civil engineering for the in-
spection of large, safety-critical structures [6, 7]. Although this thesis is concerned
specifically with measurements of continuously cast steel, the contributions of this
research are applicable to more general recent research efforts in the non-destructive
evaluation field to develop means of performing practical measurements in difficult
environments (particularly at elevated temperatures [8, 9]) and on samples that
have been difficult for conventional non-destructive evaluation techniques due to




Non-destructive evaluation (NDE) techniques are a range of analysis techniques
used to measure material properties in such a manner as to not cause damage to
the sample [10]. NDE is useful in a wide variety of situations where either economic
benefits result from the ability to monitor product and asset quality [11], or where
major incidents can be averted through the ability to detect and characterise defects
in safety-critical components [5, 12]. Quantitative characterisation is a particular
industrial demand, since common operating procedure in most industries is to permit
the presence of defects below a specified safety or quality threshold [4, 13, 14]. Due to
the changing requirements of industry as manufacturing, materials and engineering
technologies evolve, research into NDE remains ongoing and active to ensure their
implementation is economic and safe.
This thesis is concerned with the development of NDE techniques specifically
for the application of defect detection during the continuous casting of steel. The
remainder of this chapter is concerned with an introductory description of the steel
casting process, the types of defects that can arise during casting, and the properties
of cast steel that make the application of conventional NDE techniques challenging.
1.2 Continuous Casting
1.2.1 The Continuous Casting Process
Continuous casting describes the process of creating semi-finished metal products
by continual extraction of partially-solidified metal from a mould. This process is
more economical than the ingot casting process that it superseded, and allows for
the manufacture of higher quality steel grades [15]. The first efforts to continuously
cast metals with low melting points were undertaken by Laing in 1843 [16], but
the high melting point and low thermal conductivity prevented the development
of a reliable continuous casting method for steel until the mid-20th century [17].
The first production-scale continuous caster for steel was produced by the West
German company Mannesman in 1950, which utilised a vertical design. Subsequent
circular arc designs, first implemented in 1963, allowed for high-volume continuous
production of steel, due to the ability to constantly feed material through the mould
as the strand was still solidifying [17]. Continuous casting has since become the
dominant method of steel manufacture, accounting for 96% of all steel cast worldwide
in the year 2014 [18].
The continuous casting process can be described using the following steps
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Figure 1.1: Schematic diagram of the continuous casting process.
1. Molten steel is poured from a ladle into a tundish, which controls the flow rate
of the the molten steel entering the casting machine. The tundish also serves
to facilitate the floatation removal of non-metallic components in the melt, to
ensure a higher product quality.
2. Molten steel is fed into the mould through a nozzle. The nozzle geometry must
be carefully considered to prevent defect formation in material that leaves the
mould.
3. The liquid metal solidifies on contact with the edge of the water-cooled mould,
giving a strand with an outer shell of solid steel, with liquid metal contained
within it. The edge of the mould is powder-lubricated and the mould itself
oscillated to aid steel flow. Oscillation of the mould can lead to so-called “os-
cillation marks”, which are regular, ripple-like structures on the slab’s surface.
The slab’s surface temperature at this stage of the cast can exceed 1100 ◦C.
4. Rollers support the strand as it leaves the mould. In most caster designs,
the strand is passed initially through vertical rollers, before being bent and
straightened into a horizontal position by the rollers. Bulging of the strand
between support rollers, roll misalignment and the bending of the strand itself
can all cause the development of defects in the strand. The steel is usually
spray or mist cooled at this point. Realistic casting speeds can vary between
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15 and 30 mm per second.
5. During this process, molten material is continually added to the tundish and
solidified semi-finished product is continually cut from the strand in segments
and sent for further processing. At the cutting stage, the semi-finished cast
typically has quite a rough surface quality, due to oscillation marks and the
formation of an oxide surface scale. The slab surface temperature at this stage
is approximately 700 ◦C.
6. When starting a casting run, a so-called dummy bar, consisting of a rigid
bar head with a claw-shaped recess attached to a flexible linked chain, is
used to plug the mould. Once the liquid steel at the bottom of the mould
has solidified, the dummy bar is withdrawn, pulling the strand through the
support and straightening rollers. The dummy bar is then lifted away, leaving
a cast strand with a claw-like protrusion; the continuous casting process is
now underway and follows the steps outlined above.
Cast slab thicknesses can vary between 120-300 mm, depending on the de-
sign of the casting machine. The slab samples used in this thesis are 225 mm thick.
The continuous casting of steel is a complex process with many variables that can
affect the quality and structural integrity of the semi-finished product. The steel
alloy composition, the presence of impurities, the geometry of the mould, the flow of
molten material is fed into the caster, the roller alignment, the oscillation frequency
of the mould, the lubricant used and the homogeneity of the cooling are some ex-
amples of parameters that can impinge on the quality of the steel produced [19].
Without rapid assessment of the product quality, an entire batch of material could
be found to be defective at the final production stage, at great economic cost. Hence,
there is industrial demand for a means of assessing product quality online in the
caster itself, so that feedback can be given to the plant operators and appropriate
adjustments made to the casting parameters to mitigate defect formation.
1.2.2 Defects in Cast Steel
Defects in cast steel can occur due to a variety of casting parameters. The defect
geometry typically falls under one of the following descriptions (see figure 1.2):
1. Longitudinal surface cracks: surface cracks that occur parallel to the casting
direction, typically several mm deep. These typically appear due to the steel
alloy composition and the steel flow through the mould [20]. The type of
powder lubricant, the mould oscillation, the surface roughness at the mould
















Figure 1.2: Depiction of the types of defects typically encountered in semi-finished
steel products that have been continuously cast.
to reduce the number and size of longitudinal surface cracks in the product
[15].
2. Star cracks: surface cracks that form radially around a localised centre point,
approximately 3 mm in size. These occur due to the scraping of copper from
the mould walls onto the strand, which subsequently causes localised cooling
resulting in distinctive star-shaped defects. Star cracks can be prevented by
chromium-plating of the mould and considering mould alignment [21].
3. Transverse surface cracks: surface cracks that lie perpendicular to the casting
direction, usually in the range of 1 to 5 mm deep. These typically run along
the valleys of the ripple marks on the surface of the steel from mould oscillation
and appear due to stresses on the steel during straightening [15]. Transverse
cracks can be avoided by using mist cooling ensure the temperature of the slab
surface is reduced evenly and by trying to keep the strand out of the brittle
temperature zone during the straightening stage of the cast [22].
4. Transverse corner cracks: transverse face cracks that lie at the corner of the
strand. These typically occur when there are deep ripple marks or when the
strand undergoes a quick temperature drop. The mitigation for transverse
corner cracks is the same as for transverse surface cracks [15].
5. Internal cracks: cracks contained entirely within the volume of the strand,
which can range in size from micro-scale cracking, to cracks that exist through
the full thickness of the cast. These form due to tensile stresses on the solid-
liquid interface during cooling as the strand becomes brittle [23]. The stresses
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may be related to the strand temperature distribution, support roll misalign-
ment or displacement, strand bulging between support rolls and tension from
the straightening stage of the cast [19]. Internal cracks can be prevented by
ensuring roller alignment and by carefully controlling casting temperature and
cooling mechanisms to prevent reheating of the strand surface.
6. Centreline cracks: planar longitudinal voids in the centre of the strand that lie
parallel to the casting direction, often several tens of millimetres in size. Usu-
ally, ferrostatic pressure from the weight of molten steel being poured through
the mould is applied to the liquid steel between the two solid outer shells of
the strand. When a bridge is formed between the solid shells, ferrostatic pres-
sure is unable to ensure molten steel is pushed into the gap. Hence, because
the steel density increases as it solidifies, a void is left in the centre of the
slab in the region behind the site of the bridging. Centreline cracks can be
prevented by ensuring correct roll alignment or controlling the casting speed
with consideration for the thickness of the liquid core [15].
7. Centreline porosity and macrosegregation: small cavities and variations in
alloy composition around the centreline of the cast, usually less than 1 mm
in size, although typically highly clustered. The solidification of the strand is
associated with a volume shrinkage, which is compensated for by a decrease in
support roll gap in the later stages of the casting machine. However, improper
roll settings can cause bulk flows of segregated melt, since ferrostatic pressure
from molten steel higher up the caster will push the melt into areas of low
pressure created by inadequate support roll pressure [24]. This movement
of segregated melt leads to inhomogeneous alloy composition in the semi-
finished product. Centreline porosity generally occurs simultaneously with
macrosegregation. In the late stages of solidification, the centre of the strand
consists of dendritic crystals, between which lies the microsegregated melt.
Bulk flow of this melt (due to, e.g. improper roll separation) is impeded by
the dendritic crystal structures, leading to porous centreline structures if the
melt solidifies before any cavities can be filled by the flow [24].
The presence of defects in cast slabs is problematic for the steel industry;
surface-breaking defects affect the aesthetic quality of the finished rolled sheets they
are used to produce, which severely affects their monetary value if the intended
market is one in which appearance is important, such as in the production of vehicles.
Surface defects can be mitigated by processes such as scarfing or grinding, in which
material is removed from the slab surface to leave a more uniform finish, although
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this can be costly. Internal slab defects, on the other hand, can severely compromise
the structural integrity of the finished products they are used to make, and are much
more difficult to identify. Since steel manufacture is an energy-intensive industry
that relies on high-volume production of a relatively low-value product, the ability to
identify manufacturing defects early in the process would be extremely advantageous
from an economic perspective.
Diagnostic measurements of slab quality, encompassing both destructive tests
and NDE techniques, are typically applied to the semi-finished product only after
several days, when the sample has cooled enough to permit application of conven-
tional NDE tests or the cutting of samples for chemical analysis. This is of limited
use to plant operators, who would require product quality feedback on timescales of
minutes or hours in order to alter the machine parameters and prevent the casting
of a defective batch, and hence there is demand for the development of novel NDE
techniques which can provide this kind of information on the caster.
1.2.3 Grain Structures in Continuously Cast Slabs
The grain size and distribution throughout the cross section of a cast slab is influ-
enced by the choice of casting parameters and has a large effect on the quality and
mechanical properties of both the cast steel and the finished products that are rolled
from it [25]. The high cooling rates and small product cross sections inherent to the
continuous casting process lead to highly inhomogeneous solidification structures
[26].
Locally, the steel’s microstructure is defined by three parameters; the tem-
perature gradient ahead of the interface at the solidification zone, G, the velocity of
the solidification zone, v, and the alloy composition. For any given composition, a
high ratio of G/v leads to a planar microstructure. As the ratio G/v is reduced, the
instability of the solid-liquid interface increases, since there is insufficient thermal
transport to carry heat away from the liquid ahead of the solidification front, leading
firstly to a cellular microstructure and then to dendritic structures [27]. The cooling
pattern of the slab therefore has a large influence on the microstructure throughout
the cast’s cross section.
The macrostructure of the slab is typically described by three zones (see
figure 1.3). The outer edge of the cast consists of a fine-grained equiaxed zone
formed by rapid solidification of the molten steel in direct contact with the water-
cooled mould [28]. This layer has a variable thickness in the range of 2 - 8 mm and
is compositionally similar to the liquid steel poured from the ladle [25]. The layer
thickness is controlled by the steel superheat (the difference between the temperature
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Figure 1.3: Schematic cross section of the macrostructure of a cast slab. The re-
gion at the cross section’s margins (a) consists of fine equiaxed grains. Secondary
cooling influences the development of columnar dendritic structures (b) that grow
inwards from the outer shell. In the later stages of cooling, a coarsely-grained central
equiaxed region (c) can develop.
at which liquid steel enters the mould and the liquidus temperature [29]), cooling
rate and casting speed.
The interior of the cast then typically consists of a combination of columnar
dendrites that grow inwards from the equiaxed margins, and a central region of larger
equiaxed structures [30]. The dendritic structures usually form during secondary
cooling, where the application of water spray to the outer slab surface causes large
thermal gradients normal to the slab surface, and so inhibits crystal growth parallel
to the slab surface [25]. The growth of the dendritic crystal structures is eventually
self-limited by the increase in shell thickness and corresponding reduction in both
the heat transfer rate and temperature gradient. This inhibits further growth of
the dendrites and the recrystallisation of the liquid steel in the strand’s centre.
Dissociative nuclei and broken dendrites enter the liquid phase and form nucleation
sites for solidification of the residual liquid steel, resulting in the growth of the central
equiaxed zone. The low cooling rate generally leads to coarser grain structures in
this region [25]. In curved casting machines, such as that depicted in figure 1.1, the
central equiaxed zone is larger on the outer radius of the strand, due to the effect
of broken dendrites and dissociative nuclei being brought preferentially to the outer
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radius under the influence of gravity [25]. An additional consideration during this
stage of cooling is the segregation of alloy components that precipitate from the melt
due to bulk liquid flows around the dendritic structures, leading to locally-varying
alloy compositions (as discussed in section 1.2.2 [31].)
The proportion of the relative sizes of the dendritic and equiaxed regions is
predominantly governed by the superheat of the cast, although the alloy content,
cast cross sectional size, casting speed and cooling pattern also influence it [32, 33].
In cases where the superheat is very high, there may be no internal equiaxed zone,
so that the cast’s interior consists only of columnar dendrites. Conversely, the slab
interior may consist only of equiaxed grains if the superheat is very low [34, 26]. Al-
though low superheats give largely equiaxed grains and a generally more-desirable
macrostructure, low superheats cannot always be used due to the practical consider-
ations of completely emptying the ladle [35], and because low casting temperatures
can affect other measures of slab quality [26]. Typical slab casts can therefore con-
tain dendritic structures of up to several cm in length [36, 37].
The inhomogeneous and coarse grain structures present in as-cast steel, the
high casting temperatures, rough and oxide-covered surface and large sample thick-
ness all present challenges for the non-destructive online detection of defects. The
following chapter outlines conventional NDE techniques and aims to justify the
choice of EMAT-based ultrasound measurements for the research presented in this
thesis.
1.3 Thesis Overview
This chapter has introduced the motivation for the development of a non-destructive,
online test of semi-finished product quality during the continuous casting process,
and outlined the difficulties any proposed method must overcome: namely, the high
temperatures of the sample under inspection, the large sample thickness and coarse
grain structures, the roughness of the sample surface and presence of oxide scale.
The following chapter introduces some common NDE methods and presents an
argument for the development of an ultrasound-based measurement using EMATs.
Thereafter, chapters 3 and 4 introduce the theory of acoustic wave propagation and
theory of EMAT operation respectively.
In chapter 5, the argument that a high power device would be required to
maximise the signal-to-noise ratio is made, suggesting that the dominant trans-
duction mechanism of the EMAT would be the Lorentz force due to the dynamic
field. Chapter 5 therefore contains an original derivation of the equivalent surface
pressure of an EMAT device operating using this mechanism so that both the mag-
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nitude of the resulting surface pressure and its time-variation can be estimated. The
remainder of this chapter concerns finite element modelling of the acoustic wave-
fields radiated by these devices, to underpin modelling assumptions made in later
chapters.
Chapter 6 presents the concept of a phased array of EMAT generators for the
purpose of improving the amplitude of a bulk acoustic wave transmitted through an
as-cast steel slab sample. Finite element modelling is used to determine the array
element separation and width parameters that lead to optimal beam characteristics.
Experiments are then performed to demonstrate the improved signal amplitudes that
are possible when using the phased array generator, compared to a single-element
transducer, and to demonstrate the signal enhancement when several detection ele-
ments are used. A preliminary defect detection experiment demonstrates that the
largest defect indications are provided by forward-scattered, mode-converted shear
waves.
Chapter 7 follows from the defect detection experiment presented in chapter
6 and investigates image reconstruction using mode-converted shear waves and an
array of detection elements. Experimental measurements conducted on a 225 mm
thick as-cast steel slab sample containing a 10 mm diameter side-drilled hole defect
suggest that the developed experimental setup is not capable of detecting defects of
this size due to the low signal-to-noise ratio of the scattered acoustic waves. Exper-
iments are then conducted which concern the detection of larger internal vertical
cracking defects by steering the incident longitudinal wave at an angle away from
normal incidence to maximise insonication of the target defect. In this case, the
experimental setup is shown to be capable of detecting hidden internal defects that
are of potential concern to steel operators.
Chapter 8 concerns the problem of generating high-amplitude Rayleigh waves
for the purpose of surface-breaking defect detection. A theoretical model of surface
wave generation from a finite-width pulsed pressure source is introduced and used
to derive the optimum transducer width for surface wave generation for a given
Gaussian excitation pulse width. The result is then confirmed using finite element
analysis and experimental measurements, before the concept of a phased array of
Rayleigh wave generators is introduced for the purpose of enhancing the generated
wavefront.
The thesis is concluded in chapter 9, with a summary of key results, a dis-
cussion of the next steps for this research in terms of industrial application, and
suggestions for further research.
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Chapter 2
An Overview of NDE
Techniques
A summary of available NDE technologies is provided in this chapter, with the
purpose of establishing a general overview of the field without specific reference to
applications in steel casting, and to provide some context for the contributions made
in this thesis. A brief discussion of the suitability of the highlighted techniques for
the measurement of steel during the continuous casting process is provided at the
end of this chapter as a justification for the chosen measurement strategy for this
project (see section 2.8).
2.1 Visual Inspection
Simple visual inspection of a sample is perhaps the oldest form of NDE. Visible
light is reflected or absorbed by the surface of the test piece and detected by the
human eye, with defects indicated by changes in light intensity or colour. The reason
such optical inspection is not routinely performed is that this is a time-consuming
and error-prone process requiring highly experienced individuals [38], who are still
constrained by the sensitivity limits of the human eye [39]. This is also only suitable
as a surface inspection technique, since optical light wavelengths generally do not
penetrate far into the samples most often subject to quality and integrity assessment
in industry.
2.2 Dye Penetrant Testing
In dye penetrant testing (DPT), the sample’s surface is coated with a dye, which is
drawn into any cracks by capillary action. Upon removal of the dye, the location









Figure 2.1: To perform a dye penetrant test, the test piece (1.) must first be cleaned
(2.) before a liquid dye is applied and allowed to seep into surface breaking defects
(3.). Excess dye is then wiped from the surface (4.) before a developer is applied
to draw the dye from any cracks to provide indications for defect location (5.). The
sample must then be cleaned again (6.).
due to the visual contrast between the dye and the sample. These principles limit a
DPT test to the identification of defects that break the surface only and it cannot
be used on porous materials. A DPT inspection typically involves several steps [40]
(see figure 2.1):
1. The sample surface must be pre-cleaned to remove any detritus that may
contaminate the dye or prevent dye ingress into defects.
2. The penetrant must then be applied to cover the sample’s inspection area
entirely and given time to penetrate any defects.
3. Excess penetrant dye must then be removed from the sample’s surface by
rinsing or wiping. Emulsifying solutions are sometimes used to assist in dye
removal.
4. A developer solution is then applied to the surface of the test area, which is a
substance used to draw the dye out of any cracks and provide a good contrast
to the dye for easy defect identification.
5. The test piece then undergoes a visual inspection. Defects are identified
through the presence of dye visible on the sample’s surface, and defect dimen-






Figure 2.2: In a magnetic particle test, the sample is first magnetised before the
application of a magnetic power. Powder accumulations occur where there is flux
leakage, which indicates the presence of a defect.
6. Post cleaning of the sample is then performed to remove any excess dye and
developer.
The DPT method is an inconvenient and time-consuming process, and is therefore
unable to provide real-time defect characterisation. It is possible to run automated
DPT processing lines for online applications [41], however the process still requires
human inspection, the baths used for immersing the test piece in dye place limits
on the sample size, and the technique remains relatively insensitive, only being able
to reliably detect surface-breaking cracks with depths of 5 mm or more [40]. In
addition to the ability of the inspector to carry out the above steps correctly, the
inspector’s eyesight and training also have an effect on the method’s sensitivity [42].
2.3 Magnetic NDE Methods
Magnetic particle inspection (MPI) relies on the leakage of magnetic flux from a
sample in the vicinity of a defect, and as such can only be used on materials with
ferromagnetic properties. MPI is well-established for inspections of surface-breaking
defects; it is possible to identify internal defects using MPI, however the defects must
lie close to the surface and the test conditions must be favourable [43].
Prior to testing, the sample must first be magnetised. This is typically
achieved by either directly injecting currents into the sample, placing the sample in
an electromagnet coil to magnetise the test piece along its axis or inducing currents in
the sample through the use of an inductor, such as a handheld alternating current
magnetic yoke. Fine ferromagnetic particles (usually suspended in solution in a
‘magnetic ink’, although occasionally in the form of a dry powder) are then applied
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to the sample surface in order to detect defects [43].
In a defect and discontinuity-free sample, the magnetic flux lines are con-
tained within the sample and the magnetic particle distribution at the surface should
be homogeneous. The presence of a defect causes flux leakage outside of the sample’s
surface, leading to an accumulation of magnetic particles at the site of the defect
that can easily observed visually (see figure 2.2). Sensitivity can be improved by
first spraying the test piece with a coloured dye that contrasts with the magnetic
particle colour, or through the use of pigments that fluoresce under the application
of ultraviolet light [43]. The location of the defects on the sample become imme-
diately obvious to the inspector, as well as the orientation and length of the flaws.
The magnetisation of the sample must be large enough to ensure indications occur,
but not so large as to give false-positive indications. As with DPT, the eyesight
and training of the human inspector also affect the sensitivity of MPI [42]. Since
MPI relies on magnetisation of the test piece, these methods can only be used to
test ferromagnetic materials. In addition, this method is only sensitive to surface
or near-surface defects [43].
Magnetic flux leakage (MFL) is an extension of the MPI technique that is
more suited to automated and quantitative measurement. The sample is prepared
and magnetised in the same way, but magnetic sensors (such as Hall effect sensors or
induction coils) are used to quantify the flux leakage instead of simply using powder
accumulation [44]. This has the advantage of not requiring contact, or even direct
access, to the sample, and the electrical output of the magnetic sensors allows for
data logging and automated inspection. The technique’s sensitivity is dependent on
the sensor’s liftoff, so the magnetic sensors often have to be held in close proximity
to the sample. Other sources of noise include eddy currents from the relative motion
of a sensing or magnetising magnet to the sample, surface roughness and magnetic
permeability variations [45, 46]. As with MPI, MFL is only suitable for inspection of
ferromagnetic objects and the sensitivity is limited to surface or near-surface defects
[47].
2.4 Radiography
Conventional radiography is a shadow technique that uses highly-penetrating elec-
tromagnetic radiation to probe the internal structure of a test piece. Photon interac-
tion with regions of high electron density causes absorption of the incident radiation
and reduces the transmitted beam intensity, allowing for measurement of one or
two-dimensional image projections of the object. Using many such one-dimensional
measurements taken from many angles around the object, it is possible to recon-
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struct three-dimensional images of the test piece using computed tomography (CT)
algorithms [48]. The radiography technique used depends upon the requirements of
the test; the complexity of the instrumentation and the measurement time increases
with the dimensionality of the measurement. CT especially can be a computation-
ally expensive and time-consuming process depending on the required image contrast
and resolution, which makes it unsuitable for many routine industrial applications
[48]. Sub-micrometer resolutions can be achieved with specialised x-ray nanotomog-
raphy systems, however higher resolution scans require longer measurement times
and specialised instrumentation [49].
In order to achieve sufficient penetration through the test piece, high energy
photons in the x-ray or gamma range are typically used for radiographic testing. X-
rays are generally produced using x-ray tubes or linear accelerator devices, and so are
less portable and restrict the choice of photon energy range [48]. Gamma photons
are sourced from radioisotope decay, allowing for a more portable radiation source
and wider range of available energies, though the continual decay of the isotope
has safety implications, the lower photon flux increases scan time and the source
must be replaced once the activity becomes too low [48]. The use of radiography in
industry presents a safety hazard due to the use of ionising radiation.
2.5 Infrared Thermography
Infrared thermography (IRT) is a technique related to the optical and radiographic
techniques described above, in that information about the sample is obtained through
measurements of electromagnetic radiation that has interacted with it. However,
whereas optical techniques typically involve the measurement of photons that are
either reflected from or transmitted through the sample after being applied from
an external source, IRT methods measure photons that are emitted from the test
piece itself. All objects above 0 K radiate an electromagnetic spectrum that can
typically be well-approximated by a black body spectrum [50]. Spectrographic mea-
surements of the radiation from an object can be used to obtain surface temperature
profiles, which can then then be used to obtain information about internal defects
if the nature of the object’s heat source is known. Internal defects will distort the
heat flow through the test piece and the will manifest as thermal anomalies in the
surface temperature profile [51]. A two-dimensional image of the temperature pro-
file can often provide sufficient information for defect identification, however more
sophisticated data processing and tomographic techniques may be employed to ob-
tain further information pertaining to the defect dimensions or to improve the SNR
[52, 53].
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IRT tests can usually be categorised as either active, where an external stim-
ulus is applied to the sample, or passive, where the ambient temperature profile of
the sample is measured [54]. Active thermography is more often used as an NDE
technique, since heating of the sample facilitates heat flow through the bulk and
hence provides a means to probe internal defects, whereas passive thermography is
more suited to continuous system temperature or surface quality monitoring [55, 56].
Thermal excitation for active thermography can be achieved in a number of ways
depending on the requirements of the test and the nature of the sample. Examples
of excitation sources include eddy current induction heating, optical excitation using
flash lamps and lasers, application of a thermal blanket or use of a hand-held heat
gun [56].
IRT is desirable as an NDE method since it allows for remote sensing of
internal defects, measurements can be done at high speed in real-time, can be per-
formed when only one side of the sample is accessible and the photons emitted are
typically in the infrared range (well below ionising energies, so there is no radiation
hazard) [56]. The drawbacks of this technique are that the two-dimensional images
produced can sometimes be difficult to interpret, sophisticated data processing may
be required to obtain quantitative information regarding the defect’s dimensions,
the sensors are typically expensive, sensitivity is highly dependent on sample char-
acteristics (such as emissivity and surface roughness), and that the measurement
is highly sensitive to environmental conditions (humidity, background temperature,
airflow etc.), so the technique will require frequent re-calibration where absolute
control of environmental conditions is not possible [56].
2.6 Eddy Current Testing
Eddy current testing (ECT) is used for defect detection and evaluation on electrical
conductors. It is a non-contacting technique, and so is suitable for measurements on
moving and high temperature samples. It can also be used for thickness measure-
ments of non-conductive coatings and to evaluate parameters related to a sample’s
conductivity such as heat treatment and alloy composition [57].
Eddy current probes consist of a coil used to induce eddy currents in the
test piece. Detection is either done using the primary inductor coil or with separate
detection coils (or other magnetic sensors). The eddy current coil may be modeled as
the primary coil of a transformer, with the sample itself forming the secondary coil.
The mutual inductance of the coil and sample form part of the imaginary component
of the coil’s complex impedance, hence conductivity variations in the sample will
manifest in an impedance measurement of the probe coil [58]. Cracks in the test
16
piece obstruct eddy current flow, reducing the current density in the vicinity of the
crack (the eddy current path becomes larger), hence reducing the magnitude of the
magnetic field produced by the eddy currents and hence increasing the inductance
of the coil while reducing its resistance.
The coil impedance measurement is sensitive to several parameters, all of
which must be accounted for in order to obtain a reliable measurement. In prin-
ciple, ECT provides a localised conductivity measurement on the sample’s surface,
so variations in material properties that affect the sample’s conductivity will con-
tribute to the impedance measurement of an eddy current scan. In addition, highly-
conductive materials give rise to more intense eddy currents and hence a better SNR;
measurements on poor conductors using ECT can be difficult [57]. The magnetic
properties of the material strongly affect the impedance signal, so that a sample
with an inherently-variable magnetic permeability profile must first be magnetised
to saturation before reliable eddy current measurements can be performed [59]. The
coil impedance also depends strongly on the lift off from the sample, hence accurate
measurements rely on a constant separation between the test piece and the sensor
or a reliable liftoff calibration measurement [60]. Rough surfaces therefore present
a challenge when using ECT [61].
Conventional eddy current methods use continuous sinusoidal eddy current
induction to probe a sample, allowing defects to be evaluated by the phase lag
between a signal from near a flaw and a reference signal [57]. The depth of induced






where µ is the sample’s magnetic permeability, ω is the frequency of the electromag-
netic radiation and σ is the sample’s conductivity. Hence the depth to which the
ECT method can probe is dependent on the frequency content of the input signal.
In the case of conventional eddy current techniques, the ability to probe the sample
bulk is limited by the use of a single frequency correlating to a single skin depth
[63]. To overcome this limitation and obtain depth profile measurements, pulsed
eddy current (PEC) excitations using non-sinusoidal pulses may be used. PEC
techniques probe a test piece with multiple frequencies, allowing spectral analysis of
measured signals to be used to infer crack depth information [64]. Multi-frequency
techniques can also be used to mitigate some noise sources and improve SNR [65].
Eddy Current methods can reliably detect surface-breaking cracks with lengths
over 0.75 mm and depths greater than 0.38 mm [66], and so offer a highly-sensitive
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and rapid means of evaluating defects without contact with the sample, which is
desirable when the sample is moving, covered in a non-conducting coating or at a
high temperature. The limited penetration depth offered by eddy currents means
the technique is only suitable for surface defect measurements.
2.7 Ultrasonic Testing
The basis of ultrasonic testing (UT) is the propagation of dynamic displacement
fields to probe samples. Although the sample does undergo mechanical deformation,
the wave amplitudes used are small, so that the stresses induced in the material
lie below the elastic limit and there is no permanent deformation. If a defect is
present the properties of the incident sound wave pulse are changed and this can be
detected using either reflection or transmission measurements. Defect identification
is possible using several techniques [67]:
• By identifying reflections from scatterers in the signal amplitude profile.
• By identifying a drop in signal intensity when the detected wave propagates
through or around a defect.
• By identifying a change in the frequency content of a signal corresponding to
interaction with a defect.
• From direct ultrasonic imaging using tomographic techniques.
In addition, ultrasonic testing can also be used to measure material properties
that correlate with the acoustic velocity, such as microstructural texture, and for
dimensional measurements [68, 69]. Ultrasonic waves can propagate in the bulk
of a sample and can be localised to medium interfaces, allowing both internal and
surface defects to be probed using the corresponding wave modes [70]. Calibrated
amplitude and frequency measurements of waves that have interacted with the defect
can provide information pertaining to the defect size, and the spatial position of
defects can be calculated from measurements of pulse arrival time if the wave’s
speed is known [67]. Ultrasonic tests are suitable for a wide variety of samples, but
may not be practical for measurements of materials with high acoustic attenuation
or complex internal structures.
Acoustic waves are conventionally generated and detected in a sample using
piezoelectric contact transducers, which often require the use of a liquid medium to
couple the acoustic energy from the sensor to the sample. Although piezoelectric
transducers are relatively efficient, the requirement for acoustic contact reduces their
suitability for industrial applications, and the piezoceramics are often not robust to
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high temperatures. A more complete description of piezoelectric transduction is
given in section 3.6.1.
Alternative methods of ultrasound transduction include laser generation and
detection, electromagnetic acoustic transducers (EMATs) and air-coupled ultrason-
ics. Laser ultrasound transduction is an inherently non-contacting technique, which
overcomes some industrial application issues, such as high temperature operation,
but lasers are relatively expensive [71], and interferometric detection of acoustic
waves can be difficult on optically rough samples. EMATs are non-contact devices
that can generate and detect acoustic fields in electrically-conducting and magnetic
samples, though the separation must be low, special design considerations must be
taken into account for high temperature operation, and they are relatively inefficient
devices. More complete descriptions of laser and EMAT generation and detection of
acoustic waves are given in sections 3.6.2 and 3.6.3 respectively. Air-coupled ultra-
sonic transduction is inherently non-contacting, although this technique is funda-
mentally limited in its efficiency by the large acoustic impedance mismatches present
between the transducer and the air, and typically the large acoustic impedance
mismatch between the air and the target. Care must also be taken to align the
transducers correctly with respect to the sample’s surface, to ensure the incident
ultrasonic energy is not reflected or refracted to an undesired location [72].
2.8 Technique Summary and Suitability for High Tem-
perature Steel Diagnostics
The sections detailing NDE technologies presented above relate to non-destructive
measurements generally, and not specifically for the problem of high temperature
steel measurements that this project aims to address. Presented here is a brief
summary and assessment of the described techniques with consideration for this
application, for the purpose of justifying the decision to use an EMAT-based ultra-
sound system in this thesis. In order to perform suitable online measurements of
steel during casting, the measurement system must be:
• Capable of continuous operation on a moving sample with a rough surface.
• Capable of operating at temperatures exceeding 700 - 1000 ◦C.
• Sensitive to internal defects in as-cast slab samples of up to 225 mm in thick-
ness (surface defects may also be of interest).
• Robust to the oxide scale and mould powder present in the steel mill environ-
ment.
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Contactless High Temperatures Internal Defects Oxide Scale Vibrations
Visual Inspection 3 3 7 7 7
Dye Penetrant Testing 7 7 7 7 7
Magnetic NDE Methods 7 7 7 7 7
Radiography 3 3 3 3 3
Infrared Testing 3 3 3 7 3
Ultrasonic Testing 3 3 3 3 3
Eddy Current Testing 3 3 7 3 3
Table 2.1: Summary of reviewed NDE technique suitability for online measurement
of internal defects in cast steel.
• Robust to the large amplitude vibrations of heavy machinery.
• Able to produce quantitative digital output for automated flaw detection, since
the measurement data sets are likely to be large.
For ease of presentation, a summary is presented in table 2.1 comparing the capabil-
ities of the discussed NDE technologies against this specification. The technologies
that satisfy enough requirements to merit consideration are radiography, infrared
thermography, ultrasonic testing and eddy current testing.
Radiography potentially offers a suitable method of detecting internal de-
fects, however the high electron density of steel and relatively thick sample cross
section would require either high radiation flux or long exposure times to achieve a
suitable image contrast; work by Hanke et al. in 2004 demonstrated image acquisi-
tion times of approximately 1 minute for a 150 mm diameter circular cross section
aluminium test samples [73], suggesting that this method would be impractical for
online inspection of a 225 mm thick steel slab continuously extruded from the casting
machine. In addition, the measurement system would be expensive to implement,
and the radiation hazard posed by the system would require significant adaptations
to the safety culture of the steel mill.
Infrared thermography would avoid the radiation hazard, but the system
would require frequent re-calibration due to the uncontrolled ambient conditions of
the steel mill. In addition, oxide scale at the sample surface would be hard to distin-
guish from indications of defects and the system would not be sensitive to smaller
internal defects due to the sample thickness. The difficulty of exciting a transient
thermal pulse in a material that is already at 700 ◦C would likely make this tech-
nique unsuitable for measurements of internal defects; active laser thermography
measurements during continuous casting have been reported [74], however these
measurements are limited to surface-breaking defects and are prone to false indica-
tions due to surface oxide scale. Thermography using thermocouple measurements
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has been reported for mapping the temperature distribution in the cast strand to
anticipate ruptures in the steel shell, but to date no thermographic methods have
been reported for internal defect detection during continuous casting [75].
Ultrasonic testing would be most viable when using either laser ultrasound
or EMAT technology, since piezoelectric sensors would be unsuitable for high tem-
perature measurements of a moving sample with a rough surface, and the acoustic
impedance mismatch between air and steel would preclude the use of air-coupled
sensors. An ultrasonic system should be sensitive to both surface and internal de-
fects, but measurement of internal defects would likely be difficult due to the high
acoustic attenuation of coarse-grained steel and the high temperatures. An entirely
laser-based system would be prohibitively expensive [71], since an interferometer
array would be required for detection, and any system using lasers would require
additional safety considerations. EMATs have been shown to be capable of oper-
ation at these high temperatures [11, 76, 77], however their design requires careful
consideration.
Eddy current methods are only sensitive to surface or near-surface defects,
making them unsuitable for measurement of internal defects. These techniques are
also highly sensitive to sample liftoff and surface geometry, which would make dis-
tinction between genuine surface defects and surface roughness or oscillation marks
difficult during data processing. However, eddy current probes should be robust
to the harsh environment of the steel mill and high temperatures, and as a non-
contacting technique would be suitable for online measurements of moving steel.
The two most viable candidates for online inspections of hot steel are laser or
EMAT-based ultrasonics or eddy current testing. The project specification outlined
in chapter 1 requires characterisation of internal defects, which leaves an ultrasound-
based test as the only viable method of non-destructively probing the internal slab
quality. A more complete overview of ultrasonic transduction and NDE methods is
given in the following chapter.
21
Chapter 3
Acoustics in Solid Media
In section 2.8 a case was made for the use of ultrasonic methods to detect internal
defects in as-cast steel samples. It is therefore necessary to introduce the underly-
ing physics governing acoustic wave propagation in solids, in order to understand
the challenges associated with ultrasonic detection of internal and surface-breaking
casting defects, and to develop strategies for conducting the measurement. In this
chapter, the physics governing the propagation of bulk acoustic wave modes in solids
is discussed, along with the physical processes that occur when an acoustic wave en-
counters an interface and the processes that govern wave attenuation. The physics
of the propagation of surface acoustic waves is also introduced, as this is relevant
to the detection and interrogation of surface-breaking defects. An overview of ul-
trasound transduction methods and measurement techniques is then presented to
provide a more complete overview of ultrasonic NDE methods.
3.1 Bulk Wave Propagation in Isotropic Solids
The equation of motion in an isotropic solid is described by the Navier equation
[78];




where λ and µ are Lame’s first and second parameters respectively, ui is the dis-
placement component in the ith direction, t is time, ρ is the medium’s density and
fi is the component of force applied parallel to i. Note that the Einstein summation
convention applies. The first term corresponds to the force due to compression or
rarefaction of a volume element, the second term corresponds to rotational distor-
tion, the third term represents external body forces. In the absence of external
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forces, equation 3.1 can be written in vector notation as;




Since the displacement field, u, should be continuous in three-dimensional space and
should vanish as the coordinates tend to infinity, Helmholtz’s theorem states that
this field can be represented by the sum of a curl-free scalar field and a divergence-
free vector field [79];
u = ∇φ+∇×H, (3.3)
where φ is a scalar potential field, H is a vector potential field and there is a condition
that ∇ ·H = 0. Substituting this Helmholtz decomposition into equation 3.2 and














The solutions to this equation are given by setting the terms in brackets to zero,
hence:





















respectively. To gain some intuition regarding the physical interpretation of these re-
sults, it is helpful to consider in isolation the individual components of the Helmholtz
decomposition in equation 3.3. Setting ∇φ = 0 and recalling from the Helmholtz
condition that ∇ ·H = 0, the first term in equation 3.4 is removed, leaving equa-
tion 3.7 as the sole equation defining motion in the solid. Hence it follows that a
displacement field consisting only of rotational components excites travelling waves
with propagation speed cT (see figure 3.1a). These are shear or transverse waves




Figure 3.1: Particle displacement plots, in which the particle’s equilibrium position
is marked by a red circle, and the displacement vector by a black arrow. Figure 3.1a
depicts a divergenceless displacement field that would lead to shear wave oscillations.
Figure 3.1b depicts a rotationless displacement field that would lead to longitudinal
wave oscillations.
Likewise, setting ∇×H = 0 removes the second term in equation 3.4, indi-
cating that a rotationless compressed or rarefied displacement field excites travelling
waves with propagation speed cL (see figure 3.1b). These are compressional or lon-
gitudinal waves, and are characterised by particle displacements that are parallel
to the propagation direction. It should be noted that equations 3.7 and 3.8 are
independent of each other, and hence so are the wave modes that they correspond
to.
3.2 Surface Acoustic Waves
In finite solids, there also exist waves that propagate along boundaries or interfaces
known as guided waves, which can be useful for interrogating defects in samples
with particular, constrained geometries. The guided waves that exist on the surface
of an elastic half space are known as Rayleigh waves, and are particularly useful for
the detection and measurement of surface-breaking defects in samples that are large
relative to the ultrasonic wavelength.
Consider an infinite two-dimensional half space with spatial coordinates as
defined in figure 3.2. As detailed in section 3.1, following Helmholtz decomposition of
the particle displacement vector, it can be shown that there exist general solutions to
the Navier equation that describe travelling waves with longitudinal and transverse
particle motion (given by equations 3.5 and 3.6). On the surface of the infinite two-






Figure 3.2: Definition of the coordinate system on a two-dimensional elastic half-
space used in the Rayleigh wave derivation.
Therefore the particle displacement vector u = uxî + 0ĵ + uzk̂, and hence the
















where φ is a scalar potential field and ψ is a vector potential field. The general
plane wave solutions to equations 3.5 and 3.6 describing waves travelling along the
interface in the x direction are given by [70]:
φ = D1 (z) e
i(kx−ωt), (3.11)
and
ψ = D2 (z) e
i(kx−ωt), (3.12)
where D1 and D2 are functions describing the amplitude variation with depth. Sub-
stitution of these general solutions into the wave equations (equations 3.5 and 3.6)







whereA1 andB1 are integration constants. Here q =
√
1− c2/c2L and s =
√
1− c2/c2T ,
where c is the surface wave phased speed (c = ω/k, where ω is the angular frequency
and k is the wave number). Substitution of these wave solutions into equations 3.9
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It is now necessary to calculate the stress components at the interface to impose
















where here r = 2 − (c/cT )2. The appropriate boundary conditions describing the
surface of the half-space as being free of stresses are described by σ33 = σ13 = 0 at
z = 0, which leads to the following expressions:
rA1 + 2isB1 = 0, (3.19)
−2iqA1 + rB1 = 0. (3.20)
By rearranging equations 3.19 and 3.20 for A1 and then eliminating B1, it can be
shown that:
r2 − 4sq = 0, (3.21)
which is the characteristic equation for the surface wave phase velocity, c. Solution
of this equation requires the introduction of new variables, η = kT /k = c/cT and
ζ = kL/kT = cT /cL, where the relations r = 2−η2, q =
√
1− η2 and s =
√
1− η2ζ2
have been used, and kT = ω/cT , kL = ω/cL. Substitution of these new variables
into the characteristic velocity equation then yields:









Now note that ζ = cT /cL =
√
(1− 2ν) /2 (1− ν), where ν is Poisson’s ratio. Hence,
there are three roots of η that are a function of Poisson’s ratio only, and the Rayleigh
phase speed c can be computed by determining those roots and setting c = cR, since
η = cR/cT . An approximate solution for the physically-relevant real root of equation
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which allows for evaluation of the Rayleigh surface wave phase velocity from the
elastic properties of the medium only. Note that η does not depend on ω, and hence
Rayleigh waves are non-dispersive.
Rearranging equations 3.19 and 3.20 for A1 and substituting into equations
3.15 and 3.16 gives the following forms for the particle displacement vectors subject











where A = kB1/2q. A Rayleigh wave propagating along the surface of a half-space
therefore has time-dependent displacement vector components that vary both in
the plane of the surface and perpendicular to the plane of the surface. The dis-
placement vectors in equations 3.24 and 3.25 describe retrograde elliptical particle
motion at the surface with an amplitude that decays exponentially with depth into
the medium over a length scale characterised by the wavelength (see figure 3.3). In
sufficiently thick samples, Rayleigh waves can therefore be considered to be localised
to the sample surface, in a layer with a thickness of the order of the wavelength.
The implications for applications in NDE are that for maximum sensitivity, target
defects must have a depth similar to, or significantly larger than, the wavelength.
A Rayleigh wave incident on a surface-breaking crack with a depth much smaller
than the wavelength will propagate beneath the defect relatively unaffected, since
the majority of the wave’s energy is contained in a layer with a thickness greater
than the defect’s length scale. This effect has been exploited to aid in the charac-
terisation of surface-breaking cracks with similar depths to the wavelength; since
the energy for a given frequency corresponds to a particular decay length scale, the
frequency response of a broadband pulsed Rayleigh wave can be analysed to infer
which frequency components are most-heavily attenuated by a surface-breaking de-
fect, and hence to relate those frequencies to the crack depth through appropriate
calibration measurements [81]. This property can also present difficulties when using
Rayleigh waves for inspections of rough surfaces, since Rayleigh wave interactions
and scattering from features associated with surface roughness can heavily attenu-








Figure 3.3: Particle displacement vectors u, with components ux and uz, for a
Rayleigh wave, showing retrograde elliptical motion at the surface.
using them [80].
Equations 3.24 and figure 3.25 demonstrate that perturbations both into
and perpendicular to the plane of the sample’s surface lead to the generation of
Rayleigh waves, which likewise can be detected by a transducer sensitive to ei-
ther normal or parallel displacement vector components. Bulk ultrasound modes
are most-commonly generated using piezoelectric transducers, though these cannot
efficiently excite Rayleigh wave modes directly. Instead, Rayleigh waves are most-
commonly excited by using an angled wedge of material attached to a piezoelectric
bulk wave transducer to generate non-normally incident longitudinal ultrasound
modes at the sample’s surface, giving displacement vector components both into
and out-of the plane of the material [70]. Rayleigh waves can alternatively be gen-
erated by ablative laser sources [11], which act as normally-acting piston pressure
sources, or electromagnetically, using EMATs [82].
3.3 Acoustic Wave Interactions with Interfaces
A defect in a sample can be considered, in terms of acoustics, as a region in which
there is an abrupt change in the material properties that are related to acoustic
wave propagation. The boundaries of a defect are defined by the interface between
the two types of media. In order to understand how an acoustic wave can be used
as a probe to detect defects in solids, it is necessary to understand the behaviour of
a propagating acoustic wave when it encounters such an interface.
3.3.1 Reflection and Transmission At Normal Incidence
When an acoustic plane wave encounters an interface between two media that is
perpendicular to its propagation direction, the wave’s energy will be partially trans-





Figure 3.4: Schematic diagram showing the incidence of an acoustic wave, uI on an
interface between two media, 1 and 2. This leads to both a transmitted acoustic
wave, uT and a reflected acoustic wave, uR.
figure 3.4). The ratio of reflected to incident wave energy and transmitted to in-
cident wave energy is determined by the reflection and transmission coefficients of
the interface respectively. In order to determine what these coefficients are, first
consider a plane wave propagating in the x direction, incident normally on the in-










where c is the appropriate wave speed for the nature of the propagation (see sec-
tion 3.1). The Ansatz solution for a travelling plane wave is given by ux (x, t) =
A exp (i (kx± ωt)), where the + and − signs in the exponent denote a wave travel-
ling in the negative and positive x direction respectively, A is a constant representing
the amplitude.
When such a wave is incident on an interface between two media, there
will be partial transmission of the wave from the first medium into the second and
partial reflection at the interface. It follows that the total displacement field can
be represented by the transmitted wave in the second medium and by the sum of
the incident and reflected waves in the first medium. Hence, the acoustic field in
medium 1 can be written as;











where the subscripts I, R and T denote incident, reflected and transmitted waves
respectively, and the subscripts 1 and 2 denote the first and second media respec-
tively.
In order for the model to provide an accurate physical description, the dis-
placement at the interface must be continuous. This imposes the boundary condi-
tion;
u(1)x (0, t) = u
(2)
x (0, t) , (3.29)
where the superscripts 1 and 2 refer to the media illustrated in figure 3.4. Applying
this boundary condition and simplifying gives:
AI +AR = AT . (3.30)
It must also hold that the force per unit area at the interface is continuous, otherwise
the two media would separate. The force per unit area is otherwise known as the
stress, σ, and is related to particle displacement by Hooke’s law [70]:




and the boundary condition for continuous stress across the interface is;
σ(1)x (0) = σ
(2)
x (0) . (3.32)
Calculating the stresses using equations 3.31, 3.27 and 3.28 and applying the bound-
ary condition in equation 3.32 leads to the following condition on the wave ampli-
tudes;
(λ1 + 2µ1) k1 (AI −AR) = (λ2 + 2µ2) k2AT . (3.33)
Since kn = ω/cn and (λn + 2µn) = ρc
2
Ln (where cLn is the longitudinal wave velocity
in medium n), equations 3.33 and 3.30 lead to the expressions for the wave amplitude

















For any given material, the quantity ρncLn is defined as its acoustic impedance,
Zn. The above relations give the reflected and transmitted particle displacement
amplitudes in terms of the acoustic impedances of the media either side of the
interface, though in practice it is rarely the particle displacement that is measured.
It is therefore helpful to provide transmission and reflection coefficients that relate
the pressures of the incident, reflected and transmitted waves. These can be derived




































It is interesting to note the anticipated behaviour of acoustic waves in two limiting
cases: z1  z2 and z1 = z2. In the first case, z1z2 → ∞, R → −1, and T → 0.
This describes the case of a perfectly reflecting boundary, through which there is no
acoustic transmission.
In the case that z1 → z2, R → 0 and T → 1, there is no reflection from
the boundary and all of the wave energy is transmitted through the interface. This
limit describes the case in which there is no acoustic interface; although the two
media may be made of different materials, if the difference in acoustic impedance
is small, then the interface will not strongly reflect the acoustic wave. This is an
important consideration when using ultrasound to measure defects; acoustic waves
are only sensitive to substantial changes in acoustic impedance.
3.3.2 Reflection, Refraction and Mode Conversion
When an acoustic wave meets an interface between media of contrasting acoustic
impedance at oblique incidence, several processes may occur. As shown in section
3.3.1, the wave energy will be partially transmitted across and partially reflected
from the interface, but due to the contrasting speeds in the two media, the transmit-
ted wave will also be refracted. Mode conversion may also occur, which describes
the excitation of a wave oscillation type different to that of the incident wave at
the interface [70]. This process can be understood by considering the force acting
on particles due to a compressional wave near the interface. It can be shown that










Figure 3.5: The relationship between the angle of incidence, θ1, and of refraction, θ2,
is given by Snell’s law, which can be derived by considering the distances travelled
by an incident wavefront (red) and a refracted wavefront (blue) in the same time
step.
perpendicular to the interface. The abrupt change in acoustic impedance at the
boundary layer causes separation of these components, leading to separate com-
pressional and shear wavemodes (see section 3.1). Likewise, by resolving the forces
acting on particles due to a transverse wave at the interface, it can be shown that
oblique shear wave incidence will also lead to mode conversion.
The refraction of acoustic waves is governed by Snell’s law. Consider a plane
wave at oblique incidence on a material interface (see fig 3.5). It is helpful to consider
the wave’s behaviour in terms of Huygens’ principle, in which points of disturbance
on an advancing wavefront themselves act as spherical point sources of acoustic
waves [83]. When the edge of the wavefront encounters the interface at point A at
an incidence angle of θ1, a transmitted wave will start to propagate through the
second medium at a refraction angle of θ2. The furthest side of the wavefront must
travel a distance s1 before it encounters the interface at point B, which it does in a
time δt = s1/c1. The wave refracted from point B will have travelled a distance s2








Using trigonometry, it can be shown that s1 = AB sin (θ1) and s2 = AB sin (θ2).
Substituting this into expression 3.38 gives Snell’s law for refraction:
c2 sin (θ1) = c1 sin (θ2) . (3.39)
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Note that this derivation contains no consideration of the mode of oscillation and so
is valid for longitudinal, shear and surface waves. It is also valid for mode-converted
waves; considering the point of mode conversion at the interface as a point source
for spherically-propagating mode-converted waves, the above analysis gives the same
relation between the angles of the reflected and refracted mode converted waves.
3.4 Acoustic Attenuation
The attenuation mechanisms affecting an ultrasonic wave can generally be described
as absorption or scattering phenomena. Absorption mechanisms encompass a range
of processes by which the propagation of an acoustic wave leads to energy losses.
Particle displacements due to acoustic perturbations amount to deformations, which
remove energy from the acoustic wave if the medium has viscoelastic properties.
Absorption is therefore present in most materials and occurs even in homogeneous
samples [84]. Several experimental studies indicate that the attenuation due to
acoustic absorption mechanisms increases monotonically with frequency [85, 86].
Conversely, scattering processes are attributable to inhomogeneous struc-
tures in a sample. In general, acoustic wave scattering can be described as the
result of the variation of elastic or acoustic properties between the medium of prop-
agation and the structures contained within it. There are three scattering regimes
characterised by the relative size of the acoustic wavelength, λ, to the characteristic
size of the scatterer, d:
1. Specular scattering, in which λ d. This case corresponds to the interaction
of an acoustic wave with a macroscopic discontinuity [84], as described in
sections 3.3.1 and 3.3.2. Thus the processes of reflection, refraction and mode
conversion can all contribute to the attenuation of an acoustic wave.
2. Stochastic scattering, in which λ ≈ d. In this regime, the intensity of the
scattered wave is proportional to ω2d [87].
3. Rayleigh scattering, in which λ d, which is analogous to the more familiar
case of the scattering of electromagnetic radiation from particles much smaller
than the wavelength. In the case of Rayleigh scattering, the scattered wave
intensity is proportional to ω4d3 [85, 87].
It follows that the effect of scattering and absorption processes on wave intensity
has a strong frequency dependence, and that greater penetration is achieved by the
use of low frequency acoustic waves. The caveat is that low frequency waves are less
sensitive to small inhomogeneities, so the greater penetration is compromised by a
lower sensitivity to smaller targets of interest, such as defects.
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The sum of all these contributing factors leads to a complex dependence of
ultrasonic attenuation on a medium’s properties, but in general the acoustic atten-
uation in a specific medium for a specific wavelength is governed by an exponential
relation. The change in intensity, dI, of a linear beam of intensity I when travelling




where I and I0 are the intensities at the wavefront and at the wave source respec-
tively and z is the depth of penetration.
Note that equation 3.40 is only valid when a plane wave is considered and
that real acoustic waves are generally diffuse. Geometrical attenuation describes the
loss of acoustic intensity due to the spatial expansion of the wavefront. Considering
the example of a point source as the origin of a spherically-propagating acoustic
bulk wave, the total area of the wavefront is given by 4πr2, where r is the radius
of propagation from the point of origin. It follows that the acoustic intensity at the
wavefront will have in inversely proportional relationship to r2, assuming there are
no energy losses through the other mechanisms outlined above. The intensity of an
acoustic wave is proportional to the square of the wave’s displacement amplitude,
so the displacement amplitude of a bulk wave is correspondingly proportional to
1/r. Likewise, a wave localised to a two-dimensional surface has a wavefront with
length 2πr, hence an inversely proportional relationship is expected between the




3.5 Scattering of Mode Converted Waves from Cylin-
drical Voids
The theoretical investigation of wave scattering from inclusion-like defects and cav-
ities first received attention in the 1950s, with the investigation of acoustic wave
scattering from spherical objects that may be regions of void, fluid-filled or have
elastic properties [88]. Of relevance to the experimental studies presented later in
this thesis, in chapter 7, is the consideration of the interaction of an incident com-
pression wave on a cylindrically-symmetric object and the subsequent excitation and
scattering for mode-converted shear waves. The directivity function of the scattered

















Figure 3.6: Mode converted shear wave directivity function for different values of
ksa.
where θ is the scattering angle, m is an integer, i =
√
−1, εm is the Neumann factor
(εm = 1 for m = 0, εm = 2 for m > 0) and the coefficients ∆2m and ∆m are
determined by the boundary conditions at the cylinder’s interface. Note that the
appearance of sin θ in equation 3.41 enforces that the scattered wave field is always
zero at propagation angles of 0◦, demonstrating that the wave fields resulting from
these interactions can be highly directional, and directed at angles away from normal
incidence. For the purposes of investigating scattering from the structures relevant
to this thesis, the derivation outlined in reference [90] concerns mode converted waves
scattered by embedded inclusion cylinders with some elastic properties surrounded
by some other medium. In the special case where the cylindrical inclusion is rigid,








































where kc is the wavenumber of the compressional mode, ks is the wavenumber of
the shear mode, H(1)(m) (x) is a Hankel function of the first kind, with order m and
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Figure 3.7: Scattering cross section for a 1 MHz shear wave mode-converted from
an incident compression wave at a 6mm diameter cylindrical void in steel.
argument x and a is the cylinder radius. Ds (θ) can be calculated numerically
using equations 3.41, 3.42 and 3.43. Shown in figure 3.6 is Ds (θ) calculated over
an angular range from 0 - 2π for a cylinder where a = 2 mm, 0.2 mm and 30
mm in a medium where kc = 1.05 mm
−1 and ks = 1.99 mm
−1, corresponding to
elastic waves propagating at 1 MHz in typical steel sample with a compressional
wavespeed of 5950 ms−1 and a shear wave speed of 3150 ms−1. In each case, the
series summation was truncated once convergence appeared to be reached, to avoid
numerical instabilities associated with the computation of Hankel functions with
small arguments and high orders. The results of the calculations, shown in figure 3.6,
demonstrate that as the value of ksa is reduced, the directivity pattern changes from
a specular interaction with a large interface at high ka, through a scattering regime
with high directionality and a greater likelihood of forward-scattering occurring as
the wavelength approaches the characteristic size of the scatterer, followed by a
diffuse scattering regime when ka is small. In general, the angular distribution of
the scattered wave becomes more complicated as ka increases, with the appearance
of highly-directional lobes.
The equations above describe the angular distribution of the energy trans-
ferred from the incident compressional wave to the scattered shear wave, but do not
describe the efficiency of this process. The amount of energy transferred from the
incident compressional mode to the scattered shear mode is given by the appropriate
scattering cross section component, derived by considering the ratio of energy in the










The scattering cross section can similarly be evaluated for a given material by choos-
ing appropriate values of k. As above, for the case of steel, the scattering cross
section for a mode-converted shear wave scattered from a void cylinder with radius
a = 6 mm is plotted in figure 3.7. The intensity of the scattered wave increases
rapidly with ka at low values. This corresponds to a diffuse, Rayleigh scattering
regime, where scattering efficiency approximately scales with the third power of the
defect’s size (see section 3.4). A local maximum appears in this case when k ≈ a
(though this varies depending on the ratio of kc to ks and hence on the specific ma-
terial), due to interference effects in the scattered wavefields. In the limit of higher
ka, corresponding to a specular scattering regime, the scattering cross section is
invariant with a. Figure 3.7 demonstrates that this limit in the efficiency of mode
conversion is applicable beyond values of approximately ka = 2, even though the
directivity is still strongly affected (as demonstrated in figure 3.6).
3.6 Ultrasound Transduction Methods
So far in this chapter, the physics governing the propagation of ultrasound in solid
media has been introduced, but the experimental details concerning the transduction
of ultrasound have not been discussed. This section describes methods of generating
and detecting ultrasound for non-destructive testing.
3.6.1 Piezoelectric Transduction
The piezoelectric effect describes a material property in which a material undergoes
mechanical strain in the presence of an externally-applied electric field, and likewise
induces an electrostatic potential when an external stress is applied [91]. The origin
of this effect is the noncentrosymmetric charge distribution present in the unit cells
of piezoelectric materials; the charge separation means each unit cell acts as an
electric dipole, and manipulation of this dipole through deformation of the unit cell
by externally-applied stress leads to a change in the electric field in the unit cell
[92] (see figure 3.8). In a polycrystalline material, the orientation of these electric
dipoles is random, such that the net electric field when all dipoles are summed over
is zero. Thus, to manufacture usable piezoelectric elements without resorting to the
expensive process of growing single crystals, a poling process is used to align the
piezoelectric domains along a desired axis through the application of strong external
electric fields [92, 93].
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Pb2+ O2− Zr4+, Ti4+
T > TC T < TC
P
Figure 3.8: Unit cell of piezoelectric material lead zirconium titanate (PZT). Shown
left is the cubic structure the material adopts when its temperature, T , is above
the Curie point, TC . As the material cools, it undergoes a phase change into the
tetragonal perovskite structure shown on the right, which is noncentrosymmetric
and hence has a spontaneous polarisation due to the charge separation. A strain
applied across this unit cell modulates the strength of the polarisation vector, P,
which is the basic principle on which piezoelectric transducers operate.
Traditional ultrasound NDE methods involve the use of piezoelectric trans-
ducers. Whilst these are relatively efficient generators of ultrasound, they do require
good acoustic coupling between the sensor and the sample, usually through the use
of a liquid couplant. In order to achieve good acoustic transmission into the sample,
the sensor must be held flush against the test piece and the surface in contact with
the transducer must be relatively smooth [67]. The quality of the coupling is highly
dependent on a number of factors including surface roughness, pressure applied to
the transducer and amount of couplant used, which inhibits the reliability of many
amplitude-based quantitative NDE methods and limits their use for automated mea-
surements. These types of sensors are generally unsuitable for inspection of samples
moving relative to the transducer, require direct access to the sample surface and
good acoustic contact [67].
Non-contacting adaptations of piezoelectric technology have been developed
to improve suitability for automated inspections, and utilise a fluid coupling medium
between the transducer and the test piece in the form of an immersion bath or a
pressurised jet. These suffer from greatly reduced generation and detection efficiency
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due to inherent impedance differences, and (in the case of immersion ultrasound)
require immersion of the test piece in liquid [72, 94]. Conventional piezoelectric
technology is also generally unsuitable for high temperature inspections, since lead
zirconium titanate (PZT - the most commonly used piezoelectric material due to its
large piezoelectricity coefficients) undergoes a structural phase transition at a Curie
temperature of approximately 360 ◦C [9] (see figure 3.8); the practical limit of op-
eration for piezoelectric materials half of the Curie temperature, due to the gradual
loss of polarisation at higher temperatures [8, 95]. Some piezoelectric materials do
have higher Curie temperatures, up to 1210 ◦C in the case of lithium niobate [96],
but they are less-efficient than PZT and still require good acoustic coupling; this is
normally achieved by permanently bonding the sensor to the sample, since liquid
couplants would evaporate at high temperatures, which prevents the use of these
sensors for spot checking or scanning [97]. High temperature measurements can be
performed using more efficient lower-temperature piezoelectric materials with the
use of acoustic waveguides; Celga et al. [98] used thin, rectangular cross-section
waveguide strips to sustain large temperature gradients over short distances, al-
lowing acoustic waves to be coupled from a piezoelectric transducer to a sample
without requirement for additional cooling. They reported wall thickness measure-
ments at temperatures exceeding 700 ◦C. However, the propagation of ultrasound
with wavelengths comparable to the waveguide’s dimensions can lead to dispersive
wave modes which complicate measurements, multiple reflections from the end of
the waveguide can complicate interpretation of received signals, and the problem of
bonded coupling is still not overcome [97, 98, 8].
3.6.2 Laser Transduction
Ultrasonic signals can be generated in solids by pulsed laser irradiation, which has
the advantage of being a non-contacting technique that does not require a coupling
medium [71]. The non-contacting and point-like nature of laser beam irradiation
allows for ultrasonic generation in rough and high-temperature samples, however
high-power laser sources are expensive and can pose a safety risk in industrial set-
tings. Ultrasonic generation by a pulsed laser source can be categorised into the
thermoelastic and ablative regimes. In the thermoelastic regime, a laser beam is
used to provide localised heating to the sample’s surface. This heating results in a
localised thermal expansion, which produces a transient strain field and subsequent
oscillatory motion which leads to acoustic wave propagation [99, 100]. In the abla-
tive regime, a high intensity laser beam is used to ablate the surface of the test piece
locally, causing the ejection of plasma from the surface. A special case of ablative
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generation, using a carbon dioxide laser on a metallic surface, induces breakdown
and plasma formation in the air above the sample, rather than in the sample itself
[101]. In both cases, the formation and subsequent expansion of the plasma causes
a momentum transfer to the surface near the beam, which produces a strain field
and in turn excites acoustic wave modes [102, 103]. With the exception of the case
of carbon dioxide laser ultrasound generation in metals, ablative generation is not
strictly non-destructive as it typically forms an ablation pit with a depth of ap-
proximately 5 µm, though the improved wave amplitudes relative to thermoelastic
generation can make this slight damage an acceptable trade-off, depending on the
application [71]. The ablation damage to the sample can be minimised through
the use of a sacrificial layer, such as a thin layer of paint, though this requires the
surface preparation step of applying the sacrificial layer [104]. Both thermoelastic
and ablative generation lead to broadband ultrasonic generation of compressional,
shear and surface wavemodes, allowing for the application of a wide variety of mea-
surement techniques on structures with a wide range of characteristic length scales
[71]. Laser optics can also be used for interferometric measurements of ultrasound,
however the measurements are less sensitive on optically rough, or low reflectivity
surfaces and the small footprint of the laser beam can necessitate several interfer-
ometers, making ultrasonic detection using lasers technique prohibitively expensive
for many applications [105].
3.6.3 Electromagnetic Transduction
Ultrasonic waves can be generated on electrically conducting or magnetic samples
using EMATs [106]. EMATs are coupled to the test piece surface electromagneti-
cally and therefore do not require mechanical contact with the sample, and so are
more tolerant than conventional probes to transducer misalignment, surface rough-
ness, sample motion and high temperatures. The operating principle of an EMAT
relies on the generation of electromagnetic fields in the test piece at its surface (using
induction coils and permanent magnets), which interact with induced eddy current
distributions or magnetic domains in the sample to induce mechanical strain, and
subsequent acoustic wave propagation. The primary operating principle of most
EMAT designs is the Lorentz mechanism, which induces mechanical forces in con-
ducting materials by moving conduction band electrons with transient magnetic
fields. In magnetic materials other mechanisms are present; namely, magnetisa-
tion forces, and the magnetostrictive effect [106]. A more complete overview of the
physics of EMAT transduction is presented in chapter 4.
Regardless of the intended transduction mechanism, most EMAT designs rely
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on a bias magnetic field. Early EMAT designs relied on electromagnets to generate
a bias field, although the introduction of strong rare-earth magnetic materials with
large remnant magnetic fields has made permanent magnets made from materials
such as NdFeB popular for use in most EMAT applications. Such permanent magnet
EMAT designs are limited by the Curie temperature and the remnant magnetic field
of the magnet (≈ 300 ◦C and 1.4 T respectively [107]) and must be actively cooled
for operation above the Curie temperature [108]. Pulsed electromagnet designs may
be used, as these are not limited by a Curie temperature and can produce fields
with variable strength, though the supporting electronics for these designs are more
complex [109]. Recent investigations have been undertaken into self-field generation
with EMATs, where the dynamic field from the inductor coil itself is used to interact
with the eddy currents and generate ultrasound, removing the need for a bias field
altogether [110, 111].
EMATs are inefficient generators of ultrasound and are only suitable for
measurements on conducting samples or samples with high magnetostrictive coeffi-
cients. However, the non-contacting and repeatable nature of their generation makes
EMATs useful sensors when designing automated scanning systems and probes that
operate at high temperatures [112, 11]. EMAT efficiency can be enhanced when
used on ferromagnetic samples due to magnetostrictive generation in the sample,
and this phenomenon has been exploited for diagnostic tests of boiler tubes, which
develop a thick ferromagnetic oxide coating with high magnetostrictive coefficients
which would otherwise have to be removed for conventional ultrasonic inspection
[113].
3.7 Ultrasonic NDE
This chapter has so far introduced the underlying physics of acoustic wave propa-
gation and the methods by which ultrasound can be generated and detected exper-
imentally. The following section outlines some specialised areas of ultrasonic NDE
that are still areas of active research.
3.7.1 Ultrasound Arrays and Imaging
Conventional ultrasound tests involve the use of a single element piezoelectric probe,
most-commonly operated as a send-receive transducer. The incident acoustic wave is
generated by the transducer, and the same sensor is used to measure the arrival time
of reflected signals; knowledge of the acoustic wave speed in the inspection material
and accurate measurement of reflected pulse arrival times allows for calculation of
the ultrasound path length, and hence for defect size and position quantification
[10, 114]. The limitation of these tests is that they only introduce the incident
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ultrasound at a single incidence angle and require manual or mechanical scanning
in order to provide information about a plane or volume of material.
Ultrasound transducer arrays consist of the close arrangement of many in-
dividual transducers (up to 256 have been reported for NDE applications, with the
possibility for more with multiplexing [115]) and offer a number of advantages over
conventional, single element transducers. If the array elements are sufficiently small,
each can be considered as an individual point source of acoustic waves. Application
of appropriate time delays (known as delay laws) when sending ultrasonic signals
introduces corresponding phase shifts in the generated acoustic field, which allows
for electronic manipulation of the resulting wavefield through coherent interference.
Time delays can be applied so as to steer the generated beam, which allows for
a range of inspection angles to be covered from a single location, or alternatively
delay laws can be applied so as to focus the beam at a chosen point [115]. Since
beam directivity and positioning is controlled electronically and not mechanically,
piezoelectric phased array probes overcome the inherent unreliability of traditional
piezoelectric contact coupling, where acoustic contact must be broken and re-made
between adjacent points in a scan. Phased array probes are therefore capable of per-
forming ultrasonic imaging scans, since intensity variations between adjacent pixels
in the image can be attributed to the acoustic properties of the sample, rather than
artefacts arising from unreliable coupling [116].
Traditional phased array imaging takes the form of B-scanning. In a phased
array B-scan, time domain A-scan signals are recorded as a function of the beam’s
steering angle and plotted as a colourmap [114]. Since the time that a signal arrives
at a transducer is dictated by the path length of that signal and the wave propagation
speed, signals appearing at a time t can be correlated with a spatial position in the
sample, however the features in a B scan image do not directly match the depth at
which a scatterer lies, since reflections are recorded over a range of spatial positions
at the surface of the sample, and because mode-converted signals complicate the
determination of the ultrasound path length. B-scan images hence require some
effort to interpret and do not produce direct images of internal defects, but have the
advantage of being easily produced in realtime, due to low computation costs [117].
B-scan imaging suffers from resolution limitations related to manipulation
of the acoustic beam itself, which reduces its suitability for imaging smaller defects
[118]. Improvements in readily-available computing power for data processing in the
early 2000s allowed for the development of alternative imaging methods with higher
spatial resolutions, such as the total focusing method (TFM), which allows direct
ultrasonic imaging of defects in a three-dimensional volume beneath the transducer
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(or in a two-dimensional plane within that volume) [119]. This imaging algorithm
requires the use of a phased array probe and is more computationally-expensive
than B-scan imaging, but has a much finer spatial resolution, since there is no
manipulation of the acoustic beam [118]. TFM imaging is performed entirely in
post-processing, which means that data acquisition must be performed prior to the
TFM image calculation. The recording method employed is the full matrix capture
(FMC), in which each element of the array is sequentially individually pulsed, while
all elements are simultaneously used as receivers [120]. In doing this, a matrix can be
constructed with data corresponding to each possible generator/receiver pair. Post-
processing of these data to reconstruct an image involves the definition of a grid,
onto which the image should be computed. For each point, or pixel, in this grid, the
expected arrival time of a signal traveling along a path from each generator to each
receiver via this point is calculated. The data point at this calculated time in the
A-scan corresponding to the generator/receiver pair is then added to the brightness
value of this pixel. The algorithm iterates across the defined image space, through
all transmitter/receiver pairs, to reconstruct a brightness image that is a sum of the
contributions from each generating element. Mathematically, this is expressed as
[118]:






(xt − x)2 + y2 +
√
(xr − x)2 + y2
c
∣∣∣∣∣∣ , (3.45)
where I (x, y) is the intensity at point (x, y) in the image space, ht,r is the time
domain A scan data matrix (with subscripts t and r denoting the transmitting
and receiving elements), xt and xr are the x positions of the transmitting and
receiving elements respectively and c is the ultrasonic wavespeed in the sample. The
amplitude envelope function of the time domain data, calculated from the Hilbert
transform, is usually used to populate the matrix h to remove artefacts associated
with wave interference. One drawback of the TFM is that it requires prior knowledge
of the ultrasonic wavespeed in the sample, making image reconstruction particularly
difficult if the wavespeed is not constant. Implementation of the TFM in layered test
pieces with complex geometries is non-trivial, since wave refraction at any interfaces
must be accounted for [120].
Care must be taken when designing phased arrays to ensure that artefacts
associated with the finite element size do not arise in the transmitted beam. Real
phased arrays do not consist of an infinite number of infinitesimal point sources;
the elements themselves are finite, and so do not behave like point sources once the
width is comparable to the wavelength, which gives rise to side lobes in addition
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to the main beam (the same is true of single element transducers) [121]. The finite
spacing of sources is equivalent to a diffraction grating, so grating lobes can occur in
the transmitted field. Both side lobes and grating lobes are undesirable because they
reduce the directivity of the beam and hence reduce the SNR, and reflections from
these lobes can lead to false attribution of indications at a given focus or incidence
angle [122]. To avoid the presence of lobe artefacts, the array should adhere to
the diffraction limit, in which the array elements are spaced λ/2 (or less) apart
[123]. These considerations set limitations on the practically-achievable operating
frequency of arrays constructed using current manufacturing techniques.
Since each individual element must have a relatively small footprint, workable
signal-to-noise ratios are most-practically achieved by using efficient piezoelectric
materials, such as PZT, to generate and detect the ultrasound for each channel [115].
Most conventional phased array probes are therefore not suitable for many industrial
applications, since they require liquid coupling to the test piece and are made of
materials not robust to high temperature applications. Some studies have reported
the development of phased arrays using alternative transduction mechanisms more
suitable for specific applications; for example, a low power phased EMAT array has





In section 2.8 the case was made for an EMAT-based ultrasonic system for defect
detection during the continuous casting of steel. The physics of ultrasonic wave
propagation was discussed in chapter 3, along with a brief overview of experimental
transduction techniques. This chapter elaborates specifically on electromagnetic
acoustic transduction mechanisms, since these form the basis of the experimental
measurements presented later in this thesis.
4.1 Electromagnetic Acoustic Transducers
Electromagnetic generation of acoustic waves in solid media was first discovered acci-
dentally during experimental studies of helicons (low frequency, circularly polarised
electromagnetic waves that propagate in bounded plasmas in the presence of a mag-
netic field [125, 126, 127]) at cryogenic temperatures in a single crystal aluminium
samples [128, 129]. The experimental observation of acoustic resonance coupled to
the helicon modes lead to initial speculation that this phenomenon was related to
the physics of helicon propagation [128], but subsequent investigations first demon-
strated that acoustic wave generation could occur well outside the regime where
the acoustic and helicon phase velocities coincide [130], and later demonstrated
that acoustic wave generation was possible in large, polycrystalline metal samples
at ambient temperatures and in the presence of relatively low bias magnetic fields
[131]. The effect was therefore attributed to classical physical effects, and the real-
isation that the required conditions for the phenomenon were not as restrictive as
initially thought made it possible to investigate applications in solid state physics









Figure 4.1: Schematic diagram of a typical EMAT configuration demonstrating the
Lorentz mechanism. A typical EMAT usually consists of a magnet, which provides
a static bias field, and an induction coil, which induces dynamic magnetic fields near
the sample’s surface.
The advantages of electromagnetic generation of acoustic waves were identi-
fied early, as a means to overcome the inherent limitation of piezoelectric generation,
which is that there must be good acoustic contact between the transducer and the
test piece. This made possible the development of industrially-robust ultrasound
sensors which could operate at some small distance from the samples and were
therefore more tolerant to surface roughness and coatings [132, 133], which could
operate at elevated temperatures due to the ability to protect the requisite sensor
components from hot samples [11, 108, 109], which can operate on samples in mo-
tion [132, 11], and which have a more reliable coupling efficiency between individual
measurement point when performing scanning measurements [11, 82].
The components of a typical EMAT sensor are an inductor coil and a bias
permanent magnet or electromagnet, or arrangement of several magnets (see figure
4.1). The arrangement of the coil and magnet(s) in an EMAT are dependent on
the specific intended application of the device. Careful design of the inductor coil
and consideration of the bias magnetic field geometry allows for control over the
direction and distribution of forces generated in the sample’s surface, and hence
some control over the mode of oscillation, polarisation, directivity and frequency
content of the ultrasound wave that is generated or detected by the sensor [106].
This allows for the transduction of wavemodes and wavefront geometries that can be
difficult to generate and detect when using piezoelectric transducers [82, 134, 135].
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The basic principle of operation is that the induction coil is used to generate
a dynamic magnetic field within the sample’s electromagnetic skin depth, which
then is used to modulate the application of mechanical forces through one of three
transduction mechanisms (outlined in detail later in this chapter). The same pro-
cedure for quantification of electromagnetic ultrasound generation applies in each
case as follows:
1. Calculation of the electromagnetic fields induced in the sample.
2. Calculation of the resulting body forces.
3. Calculation of the resulting acoustic fields.
Item 1 of this list is dependent on the geometry and electrodynamics of the specific
application, and can be computed analytically in some simplified cases (see chapter 5
for an example as applied to coil-only EMAT generation). Item 3 concerns the wave
fields generated by a stress distribution, and again can be computed analytically
in simplified cases, or evaluated numerically. The remainder of this chapter con-
cerns the physics of item 2; namely how mechanical forces are induced in a sample
electromagnetically, provided the requisite electromagnetic fields are known.
It is now necessary to introduce the physical laws governing electrodynamic
interactions as described by Maxwell’s equations. Hereinafter, the total magnetic
field in a material, B, is defined as:
B = µ0H + M, (4.1)
where H is an applied magnetic field, µ0 is the vacuum permeability and M is
the magnetisation. The Maxwell-Ampere law describes the electromagnetic fields
produced by a current source [136]:




where J is the current density, ε0 is the vacuum permittivity, εr is the material’s
relative permittivity, E is an electric field and t is time. The Maxwell-Faraday law





Gauss’ law for magnetism states that magnetic field lines form closed loops [136]:
∇ ·B = 0. (4.4)
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Ohm’s law states that the current density is proportional to the electric field [136]:
J = ηE, (4.5)
where η is the electrical conductivity of the sample.
These equations are general, provide a complete description of electrody-
namic processes and are the fundamental governing equations that describe EMAT
operation. Solution of these equations for specific cases relating to an EMAT trans-
duction problem allows for quantification of the induced body forces, provided the
transduction mechanisms are well-understood, and hence for subsequent calculation
of the acoustic fields. What follows now is a physical explanation of the three known
EMAT transduction mechanisms; the Lorentz force, the magnetisation force and the
magnetostrictive effect.
4.2 The Lorentz Force Mechanism
The Lorentz force is the transduction mechanism most-commonly exploited by
EMAT designs [106], since it is often the dominant transduction mechanism [137],
and because it occurs in all electrically-conducting media and does not rely on any
magnetic properties inherent to the sample itself. The interaction relies on the force
induced on electrically-charged particles in motion in the presence of a magnetic
field.
Consider an arbitrary-geometry EMAT coil above an infinite conducting half
space as shown in figure 4.1. Time-varying currents in the EMAT coil will induce
a current density profile, J, in the sample, and there exists a magnetic field in the
material, B, which is related to the applied magnetic field, H, through the definition
given in equation 4.1. Under the quasi-static approximation (see section 5.1 for a
justification of this approximation in relation to EMAT operation), the displacement
current in equation 4.2 can be ignored and the eddy current distribution induced by
a pulsed EMAT coil can be found by solving:
J = ∇×H. (4.6)
To then determine the mechanical stress imparted onto the sample, the interactions
of the conduction band electrons with the sample lattice must be considered. An
assumption is made that the sample is a metallic conductor at ambient temperatures,
hence the classical description of electron transport provided by the Drude model is
valid [138]:





where me is the electron mass, ve is the mean electron velocity, e is the electron’s
charge, and τ is the mean electron scattering time, with τ w 10−14 s for common
metals at room temperature [106]. Further assuming that if the electric field, and
hence the mean electron velocity, oscillates with frequency ω and that the period of
that oscillation is much greater than the mean electron scattering time, 1/ω  τ ,




= −nee (E + ve ×B) , (4.8)
where ne is the charge carrier (electron) density. The left hand term in equation
4.8 is equal to the change in total momentum of the conduction electrons per unit
volume in the scattering time τ . This is equal to the momentum transferred to
the ionic lattice of the conductor in the same time, hence the total force on the
ionic lattice is given by the sum of Lorentz forces due to the motion of ions in
electromagnetic fields and the forces due to conduction electron collisions:
f = NZe (E + u̇×B)− nee (E + ve ×B) , (4.9)
where N is the ion density and Z is the ionic charge. Noting that to maintain charge
neutrality, NZe = nee must be true, that the term −neeve = J and assuming that
u̇  ve due to the significantly larger mass of the lattice ions compared to an
electron, an expression is obtained for the Lorentz force acting on the conductor in





Using equation 4.6 to make the substitution for J, the Lorentz force density can be






Equation 4.11 demonstrates that the Lorentz force is a vector cross product between
the eddy current distribution and the total magnetic field, indicating that the gener-
ated mechanical forces will be orthogonal to both. The skin effect is a phenomenon
whereby the amplitude of an electromagnetic wave incident on a conducting mate-
rial decreases exponentially with depth into the material. The characteristic length
scale of this decay is called the skin depth. Due to the skin effect, the induced eddy
current distribution will always lie effectively in a plane parallel to the surface of a
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sample. Careful selection of appropriate applied field geometries is therefore required
to produce mechanical forces with a desired orientation; applied fields parallel to the
surface (but still requiring components normal to the eddy current distribution) will
induce stress fields that are directed out of the surface plane, while applied fields
that are directed normal to the surface will induce stress fields that lie parallel to
the surface’s plane. Appropriate choice of applied field and eddy current geometries
allows for selection of generated bulk and guided wave modes [106].
4.3 The Magnetisation Force
In ferromagnetic materials, interaction between an externally-applied magnetic field
and the internal fields resulting from the magnetic ordering in the material can give
rise to mechanical forces through the magnetisation force. The magnetisation, M,
of a material is defined as the volume density of the net magnetic moment in the
material. The total moment from a volume of ferromagnetic material composed of





For any individual magnetic moment, m, in an externally-applied magnetic field,
there exists a potential equal to [139]:
U = −m ·H. (4.13)
The force on the dipole is hence given by the potential gradient. The volume mag-








(M · ∇)H + (H · ∇)M + M× (∇×H) + H× (∇×M) dV.
(4.14)
The time-varying component of H which leads to ultrasound generation is confined
to within a few electromagnetic skin depths of the surface. Over this short length
scale, the magnetisation is assumed to be constant and hence its derivatives vanish.




(M · ∇)H + M× (∇×H) dV. (4.15)
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The integrand in equation 4.15 is the body force density due to the magnetisation
force. In an electrically-conducting magnetic material, both the magnetisation and
the Lorentz forces contribute to electrodynamic stresses. To quantitatively describe
the effect of these forces in combination, it is helpful to evaluate the components of









































where î, ĵ and k̂ are unit vectors in the x, y and z directions respectively. Likewise,





















































For a dynamic magnetic field in a conducting medium, the lines of magnetic flux are
mostly confined within a few skin depths of the material’s surface. Since the skin
depth is much smaller than the horizontal extent of the magnetic fields for most
EMAT coils, and due to the condition that field lines must form closed loops, it can
be assumed that horizontal applied field components are much larger than vertical
components; Hx, Hy  Hz. In this limit, terms containing ∂Hz → 0, and the sum
of the Lorentz and magnetisation body forces reduces to:








































It is important to note here that the mixed terms in M and B are subtracted from
each other, and hence their magnitudes are reduced. Under the approximation that
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the bias field is parallel to the sample’s surface (i.e. the only non-negligible com-
ponents of B are Bx and By), there still exist in-plane components (in î and ĵ)
that are not mixed terms, however the vertical (k̂) component contains only mixed
terms. Hence, in the case where the bias field is parallel to the sample’s surface, the
Lorentz and magnetisation body forces largely cancel and the induced out-of-plane
stress field is reduced in magnitude. The efficiency of EMAT generation of longitudi-
nal ultrasound modes in electrically-conducting ferromagnetic materials is therefore
lower than for non-magnetic materials. If the applied field is predominantly normal
to the sample’s surface, the non-mixed terms of the in-plane force components still
survive, and hence shear wave generation is significantly less affected [106].
4.4 The Magnetostriction Mechanism
Magnetostriction is a phenomenon analogous to the piezoelectric effect (see section
3.6.1), in which an applied magnetic field can cause dimensional changes in a sample.
The magneto-crystalline anisotropy of a material means that there are preferential
(low energy) magnetisation axes related to the principal axes of the unit cell, which
themselves are associated with different lattice parameter values. In the absence of
an applied field, magnetic domains of uniform polarisation form in a ferromagnetic
material in order to reduce the total magnetostatic energy of the sample. Subse-
quent application of an external magnetic field can induce a net torque on dipole
moments in the material, leading to a propagating reorientation of individual lattice
sites, which corresponds to shifting of the magnetic domain walls, and rotation of
individual domains, to reduce magnetostatic energy. This induces a strain in the
material if the lattice parameters differ between the relevant crystallographic direc-
tions, hence leading to a dimensional change in the sample in the presence of an
applied field [140]. Application of time-varying magnetic fields therefore induces
time-dependent strains in the material, leading to acoustic wave propagation [106].
The quantitative description of the magnetostrictive effect is complex and
highly non-linear [141], but typically when modelling EMATs, the biasing magnetic
field is much larger than the dynamic field. In this limit, the modulation of the
dynamic field can be modeled as a small perturbation of the bias field, and the
magnetostrictive effect can be assumed to be locally linear about the chosen bias field
value [142, 137]. The strain induced in a magnetic material can then be expressed
as [142]:
ε = SHσ +DH, (4.19)
where ε is the strain tensor, SH is the elastic compliance matrix for a constant value





Figure 4.2: Schematic representation of the magnetostriction mechanism. Realign-
ment of magnetic domains under the influence of an applied magnetic field induces
strain in the lattice, leading to acoustic wave propagation.
matrix. If a magnetic field is applied in the absence of an external stress, the strain
field produced is ε = DH. This strain can be used to evaluate an equivalent applied




Hence the body forces due to magnetostrictive effects can be evaluated if the coef-
ficients of the magnetostriction tensor are known. In practice, because the magen-
tostrictive effect is highly non-linear and varies with the direction, magnitude and
oscillation frequency of the applied field, these coefficients are found empirically
from measurements of the magnetostriction curve for a given material.
The magnetostrictive effect depends on the presence of magnetic domain
structures in the material, and so is only observed in ferromagnetic materials. Al-
though almost all ferromagnetic materials exhibit magnetostriction, recent finite
element method numerical studies conducted by Ribichini et al. [137] suggest that
this transduction mechanism is only dominant in highly magnetostrictive materi-
als such as ferrite oxides, and that the Lorentz force is the dominant transduc-
tion mechanism in most samples, including ferritic steels. In samples with very
high magnetostriction coefficients, this transduction mechanism can lead to very
high signal-to-noise ratios that are comparable to those obtained with conventional
piezoelectric probes. One such example is found in boiler tubes, which develop thick
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oxide coatings over time and make conventional inspections difficult, but which are
highly magnetostrictive, allowing for reliable inspection with EMATs optimised for
magnetostriction transduction [143].
4.5 Ultrasonic Reception with EMATs
This chapter has so far detailed the generation of acoustic waves using EMATs
operating using the principles of the Lorentz, magnetisation and magnetostriction
mechanisms, but EMATs are also suitable for use in the detection of ultrasonic
waves in conducting and magnetic materials.
4.5.1 The Reverse Lorentz Mechanism
The Lorentz mechanism is specific to electrically-conducting materials, and hence
the receiving mechanism is discussed here in terms of metallic samples. A plane
wave incident on the surface of a material leads to a surface particle displacement
u(r, t). The ions of a metal are fixed in the metallic lattice and so must move with
the acoustic wave, and the conduction band electrons move with the lattice ions
to maintain charge neutrality. If this motion occurs in the presence of a biasing
magnetic field, the electrons experience a Lorentz force [136]:
FLorentz = e (u̇×B) (4.21)
In accordance with Faraday’s law of induction, and because the force on a charged
particle is equivalent to the electric field E multiplied by the particle’s charge, this
is equivalent to an electric field, and hence the induced current density can be
expressed using Ohm’s law (equation 4.5):
E = u̇×B (4.22)
J = η (u̇×B) (4.23)
The eddy currents induced by the time-varying surface displacement caused by an
incident acoustic wave in turn generate a dynamic magnetic field in accordance with
equation 4.2. Currents are induced in the EMAT detection coil by the dynamic field,
and hence the EMAT is able to detect ultrasonic signals. It is important to note that
the motion of the conductor due to an acoustic wave only generates eddy currents
in the presence of a magnetic field, hence a bias field must be present if the EMAT
is to function as a detector.
The bias field orientation must be considered carefully, depending on the












Figure 4.3: Schematic diagram of an EMAT coil and magnet configuration operating








Figure 4.4: Schematic diagram of an EMAT coil and magnet configuration that is
sensitive to in-plane displacements.
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shows that the induced eddy currents, and hence the currents in the detection coil,
are proportional to the vector cross product of the surface particle velocity and
bias field, indicating that the detection coil direction, bias field and particle velocity
vector must all be mutually orthogonal to maximise sensitivity. Since the detection
coil must generally lie parallel to the sample’s surface, the applied bias field must
lie either perpendicular to the sample’s surface to detect in-plane particle motion,
or parallel to the surface to detect out-of-plane particle motion (see figures 4.3 and
4.4).
4.5.2 The Reverse Magnetostriction Mechanism
In ferromagnetic materials, the deformation due to an acoustic wave leads to pertur-
bation of the magnetic domain structure of the material. This causes a local change
in the magnetisation of the sample and hence in the magnetic flux density above
the sample. The time-varying flux density induces currents in the EMAT detection
coil, hence allowing the detection of ultrasonic signals via the reverse magnetostric-
tion mechanism, or Vilari effect. In this case, the magnetic field produced by a
magnetostrictive material due to an applied stress is given as [137]:
B = DTσµσH (4.24)
where DT is the transposed magnetostriction matrix, σ is the stress tensor, µσ is
the magnetic permeability tensor for the material under constant stress and H is an
externally-applied field. As with the magnetostriction generation mechanism, eval-
uation of this effect requires knowledge of the magnetostriction tensor coefficients,
which can only be found empirically from measurements of magnetostrictive curves.
In general, Lorentz force detection is the dominant measurement mechanism, ex-
cepting special cases where the material has high magnetostrictive coefficient values,
such as for magnetite [137].
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Chapter 5
High Power EMAT Operation
As discussed in section 1.2.3, as-cast steel slabs are thick and contain coarse, inhomo-
geneous grain structures, and so are expected to highly attenuate ultrasonic signals.
Sufficient ultrasound penetration for measurements with a practicable signal-to-
noise ratio in these thick samples requires the use of lower frequency signals (at the
expense of lower spatial resolution), or high-power EMAT generators, such as those
described in section 5.3. Due to the required high currents, and associated large dy-
namic field values, the transduction mechanism is predominantly the Lorentz force
due to the dynamic magnetic field (hereinafter referred to as the “self-field”). This
chapter introduces the concept of the self-field EMAT in detail, and provides a theo-
retical framework for quantifying the pressure profiles generated by these devices, so
that the generated acoustic wavefields can be evaluated and compared for arbitrary
choices of generation coil configuration. This analysis forms the basis of the finite
element modelling used for the EMAT array optimisation presented in chapter 6.
5.1 Lorentz Force EMATs as Magnetic Pressure Sources
In order to quantitatively model the effect of different choices of generation coil
geometry on the acoustic wavefield radiated by self-field Lorentz mechanism EMATs,
the electromagnetic fields within the sample material must first be calculated, so
that the Lorentz force can be evaluated (see equation 4.11). Consider an infinite
linear induction coil above a two-dimensional conducting half space as shown in
figure 5.1. The following arguments can be made according to the symmetry of the
problem:
• The currents, both those in the coil, and those induced by the coil, are purely
in the y direction, so the only non-zero component of E is Ey.








Figure 5.1: Schematic diagram of the self-field coil model, showing an infinite, uni-
directional induction coil above an infinite conducting half-plane.
of H is Hx.
• the model is infinite and symmetric in both the x and y directions, so deriva-
tives with respect to x or y are zero.
The following analysis can be simplified if the displacement current in equation 4.2
is ignored (i.e. the magnetostatic approximation is made). The condition that must
be satisfied for this approximation is that the displacement current is much smaller









An order of magnitude evaluation of this inequality can be made by replacing the
time derivative of E with a ratio of quantities on the correct scale for the problem. If
a harmonic approximation for time dependence is made, the value of the derivative
can be approximated by taking the maximum amplitude of the electric field and









The appropriate timescale, ∆t, for the variation of the electric field is given by the
period of a harmonic oscillation with frequency f . The appropriate condition for
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The typical operating frequencies for an EMAT range from 0.01 to 10 MHz [106],
the permittivity of free space is approximately 8.85 × 10−12 Fm−1 [136] and the
conductivity of most metals falls in the range of 106 - 108 Sm−1 [144]. Inserting
these values into the left hand side of the magnetostatic inequality yields a number
of order 10−12, hence the inequality in equation 5.4 is satisfied and the magnetostatic
approximation is justified.
Applying the symmetry arguments and imposing the magnetostatic condi-
tion, the Maxwell-Faraday and Maxwell-Ampere equations (equations 4.2 and 4.3)












where Ohm’s law (equation 4.5) has been used to substitute for Jy. The coupled
partial differential equations 5.5 and 5.6 can be solved by first taking the z derivative







Now the assumption is made that the driving current, and therefore its associated
magnetic field, have a harmonic time dependence, i.e. that Bx(t) = Bx sin(ωt), and
that this can be represented in complex exponential notation as Bx(t) = Bxe
iωt.




Inserting a trial solution of the form Bx(t) = B
0
x(t)e
λz, where B0x(t) and λ are
arbitrary constants, and enforcing the boundary condition that limz→∞Bx(t) = 0















where B0x(t) is the x component of the magnetic field at the surface of the conducting






Equation 5.9 describes the variation of the electromagnetic field with depth into the
conducting half-space. In order to calculate the inductive Lorentz force, it is also
necessary to determine the variation of the electric field with depth. To do this, the
z derivative of equation 5.5 and the t derivative of equation 5.6 are taken, and the




where again, a harmonic time dependence of the form Ey(t) = Ey(t)e
iωt has been
assumed. This equation has the same functional form as equation 5.8, and hence














where E0y(t) is the value of the y component of the electric field at the material















where J0y is the value of the y component of the current density at the material
boundary. In order to correctly evaluate the Lorentz force, the phase lag between
Jy and Bx must be accounted for by expressing Jy in terms of Bx. This is done by
substituting the obtained forms for Jy and Bx into equation 5.5. Firstly, evaluating






































exp (iωt) , (5.15)
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and hence, substituting equation 5.15 into the left hand side of equation 5.14 yields:









It is now possible to obtain an expression for the Lorentz force, FLorentz = J ×B,
in terms of the applied magnetic field only. This is simply a multiplication of the
expressions for Jy and Bx given in equations 5.16 and 5.9, since they are already the
appropriate components for evaluating the cross product, leaving a Lorentz force












This equation gives the expression for the time-dependent Lorentz force as a function
of depth. Note that the exponential terms in equation 5.17 show that the Lorentz
force is proportional to the multiplication of two cosine terms with the same fre-
quency, one of which has a phase lag of π/4 with respect to the other, which would
suggest that the Lorentz force is not exclusively repulsive. At any given depth in the
material, this statement is true and there is an attractive component of the Lorentz
force, however empirical studies of self-field Lorentz force EMAT generation suggest
that the induced force is exclusively repulsive [106]. This can be reconciled with
the result in equation 5.17 by considering that the length scale over which these
variations occur, δ/2, is much smaller than the acoustic wavelength, and the force
can therefore be considered as a surface pressure, not a body force as described here.











































The factor 1/(1 + i) is equivalent to a phase shift of e−iπ/4, so integrating over all
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This quantity is known as the magnetic pressure; it is a well-known result in elec-
trodynamics and is familiar as a term in the Maxwell stress tensor [136]. This result
indicates that the magnitude of the self-field Lorentz pressure is proportional to the
square of the surface magnetic flux density, and hence that there is a rapid increase
in induced stress with increasing excitation current magnitudes. This property also
suggests that if the dynamic field has harmonic time dependence with an angular
frequency of ω, the Lorentz force will have a harmonic time dependence with an an-
gular frequency of 2ω. The direction and sign of the Lorentz pressure expression in
equation 5.19 demonstrates that the self-field Lorentz force is exclusively repulsive,
since at the start of this derivation, the positive z direction was defined in figure 5.1
as being into the material’s depth. These results are in agreement with previously-
acknowledged properties of the self-field Lorentz force, however these properties have
not been explicitly derived in the literature [106, 145].
This derivation relates exclusively to harmonic driving currents, however the
analysis can be generalised if the assumption is made that an arbitrary pulsed driving
field can be represented as a Fourier series. If this is true, the field is just the sum of
many individual sinusoidal components. Since electromagnetic fields add linearly,
the analysis valid for a single frequency component is also valid for other frequency
components and for sums of different frequency components. Hence, for a self-field
Lorentz force induced by an arbitrary pulsed excitation, the magnitude scales with
the square of magnetic field.
The other main assumption made in this derivation is that the applied mag-
netic field only has components parallel to the x direction and that derivatives taken
in the x direction are zero, due to the infinite extent of the coil. The model for cal-
culation of the field geometry due to a wire above a conducting plane detailed in
section 5.2 shows that the magnetic field is not in fact exclusively directed in the x
direction at the material’s surface; the vertical field components are however shown








Figure 5.2: Schematic diagram of the method of images. In high frequency limits,
field penetration into the material can be considered negligible, and the field outside
the material can be calculated from the summation of the source field with that of
a mirror current reflected in the plane of the material boundary.
For non-magnetic materials where µ ≈ µ0, the result in equation 5.19 ap-
pears initially to be invariant of material properties, however, as shown in section
5.2, the magnitude of the surface magnetic flux density, B0x, is a function of the ma-
terial’s electromagnetic skin depth, and hence the Lorentz pressure magnitude varies
with the magnetic permeability and electrical conductivity of the target material.
The effect of the properties of the target material on the magnetic flux density at
the surface of the half space is discussed in further detail in the following section,
which concerns evaluating the Lorentz force distribution from a single wire above a
conducting medium.
5.2 Semi-analytic Coil Modelling
5.2.1 Calculation of Lorentz Pressure due to a Single Wire Source
The derived result in equation 5.19 shows that the equivalent surface pressure re-
sulting from the Lorentz generation mechanism of a self-field pulsed EMAT coil is
equivalent to the magnetic pressure due to the surface magnetic field. This allows
for easy evaluation of the Lorentz force magnitude from an arbitrary EMAT coil
configuration provided the magnetic field at the sample’s surface can be calculated.
Outlined here is a method for modeling the magnetic field from an infinite line
current source, since distributions of line current sources can be used to represent
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arbitrary finite one-dimensional coils.
In free space, the magnetic field around an infinite line of current is given by
Ampere’s law, which in integral form is expressed as [136]:∮
B · dl = µ0I, (5.20)
where, dl is a line element of a closed loop surrounding a current source and I is






where Bφ is the magnetic field vector, r is the radial distance from the wire and
φ̂ is the azimuthal unit vector. This equation describes a free wire, however, as
shown by equation 5.9, the magnetic field amplitude decays rapidly with depth in
a conducting medium. Gauss’ law for magnetism (equation 4.4) stipulates that
magnetic field lines must form closed loops, and hence the magnetic field above a
conducting plane will be distorted; it is therefore necessary to account for the effects
of the conducting medium when determining the surface magnetic field profile for
evaluation of the Lorentz force. In the high-frequency limit, the electromagnetic skin
depth is sufficiently small that penetration of the magnetic field into the sample can
be considered negligible, and the divergenceless condition on the magnetic field from
Gauss’ law then requires that the surface magnetic field is directed exclusively in
the horizontal direction, with vertical components vanishing. This condition on the
boundary magnetic flux density can be achieved through the use of an oppositely-
directed image current reflected in the plane of the conducting surface, (see figure
5.2), and due to the uniqueness theorem for Poisson’s equation, the sum of the field
from the current source and image charge therefore gives an exact solution for the
magnetic field above the conducting half space. This methodology was employed by
Rueter when modeling the self-field Lorentz force induced by annular current sources
in the high liftoff limit [110]. This model, however, assumes there is no penetration
of the magnetic field into the target medium and hence incorrectly leads to the
statement that the self-field Lorentz pressure is material invariant. In practice,
many problems of interest (such as self-field Lorentz force EMAT generation) do
not consider media of infinite conductivity; a direct application of the method of
images is insufficient for these cases, and the effect of field penetration into the
material must be accounted for.
An exact solution describing the magnetic flux density above an infinite half-










Figure 5.3: For a current distribution above an infinite half space with finite conduc-
tivity, the magnetic field above the medium can be described by the superposition
of the field due to the free current source with a mirror field reflected about a plane
at depth δ below the material’s surface, where δ is the complex skin depth.
developed originally for the study of geophysical electrodynamic fields above the
Earth [146, 147]. In low frequency limits where electromagnetic field penetration
into a material is sufficient, complex image theory states that the finite conducting
half space can be replaced by an infinitely conducting half space at some complex-
valued depth, h+ 2δ/(1 + i) beneath the physical surface of the medium, where h is
the vertical separation between the boundary of the half space and the current source
(see figure 5.3). This modified version of the method of images fully accounts for the
effects of material properties as parameterised by the electromagnetic skin depth,
and for the effects of field interference from an induced volume current distribution
(as opposed to a mirror current, which models a field that does not penetrate the
material), which leads to a phase dependence on the observed electrodynamic fields
and hence requires complex representation.
For the case of an infinite line current source above a half-space of finite
conductivity, the magnetic field at the interface was derived by Boteler and Pirjola
[148], who started with the field due to a free wire given in equation 5.21 and
considered the sum of the incident and reflected magnetic field components. The




















(h+ 2p)2 + x2
)
, (5.23)
where p = δ/ (1 + i). Evaluation of the surface Lorentz force profile using equation
5.19 is possible using the field components derived by Boteler and Pirjola, however
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practical use of this result is complicated because there are two field components,
and hence two components to the Lorentz pressure, and each is a complex function
of x, indicating that the phase of the Lorentz force changes with distance away from
the current source along the material surface.
Evaluation of the Lorentz pressure components demonstrates that the Lorentz
pressure due to the vertical field component and spatial phase variation can be
justifiably ignored; in the context of this thesis, the material of interest is steel,
which has an electrical conductivity of approximately 7×106 Sm−1 [144], a relative
magnetic permeability in a range from approximately 1 - 2000 [149, 150], and the
transducer frequency of operation is approximately 1.0 MHz (see section 5.3). Since
magnetoelastic generation mechanisms are not considered here, it is appropriate to
choose a low relative permeability value consistent with a non-magnetic steel, such
as austenitic stainless steel. Higher values would nevertheless further justify the
approximations made in this analysis, since they would correspond to a smaller skin
depth value and hence closer agreement with the high frequency limit. Choosing val-
ues of 7×106 Sm−1 and 1.0 for the conductivity and relative magnetic permeability
respectively therefore gives an electromagnetic skin depth, δ = 0.47 mm, which can
then be used to evaluate the surface magnetic flux components using equations 5.22
and 5.23. The liftoff of the current source from the material surface, h, is chosen to
be 0.2 mm, since this is a reasonable approximation for the liftoff values used during
experimental studies later in this thesis, and the current magnitude is chosen to be
1.75 kA, on the basis of the measurements presented in section 5.3.
The magnitude of the Lorentz force can then be evaluated by computing
|Bi|2 /2µ0 for each force component, i; the x and z components of the Lorentz force
due to an infinite line source at a vertical separation of 0.2 mm from a material
with an electromagnetic skin depth of 0.47 mm are shown in figure 5.4. Although
the tangential Lorentz force is clearly non-zero, its magnitude is sufficiently small in
comparison to the out-of-plane force component that it can be neglected; in terms of
peak amplitude, the out-of-plane force component is approximately 6 times greater
than the tangential force component.
The phase variation of the Lorentz force profile as a function of x is difficult to
account for, because the excitation currents concerned are typically non-sinusoidal
and hence consideration of phase lags for arbitrary pulse excitations becomes non-
trivial. The phase variation can be computed by considering that the surface flux
density is a complex number with real and imaginary components Bi and Br re-
spectively:
B = Br + iBi. (5.24)
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Figure 5.4: The magnitude of the z and x components of the Lorentz pressure
(Fz and Fx respectively) due to an infinite wire source located 0.2 mm above a
conducting medium with electromagnetic skin depth 0.47 mm.
Since the Lorentz pressure is proportional to the square of the flux density, the
complex Lorentz force pressure is proportional to:
FL ∝ B2r −B2i + 2iBrBi, (5.25)
hence the phase of the Lorentz force is given by the arctangent of the ratio of the







A plot of the phase variation, φ, as a function of x with the magnitude of the
z component of the Lorentz force is shown in figure 5.5. Inspection of the plot
demonstrates that the spatial extent of the Lorentz force induced by the wire is
highly localised to within a lateral distance of 0.5 mm either side of the wire’s
position, and that the maximum phase variation within this space never exceeds 10◦.
Significant phase differences between regions of the Lorentz surface pressure profile
do exist when comparing sections of the surface much further outside of the region
directly adjacent to the wire, but the corresponding Lorentz pressure magnitude
in these regions is small enough that it can be justifiably neglected (the integrated
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Figure 5.5: The magnitude of the out-of-plane equivalent surface Lorentz pressure
(Fz) and the phase (φ) of the pressure profile with respect to the driving current as
a function of distance along the material surface, x, for a single wire source located
0.2 mm above a half-plane with an electromagnetic skin depth of 0.47 mm. The grey
dotted lines are located 0.5 mm from the wire source and show that the majority of
the Lorentz pressure is localised within this region.
whole force profile). Due to the highly-localised nature of the Lorentz pressure and
the relatively small phase lag differences in the region immediately surrounding the
wire, it is reasonable to approximate that the pressures exerted at different points
along the material surface vary in phase with each other. The Lorentz pressure due





∣∣∣∣ hh2 + x2 − h+ 2p(h+ 2p)2 + x2
∣∣∣∣2 (5.27)
This analysis of the Lorentz force generation mechanism agrees qualitatively
with modeling outlined by Rueter [110], however there are two important excep-
tions. In the analysis presented by Rueter, the use of the method of images without
consideration for the effects of finite conductivity indicated that the Lorentz pres-
sure magnitude is invariant with respect to the target material. Intuitively this is
not the case, since the Lorentz generation mechanism only applies to electrically
conducting media and hence the material conductivity would be expected to influ-
ence the magnitude of the Lorentz pressure for a given excitation current. This
effect is fully accounted for in complex image theory through the appearance of δ
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in the surface magnetic field expression. A secondary consequence of the choice
to apply the high frequency limit (i.e. to assume that there is no magnetic field
penetration in the material) is that the model outlined by Rueter over-predicts the
Lorentz force magnitude; analysis using the complex image method returns lower
Lorentz force magnitudes than reported by Rueter for a given excitation current
and target material.
5.2.2 Calculation of the Self-Field Lorentz Force From Finite Width
Coils
Equation 5.27 gives a simple functional expression for the Lorentz force due to an
infinite line current source on a conducting surface as a function of distance along
the surface, x, and as a function of liftoff, h. A plot of the Lorentz force distribution
generated by a single infinitesimal current source is shown for a range of liftoff values
in figure 5.6. The data generated using equation 5.27 demonstrate that there is a
significant reduction in the generated force amplitude with increasing liftoff, as well
as a less-significant spreading of the pressure profile beyond the extent of the current
source.
Two-dimensional coils with arbitrary geometry can easily be modelled semi-
analytically by summing over many such infinitesimal current sources arranged to
represent a coil, albeit with the complication that the Lorentz force cannot be di-
rectly evaluated by simply summing over wire sources represented by equation 5.27,
since the total field from the coil must first be calculated. For example, a linear coil
of width 4 mm can be modelled by summation of equation 5.22 over an appropriate
number of infinitesimal line sources to determine the surface magnetic flux density
due to a finite-width coil. Evaluation of the Lorentz force is then possible by com-
puting the square of the result and dividing by 2µ0. The wire diameter used in the
experiments in later chapters is 0.14 mm, and so the approximate turn density of
the experimental coils used is 5 mm−1. A 4 mm wide coil can therefore be modelled
using the above expression for 20 individual current line sources spaced 0.2 mm
apart. The results of this model for liftoff values, h, ranging from 0.1 to 0.5 mm
are shown in figure 5.7. For h = 0.1 mm, a significant local spatial variation in the
pressure magnitude is observed; this occurs because the liftoff is now smaller than
the spacing between adjacent constituent current sources in the modelled coil (0.2
mm), and hence the surface pressure between two adjacent sources is much lower
than the pressure directly beneath a source.
Likewise, more complex coil geometries containing current elements with
opposing polarity can be represented. The racetrack coil designs described in chapter
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h = 0.1 mm
h = 0.2 mm
h = 0.3 mm
h = 0.4 mm
h = 0.5 mm
Figure 5.6: The equivalent surface Lorentz pressure from a single wire source for a
range of liftoff values, h, as calculated using equation 5.27. The current amplitude
used to calculate these pressure profiles is 1.75 kA, following from the measurements
presented in section 5.3.

























h = 0.1 mm
h = 0.2 mm
h = 0.3 mm
h = 0.4 mm
h = 0.5 mm
Figure 5.7: The equivalent surface Lorentz pressure from a 4 mm wide coil composed
of 20 individual single wire sources (as shown in figure 5.27) spaced uniformly. The
current amplitude used to calculate these pressure profiles is 1.75 kA, following from
the measurements presented in section 5.3.
70






















h = 0.1 mm
h = 0.2 mm
h = 0.3 mm
h = 0.4 mm
h = 0.5 mm
Figure 5.8: The equivalent surface Lorentz pressure from a 4 mm wide racetrack
coil composed of 20 individual single wire sources (as shown in figure 5.27). The
current amplitude used to calculate these pressure profiles is 1.75 kA, following from
the measurements presented in section 5.3.
6 consist of two coil sections with opposite polarity, each of width 2 mm, placed
adjacent to each other. The total field produced by this coil can be determined
by summing the magnetic field over 10 wire turns spaced 0.2 mm apart between
-2.0 and 0.0 mm, and then summing the fields produced by 10 opposing wire turns
spaced 0.2 mm apart between 0.0 and 2.0 mm. The equivalent surface pressure
profile due to the Lorentz force can then be determined by calculating the square
of the resulting profile and dividing by 2µ0. The result of modelling a coil with this
geometry for a range of liftoff values between 0.1 and 0.5 mm is shown in figure 5.8.
In each case, regardless of the choice of coil geometry, the Lorentz force
is always directed normal to the sample surface, is highly localised beneath the
extent of the coil and decreases rapidly with liftoff. As liftoff is increased in any
configuration, the spatial extent of the Lorentz pressure profile does increase, but
this effect is small enough that it can be ignored. Using these models of Lorentz
pressure, it is possible to evaluate the generated acoustic wavefields numerically
using the finite element method and optimise the coil configuration for an intended
application.
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Figure 5.9: A comparison between the static and dynamic Lorentz force profiles for
a 4 mm linear EMAT coil at a liftoff of 0.2 mm, with a static horizontal bias field
of 1.4 T and an excitation current of 1.75 kA.
5.2.3 Comparison with Static Field EMAT Generation
In the analysis discussed in section 5.2.2, the method of images used to calculate the
surface flux density is general, and hence this method can also be easily extended
to describe static bias field devices, which are more commonplace than the self-field
generators described in this thesis, by replacing the dynamic magnetic field term
in equation 5.17 with a function describing the field from a permanent magnet.
For example, assuming that the static field varies with depth into the sample over a
length scale much larger than δ and can therefore be represented as a constant vector,























































Figure 5.10: Schematic diagram of the high power EMAT pulse generation circuit.
Charge is stored on a 470 nF capacitor bank at an input voltage, Vin = 850V . The
EMAT coil has a resistance of 0.1 Ω and an inductance of 1.5 µH. Once the charge is
stored, a solid state switching device is used to discharge the capacitor bank through
the EMAT coil, which generates a transient current pulse with amplitudes up to 1.75
kA (see figure 5.11).
Using the method of complex images, B0x(t) can be evaluated for an arbitrary coil
configuration (as described in section 5.2.2) and hence the Lorentz pressure due to
the static field can be calculated.
Figure 5.9 shows the calculated equivalent surface pressure due to the static
field of EMAT with a tangential Bstatic = 1.4 T and a 4 mm linear coil with a turn
density of 5 mm−1 at a liftoff value of 0.2 mm and an excitation current of 1.75 kA.
For comparison, the equivalent surface pressure due to the dynamic field for a linear
coil with the same configuration is shown. The contribution from the dynamic field
is over three times greater than that from the static field, demonstrating that at
high current amplitudes, the quadratic dependence of the dynamic Lorentz force
on excitation current leads to significantly larger induced pressure values than the
static field contribution, which scales linearly with the current.
5.3 High Power EMAT Driving Circuit
Section 5.2 details a method for determining the magnitude of the self-field Lorentz
force, but the time-variation of the Lorentz pressure must still be accounted for;
the only time-varying component of equation 5.27 is the driving current, I, and
hence knowledge of the driving current profile is required to determine the time-
variation of the Lorentz pressure. As shown by equation 5.19, the magnitude of
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Figure 5.11: Excitation current pulse with a rise time of 1.0 µs and a peak value of
approximately 1.75 kA. The resulting Lorentz pressure is proportional to the square
of this current profile and is well-approximated by the square of a half-cycle of a
sine wave (see figure 5.12).
































(a) Square of temporal current profile.




























(b) Frequency spectrum of figure 5.12a
Figure 5.12: The square of the current profile depicted in figure 5.11 in the time
(left) and frequency (right) domains. Shown in red is an approximation for the
square of the current profile given by sin2 (2πt/T ), where t is time, T = 2.0 µs and
the function is windowed over one half-cycle.
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the self-field Lorentz force scales with the square of the coil excitation current, and
hence increases in driving currents can rapidly lead to relatively intense ultrasound
generation. In practice, high current amplitudes are achieved using high-powered
pulse generators, which consist of capacitor banks discharged via some switching
device through a grounded EMAT coil. The pulse generator circuit used to drive
the self-field generation EMATs in the experimental chapters of this thesis consists
of a bank of capacitors, with total capacitance 470 nF, charged to an output voltage
of 850 V (see figure 5.10).
To determine the temporal current profile generated by this circuit in a typ-
ical EMAT generator, an EMAT coil with a racetrack design was wound using 0.14
mm diameter copper wire and a current pulse from the excitation circuit was driven
through it. The driving current in the coil was measured by placing a small re-
sistance of 0.1 Ω in series with the EMAT coil, between the coil and ground, and
measuring the potential drop across the resistance. The current was then calculated
by dividing the measured voltage by the value of the resistance. The resulting cur-
rent profile is shown in figure 5.11, which depicts a broadband pulse with a rise time
of approximately 1.0 µs and a peak amplitude of 1.75 kA.
Since the Lorentz force acting on the sample is proportional to the square
of the driving current, the induced mechanical forces arising from this current exci-
tation has a higher frequency content than the temporal current profile itself. The
Fourier transform of the square of the driving current profile was calculated and is
plotted in figure 5.12a, alongside a Fourier transform of the square of a half-cycle
of a sine wave with a period of 2.0 µs (an approximation for the current profile
with rise time 1.0 µs). As seen in figure 5.12b, the highest frequency content in the
temporal Lorentz profile is around 2 MHz, and the square of the half cycle sine wave
provides a reasonable approximation to the generation function.
This approximate functional form for the temporal profile of the Lorentz
force, alongside the functions describing the spatial distribution of the Lorentz pres-
sure resulting from typical EMAT coil geometries, allows for evaluation of the re-
sulting acoustic wavefields using the finite element method.
5.4 Calculation of Wave Fields Produced by High Power
EMATs
In section 5.2, a semi-analytic method for evaluation of the equivalent surface load-
ing stress produced by a high power coil-only EMAT was derived. Computation of
the wavefield generated by these equivalent surface pressure distributions is useful
to understand how the transducer coil geometry affects the directivity of the radi-
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Figure 5.13: Comparison of the normalised Lorentz force loading profiles correspond-
ing to linear, racetrack and uniform coil designs, used in the directivity analysis.
ated acoustic wave fields for the purposes of designing EMAT-based measurement
systems.
Evaluation of the radiated acoustic wave field generated by a surface pressure
load can be calculated analytically in some simple cases [151, 152, 153]. For the case
of an arbitrary pressure distribution, numerical integration of the wave equation
using the finite element method offers an approach that is generally applicable and
accurate. In the analysis that follows, the finite element method is used to calculate
and compare the radiated acoustic fields from different surface pressure distributions
to establish qualitative differences in their directivity profiles. It is then possible to
determine whether they are sufficiently different to warrant a full model of the
electromagnetic field geometry, or whether they can be reasonably approximated by
a uniform pressure source.
Linear and spiral or racetrack geometry coils are typically the most-appropriate
choice for generation of normally-incident bulk ultrasound modes [106], and hence
these coil geometries are investigated in the following analysis. Using the methods
described in section 5.2, pressure loading profiles for 4 mm width linear and race-
track coils, each composed of 20 uniformly-spaced line sources, were calculated for
a liftoff value of 0.2 mm. A coil width of 4 mm was chosen since, as described in
more detail in section 6.4.1, this element width was empirically found to lead to
good transmitted beam characteristics, and so analysis of this design is pertinent
to the remainder of this thesis. A liftoff value of 0.2 mm was chosen, since this is
approximately the liftoff value achieved in experiments in this thesis. A uniform
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pressure loading profile with a width of 4 mm was also defined; a comparison of
these pressure profiles is shown in figure 5.13.
A finite element model was defined using commercial software package PZFlex,
which uses an explicit time domain integration algorithm for solving dynamic and
elastic acoustic fields. Further details relating specifically to the finite element solver
can be found in reference [154]. The model was defined as a uniform region of steel
with dimensions of 110 × 220 mm, with the pressure load profile being applied at the
centre of the upper surface. These model dimensions were chosen to ensure that the
longitudinal and shear bulk modes would have sufficient propagation time to fully
separate so that the waves for each mode could be analysed independently. The
mesh was defined using simple linear two-dimensional quadrilateral elements with
a density of 16 elements per wavelength, where the smallest wavelength of interest
λmin = cs/fmax, where cs is the shear wave speed (3150 ms
−1) and fmax = 2.0 MHz,
giving an element size of 0.1 mm. The maximum timestep of 17 ns was determined as
half of the propagation time of the quickest wavemode (a longitudinal wave traveling
at 5950 ms−1) across one element.
Following definition of the finite element grid, computation of the appropriate
Lorentz force profile values to load the surface nodes with was achieved through
spline interpolation of the calculated Lorentz force profiles shown in figure 5.13. The
interpolated data was then used to determine the surface pressure load amplitudes
at each of the relevant nodes on the model’s surface. The temporal profile of the
Lorentz force is identical at each node, since the model describes a single coil and
not a series of independent point sources, and is simply the square of the temporal
current profile the coil is excited with (see figure 5.12). Following the approximation
presented in section 5.3, a half-cycle of the square of a 2 MHz sine wave was used
as the temporal pressure load function. The amplitude of the profiles applied to the
finite element nodes was 40 MPa in each case, as an order-of-magnitude estimation
of the Lorentz force pressure (see e.g. figure 5.7). Since this model does not fully
account for effects such as coil impedance, which would reduce the driving current
amplitude between different coil designs of the same width and hence affect the
Lorentz force amplitude, exact calculation of the Lorentz force pressure amplitude
is not necessary. The aim of this section is to determine the differences in directivity,
not amplitude, and since the governing equations for wave propagation are linear,
identical results should be obtained regardless of the input pressure magnitude and
an order of magnitude estimate is appropriate.
The output of the finite element model was the x and y velocity component
history for each node in the finite element grid. The velocity vector magnitude was
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Figure 5.14: Acoustic wavefield, represented by the particle velocity, as calculated
using the finite element method for the uniform pressure loading profile plotted in
figure 5.13.
then determined to obtain the node velocity history. An example plot of the node
velocity profile 15.8 µs after the start of the generation pulse for a uniform pressure
distribution is shown in figure 5.14. For each choice of surface pressure distribution,
the resulting acoustic wave field consists of several wavemodes. Compressional and
shear ultrasound waves propagate in the bulk with greatly-varying directivity, and
Rayleigh waves propagate along the surface. Comparison of the pressure load dis-
tributions was acheived through qualitative comparison of their directivity profiles,
as computed from the finite element data.
Directivity profiles were determined for the longitudinal and shear bulk
modes by defining a semi-circle about the centre of the generation source of ra-
dius 55 mm and computing the maximum velocity magnitude value in the time
history data for each node lying on that semi-circle. Node velocity history data
corresponding to times between 8.3 and 15.8 µs were accounted as longitudinal bulk
wave signals, while the shear wave data were taken from velocity history data cor-
responding to times after 15.8 µs after the start of the generation pulse. To avoid
inclusion of data corresponding to Rayleigh wave propagation, this data are only
shown over an angular range from 10◦ to 170◦. The directivity profiles for shear
and longitudinal wavemodes are shown for the three surface pressure distributions
in figure 5.15.
Although these pressure profiles act exclusively normally on the model sur-
face and might naively be therefore assumed to be simple longitudinal wave sources,




























Figure 5.15: Longitudinal (black) and shear (red) mode directivity profiles resulting
from pressure distributions corresponding to the linear, racetrack and uniform coil























Figure 5.16: Normalised directivity plots of longitudinal and shear wave pulses
generated by surface pressure profiles described by linear and racetrack EMAT coil
designs, and a uniform pressure distribution.
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Table 5.1: Ratios of the integrated longitudinal and shear wave directivity profiles
for the linear, racetrack and uniform piston source pressure loading profiles plotted
in figure 5.13. These values are in agreement to within 3%, suggesting that they are
well-approximated by each other and that there is little benefit to a complete model
of the Lorentz force pressure profile.
normal incidence at a higher amplitude than longitudinal wave modes over the same
angular range. This is in good agreement with theoretical analysis of the radiation
patterns of circular piston sources [151]. The directivity data plotted in figure 5.15
suggest that the choice of loading profile has little effect on the radiated acoustic
wave field; in each case, the longitudinal wave is predominantly directed normal
to the surface, and the shear wave directivity peaks at 50 degrees from normal in-
cidence. Both the linear and racetrack pressure loading profiles can seemingly be
well-approximated by a normally-acting uniform piston force. This is in agreement
with theoretical models of transducer directivity [151, 152]; the value of ka, where
k is the wavenumber and a is the transducer width, is low for these pressure load
profiles (in each case, approximately 4 and 8 for the longitudinal and shear modes
respectively). The radiation patterns therefore fall in the regime where the directiv-
ity is relatively low. If the value of ka was significantly larger, the directivity would
be higher and the radiation patterns would be more distinguishable; for example,
the two sides of the racetrack coil would behave as individual sources (empirically
known to lead to beam artefacts when source separation approaches λ [124]). The
implication of this result is that precise evaluation of the Lorentz surface pressure
distribution induced by an EMAT coil is unnecessary, provided the model applies
to the low ka regime, and that the correct amplitude value is selected.
Figure 5.16 shows a direct comparison of normalised directivity data for
each source geometry for the individual bulk modes. A measure of the relative
efficiency of shear wave generation for each pressure distribution can be calculated
by numerically integrating the directivity profile over the full angular range and
computing the ratio of the integrated longitudinal profile to the integrated shear
profile. This also serves as a quantitative comparison of the directivity functions
of each pressure source. The calculated shear to longitudinal directivity ratios are
presented in table 5.1, and fall in a range from 1.13 - 1.15, demonstrating that
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shear wave generation from these sources, although less than the longitudinal mode
generation, is still significant and accounts for approximately 47% of the resulting
bulk acoustic wavefield, as calculated from integration over the velocity directivity
profile. These ratios are in agreement to within 3% for the different coil designs,
suggesting that there is little quantitative difference between the radiated acoustic
wave fields.
The results of the acoustic wavefield modelling suggest that a full model of the
EMAT’s dynamic field for determining the surface pressure load is an unnecessary
complication, provided the value of ka for the transducer is low, and that uniform
pressure loads give an approximate result that is sufficient for modelling self-field
EMATs for bulk wave applications, as shown in section 6.4.1.
5.5 Conclusions
In this chapter, solution of Maxwell’s equations for the electrodynamic fields pro-
duced by an induction coil above an infinite conducting half space were shown to
lead to an equivalent surface pressure with magnitude B2/2µ. This surface pressure
was shown to be exclusively repulsive, and lead to the generation of mechanical
forces at the second harmonic of the driving current due to the force magnitude’s
proportionality to the square of the applied dynamic field. The method of complex
images was then used in conjunction with this result to derive the magnetic field
and Lorentz pressure produced by an infinitesimal wire source, with the analysis
extended to coils of arbitrary geometry through summation over several individ-
ual wire sources. Evaluation of the resulting wave fields demonstrated that these
sources are well-approximated by uniform pressure profiles, which suggests that rig-
orous models of EMAT surface pressure loading are not necessary, provided the




This chapter builds on the theoretical framework outlined in chapter 5 and concerns
the development of a novel, phased EMAT generation array capable of focusing
and transmitting longitudinal ultrasound pulses in thick and attenuative industrial
as-cast steel samples.
6.1 Motivation for the Development of a Bulk Focusing
EMAT
As outlined in chapter 1, there is a requirement from industry to perform product
quality tests non-destructively and continuously during the casting process to allow
feedback to the casting operators. This could, in principle, mitigate the develop-
ment of internal defects, which both reduce the steel’s sale value and in some cases
present safety concerns [2, 155, 24]. Online detection of internal defects during the
casting process presents a number of difficulties for conventional NDE techniques; as
discussed in section 2.8 the large sample thickness of 120 - 300 mm, high operating
temperatures, surface roughness and continuous movement of the sample preclude
the consideration of established bulk measurement techniques such as radiography,
and hence the case was argued for the development of an EMAT-based ultrasonic
measurement system for detection of internal defects.
Ultrasound measurements have previously been identified as a realistic prospect
of probing the surface and bulk of a cast slab and are the subject of previous stud-
ies on cast steel diagnostics [156, 157, 11, 158], but there still exist a number of
challenges when attempting to use acoustics. Namely, the slab itself is relatively
thick (up to 300 mm) and contains inhomogeneous and relatively large grain struc-
tures when compared to the expected dimensions of a casting defect (see section
1.2.3). Hence attenuation of ultrasound signals, in particular the higher-frequency
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signals that have scattered from defects, will reduce detected signal amplitudes sig-
nificantly. Additionally, previous studies have demonstrated that ultrasonic attenu-
ation in metallic samples increases at high temperatures [157, 159, 160]. Although
EMATs can overcome some limitations associated with conventional ultrasonic test-
ing using piezoelectric transducers that limit their suitability for this application,
problems associated with the large sample dimensions and coarse grain structures
must still be overcome.
The anticipated attenuation of ultrasound signals in cast steel samples ne-
cessitates the use of relatively powerful EMAT devices; for this reason, chapter
5 concerns the development of a theoretical framework for describing the opera-
tion of an EMAT driven with high currents, such that the dynamic field Lorentz
generation mechanism is dominant. EMAT generation relies on the scattering of
conduction band electrons from metal atoms to impart momentum into the metallic
lattice; this is an inefficient process, due to the small electron-atom mass ratio. This
inherent inefficiency of electromagnetic ultrasound generation means that EMAT
measurements typically suffer from poor signal-to-noise ratios, and this issue is com-
pounded by the expected low signal amplitudes arising from the cast steel sample
grain coarseness and high temperatures. This chapter concerns the development of
a high powered phased array EMAT system to overcome this inherent drawback
by developing an array of high-powered EMAT generators that can be excited with
appropriate phase delays for the purposes of focusing the incident ultrasound beam
and improving the transmitted signal amplitudes.
6.2 Phased Array Generation and Beamforming
One approach that can be taken to improve the signal-to-noise ratio of a measure-
ment is to utilise a phased array to increase the signal amplitude through linear
superposition; if the ultrasound signals are summed coherently, the resulting total
signal amplitude increases, whilst any stochastic noise in the measurement sums
incoherently. Enhancement of EMAT sensitivity by the geometric focusing of shear
waves has been reported previously, however the approach taken relied on toneburst
current excitations, which are more limited in power than the pulsed currents de-
scribed in this work, and the dependence on geometric focusing prevented dynamic
beamforming [161, 134, 162]. The novelty of the work described here is the develop-
ment of a high power EMAT phased array, designed specifically for the inspection
of thick, attenuative industrial samples.
Phased array generation and detection of ultrasound is a well-established









Figure 6.1: Schematic diagram of the phased array driving circuit. Each channel
consists of a bank of capacitors that are charged to an input voltage, Vin = 850 V.
For each channel, a solid state switching device is used to discharge the capacitor
bank’s current through the EMAT coils. A field-programmable gate array (FPGA)
unit is used to apply phase delays on each channel.
NDE [115]. By applying appropriate phase delays to each element, a point in space
can be chosen such that the wavefront from each element will arrive simultaneously,
so that the acoustic beam is locally intense. In order to perform beam focusing,
the phase delays are calculated by first calculating the propagation time from each
element to the chosen focus, then subtracting the maximum propagation time from














where the subscript i refers to the ith element in the array, cL is the longitudinal
wave propagation speed, x is the displacement in x of the element from the focus, y
is the displacement in y from the focus and the subscript max refers to the element
that lies at the greatest distance from the focus.
The work presented here describes the development of a phased EMAT array
generation system to enhance signals transmitted through the full thickness of as-
cast steel slab samples.
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6.3 EMAT Phased Array Driving Electronics
As discussed in section 5.2, coil-only EMAT designs require large dynamic currents
for efficient ultrasound generation, and hence a bespoke excitation circuit. The
driving electronics for the experimental tests of the EMAT generation array consist
of a capacitor bank discharged through a solid state switching device for each channel
(see figure 6.1). The phase delays are applied by a field-programmable gate array
(FPGA) unit and have a temporal resolution of 2.5 ns. The temporal current profile
of the excitation pulse was measured by placing a small resistance of 0.1 Ω in series
with the EMAT coil being driven, as described in section 5.3. For a supplied pulse
with a rise time of 1 µs, the peak current amplitude is 1.75 kA per channel (see
figure 5.11).
The driving circuit of the individual channels is as described in section 5.3,
and is similar to the driving electronics described by previous studies describing
the development of a coil-only send-receive EMAT [163], but is capable of achieving
much higher current amplitudes, and hence higher amplitude ultrasound waves,
since the magnitude of the self-field Lorentz force scales with the square of the
excitation current, as shown by equation 5.27. Even higher current amplitudes have
been reported for a single coil using a spark-gap discharge driving circuit, although
this is not as practical as a solid state switching method [145, 110, 163]. The solid
state switching for each channel allows for accurate and reliable application of phase
delays, which is essential for control of the phased array beam characteristics.
6.4 Finite Element Analysis
6.4.1 Pulsed EMAT Array Optimisation
A high power EMAT pulser system consisting of four independent channels with
programmable time delays was developed for EMAT array measurements on cast
steel samples. Prior to the development of an experimental EMAT phased array
transducer, finite element models were used to determine optimal array parame-
ters. Compared to typical commercially available piezoelectric phased array systems,
which are capable of driving up to 256 independent channels [115], the number of
output channels available on the phased EMAT pulser’s driving electronics is low.
Typically when designing a phased array of any kind, it is beneficial to adhere to the
diffraction limit and maintain an element separation equal to, or less than, a half-
wavelength. With such a limited number of elements, however, the aperture would
be small when adhering to the diffraction limit and hence the expected beam charac-
teristics would be poor. Moreover, the inherent inefficiency of EMATs necessitates
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Figure 6.2: Schematic diagram of the finite element model geometry used for the
optimisation study. EMAT elements were modeled by applying a spatially-uniform,
temporally-varying pressure load on appropriate elements on the sample surface.
relatively large transducer footprints for practicable signal-to-noise ratios, making
adherence to the diffraction limit difficult. A finite element study was therefore
conducted to ascertain the best array parameters (element separation and element
width) to achieve both a narrow beamwidth and sufficient sidelobe suppression.
Analysis of the self-field Lorentz generation mechanism indicates that the
coil-only design can be approximated as a rectangular piston source (see section
5.4). Each EMAT element was therefore modeled by applying a uniform, time-
varying, pressure profile across the relevant surface nodes in the model. Analytical
modeling of the self-field mechanism indicates that the Lorentz force is proportional
to the square of the driving current, leading to a doubling of the frequency content in
the case of harmonic time dependence. The square of a half-cycle of a sine wave with
a period of 2.0 µs was therefore chosen as the driving function for the pressure load
in the model, to approximate the temporal pressure variation supplied by a coil-only
EMAT driven by the current profile shown in figure 5.11. A pressure amplitude of
40 MPa was selected as an order-of-magnitude approximation as determined from
semi-analytical modeling.
The slowest expected bulk wave velocity in steel, the shear velocity, cS , is
approximately 3150 ms−1, depending on the elastic constants of the sample being
considered. The Fourier spectrum of the driving function indicates there is signifi-
cant frequency content in the acoustic wave up to a frequency value, f = 2.0 MHz.
In this model, the smallest expected wavelength of an ultrasound wave propagating
in the bulk of the sample, λmin, is therefore approximately λmin = cSf
−1 = 1.6 mm.
A finite element grid was meshed with an element density of 16 elements per wave-
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length in order to avoid numerical artefacts arising from coarse meshing relative to
the wavelength [154]. Simple linear two-dimensional quadrilateral elements with a
size of 0.1 mm were therefore used to construct the finite element model, and the
timestep was chosen to be 17 ns, since this corresponds to half of the propagation
time of a longitudinal acoustic wave across one element.
Internal defects of interest in cast steel, such as segregation defects and asso-
ciated cracking, are likely to lie along the centreline, which in a 225 mm thick slab
is at a depth of approximately 110 mm below the sample surface [164, 165]. Phase
delays were therefore applied in accordance with equation 6.1 to model the focusing
of an incident longitudinal ultrasound pulse at a depth of 110 mm (see figure 6.2).
The EMAT pulsing system available for experimental use has four channels, and so
for meaningful comparison of the model with experimental results, a four-element
EMAT generator was modeled in this way.
The EMAT generation array can be characterised in terms of two defining
parameters; the element separation (the distance between the centre nodes of adja-
cent elements) and the element width (the width of the active element region). The
aim of the study was to obtain the optimal values for these parameters to achieve a
narrow beam width and high directivity in the generated beam.
A series of simulations were run in which the element width was kept constant
at 1 mm and the element separation was varied between 1 and 20 mm. The model
output was a two-dimensional grid of pressure history data for each node in the
simulation. The beam profile was obtained by defining a semi-circle with radius 110
mm about the centre of the array and plotting the maximum absolute values from
the pressure histories of the corresponding nodes as a function of angle from normal
incidence. Associated uncertainties are estimated using the difference between values
at the intended propagation angle and the values recorded at the nearest nodes on
the grid. The beam profile was then parameterised in terms of the 3 dB beam width
(the angular range in which the beam amplitude is greater than, or equal to, half
of the maximum amplitude, see figure 6.3a) and in terms of the logarithmic ratio
of integrated beam amplitude within the 3 dB beam width to integrated amplitude
outside of the 3 dB beam width. The first parameter serves as a metric for comparing
the directivity of the main beam lobe; a narrower beam width gives a more localised
high pressure region, which is beneficial when aiming to separate defect indications
that lie laterally close to each other. The second parameter serves as an indication
of the relative amplitude of the main lobe; if the ratio is low, then more of the beam
energy is directed outside of the main beam width and away from the intended target
region, leading to regions of high localised amplitudes other than the intended focus,
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Figure 6.3: Example simulated beam profile data for a four-element array with
element spacing 6 mm and element width 4 mm for a chosen focal point at a depth
of 110 mm.
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Figure 6.4: Modeled variation of the 3 db beamwidth (left) and main lobe power

















































Figure 6.5: Modeled variation of the 3 db beamwidth (left) and main lobe power
ratio (right) with element width for a four-element phased array with an element
spacing of 6 mm.
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and therefore potentially confusing attempts at defect localisation using a focused
beam.
The results from this series of simulations are displayed in figure 6.4. The
overall observed trend is that an increased element separation reduces the 3 dB beam
width, which is desirable, though at the expense of increasing power distributed
outside of the 3 dB beam width. This is to be expected; the larger array aperture
leads to a more well-defined focus, however since the number of elements in the
array remains constant, each increase in aperture size moves the element separation
further away from the diffraction limit and hence more energy is distributed outside
of the main lobe.
This can be to an extent mitigated by choosing a suitable element width.
Figure 6.5 displays the beam characteristics modeled by choosing an array separation
of 6 mm and varying the element width between 0.5 and 5.5 mm. It is observed that
wider elements reduce the proportion of energy outside of the 3 dB beam width for
a marginal decrease in beam width; the total variation over the range of element
widths is small and within the estimated uncertainty range resulting from truncation
errors associated with grid discretisation. Intuitively, this can be explained through
the consideration of each element as a normally-acting piston source. As the element
width increases, proportionally more of the energy is directed downwards compared
to a smaller element, for which contributions from the piston edge are proportionally
greater and lead to non-normally-incident wave generation.
A full optimisation would require modeling array parameters throughout
the two-dimensional parameter space, however it is clear from modeling with the
fixed width and separation values that the choice of a large aperture with large
elements leads to smaller beam widths with a higher proportion of energy within
the 3 dB beam width. The data in figure 6.4 show that large increases in element
separation beyond 10 mm produce diminishing returns in terms of beam width,
with the minimum achievable beamwidth being approximately 10◦. It was therefore
decided that an EMAT array with element separation of 6 mm and with element
widths of 4 mm provided a suitable compromise between narrow beam widths and
suppressed distribution outside of the beam width. This choice of design gives a 3
dB beam width of 20◦, which corresponds to a lateral size of 80 mm in the centreline
region (110 mm away from the transducer).
6.4.2 Phased Array Signal Enhancement
Using the optimised array parameters obtained in section 6.4.1, it is possible to













Figure 6.6: When an EMAT is used as a detection device, the oscillatory motion of
the conducting sample’s surface in the presence of a bias magnetic field generates
eddy currents in the sample, which can be detected using an induction coil near the
sample’s surface. A bias magnetic field is always required when operating an EMAT
as a detector, hence most designs utilise permanent magnets.
array generation. A finite element model was constructed in which a four-element
EMAT array on the upper surface of a 225 mm thick steel block focused an incident
longitudinal ultrasound pulse on the opposing surface directly underneath it. The
driving function and mesh density were as described in section 6.4.1. All of the
model’s boundaries were this time modeled as free surfaces, to accurately account for
the physics of the ultrasonic signals incident on the sample’s lower surface (instead
of modeling the lower surface as an absorbing boundary, as done in section 6.4.1).
An EMAT detector is sensitive to surface particle velocity, and hence in
order to model the signal as detected using an EMAT, the velocity vector history
was recorded for each node in the simulation grid. Nodes on the lower surface were
chosen which corresponded to an EMAT detector, with a footprint described by
figure 6.9 (the geometry of the EMAT detectors used for experimental validation
in this study), placed directly opposite the generation array. Out-of-plane velocity
components in the bias field shown in figure 6.6 generate opposing eddy currents
under each half of the detection coil (since the in-plane field has opposing polarities
beneath each half of the coil), and hence out-of-plane particle velocities at surface
nodes corresponding to the detection coil can be directly summed to obtain a proxy
of the voltage signal as measured by the inductor coil. The out-of-plane bias field
components do not have opposite polarities under each half of the coil, however,
and so for a velocity vector that lies in the plane of the surface, unidirectional
eddy currents are generated, leading to the induced currents in the detection coil
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Figure 6.7: Finite element analysis demonstrates a factor of 3.7 improvement in the
peak to peak amplitude of the transmitted longitudinal ultrasound signal from a
four-element phased array when compared to a single element.
canceling each other. In-plane particle velocities at the coil surface nodes were
therefore summed over each half of the coil and then subtracted to account for this
cancellation effect.
The resulting values give a measure of the calculated relative amplitude of
the expected EMAT signal, however the numbers are not directly comparable to ex-
perimental measurements without a full model of the EMAT detection device. This
is an unnecessary complication due to the non-trivial field geometries arising from
the permanent bias field and its interaction with the steel sample, the dependence
of eddy current densities on sample properties and the degree of mutual inductance
between the detection coil and the sample. Instead, it is sufficient to compare the
difference in amplitude between similar models of a single EMAT element and a
phased array to determine the expected signal enhancement from using the phased
array approach.
The resulting velocity histories, summed over the appropriate nodes, are
shown for the cases of a single EMAT generation element and generation by a
phased array in figure 6.7. The difference in the peak-to-peak amplitude of the
incident longitudinal pulse is a factor of 3.7. This result is to be expected, since it is
approximately equal to the number of extra elements applied (though it is expected
to be lower than 4, since attenuation losses at the focal point from the outer elements














Figure 6.8: A comparison of beam directivity for an array with no inter-elemental
liftoff variation, and an array with a liftoff difference of 0.1 mm between successive
elements.
6.5 Inter-Elemental Liftoff Variation
The preceding sections consider the focused beam shape and signal enhancement of
an array of generation elements on an idealised flat surface. The intended application
for this array is on an industrial as-cast surface, which has surface roughness due
to oxide scale and oscillation marks. It is therefore necessary to investigate the
effects of inter-elemental liftoff variation to ascertain whether the ultrasonic beam
generated by the phased array device is robust to industrial conditions.
Previous studies concerning ultrasonic measurements using EMATs during
continuous casting do not suggest that sensor liftoff variation is a significant problem
[108, 76]. An assumption that liftoff variations between adjacent elements would
be small is therefore justifiable. Here two scenarios are compared: one in which all
elements are held flush to the sample with a liftoff value of 0.2 mm, and one in which
the generation array is tilted such that each successive element has a liftoff value of
0.1 mm greater than the preceding element (so that the element liftoff values are 0.2,
0.3, 0.4 and 0.5 mm respectively). The corresponding pressure amplitude values, as
determined using the same methods used to calculate the equivalent surface pressure
profiles shown in figure 5.7, are 3.4, 3.1, 2.9 and 2.7 MPa respectively.
The geometry of each modelled array was chosen to match the optimal pa-
rameters found in section 6.4.1, with an element width of 4 mm and an inter-
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elemental separation of 6 mm. The beam directivity profile for each array config-
uration was calculated in the same way described in section 5.2.2. A comparison
of the beam directivity is shown in figure 6.8. The directivity of the tilted array is
asymmetric, which is an expected result considering that the arrangement of gen-
eration sources in the array is now also asymmetric. Correspondingly, there is a
slight decrease in the 3 dB beamwidth from 20.0◦ to 19.5◦, although this result is
not significant and falls within the numerical error range associated with the grid
discretisation. Qualitatively, figure 6.8 demonstrates that there is no significant
variation in the beam directivity due to array tilting.
The amplitude of the pressure waves generated by the tilted array is lower
than for the flat array, which is expected, because higher liftoff values correspond
to lower surface pressure values, and hence less total energy input into the sample.
The difference in the beam amplitude for these configurations is approximately 10%,
demonstrating that although there is a loss in generated wave amplitudes due to
array tilting, the method of phased array generation for the purpose of enhancing
incident acoustic waves should be robust to inter-elemental liftoff variation; the
expected enhancement factor, determined in figure 6.4.2, would reduce from 3.7 to
3.3, which is still a significant enhancement.
6.6 EMAT detector design
A coil-only EMAT generator predominantly excites mechanical forces that lie out
of the sample’s surface plane, and hence lead primarily to longitudinal wave gener-
ation (see section 5.2). Efficient detection of these transmitted longitudinal signals
therefore requires an EMAT design that is sensitive to out-of-plane particle motion,
and hence requires a static bias field with significant in-plane components. This is
relatively difficult to achieve, since the permanent magnet supplying the bias field
must lie above the sample surface and because the in-plane magnetic flux density
falls rapidly with distance from the magnet’s edge. Most longitudinal EMAT designs
therefore involve winding an inductor coil around the edge of a permanent magnet,
where there are significant parallel and perpendicular components to the field. Such
a design leads to a large parasitic inductance in the coil, however, and the small
area over which there are parallel field components leads to relatively weak received
signals. For the application of bulk wave measurements in thick steel casts, it is
important to optimise the detection EMATs, since the sample’s thickness and high
attenuation leads to small detectable signals.
Newer EMAT designs have considered the positioning of a flat spiral detec-


















Figure 6.9: Schematic diagram depicting the coil dimensions of the detection sensor,
and photographs depicting the coil and permanent magnet arrangement.
advantage of these designs is that they reduce the parasitic inductance in the coil
and expose more of the coil’s length to the sample, and so lead to more efficient
detection of longitudinal ultrasound waves. Since the coils are still placed at the
magnet edges, there is still in-plane particle motion sensitivity, and hence these
designs are also suitable for detection of shear wave modes.
A longitudinal EMAT detector was constructed using 5×10×2.5 mm NdFeB
magnets. A 3D printed housing was used to hold three stacks of three such magnets
with alternating polarities at a separation of 0.3 mm, and to align the inductor coil
correctly in the resulting gaps between the magnets. Copper wire with a 0.14 mm
diameter was used to wind a racetrack coil, with track width 3 mm, into the plastic
template grooves beneath the magnets such that its edges lay under the magnet’s
edges. The coil was encased in kapton tape (see figure 6.9).
6.7 Experimental Validation of Signal Enhancement
Experimental validation of the amplitude enhancement observed in the finite element
modeling was achieved using a four-element high power EMAT pulser and a series
of EMAT generation coils wound into a 3D printed plastic template to ensure tight
control over element width and spacing. The EMAT array’s generation coils were








Figure 6.10: Schematic diagram depicting the coil dimensions of the generation
array.
kapton tape. The parameters of the array (element spacing and width) were chosen
on the basis of the finite element study presented in section 6.4.1, and so the width
of each individual racetrack coil element was 4 mm, with the distance between the
centres of adjacent elements being 6 mm (see figure 6.10).
Phase delays of 0.0 µs on the outer two elements and 27 ns on the inner two
elements were applied in accordance with equation 6.1 to the four-element gener-
ation array to focus an incident pulse of longitudinal waves on the opposing face
of a 225 mm thick as-cast steel slab sample. A single edge-field detection EMAT
(constructed as described in section 6.6) was placed directly opposite; this was con-
nected to an amplifier, which was then connected to an oscilloscope to measure the
time-dependent voltage across the detection coil (see figure 6.11). An A-scan record-
ing of the voltage history resulting from phased array generation was compared to
the signal recorded when a single generation element, placed directly opposite the
detection coil, was fired (see figure 6.12). These measurements were taken with no
coherent averaging, but were digitally filtered using a Butterworth bandpass filter
with low and high pass bands of 0.1 and 5.0 MHz respectively. Coherent noise is
present in this data, and is likely a result of scattering of acoustic waves from grain
structures in the material, and reflections and mode-conversions of acoustic waves
at the sample boundaries.












Figure 6.11: Schematic diagram of the experimental setup. The EMAT pulser
(described in figure 6.1 drives the EMAT generation array (described in figure 6.10),
which generates a focused longitudinal ultrasound wave. This is detected on the
opposing side of the as-cast steel slab sample by the detection EMAT (described in
figure 6.9). The signal is passed through an amplifier before being recorded on an
oscilloscope.





















Figure 6.12: Experimental data demonstrating the enhancement of a longitudinal
ultrasound signal transmitted through a 225 mm thick as-cast steel sample when
using a four-element phased EMAT generation array. The signal amplitude is im-
proved by a factor of 3.5 when compared to a single element, which is in good
agreement with the factor of 3.7 improvement predicted by finite element analysis
(see figure 6.7)
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amplitude by a factor of approximately 3.5 when using a four-element phased array
generator instead of a single EMAT. This figure is in good agreement with the
expected enhancement by a factor of 3.7 determined from finite element analysis, as
discussed in section 6.4.2.
6.8 Enhancement Using a Detection Array
The amplitude enhancement demonstrated by the use of a four-channel generation
array can be further improved through the coherent addition of the transmitted
signal as detected using an array of detection EMATs. Using the design outlined
in section 6.6, an array of three detection EMATs was constructed with spacings of
30 mm between adjacent elements. The transmitted signal from the coil-only array
generating at the opposite end of the sample and focusing at a depth of 110 mm
was recorded independently on each detection channel. The transmitted longitudinal
pulse signal was identified in the A-scan trace recorded by the central element in the
detection array and cross-correlated with the data from each channel to determine
the phase separation of the signal as recorded by each element. Relative phase lags
of 2.10 µs (between channels 1 and 2) and 1.53 µs (between channels 2 and 3) were
determined from the cross correlation. These phase delays were then applied to
A-scan data from channels 1 and 3, before summing all three channels produce a
single A-scan data set with enhanced amplitude in the longitudinal signal.
The principle of noise reduction through this delay-and-sum method is that
any genuine ultrasonic signals arriving in the expected time intervals should be co-
herent and add constructively, whereas any noise due to stochastic processes should
sum to zero if enough independent measurements are considered. This method
therefore enhances ultrasound signals in the chosen time window and suppresses
information which is not coherent between the independent measurements and is
therefore likely composed of random noise. Assuming there are no physical differ-
ences between the signals detected by adjacent elements (additional signals from
defects or differences in the signal of interest, which arise due to the different spa-
tial positions of the elements), the method is identical to the concept of coherent
averaging, and thus is expected to improve the signal to noise ratio by a factor of√
N , where N is the total number of elements used for detection and the signal and
noise are parameterised in terms of their root mean square values [167].
The signal-to-noise ratio of an acoustic signal is here defined as 20 times the
base 10 logarithm of the ratio of the root mean square of the sections of the A-
scan trace that correspond to the signal of interest and which correspond to regions
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Figure 6.13: Comparison of the transmitted signals as received by a single EMAT
detector and as received by three separate detectors after coherent summation. The
improvement in the signal-to-noise ratio is 5.75 dB, which is comparable to the 4.77
dB improvement expected from the application of three coherent averages
containing only noise, where no signals are expected:
















where SNR is the value of the signal-to-noise ratio in decibels, nsig and nnoise are
the number of discrete values in the time series corresponding to the signal and noise
sections of the data respectively and Si andNi are the i
th respective amplitude values
of the signal and noise time series. In the A-scan data presented in figure 6.13, the
signal was defined as the transmitted longitudinal pulse recorded between 37.0 and
41.0 µs. The section of the A-scan trace beyond 41.0 µs was not considered for the
signal-to-noise ratio comparison, since it is not strictly composed only of stochastic
noise; spurious scattered and mode-converted signals from grain structures in the
sample would be expected to arrive after the main longitudinal pulse, and so the
data in this region contain genuine acoustic signals that contain some information
relating to the sample’s grain structures. The noise was instead defined as the
region between 15.0 and 35.0 µs, since it is physically impossible for acoustic signals
from the generation source to be detected in this time window, and hence the data
here represent genuine stochastic noise. The signal-to-noise ratios of the A-scans
corresponding to the single detection element and to the coherent summation of
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signals from three detection elements (shown in figure 6.13) were calculated to be
25.67 dB and 31.42 dB respectively. The difference between these two values is 5.75
dB, which is comparable to the expected improvement due to coherent summation




= 4.77 dB), indicating both that the delay and
summation method does improve the signal-to-noise ratio, and that it is identical to
the coherent averaging method in the absence of spurious signals between elements.
6.9 Side-Drilled Hole Detection
With sufficient signal-to-noise ratio on detected ultrasound pulses propagated through
the full thickness of a cast slab sample, it is possible to begin looking at detection
experiments for internal defects. A four-element phased generation array was placed
on the upper surface of a 320 mm thick steel sample with a 6 mm diameter side-
drilled hole centred at a depth of 160 mm (see figure 6.14). Phase delays were
applied in accordance with equation 6.1 to focus the incident longitudinal beam on
the defect. A detection EMAT was placed adjacent to the generation array to record
any backscattered ultrasound signals.
Close proximity of the detector coil to the high current generation devices can
saturate the amplifier and make detection of reflected ultrasound signals difficult.
To an extent, this can be overcome through careful consideration of the relative
positioning of the detection and generation coils. The generation elements used here
are elongated, rounded rectangles or ‘racetrack’ shapes, and so the largest magnetic
flux density during excitation occurs perpendicular to the long axis of the coil.
Detection coils in close proximity exposed to this long axis become saturated during
the excitation pulse. This effect can be mitigated by providing a suitable separation
(30 mm) between parallel generation and detection coils, but this comes with the
complication that the detection coils are aligned to efficiently detect Rayleigh waves,
which mask signals arriving from the sample’s interior. Instead, the coils can be
aligned perpendicular to the generation array elements as shown in figure 6.14,
which both exposes much less of the coil to the largest flux densities and so allows
for smaller coil separations, and is a configuration that is less favourable for efficient
detection of Rayleigh waves.
Using the coil arrangement described in figure 6.14, a pulse-echo ultrasound
A-scan was recorded on the 320 mm thick steel sample (shown in figure 6.15). Al-
though the chosen coil orientation prevents amplifier saturation, the close proximity
of the detection coil to the generation coils gives a dead time of 20 µs. The data
were therefore processed, firstly by windowing away the generation noise before 20





























Figure 6.14: Schematic diagram of the pulse-echo experiment setup. Path 1 corre-
sponds to an incident longitudinal pulse (L) that is back-scattered at the defect, and
path 2 corresponds to a longitudinal pulse that is reflected off the sample’s backwall
as a longitudinal wave before mode-converting to a shear wave (S).
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Figure 6.15: Pulse-echo A-scan data recorded on a 320 mm thick steel sample with a
6 mm diameter side-drilled hole at a depth of 160 mm (see figure 6.14). The received
signals are interpreted as: (a), Rayleigh wave signals reflected from the sample edges
at the surface, (b), back-scattered longitudinal wave from the defect, (c), reflected
longitudinal wave from the sample’s backwall, (d), reflected longitudinal wave from
the back wall that has mode-converted at the defect and forward-scattered as a
shear wave.
fit function to de-trend the low frequency generation noise from the signal. High
frequency noise was then removed using a Butterworth bandpass filter between 0.1
and 3.5 MHz.
The total path length for path 1 in figure 6.14 is 314 mm and the longitudinal
propagation speed is approximately 5950 ms−1, which leads to a signal arrival time
of 52.8 µs; signal b). in figure 6.15 therefore corresponds to a longitudinal wave that
has back-scattered at the defect. Path 2 corresponds to a longitudinal pulse that is
reflected off the sample’s backwall as a longitudinal wave before mode-converting to
a shear wave (S) (due to tangential components to the displacement vectors at the
defect’s interface) and scattering forwards from the defect. The total propagation
distance of the longitudinal mode in path 2 is 477 mm, and the shear mode travels
163 mm at a propagation speed of approximately 3150 ms−1. The sum of the
propagation times for these two path components leads to a signal arrival time of
132 µs. Signal d) in figure 6.15 therefore corresponds to a forward-scattered, mode-
converted shear wave.
The results of this experiment suggest that for detection of small defects,
the largest indications are provided by forward-scattered mode-converted signals.
Although the sample used in this experiment is not as-cast, the signals in figure
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6.15 that constitute the defect indication have traveled through 640 mm of steel,
and so the prospect of detecting internal defects in a 225 mm thick as-cast slab
sample remains promising.
6.10 Conclusions
This chapter has discussed the development of a compact, low cost, high current
four-channel phased array EMAT pulsing system that can drive coil-only generation
devices at currents in the range of 1.75 kA. The channels of this pulser system have
programmable phase delays with a temporal resolution of 2.5 ns, which allows for
focusing and steering of the generated ultrasound beam. Experiments performed
on large (225 mm thick), coarse grained, as-cast steel slab samples with rough
surfaces demonstrate an enhancement of the transmitted signal by a factor of 3.5,
and appropriate application of phase delays on three receiving elements can further
improve the signal to noise ratio of a transmitted longitudinal signal by an additional
factor of 1.9.
The EMAT phased array system presented in this chapter can deliver signifi-
cant improvements in signal-to-noise ratio over the use of a single EMAT transducer.
The ability to achieve high signal-to-noise ratio measurements in attenuative indus-
trial cast steel samples using non-contacting sensors suitable for high-temperature
application is a promising first step in the development of a measurement system
that can be employed online during the continuous casting of steel for bulk and sur-
face inspection of the slab. The experimental data presented here are supported by
finite element calculations, indicating that such numerical simulation is appropriate
for further development of the system.
Preliminary defect detection experiments have demonstrated that the high-
power phased array system can be used to detect artificial void defects that are of
similar size to the wavelength, although the highest-amplitude signals observed ac-
tually correspond to forward-scattered mode-converted shear waves instead of back-
scattered longitudinal waves as is typical in a conventional pulse-echo arrangement.
For measurement on as-cast samples, where signal amplitudes are expected to be
lower due to poor surface condition and coarse grain structures, a transmission setup
for detection of these mode-converted signals should be investigated. Although de-
fect detection using the phased EMAT array has been demonstrated, further studies
are required to demonstrate defect detection in as-cast samples, and in particular




Chapter 6 detailed the development of an experimental high power phased EMAT
array system capable of transmitting longitudinal ultrasound pulses through 225 mm
thick as-cast industrial steel samples with a practicable signal-to-noise ratio, estab-
lishing a promising first step in developing a means of assessing internal cast product
quality during the casting process. Section 6.9 demonstrated that the EMAT phased
array system could be used in conjunction with a detection EMAT element for de-
tecting a 6 mm diameter side-drilled hole defect in a 320 mm thick steel sample,
but thus far, no demonstration of defect detection in thick, as-cast steel samples has
been presented.
This chapter follows from the preliminary defect detection investigations pre-
sented in chapter 6 by outlining methods of bulk defect detection in as-cast steel
samples that are potentially applicable during the casting process.
7.1 Image Reconstruction Using Mode Converted Shear
Waves
As discussed in section 6.9, the largest observed signal amplitudes in a pseudo pulse-
echo experiment, performed using a high powered EMAT array generation source
and an adjacent EMAT detection sensor, correspond to shear waves that have mode-
converted and forward-scattered at the defect, rather than back-reflected longitudi-
nal waves, as is typical in conventional pulse-echo tests. It is therefore advantageous
to mitigate attenuation losses in this mode-converted signal by reducing the path
length and detecting the forward-scattered shear waves on the side of the test piece
directly opposite the generation array.
Also discussed in chapter 6, in section 6.8, was the concept of an array of
detection sensors to improve the signal to noise ratio of ultrasound pulses transmit-
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EMAT Generator Array Positions







Figure 7.1: Schematic diagram describing the mode conversion image reconstruction
method. The brightness of a pixel in the image space, Pxy, is found by computing the
time of flight of a signal that propagates through a distance dL as a longitudinal wave
and dT as a shear wave. The image reconstruction algorithm produces isochronic
lines for A-scan signals, which are summed over to produce an image.
106
ted through the cast. Coherent addition of the transmitted pulses was shown to
be equivalent to the concept of coherent averaging, with the signal-to-noise ratio of
the signal, as measured by the ratio of the root mean square amplitude of signal
and noise bins in the A-scan data, improving by a factor of
√
N , where N is the
number of detection elements used. In section 6.8, phase matching was achieved
by the cross-correlation of signals from three detection elements to determine the
relative phase lags between signals of interest. The calculated phase lags were then
applied to the data before summation, improving the SNR by a factor of 1.9. This
approach was appropriate for the case in section 6.8, since the sample used was free
from defects, and hence the only signal in the A-scan data corresponds to direct
transmission of a longitudinal wave pulse. For the purposes of defect detection, a-
priori knowledge of the defect distribution cannot be presumed, and hence neither
can the arrival time interval for defect indication signals. A general approach to
defect indication enhancement must therefore be considered.
The proposed method is to perform an image reconstruction, so that the
enhanced defect indications in a two-dimensional image space remain distinct. This
method has the advantage of providing spatial information about the defect’s lo-
cation and extent. Instead of cross-correlating signals to determine the phase sep-
aration between the defect indication signals in isolation, the sum of the signals
can be calculated for all values of phase separation, and those phase lag values can
be associated with a physical location in an image space. By summing the signals
measured by an array of detection elements in this way, it is possible to reconstruct
an ultrasound image of the sample’s bulk using a variation of the synthetic aperture
focusing technique (SAFT) [119, 118, 120, 168]. A SAFT algorithm is chosen here
instead of a more-conventional total focusing method approach because the sample
is large and attenuative, and the limited acoustic power of a TFM approach results
in a low SNR [169].
The steps in the proposed image reconstruction algorithm are as follows;
firstly, the analytic envelope profile for each detected signal is obtained by calculating
the absolute value of the signal’s Hilbert transform [118]. An image space is then
defined by selecting appropriate dimensions to describe the sample cross section and
defining a uniform square grid with the desired pixel density. The pixels in the image
space are then iterated over to calculate the propagation time of a longitudinal wave
from the centre of the generation array to the pixel’s location, and summed with
the propagation time of a mode-converted shear wave from the pixel’s location to
the appropriate detection position (see figure 7.1). The total propagation time gives
the phase lag corresponding to a given combination of pixel and detection element
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position. The analytic signal amplitude for the corresponding array element at the
corresponding time interval is added to the pixel brightness value, Pxy, at this image
space position (denoted by subscript xy, corresponding to the x and y coordinates
in the image space). Once the entire image space has been iterated over for a given
detection element position, the process is repeated for each other detection element
positions.
Mathematically, the pixel brightness value for a given position in the image




∣∣∣Â (tixy)∣∣∣ , (7.1)
where Â denotes the Hilbert transform of the signal A, the superscript i refers to the
ith element in the detection array and tixy is the propagation time of a signal (that
has undergone a mode conversion at image space position x, y) from the generation
array to the ith detection element. tixy can therefore be calculated as:
tixy =
√















where xg and yg are the x and y coordinates of the centre of the generation array
respectively, xp and yp are the x and y coordinates of the pixel corresponding to
the subscripts xy, xd and yd are the x and y coordinates of the i
th element of the
detection array respectively.
This method is conceptually similar to the cross correlation method outlined
in section 6.8, in that the signals are delayed relative to each other and summed to
enhance signal amplitudes, but the maximised signal response is projected into an
image space, and the maximal response therefore corresponds to the defect’s loca-
tion. This method therefore enables detection of a defect and provides information
about the extent and position of the defect within the image space.
7.1.1 Finite Element Analysis for Mode Conversion Image Recon-
struction
To verify the proposed mode-converted shear wave image reconstruction method,
time domain finite element analysis was used to calculate the expected signals
recorded by the elements of the detection array in a transmission experiment (see
figure 7.2). Each generation element was modeled as a uniform piston source as
described in section 6.4.1. The pressure load function was the square of a half-cycle

















Figure 7.2: Schematic diagram of the finite element model used for verification of the
mode conversion image reconstruction algorithm. The elements of the generation
and detection arrays were modeled as described in chapter 6.
shown in section 5.4 to approximate the temporal pressure profile applied by the
pulsing circuit. A finite element grid was meshed with a density of 16 elements per
wavelength, where the wavelength corresponds to the wavelength of a bulk shear
wave with a frequency of 2.0 MHz. The bulk shear speed in steel is 3150 ms−1, giv-
ing an element size of 0.1 mm. The model was meshed uniformly with simple linear
quadrilateral elements, and a maximum time step of 17 ns was chosen, since this
corresponds to half of the propagation time of a longitudinal acoustic wave across
an element of width 0.1 mm.
The model was constructed such that a 10 mm diameter circular hole was
modelled as a region of void in at a depth of 112.5 mm in a 225 mm thick steel
sample (see figure 7.2). Phase delays were calculated in accordance with equation
6.1 and applied to nodes representing the elements of an EMAT generation array
to focus an incident longitudinal ultrasound pulse at a depth of 160 mm, such that
the maximum sound intensity would be in the region of the defect.
A detection array was modeled by summing the appropriate surface node
velocity histories corresponding to the footprint of a nine-element detection EMAT
array, where each individual EMAT element has a footprint described by figure 6.9.
The modeled detection array consisted of 9 detection elements arranged linearly,
and centred beneath the generation array and the defect, with a lateral separation
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Figure 7.3: Figure 7.3a shows the A-scan data calculated using the finite element
model outlined in figure 7.2, figure 7.3b shows an image reconstructed using this
data using equation 7.1.
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between elements of 10 mm (as described in figure 7.2). The calculated A-scan
data from this model are shown in figure 7.3a. In each case, the incident focused
longitudinal wave pulse arrives at each detection element in a time interval from 38.5
- 38.8 µs, and a mode-converted shear wave arrival is seen between 55 and 56.5 µs,
corresponding to a shear wave that has forward-scattered from the defect.
Equation 7.1 was applied to the A-scan data in figure 7.3a to reconstruct
an image of the sample’s interior. The effect of the reconstruction algorithm is
to project into the image space a series of loci for each detection element, which
correspond to the isochronic lines associated with the arrival of signals in the A-scan
data depicted in figure 7.3a. Coincidence of these loci leads to coherent summation
of the defect indication signal at the associated region in the image space, and
hence the defect’s position is associated with the position of the brightest parts
of the image. In figure 7.3b, the bright region is located on the central axis at a
vertical position of approximately 115 mm, which corresponds to the position of the
void defect in the finite element model (shown in figure 7.2), hence validating the
proposed image reconstruction algorithm for both detecting and locating internal
void defects.
A nine element detection array was modelled above to demonstrate the prin-
ciple of the image reconstruction using mode-converted shear waves, but construc-
tion of a nine-element array for experimental verification of the method is difficult,
due to the requirement for multiplexing to record simultaneous A-scan data from
nine independent detection elements. The experimental verification presented in the
following section is therefore performed using a three-element detection array, and
hence for comparison, it is necessary to compute a reconstructed image using only
three detection elements.
Experimental demonstration of the reconstruction algorithm also requires
the use of a processed steel sample, with smooth surfaces and without the coarse,
anisotropic grain structures present in as-cast samples. The sample available for
study has a depth of 320 mm and a side-drilled hole with a 6 mm diameter at a
depth of 160 mm. The image reconstruction process was repeated for a model with
these dimensions, with A-scan data obtained from this model for detection elements
at - 30, 0 and 30 mm offsets from the centre of the model (the model geometry
matched the schematic diagram of the experimental setup shown in figure 7.6). The
calculated A-scan data from this model is shown in figure 7.4a, and the reconstructed
image is shown in figure 7.4b.
It is interesting to note that there appear to be independent scattered signals
in figure 7.4a, which are scattered from both the upper and lower surfaces of the
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Figure 7.4: Figure 7.4a shows the A-scan data recorded for a finite element model
similar to that shown in figure 7.2, but with a central hole defect of diameter 6 mm,
and detection array elements placed at -30, 0 and 30 mm lateral offsets from the
centre of the generation array. Figure 7.4b shows an image reconstructed with this
A-scan data, using equation 7.1.
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defect. The signals arriving at the outer detection elements from the central void
arrive 1 µs earlier than the signal arriving at the central element, which can be
accounted for when considering an additional 6 mm of path length for a signal
scattered at the upper surface of the defect and detected on the central element,
compared to signals scattered from the lower surface being detected at the outer
elements. This leads to coincidence of the isochronic lines from the outer elements
at the position of the defect’s lower surface and further coincidence of these lines
with the isochronic line from the central element occurring either side of this central
position, producing the characteristic shape illustrated in figure 7.4b. Hence, the
region in the centre of this shape (above the central bright spot and between the
two lobes either side of it) corresponds to the region between the upper and lower
scattering surfaces and therefore the defect’s position. This feature is present in
figure 7.3b also, but not immediately apparent, because the use of nine detection
elements, most of which are laterally displaced from the defect, leads to most signal
coincidence corresponding to the bottom of the defect and making the signal from
the upper surface of the defect less well-defined.
Although the intensity distribution shown in figure 7.4b is harder to inter-
pret than the reconstruction performed with a greater number of elements in the
detection array, the size and position of the defect is indicated by the coincidence
of the loci in the image, and there is a clear indication that can be directly and
quantitatively compared to experimental data.
7.1.2 Experimental Validation
Experimental Array Centering
The delay-and-sum method described by equation 7.1 relies on good knowledge of
the relative positions of the generation and detection elements in the respective
arrays. In practice it is difficult to know the lateral displacement of the detection
array relative to the generation array precisely, since each array is on the opposing
side of a large steel sample with rough surfaces. Through careful measurement of the
arrival times of transmitted longitudinal signals at the generation array elements, it
is possible to know this lateral displacement independently of the material properties
of the transmission medium (assuming that the wave propagation speed is constant).
The lateral displacement of an array element xi from the centre of the gen-
eration array can be expressed as a function of the longitudinal propagation speed
c, the depth of the sample y and the arrival time of the transmitted longitudinal
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pulse at that array element, ti;
xi =
√
c2t2i − y2. (7.3)
The distances between the elements of the detection array are well known; this is a
parameter that can be controlled to a high precision in experiments, since the array
elements are wound into a 3D-printed plastic template. The lateral displacement of
each element can therefore be expressed in terms of the lateral displacement of the
first array element;
xi+n = xi + np, (7.4)
where n is an integer denoting the nth consecutive element away from the element of
interest, i, at position xi, and p is the inter-elemental distance. Using equations 7.3
and 7.4, a series of simultaneous equations can be written for the lateral displace-
ments of all detection elements in terms of the lateral displacement of the first array
element, x1. In the case of the experiments described here, there are three detec-
tion elements, and hence three simultaneous equations and two unknown quantities
(the lateral displacement x1 and the longitudinal wavespeed). Solving this set of


















Equation 7.5 can be used to find the lateral displacement of the first element in
the detection array (and therefore all other elements, through the use of equation
7.4) independently of the wavespeed, so no careful calibration measurements need
to be taken. Furthermore, it is a function only of the detection element separation
(which is a well-known and controllable quantity) and of the difference in arrival
times of the transmitted pulse at the array elements, which can be found accurately
by cross-correlating the appropriate section of the recorded A-scans to determine
the signal phase delays between each element.
To verify this method of determining the lateral offset between the generation
and detection array, data were generated by finite element calculations, as described
in section 7.1, for a range of detection array lateral displacement values. For each
displacement value, the A-scan data calculated from the array’s central element were
windowed between 37 and 45 µs to isolate the directly-transmitted longitudinal wave
signal, for use as a reference function for cross-correlating with A-scan data from
other detection element positions. A-scans were then recorded for a three-element
detection array, with a 30 mm lateral separation between adjacent elements, over
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Figure 7.5: A plot of the detection array offset calculated using equation 7.5 against
the offset used in the finite element models. The gradient of the linear fit is
(0.94 ± 0.02).
a range of offsets from -20 to 20 mm, and the pulse arrival times, t1, t2 and t3
were determined by cross correlation of the reference signal with the A-scan data.
Uncertainties in the pulse arrival time were estimated from the mean fractional
change in the distance between successive maxima in the pulse, caused by distortion
of the pulse due to non-normal incidence angles for detection elements away from
normal incidence. The lateral offset was calculated in each case using equation
7.5, and plotted against the real offset (see figure 7.5). The linear fit suggests that
this method can reproduce the relative lateral displacement of the detection array
to an accuracy of approximately 5%, relative to the known displacement of the
detection array; the deviation from the linear fit is likely due to the distortion of
the longitudinal pulse shape as the detection elements are moved from the centre,
which introduces errors when using cross-correlation to determine the difference in
arrival time of the longitudinal pulse at the array’s detection elements. Over a range
of lateral displacement values from 0 to 20 mm, however, the maximum deviation
of the calculated lateral offset is approximately 1 mm, which is approximately the
precision limit for manual manipulation of an experimental detection array, and
hence this method was deemed suitable for aligning the generation and detection
















Figure 7.6: Schematic diagram of the experiment used to verify the mode-conversion
imaging technique presented in section 7.1.
Experimental Mode Conversion Image Reconstruction
Experimental validation of the image reconstruction, demonstrated using the finite
element data presented in section 7.1.1, was attempted using a four-element EMAT
phased generation array (as described in figure 6.10) and a three-element detection
array (the individual elements comprising this array were constructed as depicted
in figure 6.9), with a lateral spacing of 30 mm between the centre points of each
element. The array centering method from section 7.1.2 was used to ensure there
was no lateral offset between the centre of the generation and detection arrays.
The test piece was a 320 mm thick steel sample with a 6 mm diameter side-drilled
hole through the centre (see figure 7.6). As was demonstrated in the simulated A-
scan data (see figure 7.4a), the appearance of a mode-converted shear wave signal
in the A-scan provides the defect indication, with the arrival time of this signal
related to the defect’s position in the sample. The recorded A-scan data were
used to reconstruct an image of the sample’s cross section using equation 7.1. The
shape and position of the resulting image pattern matches the simulated image
reconstruction for the case of three detection elements (see figure 7.4b), with a
central indication corresponding to shear waves that have scattered from the lower
surface of the defect, and the two bright regions either side of the defect’s location
resulting from the coincidence of signals from the upper and lower defect surfaces.
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Figure 7.7: Figure 7.7a shows the experiment A-scan data recorded on the 320
mm thick steel sample with a 6 mm side-drilled hole at a depth of 160 mm. The
signals L and T correspond to directly-transmitted longitudinal waves and mode-
converted shear wave defect indications respectively. Figure 7.7b shows the image
reconstructed using this A-scan data and equation 7.1.
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Figure 7.8: Figure 7.8a shows the experiment A-scan data recorded on the 225 mm
thick as-cast industrial steel slab sample with a 10 mm side-drilled hole at a depth
of 112 mm. L and T correspond to directly-transmitted longitudinal waves and
mode-converted shear wave defect indications respectively. Figure 7.8b shows the
image reconstructed using this A-scan data and equation 7.1.
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The presence of shear waves scattered from both the upper and lower surfaces of the
defect allow the approximate determination of the defect’s extent from the region of
low amplitude located between the areas of constructive signal interference. This is
in excellent agreement with the finite element simulation results shown in figure 7.4b,
and demonstrates that the phased array system described in section 6.7 can be used
to detect and locate defects in thick steel samples with a practicable signal-to-noise
ratio. The simulated image reconstruction performed with A-scans corresponding to
a nine-element detection array demonstrates that the reconstructed image quality
can be improved through the use of more detection elements, although, since this
is a demonstration of the concept, this is not shown here due to the complexity of
constructing a nine-element detection array.
The sample used to reconstruct the image in figure 7.7b is not a cast sample,
so although it is much thicker than a cast slab (320 mm, compared to a 225 mm
thick cast slab), its smooth surfaces and finer grain structures are not representative
of industrial as-cast samples. An as-cast industrial steel sample of thickness 225 mm
with a 10 mm diameter hole at a depth of 110 mm was also available for experimental
study (the sample geometry matched that shown in the schematic diagram of the
finite element model shown in figure 7.2). Figure 7.8a shows the data obtained
when performing the same experimental procedure as outlined above on the cast
steel sample; a defect indication is observable at approximately 55 µs in the A-scan
data for elements 1 and 3, but the signal-to-noise ratio is too low to allow for reliable
defect identification and location. As discussed in section 1.2.3, grain structures in
cast steel slabs can be of order 10 mm in size. The relative size of the grain structures
in the material to the size of the defects of interest places a physical limit on the
defect sizes that can be reliably detected, and the resulting image reconstruction
(see figure 7.8b) therefore contains several artefacts corresponding to grain boundary
reflections that are of similar intensity to the defect indication. Reliable detection
and defect sizing from this image is therefore not possible. Nonetheless, a signal
associated with a 10 mm defect in the centre of the case slab is present at 55 µs in
the A-scan data, which itself is a significant result considering these measurements
were performed on an industrial sample using non-contacting sensors. That the
10 mm defect in the sample used to generate the data in figure 7.8b is not easily
distinguishable above the background noise due to grain scattering suggests that



























Figure 7.9: Photographs of defective steel slab samples. Figure 7.9a shows a slab
sample where severe internal cracks have propagated to the casting surface, and exist
through the full thickness of the cast (outlined in yellow). Figure 7.9b is a sample
cut from the same slab as the sample in figure 7.9a, but no defects are apparent on
the sample’s surface.
7.2 Vertical Crack Detection
The artificial side-drilled hole defects described in section 7.1.2 are not representative
of genuine casting defects, because they are smooth-sided and cylindrical, which
means acoustic waves scattered from these defects will be easily-detectable over a
range of angles and have relatively high amplitudes compared to waves that have
scattered from a rough-surfaced defect. Real defects are likely to be more irregular
in shape, and hence there is merit in attempting to measure real casting defects to
establish the usefulness of the transmission system.
As discussed in section 1.2.2, internal casting defects can range in size from
pores and inclusions of several mm to large cracks of several cm in length. The results
of section 7.1 suggest that smaller casting defects of order 10 mm in size are not
readily measurable using the EMAT transmission system. Large cracking defects,
however, may be more reliably detectable if the ratio of the defect’s characteristic
size to the ultrasound wavelength is larger [19]. Internal cracks consist of planar
voids that align with their long dimension in the vertical direction in a cast slab;
they may be up to several cm in length, are typically only 1-2 mm in width and may
either lie completely within the cast or may break the surface. Methods have been
previously reported concerning the detection and measurement of surface-breaking
cracking defects during the continuous casting process [74, 11, 108], but to date, no
methods have been reported for the detection of internal cracking defects.
120
For this study, steel slab samples containing genuine, severe internal cracking
defects were procured from Tata Steel’s IJmuiden steel casting site. As with previous
non-defective samples, these samples are 225 mm thick, and are as-cast, so their
surfaces are rough and feature oscillation marks and oxide scale. The slab from which
these samples were cut is the result of a casting run in which incorrect parameters
lead to the development of transverse crack defects during the cooling stage; a
photograph of two samples cut from this slab is shown in figure 7.9. In one sample,
the internal cracks break the surface, and are readily visible. The second sample
is cut from the same defective slab, but contains no visible signs of cracking at the
surface, although, given the severity of the cracking exhibited by the slab, it is likely
to contain vertical cracking defects contained entirely within the sample’s bulk. This
section concerns the development of a potential detection method for these defects
using the EMAT phased array system described in chapter 6.
7.2.1 Phased Array Imaging of Cracking Defects
To design an EMAT-based test of internal slab quality sensitive to the kind of inter-
nal cracking seen in the samples shown in figure 7.9, it is helpful to characterise the
defects to establish approximate values for the size and depth of the internal cracks.
In the sample with the full-thickness crack shown in figure 7.9a, it is clear that the
defect extends through the full thickness of the cast, has a width of approximately
2 mm, is transverse to the casting direction and is vertical (with the crack’s long
axis normal to the casting surface). In this case, the defect is readily detected on
the slab’s surface, and could easily be identified using a visual detection method,
or using previously-reported ultrasonic measurement systems for detecting surface-
breaking cracks during steel casting. The second sample (in figure 7.9b) contains no
defects that break the slab surface, and so it is not immediately apparent that the
slab is in fact defective. This sample is nevertheless likely to contain severe inter-
nal cracking defects, since it was cut from the same slab as the sample containing
surface-breaking cracks. There is therefore motivation to develop a means to detect
these defects (if they exist) using a system suitable for online measurement.
To establish whether these defects are present, and to determine more about
their size and distribution, ultrasonic phased array imaging was performed, since
this is sensitive to void-type defects in the bulk and also yields spatial information
from the image reconstruction. The total focusing method, as described in section
3.7.1, has been described as the ‘gold standard‘ of ultrasonic phased array imaging
and defect characterisation [170], and so was the chosen method for imaging the
bulk of these samples.
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The full matrix capture data used for the image reconstruction was recorded
using a 256 channel Peak NDT Micropulse 5 phased array controller with a 64
element, 5 MHz piezoelectric transducer array with element widths of 0.6 mm. An
excitation voltage of 200 V, with pulse width 200 ns was applied to each element
to generate large amplitude, broadband acoustic wave pulses to ensure sufficient
penetration through the attenuative sample. The recorded data were filtered using
a Butterworth digital bandpass filter with cutoff frequencies of 0.2 and 7 MHz, before
a total focusing method (TFM) image reconstruction was performed according to
the algorithm described in section 3.7.1.
In the first attempt to image internal defects in the cast slab sample shown
in figure 7.9b, the phased array transducer was placed on the upper casting surface,
such that the image plane was transverse to the casting direction and hence parallel
to the plane in which the internal cracks are likely to lie, as shown in figure 7.10a.
The reconstructed image from this data acquisition is shown in figure 7.10b. There
are no features in the reconstructed image that are suggestive of large, internal void
defects; the variations in pixel brightness are likely due to coherent noise resulting
from scattering from grain structures in the cast slab. There is also no visible feature
corresponding to reflections from the sample’s lower surface at 225 mm, suggesting
that attenuation due to grain structures (and the possible presence of internal crack
defects) is severely reducing the amplitude of the reflected signal, making it hard to
distinguish above noise due to scattering from grain structures.
In the geometry described by figure 7.10a, the long axis of the crack is not
exposed to the incident ultrasound beam, and hence sensitivity is relatively low. Be-
cause these samples have been cut from the slab, the cast’s cross-section is exposed
and hence there is access to a surface that lies parallel to the plane in which the
defects are likely to lie. Imaging performed from this surface therefore presents a
greater possibility of detecting those defects, although this setup could not be trans-
ferred to an online test. A second FMC data acquisition was therefore performed
with the TFM image plane perpendicular to the defect plane, with the phased array
transducer positioned on the sample as shown in figure 7.11a. The image region
was chosen such that it overlapped the image region displayed in figure 7.10a. The
reconstructed TFM image is shown in figure 7.11b, and displays a defect indication
at a depth of 90 mm, with an approximate lateral dimension of 40-50 mm. Other
internal defects may exist beneath the one shown, but these would be shadowed by
the upper defect, and more difficult to detect due to grain noise.
The reconstructed image in figure 7.11b does not give a clear overview of the





































Figure 7.10: Figure 7.10a shows the relative orientation of the sample from figure










































Figure 7.11: Figure 7.11a shows the relative orientation of the cracked sample and
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Figure 7.12: Schematic diagram of the finite element model used to investigate the
proposed angle transmission experiment for vertical crack detection.
show that the defects are indeed present, that they can be several cm long, that
they are aligned transverse to the casting surface, as suspected, and that they are
buried several cm beneath the casting surface.
7.2.2 Finite Element Analysis for Vertical Crack Detection
The images in section 7.2.1 suggest that vertical cracking defects are present in the
sample shown in figure 7.9b, and that they are more easily-detected when the long
axis of the crack is exposed to the incident ultrasound beam. To help improve the
sensitivity of an EMAT-based transmission detection experiment, a testing mode is
therefore proposed in which the beam steering properties of the EMAT phased array
are used to direct incident acoustic wave pulses into the test piece at an angle away
from normal. With angled incidence, the long axis of the crack would be exposed to
the incident pulse to improve defect sensitivity, with the transmitted pulse, modified
by interaction with the crack, detected by an EMAT detection sensor placed offset
on the opposing side of the slab (see figure 7.12).
A finite element model was constructed to determine the expected signal
response of this arrangement. A four-element EMAT generation array was modeled
(as described in chapter 6) on the surface of a 225 mm thick region of steel, a
detection EMAT was modeled on the opposing side, with a lateral offset of 40 mm.
A crack of length 50 mm and width of 0.5 mm was modeled as a region of void, with
the centre of the crack located at a depth of 150 mm and a lateral offset from the
centre of the generation array of 230 mm (see figure 7.12). Phase delays of 0.53, 0.38,
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Figure 7.13: A series of node velocity plots for the finite element model outlined in
figure 7.12, with the simulation run time in each case shown below the corresponding
image. L and S denote incident longitudinal and shear waves respectively, LS shows
a mode-converted wave reflected from the crack defect, and C1 and C2 denote mode-
converted waves scattered from the lower and upper crack surfaces respectively.
0.20 and 0.0 µs were applied to the respective generation elements from left to right,
in order to focus the ultrasound beam at detector, and so send incident ultrasound
wave in at an angle to expose long axis of the crack to the beam. The elements
were meshed with a density of 16 elements per wavelength, where the wavelength
corresponds to the wavelength of a bulk shear wave with a frequency of 2.0 MHz,
giving an element size of 0.1 mm. The model was meshed uniformly with simple
linear quadrilateral elements, and a maximum time step of 17 ns was chosen, since
this corresponds to half of the propagation time of a longitudinal acoustic wave
across an element of width 0.1 mm.
A series of images showing the node velocity magnitude of the model at
different times since the beginning of the excitation pulse are shown in figure 7.13.
The image progression shows the incident focused wave pulse steered at an angle
of 80◦ interacting with the vertical crack defect. A mode-converted shear wave is
excited as the incident pulse encounters the upper crack tip, and again as the pulse
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Figure 7.14: A-scan data obtained from the finite element model outlined in figure
7.12 for the case where a crack is and is not present. l, c1 and C2 correspond to the
wave modes shown in figure 7.13
encounters the lower crack tip. On the opposing surface, the order of signal arrival
corresponds to the incident longitudinal wave pulse, followed by the mode-converted
wave from the lower crack tip, and then later by the mode-converted wave from the
upper crack tip. The calculated A-scan corresponding to the node velocity history
integrated over the profile of a detection coil is shown in figure 7.14, alongside an
A-scan calculated for a model in which the crack is absent.
There are three features that correspond to a defect indication in the calcu-
lated A-scan data. The two mode-converted shear wave indications, shown in the
image progression in figure 7.13, appear with arrival times of 47 and 55 µs, corre-
sponding to mode conversions at the lower and upper crack tips respectively. These
are not present in the A-scan calculated in the case where the crack is absent, and so
the appearance of these spurious signals that arrive after the main pulse are indica-
tive of a scattering object in the bulk material. The third indication is a reduction
in the amplitude of the transmitted signal. As seen in figure 7.13, a fraction of the
incident longitudinal pulse is reflected from the crack away from the detector, thus
reducing the amplitude of the signal that is transmitted towards the detector.
The model outlined in figures 7.12 and 7.13 is relatively simple, in that there
is a single, straight crack with smooth edges between the generation array and the
detector. The TFM image of the real defect shown in figure 7.11b suggests that real
casting defects are likely to have rough surfaces and may be shaped irregularly. The















Figure 7.15: Schematic diagram of the angled-incidence transmission experiment
used to experimentally verify the model outlined in section 7.2.2. The steel sample
used for this experiment was not as-cast, and so had smooth surfaces and did not
contain the coarse, inhomogeneous grain structures expected in a cast sample.
to be more complicated, and the measured A-scan data harder to interpret. The
finite element data in figure 7.14 suggest that the arrival times of mode-converted
signals may be used to infer the size of the defect, but for the reasons outlined above,
this may be difficult in real samples. The presence of the defect can nevertheless be
inferred from the variation of the transmitted signal amplitude and the appearance of
spurious signals arriving after the incident longitudinal wave pulse, which correspond
to mode-converted shear waves that have scattered from the defect.
7.2.3 Experimental Demonstration of the Angle Transmission Setup
To first demonstrate the operation of the angle transmission detection experiment
in a sample with a known defect geometry, a scan was first performed on a flat-sided
90 mm thick steel block with a 6 mm circular side-drilled hole at a depth of 45 mm
(see figure 7.15). The coils were wound into 3D-printed plastic templates that were
attached to a rigid aluminium frame to maintain a constant lateral separation of
40 mm between the generation array and detection coil. The sensors were held flush
to the sample surface using a spring-loaded mechanism to ensure minimal liftoff
variation. The transmitted signal was recorded at 2 mm intervals along the block’s
length, the magnitude of the signal’s Hilbert transform was calculated for each posi-
tion and plotted in a B-scan image (see figure 7.16a). The transmitted longitudinal
signal is visible here at an arrival time of 16 µs. The side-drilled hole is located at
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Figure 7.16: Figure 7.16a shows the angle transmission experiment B-scan data
recorded on a smooth-surfaced, 90 mm thick processed steel sample with a 6 mm
diameter side-drilled hole defect. Figure 7.16b shows the RMS values of the longi-
tudinal and mode-converted wave pulses from time bins of 15 - 19 µs and 22 - 28 µs
respectively.
is scanned over the defect, such that it lies between the ultrasound source and de-
tection EMAT, the RMS value of the transmitted pulse varies, demonstrating that
defects can be detected from anomalies in the transmitted amplitude (see figure
7.16b). It is observed that as the assembly moves towards the defect, there in an
increase in the received signal amplitude as some incident waves at the edge of the
incident beam, propagating away from the detection transducer, are reflected back
towards the detector. This is followed by a decrease in the transmitted signal as the
defect blocks the incident beam, before a return to the baseline measurement.
Mode-converted shear waves are also detected as the assembly passes over
the side-drilled hole, at a time interval of approximately 22 - 28 µs (although the
arrival time changes as the assembly comes closer to, and then further away from,
the defect). The variation of the RMS amplitude of the mode-converted signal is
also shown in figure 7.16b, and shows a clear increase in signal amplitude as the
assembly approaches the defect.
These experiments experimentally verify the indications suggested by the
finite element analysis results in figure 7.14; namely, that internal defect indications
are given by a variation in the transmitted amplitude of the longitudinal wave pulse
and the appearance of mode converted signals.
7.2.4 Measurements of Real Casting Defects
Following from the experimental demonstration of the angle-transmission setup on a
processed steel sample with an artificial, side-drilled hole defect, attempts were made
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Figure 7.17: B-scan data recorded for the fully cracked sample shown in figure
7.9a. The gap in the transmitted longitudinal signal, L, between 70 and 110 mm,
corresponds to the EMAT transmission assembly passing over the vertical crack
in the sample. An increase in mode-converted signal content, LS, is observed at
the crack edges. S corresponds to a directly-transmitted shear wave, and R/S/L
corresponds to spurious reflected and mode-converted signals.
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Figure 7.18: B scan image of the sample shown in figure 7.9b, which shows no
outward signs of cracking. Variation in the amplitude of the transmitted longitudinal
wave, L, is indicative of internal crack defects, as explained in section 7.2.2. Spurious
signal content corresponding to scattered and mode-converted waves, LS, is also
visible, between L and the directly-transmitted shear wave, S. As was the case for
figure 7.17, signal content arriving after S (R/S/L) is hard to attribute to bulk
scattering processes.
131















0 1 2 3 4 5 6 7 8 9 10
Amplitude (mV)
(a)




































Figure 7.19: B scan image of an as-cast steel sample cut from a non-defective slab.
The transmitted longitudinal signal is visible at 37 µs.
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to detect real vertical cracking defects in the industrial cast steel samples shown in
figure 7.9. A-scan data were recorded at 2 mm intervals using the same setup as
described above to measure a B-scan image of the test pieces. The first data set was
recorded for the sample containing a full-thickness vertical crack defect that breaks
the casting surfaces, shown in figure 7.9a; the B-scan image for this sample is shown
in figure 7.17a. There is a clear drop in the transmitted longitudinal wave signal
amplitude between 67 and 112 mm, corresponding to the large, visible vertical crack
lying between the generation array and detection EMAT, and hence preventing the
incident wave pulse from reaching the detector. There is also a small increase in the
signal content between 41 and 67 µs, at a spatial position of 64 mm, corresponding
to mode-converted shear waves that have scattered from structures in the sample’s
bulk and arrive between the incident longitudinal and shear wave pulses generated
by the array. The relative amplitudes of these shear wave indications are small
compared to the variation of the longitudinal signal, suggesting that the variation of
the longitudinal pulse amplitude may provide a better indication of internal defects.
The variation of the RMS longitudinal wave amplitude, arriving at approximately
39 µs, is shown in figure 7.17b. There is a clear and substantial decrease in the
longitudinal wave amplitude to near zero when the crack lies between the generation
array and the detector, followed by a gradual return to the baseline measurement.
The baseline itself is noisy, both due to stochastic noise and due to a variable oxide
scale thickness on the sample’s surface.
The data shown in figure 7.17 are encouraging, because they clearly demon-
strate the coincidence of the expected defect indications with the position of the
known defect in the sample, but the experiment itself is not particularly interesting
due to the extreme nature of the defect. B-scan data were therefore also recorded
for the sample (shown in figure 7.9b) without cracking defects that are apparent
from inspection of the casting surface (though the presence of internal defects was
confirmed by TFM imaging, see figure 7.11b). The data recorded from this B-scan
are displayed in figure 7.18a, and show both a variation in the transmitted lon-
gitudinal wave amplitude and the appearance of spurious, mode-converted signals
that have scattered from within the bulk of the material. The longitudinal wave
amplitude variations shown in figure 7.18b are not as extreme as those shown in
figure 7.17b, as the longitudinal wave is still able to propagate around the cracks,
since they do not span the full depth of the sample. Some sections of the data show
relatively little point-wise prolonged variation (for example, the regions between 50
and 70 mm, or 160 to 170 mm), and there are marked, consistent decreases in the
transmitted amplitude in other regions (for example, between 70 and 105 mm and
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15 and 50 mm). These localised and large variations are consistent with structures
blocking the transmitted signal (see figure 7.19 for a comparison with a non-defective
sample), although a more thorough benchmark measurement would be required to
verify the presence of these defects in these locations in this sample.
The variations in longitudinal wave amplitude are difficult to attribute solely
to scattering structures within the bulk blocking the incident beam; the surfaces of
these samples are rough and oxide scale is present, so even though a spring-loaded
mechanism is used to keep the coils pressed flush against the sample, there are still
likely to be liftoff variations, which will affect the transmitted amplitudes signifi-
cantly. The indications that can be solely attributed to scattering processes in the
bulk are the spurious, mode-converted signal that appear in the time interval from
41 and 67 µs, such as those observed at scan positions of 36, 115 and 148 mm
in figure 7.17a. These shear wave indications have a much lower amplitude than
the variation in longitudinal wave amplitude, suggesting that the longitudinal pulse
amplitude variation may provide the more reliable indication of internal defects,
provided the variations can be attributed with confidence to internal sample varia-
tions and not coupling efficiency variations related to surface quality or sensor liftoff.
In figures 7.17b and 7.18b, the point-wise uncertainty in RMS amplitude has been
estimated from the standard deviation of the measured amplitude variation between
multiple measurements on a cast sample without internal defects, but still with a
comparable surface quality in terms of roughness and oxide scale (see figure 7.19).
That the variations observed in figures 7.17b and 7.18b are significantly larger than
the observed amplitude variation in a comparable, non-defective sample suggests
that these longitudinal pulse amplitude variations can be attributed to the presence
of internal defects with confidence. Confidence in these indications is further jus-
tified through the coincidence of these longitudinal amplitude variations with the
aforementioned mode-converted shear wave indications.
The significance of these indications is made more apparent when compared
to data recorded using a sample that contains no internal crack defects; the B-scan
data recorded from a non-defective as-cast slab sample are shown in figure 7.19a,
and show little variation in transmitted longitudinal wave pulse amplitude as the
assembly is scanned across the sample, nor is there significant spurious signal con-
tent. A more clear comparison of individual scan points can be made by plotting
A-scan data from each scan on the same axes. A-scan data from the cracked sample
from a suspected defective region, recognised by the appearance of significant signal
content between 41 and 67 µs, is plotted against A-scan data from the centre of
the non-defective sample in figure 7.20. Comparison of signal amplitudes between
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Figure 7.20: A direct comparison of amplitude data recorded in the defective slab
sample (at position 108 mm) and in the non-defective sample (at position 15 mm).
different samples is not necessarily reliable due to expected variation in parameters
such as conductivity and acoustic attenuation and sensor liftoff, which accounts for
the relatively small difference in transmitted longitudinal pulse amplitude between
the two samples. However, the longitudinal wave amplitude data shown in figures
7.18b, 7.17b and 7.19b demonstrate that variation in the transmitted longitudinal
signal observed in a scan of a single test piece can provide a reliable indication of
the presence of internal defects. Between different samples, variations in material
properties such as acoustic attenuation and electrical conductivity can not, for ex-
ample, account for the significant difference in signal content observed between 43
and 65 µs, which can only be attributed to scattering processes in the bulk of the
cracked sample. This conclusion is verified by the observed indications in figure
7.11b, which demonstrates that internal defects are indeed present in this sample.
7.3 Conclusions
This chapter has outlined methods of bulk defect detection, following from the
development of a phased array EMAT measurement system outlined in chapter 6.
Section 7.1 discussed the application of an image reconstruction algorithm using
forward-scattered mode-converted shear wave signals for the purposes of improving
signal-to-noise ratios for detection and allowing for location and sizing of internal
void defects. The proposed method was explored using finite element analysis and
verified experimentally using side-drilled hole defects. However the method was
unable to reliably image a 10 mm diameter side-drilled hole defect in a sample of
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as-cast steel due to coherent noise arising from acoustic wave scattering from grain
structures in the test piece. These results suggest that, using this instrument, in
these samples, defects with a length scale of 10 mm cannot be reliably detected, and
that the reliable detection limit is larger than this.
Section 7.2 outlined attempts to demonstrate the detection of genuine cast-
ing defects in samples obtained from a failed casting run at Tata Steel’s IJmuiden
plant. Ultrasonic imaging using a piezoelectric phased array was used to verify the
presence of internal vertical cracking defects and estimate their approximate size for
the purposes of informing the design of a finite element model. These experiments
also demonstrated a lack of sensitivity to vertically-orientated defects, and so mo-
tivated the development of an angled-transmission setup. Finite element analysis
of the angle-transmission concept demonstrated that the indications corresponding
to vertical cracking defects are a reduction in longitudinal pulse amplitude and the
appearance of spurious, mode-converted signals. These were verified experimentally
on an artificial defect before being used on defective as-cast samples. The results
indicate that these defects can be detected.
The experimental data presented in this chapter demonstrate that the phased
EMAT array system can be used for detection of relatively large defects in industrial
as-cast steel samples. This result is significant, because the EMAT system was
designed with eventual adaptation to high temperature operation in mind, and
suggests that online detection of these defects is a possibility.
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Chapter 8
EMAT Optimisation for Surface
Wave Applications
The results of this thesis thus far have concerned the development of a high-powered
phased EMAT array system for probing the internal quality of as-cast steel products.
There is, however, interest in the detection and quantification of surface-breaking
defects on the cast slab.
This chapter outlines a novel analysis of Rayleigh wave generation from fi-
nite width sources and applies the results of this analysis to linear surface wave
EMAT designs for the purpose of optimising the transmitted amplitudes. The ana-
lytical model is validated experimentally, and the use of phased array surface wave
generation is proposed as a way of returning still-higher signal amplitudes.
8.1 Motivation
Rayleigh waves are of particular interest in the field of non-destructive evaluation
(NDE), because their propagation characteristics localise them to the surface of a
material. This makes them specifically sensitive to surface, or near-surface, defects,
and restricts their propagation to two dimensions [70, 132], mitigating geometric
attenuation and enabling comparatively large signal to noise ratios and long ranges
of operation. Rayleigh waves have therefore been used for detection and measure-
ment of rolling contact fatigue cracks in rail heads [132, 171, 172], detection of stress
corrosion cracking defects [173] and for detection of surface-breaking defects in con-
tinuously cast steel slabs [108, 11], among other examples of industrial application.
Particularly in industrial applications, optimisation of Rayleigh wave sources is im-
portant because Rayleigh waves can be heavily attenuated by surface roughness
[80].
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Meander Line Coil Linear Coil
λ/2 a
Figure 8.1: Schematic representation of the coil geometries for meander line and
linear coil EMAT designs. The Rayleigh waves generated by the individual line
sources in the meander line design are phase-matched when their separation is λ/2,
where λ is the wavelength. This study concerns broadband pulsed excitation of
linear coils of finite width a.
Rayleigh waves are most-often generated using piezoelectric angle beam trans-
ducers, due to their high efficiency. Angle beam transducers can be problematic in
industrial applications, however, since they require good contact with the sample,
cannot easily be used through coatings and the sensors are not robust to high tem-
peratures [67, 9]. EMATs offer an alternative to piezoelectric transduction, but
their poor transduction efficiency of EMATs can reduce their suitability for some
industrial applications.
Optimised surface wave EMAT generator designs, most often termed ‘mean-
der line’ EMATs, have been described previously in the literature, and make use of
the phase matching that occurs between wave fronts separated by a half-wavelength
to constructively add to the signal [174, 175] (see figure 8.1). These designs generate
ultrasound most efficiently when excited with narrowband, toneburst current exci-
tations, which can complicate and design of the driving circuit and interpretation of
detected signals due to the reduced resolution afforded by temporally longer signals.
The use of pulsed ultrasound that generates broadband temporally sharp signals,
rather than narrowband continuously-excited, or toneburst, signals, can facilitate
accurate analysis of reflected wave arrival times, which enables a defect’s location to
be accurately calculated [114, 10]. Moreover, broadband pulses contain a spectrum
of wavelengths, and hence are sensitive to a range of characteristic defect sizes and
depths, allowing the frequency response of transmitted signals to be used to measure
the depth of surface-breaking defects [81]. For these applications, broadband, finite
width linear EMAT coil designs are most appropriate [81, 176].
This study concerns the optimisation of linear Rayleigh wave EMATs by out-






Figure 8.2: Schematic representation of the convolution model. Each individual
source has an amplitude weighting described by a spatial profile function, ux (x).
A detection point P , some distance from the edge of the coil, records contributions
generated by each point source. There is a phase lag in the recorded time history
from each source of x/c, where c is the Rayleigh wave speed.
integral. It has previously been acknowledged that the width of an EMAT coil is an
important consideration when designing surface wave EMATs, and the optimum coil
width is often cited to be equal to half of the wavelength of the propagating signal
[176]. This result is presented without derivation or explanation, and importantly,
is only true when considering continuous sinusoidal excitation signals. This work
aims firstly to formalise the familiar result analytically, and extend the analysis to
the operation of broadband pulsed transducers, which are of greater interest in the
field of NDE.
8.2 Harmonic Excitation Finite Width Rayleigh Source
In previous studies concerning transducer modelling, generated bulk acoustic wave-
fields have been calculated by convolving the transducer’s spatial impulse response
with the velocity of the transducer surface. The spatial impulse response is deter-
mined by computing the Rayleigh integral of the source, by summing over spherical
waves emitted at the transducer’s surface [177, 178, 179, 180]. The concept of con-
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volving a temporal excitation with a function describing the source geometry is used
here to model surface waves generated by sources of finite width, for the purposes
of EMAT optimisation.
Before developing a model for pulsed excitation, it is first helpful to derive the
simplified case of a continuous sinusoidal excitation across a finite width rectangular
pressure profile. Consider a finite width line of single point pressure sources on a
half-plane, each acting as a harmonic wave source with equal amplitude (see figure
8.2). Consider also a detection point, P , at some distance, x, from the edge of
the line of sources. The contribution of each individual point to the displacement,
s, measured at point P is equal to some function of time, ut (t), multiplied by a
weighting that is a function of distance from P , ux (x), and describes the form of
the pressure profile due to the source geometry. The total signal, as measured at
P , is the summation of all of these contributions. Inspection of figure 8.2 suggests
that the signal from each individual source arrives with a phase delay of x/c, where
c is the surface wave propagation speed. Hence, in the case where the wave sources
are infinitesimally small and exist continuously along the spatial profile, the total










= ut (t) ∗ ux (x) .
(8.1)
The displacement is therefore described by the convolution of the temporal driving
function with the spatial profile of the coil (denoted by the operator ∗). The con-
volution theorem states that the time series recorded at P can be expressed as the
inverse Fourier transform of the product of the spatial and temporal bandwidths:
s (t) = F−1ũt (ω) ũx (k) , (8.2)
where F−1 denotes an inverse Fourier transform, ω is the angular frequency, k is
the spatial frequency and ũt (ω) and ũx (k) are the signal’s temporal and spatial
frequency spectra respectively. This allows the total displacement to be more easily
calculated by individually determining the Fourier transforms of the spatial and
temporal profiles. In the case of a uniform rectangular source with finite width a,




0 −∞ ≤ x ≤ −a2
1 −a2 ≤ x ≤
a
2
0 a2 ≤ x ≤ ∞,
(8.3)
The spatial bandwidth of this profile in terms of the spatial frequency, k, given by










Similarly, the Fourier transform of the temporal driving profile can be de-
termined to obtain the temporal bandwidth. Assuming harmonic excitation, the
driving function can be represented as a complex exponential:
ut (t) = Ae
iω0t, (8.5)
where A is the amplitude of the driving signal and ω0 is the angular frequency of
the excitation signal. The Fourier transform of a complex exponential is given by
the Dirac delta function:
ũt (ω) = δD (ω − ω0) . (8.6)
The above expressions give the temporal bandwidth in terms of angular frequency
and spatial frequency, and allow for evaluation of the measured signal s (t) in ac-
cordance with equation 8.2. It is now necessary to make the substitution k = ω/c,
so that the expression for the total displacement is given only in terms of angular
frequency, ω:








δD (ω − ω0)
)
, (8.7)
This equation provides an expression for the displacement time history as measured
at point P , but since this study concerns EMAT detection, which is sensitive to the
surface particle velocity [106], it is appropriate to take the derivative with respect
to time to determine the velocity profile, v (t). Differentiation under the integral is
permitted here according to Leibniz’s integral rule:
141




























The measured signal, v (t), is therefore just a sinusoid with an amplitude dependent
on the choice of driving frequency. In order to determine the maximum amplitude
generated by the coil, this term should be extremised with respect to a. Hence, the
derivative is computed and set to zero:
d
da






























where n is an integer. Now set n = 0, which corresponds to the smallest coil width
that satisfies this condition. The smallest n value is chosen because in practice,
inductive and resistive losses increase with coil width and hence there is no advantage





where λ is the wavelength. This is a result that has been acknowledged in previous
publications, although without full derivation [176]. This result can be intuitively
explained by considering continuous point sources on a line generating sinusoidal
displacement fields. Inspection of figure 8.3 suggests that for every point along the
coil’s width, the displacement field is completely cancelled by a corresponding point
source spaced λ/2 away. Hence, for a coil larger than λ/2, there is a continuum in the
centre of the coil where all contributions to the displacement field sum coherently,
and contributions from the coil edges sum to zero.





Figure 8.3: Model of a finite-width uniform harmonic pressure source. For each
individual point in region A, there is a corresponding point in region B that is
displaced by a distance λ/2, hence waves generated by these segments cancel and
only the central region contributes to the total generated signal.
signal amplitudes will be achieved when using the largest possible coil, since the
total signal input will increase with coil width. Increasing the coil width increases
total displacement only up until the coil width is λ/2, however, at which point
the cancellation effect occurs and the benefits of the larger coil width are lost.
Practically, the optimum coil width is lower than λ/2, since
While this model provides useful intuition of the effect of source with on gen-
eration efficiency, it is less helpful for designing typical Rayleigh wave transducers,
since in most NDE applications pulsed excitation signals are used, which contain a
spectrum of wavelengths.
8.3 Broadband Pulsed Excitation of a Finite Width Coil
Following from the derivation of the harmonic driving case discussed in section 8.2,
similar analysis can be performed to investigate the optimal coil parameters for a
broadband pulsed excitation, which is more useful for NDE. Ideally, the choice of
driving function should be arbitrary, since the pulses generated by EMAT driving
circuits are not necessarily simple, smoothly-varying functions of time, however to
simplify the analysis, a Gaussian driving function is chosen. This allows for easy
computation of the Fourier transform and is a suitable approximation for a pulsed
excitation circuit (see section 8.5).










where A is the pulse amplitude, δ is the pulse width parameter and t0 is the phase
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δ = 0.25 µs
δ = 0.75 µs
δ = 1.25 µs
Figure 8.4: Plot of the variation of RMS signal amplitudes with the dimensionless
bandwidth parameter, R = a/δc, for variation of the coil width (a) at fixed pulse
width (δ). The plateau of the analytical model occurs when R ≈ 4.0 for all values
of δ.
offset of the pulse. The Fourier transform, describing the temporal bandwidth of










Since this model concerns the effect of broadband pulse excitation across a uniform
finite-width coil, the boxcar function is still the appropriate description of the spatial
coil profile, and hence the spatial bandwidth is given by equation 8.4. The signal,
as recorded at the measurement point P , is therefore given as the time derivative of
the inverse Fourier transform of the product of equations 8.4 and 8.13:















Evaluation of the integral transform in equation 8.14 is non-trivial. The transform
can be evaluated numerically using a discrete inverse Fourier transform of numerical
data generated using the bracketed term in equation 8.14.
To determine the optimal coil width parameter, a, fixed values of the tem-
poral pulse width parameter, δ, were chosen and used to calculate the frequency
content of the resulting pulses over a frequency range from 0.0 to 10.0 MHz. These
were then converted to time domain data using an inverse fast Fourier transform
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a = 5 mm
a = 4 mm
a = 3 mm
a = 2 mm
a = 1 mm
Figure 8.5: Data generated from the analytic convolution model for a fixed value of
δ = 0.25 µs showing how progressively-increasing coil widths lead to an optimum
signal amplitude when a = 3 mm, after which there are no further amplitude im-
provements due to a plateau effect caused by separation of wave pulses generated
by the coil edges.
(IFFT) algorithm, by populating the negative frequency bins of the input array with
the positive frequency data, such that the spectrum is symmetric about the y axis
at 0.0 MHz. The root mean square (RMS) of the results were then calculated as a
measure of the pulses’ amplitudes. This procedure was repeated for a range of coil
widths between 0.01 and 40 mm and a range of δ values between 0.25 and 1.25 µs
(see figure8.4).
The aim of this study is to establish a relationship between the coil width,
a, and the temporal width parameter, δ, which gives an optimised RMS pulse am-
plitude. It is therefore helpful to consider the RMS pulse amplitude as a function
of a dimensionless ratio of the coil width and temporal width, here termed the coil





The normalised RMS pulse amplitude at a fixed δ was plotted against R for coil
width parameters varying from 0 to 10 (see figure 8.4). As the coil width increases
with respect to the temporal width of the driving pulse, there is an increase in the
RMS amplitude of the Rayleigh wave until R ≈ 4.0, at which point the function
plateaus; since R is a dimensionless quantity, this occurs regardless of the value





Figure 8.6: Representation of the effect of the convolution operation on the displace-
ment pulse s(t) and the measured surface particle velocity v(t) as the coil width is
increased. For larger coil widths, the displacement pulse contains a flat region, which
manifests as two distinct pulses in the particle velocity time history. Hence, once
pulse separation is achieved, there is no further benefit to increasing the coil width.
width when R ≈ 4.0, after which there is no further benefit to using a wider coil.
This is comparable to the harmonic driving case; increasing the coil width leads
to an optimum generation efficiency once the spatial and temporal bandwidths are
matched, although since a pulse contains a spectrum of wavelengths, it is less-
obviously derived from an explanation based on the superposition of sinusoids as
provided by figure 8.3.
Intuitively, this can be explained by considering that the pulse generated
by a finite width coil driven by a pulsed excitation current is a convolution of
the rectangular shape of the coil with a Gaussian excitation, which, in physical
terms, can be considered to be a ‘smearing’ of the temporal excitation across the
rectangular coil (see figure 8.6). Provided the spatial bandwidth due to the coil
profile is larger than the frequency bandwidth due to the temporal driving function,
the propagated displacement pulse will approximate a Gaussian profile, since the
frequency content is dominated by the temporal driving function. As the coil width
is made larger, such that the bandwidth due to the coil shape becomes narrower
than the temporal bandwidth, the displacement pulse will begin to more resemble
the square shape of the coil as the spatial bandwidth starts to dominate. Since the
coil in this model is uniform, the displacement profile is flat in its centre when the
coil’s spatial bandwidth is small relative to the driving pulse (which occurs at large
coil widths). Since the EMAT is sensitive to the time derivative of this profile, and
the time derivative is zero in the flat region, the pulse shape changes from being
a single Gaussian-type pulse, to being composed of two distinct pulses, which only
correspond to generation at the coil edges. Thus there are diminishing returns when



















a/2 + 2 mm
a/2 + 12 mm
Copper
Coil
Figure 8.7: Finite element model geometry, showing the relative positions of the
coil (with width a), the coupling region (with depth δs), the transition region and
the sample. The model is simplified through the application of symmetric boundary
conditions on the left axis. The detection coil was modeled by recording the surface
particle velocity at point P .
to the detected signal.
As the coil width is increased from zero, increasingly more of the coil con-
tributes constructively to Rayleigh wave generation and the RMS amplitude of the
wave increases (as discussed in section 8.2 for the harmonic driving function case).
As the spatial bandwidth surpasses the temporal bandwidth, the extra contributions
no longer contribute to the generation and the RMS amplitude as a function of coil
width flattens off.
8.4 Finite Element Modelling
The model presented in section 8.3 is simplistic, in that it does not fully consider
material properties or solutions to the wave equation, and so validity of the model
for wave propagation in real elastic media is unclear. Experimental verification of
the optimum coil result is difficult for several reasons:
1. Real EMAT coils do not behave as rectangular pressure profiles; the analysis
above assumes that the pressure applied by the EMAT is uniform across its
whole width. In reality, there will be spatial variation in the Lorentz force
amplitude across the width of the coil, which means the definition of the coil
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width parameter, a, is somewhat ambiguous, and may not correspond to the
width of a boxcar function as discussed in section 8.2.
2. Real EMAT pulsing circuits do not typically generate Gaussian current im-
pulses; while the Gaussian impulse provides a reasonable approximation to a
broadband current impulse excitation (see figure 8.12), the actual temporal
profile of the pulse can be non-trivial and rarely is described by a Gaussian
function.
3. There are additional effects that were not considered in the analytical model
described above. Namely, any increase in the coil width requires an increase
in the number of turns the coil has. The effect of this is to increase the wire
length, which introduces resistive losses, which reduce the pressure induced
by the coil for any given excitation voltage. It will also change the inductive
impedance of the coil-sample system, which will change the frequency response
of the system, as will changes the separation between the coil and the sample
(the liftoff).
A finite element model was therefore constructed to test the predictions of the ana-
lytical model, since it is comparatively simple to model an unphysical coil in which
the exerted force per-unit length remains constant with coil width, and where the
temporal driving function exactly matches the Gaussian impulse modeled in section
8.3, whilst also fully accounting for the effects of material elasticity, wave prop-
agation and the electrodynamics of the generation mechanism. The commercial
software package COMSOL Multiphysics R© version 5.3a was used for all following
finite element calculations [181]; the magnetic fields interface of the AC/DC mod-
ule was used to calculate the Lorentz forces induced in the sample, and the solid
mechanics interface of the structural mechanics module was used to model elastic
waves resulting from the induced electromagnetic forces. The model geometry was
specified as shown in figure 8.7.
For valid comparison with the analytical model outlined in section 8.3, a
Gaussian Lorentz force profile, with some desired width parameter δ1, is required.
Equation 5.19 demonstrates that the equivalent induced pressure is proportional to
the square of the excitation current, and hence the current producing the Lorentz
force distribution should be proportional to the square root of a Gaussian with the
desired value of δ1. Inspection of equation 8.12 demonstrates that the square root
of a Gaussian with width parameter δ1 is another Gaussian with width parameter
δ2 =
√
2δ1. The current excitation was therefore chosen to be a Gaussian with
δ2 = 0.35 µs, such that the width of the Gaussian describing the Lorentz force’s
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Figure 8.8: Plot of the variation of RMS signal amplitudes with the dimensionless
bandwidth ratio parameter, R = a/δc. The plateau of the analytical model occurs
when R ≈ 4.0, and the plateau of the finite element data occurs at approximately
R = 4.5.
temporal profile, δ1 = 0.25 µs, allowing for direct comparison with the experimental
results presented in section 8.5. For valid comparison with the analytical model, the
Lorentz force per unit area was kept constant by enforcing a constant peak current
density in the excitation coil of 583000 Am−1 (a value chosen on the basis of the
current measurements shown in figure 8.12, to give a peak current amplitude of
approximately 1.75 kA in a coil of width 3 mm).
A Fourier transform of a Gaussian with δ = 0.25 µs indicates that the highest
frequency of physical phenomena in the model is 3 MHz. At 3 MHz, in a steel sample
with an electrical conductivity of 4.032× 106 Sm−1 and a relative permeability of 1,
the skin depth, δs, is approximately 0.14 mm. To accurately model electrodynamic
phenomena associated with induced currents in the sample, the coupling region
depth was specified to be 7δs (1 mm), so as to allow the induced currents and
magnetic fields to fall to approximately zero within this region. The mesh density
was specified so that there were 5 elements per skin depth (giving a maximum
element size of 0.03 mm), so that spatial variations in the electromagnetic fields
could be adequately resolved by the model. Calculating the whole model with this
mesh density would be computationally expensive, so a lower mesh density was
specified for the sample away from the coil. A transition region with a maximum
element growth rate of 1.1 was defined between the coupling region and the rest of
the sample to ensure there were no abrupt changes in mesh density.
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a = 5 mm
a = 4 mm
a = 3 mm
a = 2 mm
a = 1 mm
Figure 8.9: Finite element data calculated for a Gaussian excitation of δ = 0.25 µs
applied to uniform pressure profiles with width a showing the pulse separation effect
described in section 8.3 leading to reduced RMS amplitude.
The slowest wave speed of interest is the Rayleigh wave speed, which is ap-
proximately 2900 ms−1 in steel, and the highest frequency content in the excitation
signal is approximately 3 MHz, giving a minimum wavelength of 1 mm. A minimum
mesh density of 16 elements per wavelength for the sample outside of the coupling
and transition regions was specified to ensure numerical accuracy for the elastic
wave calculations, hence the maximum element size in the sample region, outside
of the coupling and transition regions, was set to be 0.06 mm. The whole of the
modeled sample region, coupling region and transition region was meshed with free
two-dimensional linear quadrilateral elements. The copper coil was modeled using
free two-dimensional linear triangular elements with size 0.3 mm, and the region of
air was modeled using free two-dimensional linear triangular elements of variable
size, but with a specified maximum size of 5 mm and a maximum growth rate of
1.3. The maximum timestep size was set to be half of the propagation time of a
longitudinal acoustic wave (with propagation speed 5950 ms−1) across the smallest
element in the model (the 0.03 mm skin depth elements), giving a maximum timestep
size of 5 ns. These mesh parameters were determined empirically by ensuring that
calculated quantities converged and did not deviate by more than 1% when finer
mesh parameters were used. They are broadly in agreement with mesh parameters
outlined in previous finite element studies of EMAT models [182, 183, 184].
The Gaussian pulse width of the coil’s driving current, δ2 was held constant at
0.35 µs while the coil width, a, was varied between 0.5 and 6.0 mm. The detection
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point was modeled by calculating the horizontal component of the node velocity
at a chosen measurement node (at a distance of 40 mm from the centre of the
pressure load region), since this best-approximates an infinitesimal detection point
and EMATs are velocity sensors. As in the case with the analytical model, the RMS
of the velocity time history was recorded and plotted against the coil bandwidth
parameter, R (see figure 8.4). There is reasonable agreement with the analytical
model; similar behaviour is observed in figure 8.7, with a steady rise in the RMS
amplitude value as the coil width is increased, up to a maximum value when R ≈ 4.5
(c.f. R ≈ 4.0 for the analytical model), after which there is a plateau, with no
further signal improvements with increasing coil width. The difference between
the finite element results and the analytical model is that the rate of increase in
the signal amplitude is not as high in the finite element data as the analytical
model would suggest. The result of this is that the analytical model predicts the
establishment of the plateau for slightly lower coil widths than are seen in the finite
element data. There is also a slight drop in signal amplitude with increasing coil
width beyond this point, although this is small and the result converges on the high
point observed in the plateau. This can be accounted for by considering that the
propagation medium is elastic and has some response to the driving function, and
that the wave pulse amplitudes resulting from the Gaussian pressure excitation may
not follow the driving function identically. Likewise, the spatial extent of the driving
function is not strictly localised to the area directly under the modeled coil, since the
electromagnetic fields will extend beyond the coil’s limits and since the application
of a stress profile induces a strain field which will extend beyond the dimensions of
the coil.
A-scan data determined from the finite element calculations are plotted in
figure 8.9. The data show a gradual increase in pulse amplitude, which is limited
beyond a = 3 mm as the distinct pulses generated at the coil’s edge begin to separate,
and hence qualitatively agree with the data generated by the analytic model shown
in figure 8.5
Notwithstanding the simple approximations of the convolution model, the
finite element data agree well with the analytic calculations. The finite element
model itself represents an approximation of true experimental conditions, and so
experimental data are necessary to determine the practical usefulness of the result








Figure 8.10: Schematic diagram of the linear generation coil design showing the









Figure 8.11: Schematic diagram of the detection coil design, showing the copper
wire coil in red and the stack of permanent magnets in grey.
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8.5 Experimental Verification of the Convolution Model
To validate analytical and computational models discussed in sections 8.3 and 8.4, an
experimental study into the effect of coil width on generated Rayleigh wave pulse
characteristics was undertaken. As noted in section 8.4, an experimental study
would be subject to additional, unmodelled factors, such as variations in electrical
impedance with coil width, or a non-Gaussian excitation pulse. The results of these
experiments would therefore not be expected to replicate the model results exactly,
but the approximate behaviour described by figure 8.4 should be observed.
To validate the model, a series of EMAT generation coils with widths varying
between 1 and 7 mm were wound into kapton tape wrapped around 3d-printed plastic
formers using 0.14 mm diameter copper wire. A linear coil design was chosen as a
reasonable approximation to the boxcar pressure profile used in the analytical and
finite element models (see figure 8.10). The EMATs described here operate on the
self-field Lorentz mechanism, in which the induced eddy currents resulting from the
EMAT coil’s dynamic magnetic field themselves interact with the dynamic field (see
section 5.1). The mechanical pressure in the sample is the vector cross product of
the induced eddy current density and magnetic flux density.
The current excitation was supplied by the pulse generation circuit described
in section 5.3. It is important to note that the temporal pressure profile generated
by the self-field Lorentz mechanism is proportional to the square of the temporal
current profile, as shown in section 5.1, leading to the mechanical force having a
higher frequency content than the driving current.
A detection EMAT coil was wound to receive the generated surface wave
signals. By invoking the same arguments put forward in section 8.2, where the gen-
eration EMAT was considered as a finite width of infinitesimal point sources on the
surface of a half-space, it follows that the width of the detection coil will also have
a frequency-dependent effect on the measured signal, and hence it is necessary to
construct a coil with minimum width, so that the received signals are predominantly
a function of the temporal velocity profile of the particles due to surface wave prop-
agation, and so that artefacts arising from the spatial bandwidth of the coil itself
are reduced. A 1 mm wide linear detection coil, consisting of 5 turns of 0.14 mm
diameter copper wire wound into kapton tape wrapped around a plastic former, was
constructed. A stack of 5 NdFeB magnets were placed behind the coil to supply a
vertical bias static magnetic field to enable sensitivity to in-plane particle motion.
A schematic diagram of the detection EMAT design is presented in figure 8.11.
The generation and detection coils were placed 145 mm apart on a 90 mm
thick flat steel sample free of surface-breaking defects. A-scan data were recorded
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Square of Current Pulse
Gaussian Profile, δ = 0.25 µs
Current Pulse
Figure 8.12: Plot of the driving current profile shown in grey, the square of this
profile shown in black, and a Gaussian pulse with width parameter δ = 0.25 µs
shown in red.
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Figure 8.13: Experimental A-scan data recorded for a series of linear self-field EMAT






















Figure 8.14: RMS values of the Rayleigh wave pulses shown in figure 8.13. The initial
increase in wave amplitude up to a coil width value of 3 mm (corresponding to a coil
bandwidth parameter R = 4.0) is in very good agreement with the analytical and
computational modeling presented in sections 8.3 and 8.4). The subsequent drop
in RMS amplitude is due to unmodelled factors, such as the increase in the coil’s
impedance with increasing coil size.
with 128 coherent averages and digitally filtered using a Butterworth bandpass filter
between 0.1 and 5.0 MHz. Data were recorded for a range of generation coils, varying
in width from 1 - 7 mm. The recorded A-scan data are shown in figure 8.13.
The general behaviour of the pulse characteristics appears to agree with the
models described in sections 8.3 and 8.4; there is a clear initial increase in signal
amplitude and a gradual separation of two distinct surface wave pulses, correspond-
ing to generation at the coil edges, as the coil width is increased. The behaviour not
accounted for in the analytic and finite element models in sections 8.3 and 8.4 does
have a clear effect on the experimental results, however. Instead of a plateau in the
signal amplitude established after the optimal coil width, there is a sharp decline,
as seen in the plot of RMS pulse amplitude values in figure 8.14. This is due to the
resistive impedance of the longer coils - since a larger length of wire is required to
wind a wider EMAT, energy from the current excitation is lost to resistive losses
in the EMAT coil, which reduces the current amplitude in the wire, and therefore
leads to lower intensity ultrasound generation.
A rough verification of the model’s agreement with experiment can be per-
formed by approximating the Lorentz force supplied by the EMAT pulser as a









Figure 8.15: Schematic diagram of the phased Rayleigh wave EMAT array, showing
the copper wire coils in red and the 3d-printed plastic former in grey.
of the temporal profile of the Lorentz force, which approximates a Gaussian func-
tion with width parameter δ = 0.25 µs. The results of the models above indicate
that the value of the coil bandwidth parameter at which spatial bandwidth dom-
inates the form of the generation pulse, leading to separation of individual pulses
generated at the coil edges, is R = a/δc ≈ 4.0. Hence, for waves generated in steel
(which has a Rayleigh velocity of 2900 ms−1) by a temporal pressure profile with
width parameter δ = 0.25 µs, the optimal generation coil width is expected to be
a = Rδc ≈ 4.0× 0.25× 10−6× 2900 mm = 2.9 mm. In the A-scan data presented in
figure 8.13, 3 mm corresponds to the largest coil width before the two pulses become
visibly discernible, and likewise corresponds to the highest measured value of the
RMS pulse amplitude in figure 8.14, suggesting that the convolution model provides
a valid description of EMAT surface wave generation.
8.6 Phased Array Signal Enhancement
The models outlined above demonstrate that when using EMATs, the detected signal
strength (as measured by calculating the RMS amplitude of the detected pulse)
increases with the generation coil width up to a maximum value before plateauing;
the experimental verification study presented in section 8.5 shows that there is
actually a decrease in the generated signal amplitude at higher coil widths due to
the increased resistive losses in larger coils. There is therefore a limit to the RMS
signal amplitude that can be generated by any given current source, before either
the RMS signal suffers, or there are effects on the frequency bandwidth of the signal.
Improvements in the Rayleigh wave signal amplitude beyond this are dependent on
156





















Figure 8.16: A comparison of the Rayleigh wave pulses generated by a single op-
timised EMAT generation source, and an array of four such sources, with phase
delays applied between excitation of the individual sources, such that the Rayleigh
wavefront is enhanced.
increasing the current amplitude of the excitation pulse, which itself is limited by
the components available in the driving circuit. Extremely high current amplitudes
in EMAT coils have been reported for spark gap discharge circuits, but these can
be unsuitable for industrial measurements due to their requirements for regular
maintenance and unreliable switching [145, 110].
An alternative means of improving the signal amplitude, while maintaining
the broad bandwidth characteristics of the pulse, is to apply phase delays to a
succession of optimally-sized finite width sources, such that the resulting surface
acoustic waves interfere constructively to enhance the amplitude of the incident
wave. Using this approach, it is possible to generate Rayleigh waves with relatively
large amplitudes using driving electronics that are readily available, provided the
excitation pulses can be reliably switched with the necessary phase delays. A phased
EMAT pulser (described in section 6.2) was used to apply phase-delayed pulses to a
Rayleigh wave EMAT array with dimensions described by figure 8.15. The phased
array transducer was constructed by winding four 3 mm wide elements into kapton
tape pressed around a 3d-printed plastic template with a separation of 3.8 mm
between adjacent elements.
The elements were excited with current pulses as described in section 8.5,
with time delays of ∆t = x/c = 1.27 µs between adjacent elements, so that the
generated Rayleigh waves coherently summed to produce a single, enhanced, wave
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Figure 8.17: Schematic diagram of the surface-breaking defect detection experiment.
front. The signal recorded on the detection EMAT coil is shown in figure 8.16. The
RMS amplitude of the generated signal is enhanced by a factor of 3.8 compared
to the RMS amplitude of the signal generated by a single coil, which is in good
agreement with the value of 4.0 that would be expected from the summation of 4
identical sources (it is expected that this value would be lower due to path lengths
and attenuation).
8.6.1 Surface-Breaking Defect Detection
As a demonstration of the application of the phased array Rayleigh wave trans-
ducer, a surface defect detection experiment was set up. The four element opti-
mised Rayleigh wave generator shown in figure 8.15 was placed on a steel sample
that contained a 2 mm deep artificial vertical notch defect, with the detection trans-
ducer depicted in figure 8.11 placed between the generator and the notch (see figure
8.17). As described in section 8.6, phase delays were applied to successive elements
of the generation array to constructively add to an incident Rayleigh wavefront.
This wavefront is detected at a time of 25 µs as it propagates beneath the detection
EMAT, before it reflects off the notch defect. The reflected pulse is detected at a
later time of 40 µs (see figure 8.18).
This experiment was repeated when firing a single element of the generation
array to quantify the improvement in sensitivity. The RMS amplitude of the wave
pulse detected in the time window from 40 to 50 µs was calculated for the reflected
pulse generated by the phased array and the reflected pulse generated by a single
optimised EMAT coil. For each A-scan, the RMS amplitude of a region of noise
without ultrasonic signals, the time window between 52 and 60 µs, was also calcu-
lated. The signal-to-noise ratio, as defined by equation 6.2, was then determined to
be 4.2 for the signal from the single EMAT coil, and 9.7 for the signal generated by
the phased array, suggesting that the use of a four-element phased Rayleigh gener-
ation array can improve defect sensitivity by a factor of 2.3 compared to the use of
an optimised single-element transducer.
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Figure 8.18: A-scan data recorded for the experiment described in figure 8.17. Then
signal observed at 25 µs corresponds to the incident Rayleigh wave pulse, and the
signal observed at 40 µs corresponds to the reflected defect indication. The use of
four-element phased array generation improves the signal-to-noise ratio of the defect
indication by a factor of 2.3 compared to the use of a single-element transducer.
8.7 Summary and Conclusion
A simple model of surface wave generation from a finite source was constructed, and
it was shown that the generated temporal displacement profile, as measured by a
point-like detector, is approximated by a convolution between the temporal driving
function and spatial profile of the source. Analysis of this model indicates that op-
timal generation is achieved when the coil width is equal to a half-wavelength in the
case of a harmonic excitation, which is in agreement with previously-published stud-
ies on EMAT generation of Rayleigh waves, although this result seems to have been
determined from arguments of intuition rather than from robust derivation [176]. In
the case of a pulsed Gaussian pressure excitation, the model predicts that optimal
generation is achieved when the coil bandwidth parameter, R = 4.0. This result was
verified using finite element analysis and experimental measurements using self-field
linear EMAT coil designs and a high-powered pulsed current excitation.
This result has implications for further designs of Rayleigh wave EMAT coils.
Firstly, it provides a useful and simple rule for optimal design of linear Rayleigh wave
EMATs. Secondly, the verification of the convolutional model for surface wave gen-
eration allows for an extension of the analysis to other EMAT coil geometries, which
may be more suitable for a given application. Spiral and racetrack designs, for exam-
ple, are known to be relatively efficient generation sources due to the closed looped
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eddy current profiles they generate, and previous studies have deliberately used
transducers with spatially-varying generation profiles for the purposes of matched
filtering.
Phased array enhancement of the optimised coils was also presented as a
means to overcome the limitations of a given driving circuit, provided phase-delayed
current excitations can be reliably provided. It was shown that in the case where four
optimised Rayleigh wave generators were fired sequentially with appropriate time
delays, the resulting Rayleigh wave’s RMS amplitude was enhanced by a factor of
3.8, compared to the wave generated by a single EMAT coil, and the signal-to-noise
ratio of the reflected signal from a crack increased by a factor of 2.3, presenting the
prospect of a great improvement in surface defect measurement sensitivity. Further
studies could investigate the lateral arrangement of these optimised Rayleigh wave
sources, so that the wave enhancement can be performed across a two-dimensional





The inspection of thick, highly attenuative, rough-surfaced metal structures is an
interesting research problem with broad industrial relevance from power generation
to civil engineering [4, 5, 6, 7]; this thesis specifically concerns the problem of de-
fect detection during continuous casting of steel, and outlines the development of
a novel ultrasonic transduction technique that is capable of achieving practicable
signal-to-noise ratios in as-cast steel samples, and has the potential to be applied
in a harsh industrial environment. An introduction to steel casting and defect
formation was presented in chapter 1. Chapter 2 provided an overview of non-
destructive measurement technologies and presented the motivation for choosing
electromagnetically-generated ultrasound for this application. The necessary back-
ground theory describing ultrasonic wave propagation and mechanical coupling of
electromagnetic waves to electrically-conducting and magnetic media are introduced
in chapters 3 and 4 respectively.
Chapter 5 detailed an original derivation of the equivalent surface pressure
generated by a coil-only Lorentz force EMAT device, and showed that the surface
pressure load is given by the magnetic pressure due to the surface flux density. The
Lorentz force profile from a coil-only device can therefore be easily evaluated if the
surface flux density is known. The method of complex images was used to ana-
lytically compute the equivalent surface Lorentz pressure for an infinitesimal wire
current source, and this result was used to compute the equivalent surface pres-
sure resulting from finite-width, one-dimensional current distributions representing
EMAT coils. Section 5.2.2 demonstrated the use of these calculations in determining
input pressure loads for finite element models of acoustic wave propagation.
Chapter 6 presented the motivation for developing a high-power phased
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EMAT array instrument for generating ultrasound in as-cast steel samples. For
this purpose, a new, high power phased EMAT array pulser system was developed,
that is capable of supplying each of its four independent channels with currents
of up to 1.75 kA for pulses with rise times of 1 µs. The modeling results from
chapter 5 were used to support a finite element optimisation study aimed at de-
signing a phased EMAT array suitable for inspection of internal defects near the
centreline of a 225 mm thick industrial cast steel slab sample. The finite element
data suggested that the optimised array should enhance the transmitted longitudi-
nal ultrasound pulse by a factor of 3.5 compared to a single EMAT coil, and this
result was validated experimentally using the pulsing system on a real industrial
sample. Further signal enhancements were demonstrated with the use of an array
of detection EMATs, and a preliminary defect detection experiment was presented.
Chapter 7 concerned the use of the phased array system developed in chapter
6 for the detection of defects in as-cast steel slab samples. The preliminary results of
section 6.9 motivated the investigation of a transmission experiment and attempts to
reconstruct images of the sample’s interior using forward-scattered, mode-converted
shear waves. Finite element analysis was used to demonstrate the proposed mode
conversion imaging technique, and experimental validation was shown on a non-cast
thick steel sample. The same technique applied to an industrial as-cast steel sample
yielded much lower signal-to-noise ratios, and suggests that the limit of detection
using this system in these samples lies above10 mm, as reliable detection of a defect
of this size was not demonstrated. Attempts were then made to exploit the beam
steering properties of the phased array to detect real vertical cracking defects in
industrial steel samples. A finite element model of the proposed angle-transmission
experiment suggested that variation in the transmitted signal amplitude and the
appearance of spurious, mode-converted signals corresponding to scattering events
at the crack tips indicate the presence of a defect. This result was verified experi-
mentally on an artificial, side-drilled hole defect. The technique was then used to
demonstrate the detection of real casting defects in industrial slab samples.
Chapter 8 introduces the problem of detection of surface-breaking defect de-
tection in as-cast steel slabs. An original analytical description of Rayleigh wave
generation from a linear EMAT coil of finite width, a, is derived and used to deter-
mine the optimal coil width parameters for the case of continuous sinusoidal current
excitation. The model determines that the optimal width for the case of sinusoidal
excitation is λ/2, which is in agreement with previous deductions of optimal coil
width based on arguments of physical intuition. Using the magnetic pressure result
from chapter 5.1, the case of Gaussian excitation of a high power EMAT device is
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also derived, and the optimum coil width, as parameterised by the dimensionless
ratio R = a/δc, where δ is the width parameter of the Gaussian excitation and c
is the Rayleigh wave speed, is found to be given by R = 4.0. Finite element and
experimental data are then presented in support of this result. The phased excita-
tion of several optimised EMAT generator devices in a linear array to constructively
enhance a generated Rayleigh wavefront is demonstrated as a means to improve the
SNR beyond the limit suggested by the model.
9.2 Further Work
The work presented in this thesis has demonstrated that internal defects in as-cast
industrial steel samples can be detected using EMAT-generated ultrasound, and has
developed the concept of using arrays of high-powered generation devices to improve
signal-to-noise ratios. The results presented in section 7.2 demonstrate that severe
casting defects can be readily detected, although the detection of less-severe (though
relatively large) defects in section 7.1 proved problematic due to the intrinsic at-
tenuation of the material and coherent noise due to grain structures. The ability
to detect severe crack-like defects is advantageous to casting machine operators, as
these defects do periodically occur and economic savings can result from their early
detection, but smaller defects, such as the mm-scale porosity defects associated with
centreline segregation, are of much greater interest to steel manufacturers. The re-
sults of section 7.1 demonstrate that detection of these defects using the EMAT
array system developed in this thesis would not be possible. Imaging algorithms for
coarsely-grained, anisotropic materials have been developed for piezoelectric trans-
ducer arrays [185], though the specific problem of porosity imaging in as-cast steel
slabs is not addressed in the literature, and the relative size of these defects compared
to the typical grain size in steel slabs would likely make their detection difficulty,
even using specialised imaging algorithms and more efficient transducers. The sys-
tem developed in this thesis is therefore unlikely to be capable of detecting these
smaller defects with further development, but the work presented in chapters 7 and
8 demonstrates a capability to detect severe internal cracking defects, and mm-scale
surface defects, which is nonetheless useful to steel manufacturers.
All work presented in this thesis concerns only measurements performed un-
der lab conditions, and at present, the experimental system developed during this
project is not suitable for high temperature or industrial application. The EMAT
devices developed in this thesis (see, for example, figure 6.9) consist of insulated
copper wire wound directly onto a 3d-printed plastic substrate using kapton tape,
and contain NdFeB magnets that are not robust to high temperature operation. For
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application during continuous casting, the problems of robustness to high tempera-
tures and to mechanical damage must be addressed.
Several studies have previously addressed the specific engineering problem
of developing high temperature EMAT devices, including for bespoke application in
the steel industry. For example, Baillie et al. developed a water-cooled EMAT de-
tector for use with an ablative laser generation source for detecting surface-breaking
cracks formed during the continuous casting of steel billets. The EMATs developed
during this study were manufactured in a similar manner to those developed in this
thesis; insulated copper wires were wound directly onto a permanent magnet using
kapton tape. Robustness to high temperatures was achieved by keeping the sensor
components themselves at relatively low temperatures; the EMAT was housed in a
stainless steel casing that included a water jacket, and a continuous flow of water
was used to remove heat from the sensor components. Thermal protection of the
front face of the transducer was achieved through the use of an alumina ceramic
tile, and protection from scraping damage was provided by a thin layer of austenitic
stainless steel foil (which has both a low electrical conductivity and magnetic per-
meability, and so does not interfere with the EMAT’s operation). Constant EMAT
liftoff was achieved by using a pantograph to hold the sensor flush to the sample
surface.
Other high temperature EMAT studies suggest the use of more thermally-
robust sensor components instead of attempting to actively cool the sample. Lunn
et al. used a bespoke high Curie-point magnet in a permanent magnet design, where
bare copper wire coils were wound between alumina ceramic discs and electrically-
isolated using alumina ceramic adhesive. The sensor was housed in a stainless steel
casing, and a high-temperature coaxial cable using a ceramic inner insulated was
used to connect the sensor to its supporting electronics.
With regards to the problem of robustness to mechanical damage, Petcher
et al. developed an EMAT for high speed operation on rail that consisted of a
permanent magnet held in a rigid case, and a thin, flexible titanium wear plate that
held the EMAT coil, allowing for close proximity between the coil and the sample
(thus reducing losses associated with sensor liftoff) while protecting the coil and
magnet from the high speed scan over the rough rail head surface.
These examples demonstrate several strategies for the improvement of the
EMAT sensors developed in this thesis for application during continuous casting.
The successful operation of the laser-EMAT system demonstrated by Baillie et al.
suggests that first attempts should be made by developing a stainless steel EMAT
housing for the array sensors, that contains a water jacket for active cooling and
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alumina ceramic thermal isolation between the sensor and sample. Replacing fragile
components of the sensor design (such as insulated copper wire wound into kapton
tape) with the high temperature components used by Lunn et al. (in this case, bare
copper wire electrically isolated using alumina ceramic adhesive) would reduce the
required efficiency of the active cooling system and help ensure robustness to high
temperatures. Protection from mechanical damage would be best-achieved through
the use of a titanium wear plate as demonstrated by Petcher et al.. though the
experimental trials conducted by Baillie et al. suggest that the combination of an
alumina ceramic plate with austenitic stainless steel foil should be sufficient.
Of further relevance to the problem of industrial robustness is the removal
of permanent magnets from the detector EMAT design. Recent work published by
Rueter details the development of a coil-only detector, in which the bias field is
supplied by a large-amplitude, low frequency current excitation through the detec-
tion coil [163]. The removal of permanent magnets from the detection coils would
make the problem of application at high temperature simpler, and may permit the
close packing of elements in a detection array, improving the prospects for signal
enhancement, or image reconstruction (as discussed in section 7.1.1).
The modeling frameworks outlined for surface pressure loading (in chapter
5) and efficient generation of surface waves (in chapter 8) are not specific to the in-
tended application of this project. The inherent inefficiency of EMATs discussed in
section 6.1 is often problematic; careful design choices must often be made to ensure
maximum sensitivity regardless of the intended application. Previous frameworks
reported for modelling EMATs mostly consider finite element models of complete
electrodynamic-mechanical systems [186, 187, 188, 189], which can be computa-
tionally expensive and are more difficult to implement than the model outlined in
chapter 5. Analytical models of EMAT surface pressure loading have been reported,
but relied on numerical integration of analytically-derived integral expressions for
the eddy current density, which presents numerical difficulties in the determination
of appropriate cut-off regions and implementation of the integration [190, 191, 192].
The method presented in chapter 5 removes the requirement for numerical inte-
gration of Maxwell’s equations to determine surface pressure loading by expressing
the Lorentz force algebraically, reducing the complexity and computation time of
EMAT models, and hence lending itself to future EMAT modelling studies.
The model of surface wave generation from a finite-width pulsed EMAT de-
vice presented in chapter 8 can similarly be easily extended to consider alternative
EMAT coil configurations and temporal driving functions, allowing for optimisation
of surface wave transducers for other intended applications; for example previous
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studies have used concentrically-wound meander-line EMAT coils to perform geo-
metric focusing of Rayleigh waves [82]. The convolution model described in section
8.2 could be applied to such EMAT designs for their optimisation.
The phased EMAT array for Rayleigh wave generation demonstrated in chap-
ter 8 enables improvements in the signal-to-noise ratio of surface defect detection
experiments, but in terms of the functionality and directivity of the resulting acous-
tic wavefield, the device behaves similarly to a single-element transducer. Recent
publications have demonstrated the use of geometric focusing of Rayleigh waves
using a concentrically-wound meander-line coil, for the purpose of obtaining fine
resolution scans of surface quality [82]. A lateral arrangement of the Rayleigh wave
EMAT elements would present the potential for dynamic Rayleigh wavefront focus-
ing and steering, as was demonstrated for bulk longitudinal ultrasound in chapter 6.
Such an experiment would demonstrate a novel capability to reconstruct ultrasonic
images of sample surfaces without the need for scanning, and allow for beam forming
and focusing in the plane of the surface to improve the signal-to-noise ratio.
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