Abstract. The development of uncertainty quantification schemes has been pushed for-
INTRODUCTION
Many industrial applications involve uncertain parameters, for which correct values are rarely available in a precise way and which have a significant impact on simulation results. Therefore, the quantification of such uncertainties plays a crucial role, for example, in face of unknown component tolerances or measurement errors. Among many others, one challenging task is to infer knowledge on parameter distributions in light of experimental data.
In this context, Bayesian inference [6, 7, 16] offers a framework to combine numerical simulations with observed experimental data in order to gain better knowledge on model parameter uncertainties. One popular method is the so-called Markov Chain Monte Carlo (MCMC) approach in which the posterior of the model parameters is updated using correlated Monte Carlo samples. However, in order to achieve a high numerical accuracy, usually many MCMC samples are required. This can become a large drawback, especially if the numerical cost of a single simulation becomes prohibitive. In contrast, surrogate models, like, for example, Polynomial Chaos (PC) expansions [9, 18] provide a meta description of model output variations with respect to the random input, making the exploration of the posterior parameter distribution numerically cheap. PC is a spectral approach which expands the stochastic solution in an orthogonal polynomial basis defined in terms of the input parameters. The corresponding coefficients in this expansion, which account for the major part of the numerical cost, may be determined by many different methods. In our work, we consider a projection based approach [11, 21] to compute the coefficients using a Smolyak sparse grid numerical cubature [15] .
Furthermore, we built a test bench hardware, which is used to measure a motor characteristic of an electric drive with uncertain physical parameters. In our test bench hardware it is possible to define physical reference parameter distributions a priori and store an according set of measurements. This can be seen as a replacement of the electric drive with another one from series-production for every measurement. An alternative method to obtain those measurement data would be to pick out a large amount of electric drives from the production line. For each sample drive a motor characteristic has to be recorded under a standardized measurement setup. This would increase significantly the time and cost needed. Afterwards we use this reference data to compare the posterior distribution obtained from a PC surrogate with the posterior of the MCMC approach starting from various prior distributions, which are different to the distributions taken to generate our reference data. Our focus is on the analysis of the truncation error resulting from restricting the total polynomial degree of the PC expansion along with a comparison of the numerical effort for computing the PC coefficients to the number of samples required for a pure MCMC approach.
The remainder of this article is organized as follows. Section 2 introduces the used methods for the approximation of the posterior distributions. In addition the PC surrogate model is presented and a method for fitting this model is addressed. The summary of this part is given by a combination of the surrogate model with the Bayesian inference. In the following section 3 the benchmark problem is introduced. This includes on the one hand the test bench hardware and on the other hand the underlying simulation model. The identification and verification between those is one main challenge and analyzed in a subsection. Besides the simulation model in total, one focus is on the modeling of physical parameter at the input. This is based on the defined hyperpriors for the mean and standard derivation which have to be mapped into one prior. The numerical results are presented in section 4. We conclude this work and provide an outlook on open research questions in Section 5.
UNCERTAINTY QUANTIFICATION
In the following, a model with a given uncertain parameter space is considered. For convenience the input and output connection of this forward problem can be represented by a deterministic mapping
N is a vector of the model parameters uncertainties. The vector y = R Q represents the model outputs. As the parameter vector x is assumed to be uncertain, we change notation from x to X. The probability density function (PDF) p X (x) is assumed to be with independent, scalar components x i (finite noise assumption). Hence the model outputs are represented by a random vector, too, and are denoted as follows:
BAYESIAN INFERENCE
The main issue of the Bayesian paradigm is to model uncertainties, e.g., arising from a lack of knowledge in a probabilistic way. In this work the focus is on model parameters X and any additional information about those can be described with a prior probability density p X (x). In the absence of information, one may select a prior that is uninformative, e.g., a uniform distribution. Our goal is to update the knowledge about X by performing experiments and using the obtained observations y obs to infer knowledge about the according pdf of X. The connection between the model parameters and the gathered observations is expressed by the likelihood function p(y obs |X), which requires the evaluation of a forward model. Using Bayes' rule, the posterior density for the model parameters can be written as
For convenience the likelihood function can be defined as L(X) := p(y obs |X), which may be viewed as a function of the model parameters X. A classical approach is than to model the results from the forward problem with an additive noise:
where the components of are independent and identically distributed random variables with density p and the pdf of is assumed to be normal distributed with mean µ = 0 and variance σ = Σ. In this simple case includes both the model error and the measurement error, that can arise for example from sensor noise. The likelihood function can now be rewritten as follows:
where M i (X) := M(X (i) ) denotes the model outputs at the i-th sample X (i) .The posterior distribution in equation (1) can be approximated by a Markov Chain Monte Carlo (MCMC) method. Therefore many simulation runs have to be evaluated, which often are expensive to compute due to the involved cost of evaluating the forward model M i (X). Using a surrogate model, e.g. a Polynomial Chaos expansion, which is described in subsection 2.2, can provide a means to decrease the computational costs.
POLYNOMIAL CHAOS EXPANSION
The original polynomial chaos was first introduced by Wiener [18] . It uses the Hermite polynomials with respect to Gaussian random variables. It can also be extended to nonGaussian measures [2] . Considering the given model M(X), the output is represented as a random vector Y . Without loss of generality, a scalar output Y is assumed for simplicity in the following. The vector case can be obtained by applying the approach componentwise to the model outputs using the same polynomial basis for each component.
DEFINITION IN ONE-DIMENSIONAL CASE
Assume the probability space (Θ, 2 Θ , P), where Θ is the sample space and θ ∈ Θ is a sample of it. 2 Θ is the σ-algebra and P is some probability measure. Now, let Y (θ) be a random process, treated as a function of θ. The spectral stochastic representation considered in this work can be seen as an Fourier-like decomposition [12] :
where y i are the spectral coefficients, which have to be determined. The hyperparameter ξ is defined on the support Θ, corresponding to type of basis polynomials. {ψ i } ∞ i=0 denote the basis functions, which form an orthogonal basis with the following orthogonality relation:
with the Kronecker delta δ jk which is equal 1 if j = k and 0 otherwise.
] is a normalization factor. To simplify the notation, we shall drop the dependence of the hyperparameter ξ on θ. Suppose that the cumulative distribution function F (ξ) of Y is absolutely continuous w.r.t. the Lebesque-measure, then the corresponding PDF exists, such that dF (ξ) = ρ(ξ)dξ. The inner product from equation (3) can be written as:
Some examples on the correspondence between common continuous distributions on Y and the type of the generalized PC basis polynomials and the support Θ for the hyperparameter ξ [21] can be found in Table 1 .
DEFINITION IN MULTI-DIMENSIONAL CASE
Now we assume the hyperparameter ξ to be a random vector ξ = {ξ 1 , . . . , ξ N } with mutually independent components. The orthogonality relation from equation (3) immediately takes the form (due to independence): distribution generalized PC basis polynomials support
where
The N -variate generalized PC basis functions can be obtained by the product of the univariate generalized PC polynomials in equation (4):
Then, the generalized PC expansion reads:
where y i are the unknown PC coefficients. In addition the multi-index i can be mapped into a one dimensional index by a one-to-one correspondence, which results in the following relation:
For computational reasons the given polynomials have to be truncated at order p. The approximation is denoted asỸ and can be written as:
In a second step the PC coefficientsỹ j for j = 0, . . . , P in equation (6) have to determined. The PC coefficients can be recast each as a multidimensional integral which can be computed by multivariate numerical quadrature rule. This approach is called the projection method and will be used in the following.
Starting from the expansion of the solution in equation (6) the projection method projects the solutionỸ against each basis function {ψ i } using inner product:
By applying the orthogonality property of the basis polynomials in equation (3), the right-hand side of the equation (7) can be modified as follows:
Thereby the PC coefficients result iñ
withỸ , that can be seen as an approximation of the random process. If we assume that ξ is continuous then the orthogonality can be written as:
where ρ(x) is the multivariate distribution density. The PC coefficients in equation (8) can be estimated numerically based on discretization. The integration can be done e.g. using a full tensor quadrature rule with order r and weights w i . Hence the total number of quadrature points computes to:
and the approximation of the PC coefficients can be expressed as:
SPARSE GRID
One limitation of the full grid approach is the severe exponential growth of the required simulations related to the number of dimensions in the parameter space. Given that, modifications has to be done to make the method applicable to complex models. One approach considers the choice of the nodes where the model is evaluated by selecting 'important' points. This is called sparse grid and it can reduce the number of evaluations appreciably.
Based on a spectral projection method described in the previous section 2.2 it is essential to give a selection of nodes to approximate the multidimensional integral in equation (8) with a discrete sum given in equation (10) . We use a set of points generated by Gauss quadrature. This rule approximates best for the one-dimensional case (N = 1) [19, 21] . In the multi-dimensional case (N > 1) the total number of simulation points grows fast in high dimensional random parameter space.
It is obvious from equation (9) respect to this property the full grid rule is only used at lower dimensions. To reuse the spectral projection method sparse grids are proposed in this context [20] . Those were introduced in [15] and they are first used in the context of multivariate integration [8, 14] .
The Smolyak algorithm is a linear combination of product formulas and based on a one-dimensional interpolation formula for an univariate function f
with the nodal sets Θ 
where i = (i 1 , . . . , i N ) ∈ N. The points of the multivariate Smolyak formula in equation (11) form a sparse grid given by the union over the parwise disjoint nodal sets:
. Figure 1 shows the comparison of a full and sparse grid based on a two dimensional parameter space. It can be seen that the sparse grid based on the Smolyak algorithm [15] is a subset of the full grid and it consists of less simulation points than the full tensor grid. This opens up the possibility of considering higher dimensional random parameter spaces in combination with the PC expansion [1, 5, 11] .
BAYESIAN INFERENCE WITH A PC SURROGATE MODEL
The integration of the PC surrogate model with a suitable sparse grid approach and the Bayesian inference can be done in the following way. The assumptions on the parameter distributions can be used to define priors p(X) for the uncertain model parameters. With knowledge of the PC coefficients obtained in equation (10), an approximation for the density function of model outputŶ =M p (ξ(X)) with order P , which can be seen as an surrogate model.To simplify the notation, we shall drop the dependence of the hyperparameter ξ on X and the PC surrogate model reads:
The likelihood function L(X) from equation (2) results in the following approximation:
Applying the obtained result to equation (1) and excluding the normalization in the denominator for an instant, one achieve the following:
As mentioned above, one approach to estimate the posterior parameter distributions p(X|y obs ) is to employ MCMC methods, which construct a Markov chain on the parameter space X, whose steady state distribution is the posterior distribution of interest.
BENCHMARK PROBLEM
One main challenge is the validation of the resulting posterior distributions by applying the methods mentioned in section 2 to a real application case. One reason is that parameter distributions can not easy obtained in many cases or determining them is very expensive. On the other hand measurements of the outputs can be gathered simply.
For this purpose a test bench hardware is built up and there it is possible to vary the voltage supply and the winding resistance in an automatic way. This offers the possibility to define parameter distributions and run the test bench on them. For the resulting measurements the based parameter variations are known. Besides that, different motor characteristics can be chosen and recorded. The given model of an electric drive consists of a motor and a worm gear. Besides the electrical and mechanical relations, a detailed thermal model is available. To obtain a good fitting between the test bench and the model, a parameter identification, described in section 3.3, was performed.
TEST BENCH HARDWARE
The electric drive (cf. figure 2, 1 ) contains the motor and the gearing and is attached to a plate, which is connected to the mounting (cf. figure 2, 6 ) of the test bench. Several temperature sensors are fixed to the motor and the gear housing. The motor shaft is connected with a torque sensor (cf. figure 2, 2 ) . In addition the rotational speed can be measured. The electromagnetic powder break (cf. figure 2, 3 ) enables the test bench to perform different series of measurements, which can range from static operating mode through motor characteristics. To compensate the resulting shaft misalignments, metal bellow-type couplings (cf. figure 2, 5 ) are used for the link between the components. The electric drive is connected with a power supply (cf. figure 2, 4 ). The special feature of the test bench is the possibility to add uncertainties, which influences the power supply voltage of the drive and the characteristics of the electric motor. Hence, this can be done in an automatic way without replacing the electric drive or the power supply. For this reason many measurements based on given parameter variations can be generated.
SIMULATION MODEL
The given model of an electric drive consists of a motor and a worm gear. Beside the electrical and mechanical relations, a detailed thermal model is provided. They are strongly connected in both directions by internal states, cf. Fig. 3 . The electric drive has eight model parameters and one input which is considered as uncertain. We assume that it is independent and identically distributed with a Gaussian distribution. To get a general view on the model, simplified equations are representing the correlations of the parts. The electric and mechanic part is characterized by the two states which are the current I(t) and motor speed ω(t). The ordinary differential equations are given as follows:
The inputs of the simulation model are the voltage U (t) and the load torque τ load (t) which are summarized as u(t). The parameters are defined as the winding resistance R, the motor constant c m , the inductance L, the gear ratio i g and the gear efficiency η. The voltage drop U drop (I(t)) is approximated by a polynomial of high order depending on the current I(t). The motor torque τ motor can be characterized by the following equation:
where the losses in the copper, the iron and by hysteresis are summarized. They can be adapted by the parameter iron . The mechanical friction losses can be described by the following nonlinear function:
which only shows the dependences for the sake of simplicity. The losses in the bearings A and B can be modified by the parameters µ A and µ B .
The thermal model of the electric drive is subdivided into several parts related to the mechanical structure. The link with the two states given in equations (14) and (15) are provided with the thermal power losses. The additional states are the temperatures at
• the magnet T magnet ,
• the bearings A T bearingA and B T bearingB ,
• the minus brush T brush ,
• the worm T worm and
The interconnection with the electrical and mechanical model are as follows:
OBTAINING MEASUREMENT DATA AND PARAMETER IDENTI-FICATION
On main part of the benchmark problem is the parameter identification of the introduced model in subsection 3.2 with the measurements obtained from the test bench mentioned in subsection 3.1. In this paper, the temperatures of the system supposed to be at a stationary level and therefore the measurements have to be taken in a bounded temperature range: 
Before the next run is started, the electric drive is switched off by setting the voltage U (t > t 1, 2, . . . , or to put it another way, the electric drive is switched on in every run and the variation can be seen in the different stationary input voltages.
For the identification of the simulation model a measurement run atÛ ident is performed and the obtained data over time is used to fit the physical model parameters:
This nonlinear optimization problem is solved using the Matlab Optimization Toolbox [17] with the function lsqnonlin which includes a large-scale algorithm. This algorithm is a subspace trust-region method and is based on the interior-reflective Newton method described in [3] and [4] . Each iteration involves the approximate solution of a large linear system using the method of preconditioned conjugate gradients. The estimated parameters are denoted asθ in the following.
MODELING OF PHYSICAL PARAMETER
Instead of using a non-parametric Bayesian model, it is assumed that the distribution of the physical parameter U belongs to a Normal distribution. This leads to a parametric model which has to be extended in the following way:
with the hyperprior µ U and the hyperprior σ U . The parameter ξ U is Normal distributed with expected value 0 and standard derivation 1. The interconnection of the parameter and the simulation model is shown in figure 4 . Using the parametric model the likelihood function in equation (13) can be rewritten in the following way:
where ξ µ (µ U ) and ξ σ (σ U ) are hyperparameters of the PC surrogate model with the mapping:
.
NUMERICAL RESULTS
We assume a constant load scenario with τ load = 3N m and a stationary input voltagê U . For this reason the observed motor speed ω will reach a steady state. In the following all given quantities are normalized with a fixed maximum value.
The physical parameter of the stationary voltageÛ is assumed to be Normal distributed with the expected value µ U,real = 0.9 and the standard derivation σ U,real = 0.047. The number of measurement runs is set to 100 and ∆t is fixed to 10 [s] . The data can be obtained usingÛ = [Û 1 , . . . ,Û 100 ], which are drawn from the assumed distribution. Based on the setting a steady state of the motor speed ω measured,i (t) will be reached after time t = t steady with 0 < t steady ≤ ∆t for each run i and a stationary value for the motor speed ω steady,i = ω measured,i (t steady ) can be obtained. This means that for every measurement run a scalar value for the motor speed is taken into account, instead of a time behavior.
Based on the measurement runs i = 1, . . . , 100 an error i between the data ω meas,i = ω steady,i and the simulation model ω sim,i = M(Û i ,θ) can be defined. This is illustrated in figure 5 . The resulting error can be described by the stochastic moments: µ = 0.00015, σ = 0.00603.
Applying the MCMC method to the described benchmark problem and the measured data, the Metropolis-Hastings algorithm [10, 13] Note that the first 10% of the MCMC runs are thrown away to give the Markov Chain time to reach its equilibrium distribution. The results of the posterior distribution using a pure MCMC approach is shown in figure 6 and figure 7 . The expected values for the mean and standard derivation of the voltage are well approximated. However, we stopped the iteration at 10, 000 MCMC samples, since the involved computational cost of evaluating the forward model became prohibitive.
The results of the posterior distribution using a MCMC approach based on a PC surrogate model is shown in figure 8 and figure 9 . As before the expected values are well approximated and compared to the method without a surrogate model the duration for the estimation was reduced significant. In this case a polynomial order of p = 3 was assumed and Q = 111 evaluations on the simulation model were performed. Note that increasing the polynomial order in the PC expansion did not provide any further improvement in the approximation of the mean and standard derivation. The remaining uncertainty represents the effect of the discrepancy between simulation model and reality in combination with measurement noise.
CONCLUSIONS
We presented a comparison between a PC surrogate model and a MCMC approach for inverse UQ. The used benchmark problem is based on an electric drive test bench hardware. The advantage of this setting is the possibility to define a distribution for an uncertain parameter at the system input. Based on the design of experiment measurement data can be recorded under real-world conditions. This approach gives us the ability to compare the gained results from the method with the assumed, or to put it another way, predefined distributions, which are in general not known.
We focused on the implementation of a MCMC approach, which uses the recorded data with 100 measurement runs. The estimation of the posterior distributions was done using a PC surrogate model in addition to run all evaluations on the simulation model. Due to the fact, that the time for a single simulation run is quite high and therefore the number of evaluations is limited in an industrial context. The duration, which is needed for the estimation of the posterior distributions, can be reduced significantly by using a PC surrogate model. For the pure MCMC run 1, 000, 000 evaluations were needed. In contrast, 111 runs on the simulation model were performed to fit the PC surrogate model. Afterwards 100, 000, 000 evaluations on the surrogate model for the MCMC approach were done. In addition, the obtained results for both approaches are satisfying.
Our current work is to investigate different types of distributions. Beside that, more uncertain parameters are take into account.
