This paper introduces scalable data parallel algorithms for image processing. Focusing on Gibbs and Markov Random Field model representation for textures, we p r e s e n t parallel algorithms for texture synthesis, compression, and maximum likelihood parameter estimation, currently implemented on Thinking Machines CM-2 and CM-5. Use of ne-grained, data parallel processing techniques yields real-time algorithms for texture synthesis and compression that are substantially faster than the previously known sequential implementations. Although current implementations are on Connection Machines, the methodology presented here enables machine independent scalable algorithms for a number of problems in image processing and analysis.
Introduction
Random Fields have been successfully used to sample and synthesize textured images e.g. 6 , 4 , 9 , 7 , 5 . Texture analysis has applications in image segmentation and classi cation, biomedical image analysis, and automatic detection of surface defects. Of particular interest are the models that specify the statistical dependence of the grey level at a pixel on those of its neighborhood.
There are several well-known algorithms describing the sampling process for generating synthetic textured images, and algorithms that yield an estimate of the parameters of the assumed random process given a textured image. Impressive results related to real-world imagery have appeared in the literature 6 , 7 , 5 , 8 , 3 . However, all these algorithms are quite computationally
The support by NASA Graduate Student Researcher Fellowship No. NGT-50951 is gratefully acknowledged. demanding because they typically require on the order of G n 2 arithmetic operations per iteration for an image of size n n with G grey levels. The implementations known to the authors are slow and operate on images of size 128 128 or smaller.
In this paper, we d e v elop scalable data parallel algorithms for implementing the most important texture sampling and synthesis algorithms. The data parallel model is an architecture-independent programming model that allows an arbitrary number of virtual processors to operate on large amounts of data in parallel. All the algorithms described in this paper have been implemented and thoroughly tested on a Connection Machine CM-2 and a Connection Machine CM-5. Section 2 develops parallel algorithms for texture synthesis using Gibbs and Gaussian Markov Random Fields. Parameter estimation for Gaussian Markov Random Field textures, using least squares, as well as maximum likelihood techniques, are given in Section 3. Conclusions are given in Section 4.
Texture Synthesis

A P arallel Gibbs Sampler
A discrete Gibbs random eld GRF is speci ed by a probability mass function of the image as follows:
where Ux is the energy function, and Z = P Ux , o ver all G n images; G being the number of grey levels, and the image is of size p n p n. Except in very special circumstances, it is not feasible to compute Z. A relaxation-type algorithm described in 6 s i m ulates a Markov c hain through an iterative procedure that re-adjusts the grey levels at pixel locations during each iteration. This algorithm sequentially initializes the value of each pixel using a uniform distribution. Then a single pixel location is selected at random, and using the conditional distribution that describes the Markov c hain, the new grey level at that location is selected, dependent only upon the grey levels of the pixels in its local neighborhood. The sequential algorithm terminates after a given number of iterations.
The sequential algorithm to generate a Gibbs random eld described in 6 and 7 are used as a basis for our parallel algorithm. For all the algorithms given in this paper, we use a symmetric neighborhood N s which is half the size of the standard neighborhood model N. This implies that if the vector ; | 2 N, then , ; ,| 2 N, but only one of f ; |; , ; ,|g is in N s . E a c h element of array is taken to represent the parameter associated with its corresponding element i n N s .
We use the notation y to represent the grey level of the image at pixel location .
Our Gibbs random eld is generated using a simulated annealing type process. For an image with G grey levels, the probability P r X = k j neighbors is binomial with parameter T = This algorithm is ideal for parallelization. The calculation of fTg requires uniform communications between local processing elements, and all other operations needed in the algorithm are data independent, uniform at each pixel location, scalable, and simple.
An example of a binary synthetic texture generated by the Gibbs Sampler is given in Figure 4 . Table 1 shows the timings of a binary Gibbs sampler for model orders 1, 2, and 4, on the CM-5.
More extensive tables for both the CM-2 and CM-5 can be found in 1 .
Gaussian Markov Random Field Sampler
In this section, we consider the class of 2-D non-causal models called the Gaussian Markov random eld GMRF models described in 3 , 5 , and 9 . Pixel grey levels have joint Gaussian distributions and correlations controlled by a n umber of parameters representing the statistical dependence of a pixel value on the pixel values in a symmetric neighborhood. There are two basic schemes for generating a GMRF image model, both of which are discussed in 3 . The Iterative Gaussian
Markov Random Field Sampler is similar to the Gibbs Sampler, but instead of the binomial distribution, we use the continuous Gaussian Distribution as the probability function. An e cient parallel implementation is straightforward and similar to that of the Gibbs Sampler.
The previous section outlined an algorithm for sampling GMRF textured images using an iterative method. Unfortunately, this algorithm may h a ve to perform hundreds or even thousands of iterations before a stable texture is realized. Next we present a s c heme which makes use of two-dimensional Fourier transforms and does not need to iterate. The Direct GMRF Sampler algorithm is realized from 3 as follows. We use the following scheme to reconstruct a texture from its parameters and a neighborhood N s : Given a real textured image, we wish to determine the parameters of a GMRF model which could be used to reconstruct the original texture through the samplers given in the previous section.
This section develops parallel algorithms for estimating the parameters of a GMRF texture.
The methods of least squares LSE and of maximum likelihood MLE, both described in 3 , are used. We present e cient parallel algorithms to implement both methods. The MLE performs better than the LSE. This can be seen visually by comparing the textures synthesized from the LSE and MSE parameters, or by noting that the asymptotic variance of the MLE is lower than the LSE 2 , 10 .
Least Squares Estimate of Parameters
The least squares estimate detailed in 3 assumes that the observations of the GMRF image fy g where is the complete set of M 2 pixels, and toroidal wrap-around is assumed.
Maximum Likelihood Estimate of Parameters
We i n troduce the following approach as an improved method for estimating GMRF parameters of textured images. The method of maximum likelihood gives a better estimate of the texture parameters, since the asymptotic variance of the MLE is lower than that of the LSE. We also show a m uch faster algorithm for optimizing the joint probability density function which is an extension of the Newton-Raphson method and is also highly parallelizable.
Assuming a toroidal lattice representation for the image fy g and Gaussian structure for noise sequence fe g, the joint probability density function is the following: In 10, C is the sample correlation estimate at lag . As described in 2 a n d 3 , the log-likelihood function can be maximized: Note that F; = l o g pyj; .
F; = , M 2 2 log 2 + 1 2 We then maximize the step in the search direction, yielding an approximation to k which attains the local maximum of F k + and also satis es the constraints that each o f t h e M 2 values in the logarithm term for F is positive. Finally, a n optimality test is performed. We set k+1 = k + , and if k+1 is su ciently close to k , the procedure terminates. We g i v e the rst and second derivatives of F with respect to k and in 1 .
For a rapid convergence of the Newton-Raphson method, it must be initialized with a good estimate of parameters close to the global maximum. We use the least squares estimate given in Subsection 3.1 as 0 , the starting value of the parameters.
In Figure 5 , we show the synthesis using least squares and maximum likelihood estimates for tree bark obtained from standard textures library. T able 2 shows the respective parameters for both the LSE and MLE and give their log-likelihood function values. This example shows that the maximum likelihood estimate improves the parameterization. In addition, CM-5 timings for these estimates varying machine size, image size, and neighborhood models can be found in Figure 6 for both fourth and higher order models on this selection of real world textured images. The value plotted is the mean time over thirteen diverse images, and errors bars give the standard deviation.
More explicit tables, as well as CM-2 timings, for these estimates can be found in 1 .
Conclusions
We h a ve presented e cient data parallel algorithms for texture analysis and synthesis based on Gibbs or Markov random eld models. A complete software package running on the Connection
Machine model CM-2 and the Connection Machine model CM-5 implementing these algorithms is available for distribution to interested parties. The experimental data strongly support the analysis concerning the scalability of our algorithms. The same type of algorithms can be used to handle other image processing algorithms such as image estimation 8 , 9 , texture segmentation 5 , and integration of early vision modules. We are currently examining several of these extensions.
The parameters for the 256 256 image of tree bark texture in Figure 5 are given in Table 2 .
A Figures and Tables Algorithm 1 Direct Gaussian MRF Sampler
Reconstruct a GMRF texture f r om parameters, assuming toroidal wrap-around and an M 2 image size Input: the set of parameters for the given model. f G g is the numb e r o f g r e y l e v els. image a parallel variable for the image. Complex f r g a parallel variable with serial elements for each parameter in the model. begin 
