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A Theory of Normed Simulations
DAVID GRIFFIOEN and FRITS VAANDRAGER 
University of Nijmegen
In existing simulation proof techniques, a single step in a lower-level specification may be simu­
lated by an extended execution fragment in a higher-level one. As a result, it is cumbersome to 
mechanize these techniques using general purpose theorem provers. Moreover, it is undecidable 
whether a given relation is a simulation, even if tautology checking is decidable for the underlying 
specification logic. This paper studies various types of normed simulations. In a normed simula­
tion, each step in a lower-level specification can be simulated by at most one step in the higher-level 
one, for any related pair of states. In earlier work we demonstrated that normed simulations are 
quite useful as a vehicle for the formalization of refinement proofs via theorem provers. Here we 
show that normed simulations also have pleasant theoretical properties: (1) under some reasonable 
assumptions, it is decidable whether a given relation is a normed forward simulation, provided 
tautology checking is decidable for the underlying logic; (2) at the semantic level, normed for­
ward and backward simulations together form a complete proof method for establishing behavior 
inclusion, provided that the higher-level specification has finite invisible nondeterminism.
Categories and Subject Descriptors: F.1.1 [C om putation  by a b s tra c t devices]: Models of 
Computation—Automata; F.3.1 [Logics and  m eanings of program s]: Specifying and Verifying 
and Reasoning about Programs
General Terms: Theory, Verification
Additional Key Words and Phrases: Automata, backward simulations, computer aided verifica­
tion, forward simulations, history variables, normed simulations, prophecy variables, refinement 
mappings
1. INTRODUCTION
S im ula tion  re la tio n s an d  refinem ent functions a re  w idely  used  to  prove th a t  a lower- 
level specification  of a reac tive  sy stem  co rrec tly  im p lem en ts a higher-level one [Jon- 
sson 1994; L ynch  1996; R oever an d  E n g e lh a rd t 1998]. P ro v in g  soundness an d  com ­
p le teness o f p ro o f ru les for s im u la tio n  an d  refinem ent has  a t t r a c te d  th e  a t te n tio n  
o f m a n y  researchers in  th e  p a s t tw o or th re e  decades [M ilner 1971; L a m p o rt 1983; 
Jo n sso n  1985; L ynch  an d  T u ttle  1987; S ta rk  1988; K la rlu n d  an d  S chneider 1989; 
1993; Jo n sso n  1990; 1991; A bad i an d  L a m p o rt 1991; L ynch  an d  V aan d rag er 1995]. 
T h e  usefulness of all these  p ro o f m e th o d s  w as d em o n s tra te d  by  th e ir  p roposers, 
w ho app lied  th e m  to  o ften  h igh ly  n o n triv ia l case s tud ies. H ow ever, all these  refine-
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m e n t/s im u la tio n  proofs were done m anually , an d  th e y  w ere ty p ica lly  q u ite  long an d  
ted ious. T h e  field has  com e to  realize th a t  if  we w an t to  scale u p  these  m e th o d s  to  
la rger exam ples, it rea lly  m a tte rs  th a t  th e  sem an tica l ana lysis  can  b e  ca rrie d  o u t 
w ith  th e  help  of a softw are to o l th a t  requ ires little  o r no  h u m an  in te rv en tio n . T his 
led W olper [1997] to  p ropose th e  following crite rio n  for “fo rm al” m e th o d s
C riter io n  o f  S em a n tica l C o m p u ta tio n a l S u p p ort: A  fo rm a l m ethod  
provides sem antica l com puta tional support o f i t  allows software tools fo r  
checking sem antica l properties o f specifications.
Several incom ple te  re f in em en t/s im u la tio n  p ro o f ru les have been  m echanized  suc­
cessfully [Helm ink e t al. 1994; N ipkow an d  S lind 1995; D evillers e t al. 2000]. A 
m ech an iza tio n  of a com plete se t o f s im u la tion  ru les is re p o r te d  by  S ogaard-A ndersen  
e t al. [1993], b u t in  th is  ap p ro ach  th e  verification  p rocess is h igh ly  in te rac tiv e  
an d  it  does n o t sa tisfy  W olper’s c rite rio n  of sem an tica l c o m p u ta tio n a l su p p o rt. In  
fact, we believe it will be difficult to  efficiently m echanize an y  of th e  above m en­
tio n ed  com plete p ro o f m e th o d s  using  a general p u rp o se  th eo rem  prover: to o  m uch 
u ser in te rac tio n  will be requ ired . E a rlie r  [Griffioen an d  V aan d rag er 1998; G riffioen 
2000][C hapter 6], we p ro p o sed  a p ro o f m e th o d  b ased  on norm ed  sim ula tions  an d  
show ed th a t  it can  be m echan ized  efficiently  using  PV S. In  th e  p resen t p ap e r we 
s tu d y  th e  th e o re tic a l p ro p e rtie s  o f n o rm ed  sim ulations. In  p a rtic u la r, we es tab lish  
th a t  n o rm ed  forw ard  an d  backw ard  sim u la tions to g e th e r  form  a com plete  p roo f 
m e th o d  for es tab lish ing  b ehav io r inclusion. Before we discuss th e  techn ical co n tri­
b u tio n s  of th is  p a p e r  in  m ore d e ta il, we first describe th e  p rob lem  th a t  arises in  
th e  m ech an iza tio n  of ex isting  com plete p ro o f m ethods, an d  how  th is  can  be solved 
using  n o rm ed  sim ulations.
Technically, a sim u la tion  (or refinem ent)  is a re la tio n  (or function) R  betw een  
th e  s ta te s  o f a lower-level specification  A  an d  a higher-level specification  B , th a t  
satisfies a co n d itio n  like
(s, u) G R  A s — t ^  3v  : u  — v A (t, v) G R  (1)
(If lower-level s ta te  s an d  higher-level s ta te  u  a re  re la ted , an d  in  A  th e re  is a 
tr a n s itio n  from  s to  t , th e n  th e re  is a m a tch in g  tra n s itio n  in  B  from  u  to  a s ta te  v 
t h a t  re la tes  to  t; see also F ig u re  1.) T h e  ex istence of a s im u la tio n  im plies th a t  any  
b ehav io r o f A  can  also be ex h ib ited  by  B .
u  v
a
• --------------------» •
Fig. 1. Transfer condition (1).
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T h e m ain  reason  w hy sim u la tions a re  useful is th a t  th e y  reduce global reason ing  
a b o u t b ehav io rs an d  execu tions to  local reason ing  a b o u t s ta te s  an d  tran s itio n s . 
However, to  th e  b es t o f ou r know ledge, all com plete s im u la tio n  p ro o f m e th o d s  th a t  
ap p e a r  in  th e  lite ra tu re  fall back  on som e form  of global reason ing  in  th e  case of 
specifications co n ta in in g  in te rn a l (or s tu tte r in g )  tran s itio n s . T h e  u sual tran sfe r  
cond ition  for forw ard  sim ula tions  [Lynch an d  V aand rager 1995], for in stance , says
( s , u)  G R  A s — t  ^ 3  execu tion  fragm en t a  : f ir s t  ( a )  =  u  (2)
A trace (a )  =  trace (a) A (t, last (a ) )  G R
(E ach  lower-level tr a n s itio n  can  be s im u la ted  by  a sequence of higher-level tra n s i­
tio n s which, a p a r t  from  th e  ac tio n  th a t  has  to  be m atched , m ay  also co n ta in  an  
a rb it ra ry  nu m b er of in te rn a l “t ” tran s itio n s ; see also F igu re  2.) T h u s th e  research  
p ro g ra m  to  reduce global reason ing  to  local reason ing  has n o t been  ca rrie d  o u t 
to  its  com pletion . In  m an u al p roofs o f s im u la tio n  rela tions, th is  is u su a lly  n o t
u
T T a  T
•  - --------------- ------------------------ ------------------------ ------------------------
a
Fig. 2. Transfer condition (2).
a p rob lem : in  p rac tice  lower-level tra n s itio n s  are  typ ica lly  m a tch e d  by  a t  m ost 
one higher-level tran s itio n ; m oreover h u m an s te n d  to  be q u ite  good  in  reason ing  
a b o u t sequences, a n d  m ove effortlessly  from  tra n s itio n s  to  execu tions an d  back. In  
c o n tra s t, it tu rn s  o u t to  be ra th e r  cum bersom e to  form alize a rg u m en ts  involving 
sequences using  ex isting  th e o re m  provers [Devillers e t al. 1997]. In  fact, in  sev­
era l p ap e rs  in  w hich fo rm alizations of sim u la tion  proofs are described , th e  a u th o rs  
on ly  consider a re s tr ic te d  ty p e  of s im u la tion  in  w hich each  lower-level tr a n s itio n  is 
m a tch ed  by  a t  m ost one higher-level tr a n s itio n  [Helm ink e t al. 1994; N ipkow  an d  
S lind  1995; D evillers e t al. 2000]. However, th e re  are m a n y  exam ples of s itu a tio n s  
w here these  re s tr ic te d  ty p es of s im u la tions ca n n o t be applied . In  app roaches w here 
th e  full tran sfe r  co n d itio n  (2) is form alized  [S0g aa rd -A n d ersen  e t al. 1993], th e  user 
has  to  su p p ly  th e  sim u la ting  execu tion  fragm en ts a  to  th e  p rover explicitly, w hich 
m akes th e  verification  process h igh ly  in te rac tiv e . Jo nsson  [1990] p resen ts  a v a rian t 
of th e  com pleteness th e o re m  of A bad i an d  L a m p o rt [1991] in  te rm s  of ce r ta in  for­
w ard  an d  backw ard  sim u lations in  w hich low er-level tra n s itio n s  a re  m a tch e d  by  a t 
m ost one higher-level tra n s itio n . H ow ever, his com pleteness resu lt is on ly  p a r tia l  in  
th e  sense th a t  he requ ires th a t  th e  higher-level a u to m a to n  co n ta in s  no n o n -triv ia l 
T-steps. In  ou r view  th is  re s tr ic tio n  is p rob lem atic , especially  in  a stepw ise refine­
m en t ap p ro a ch  w here th e  higher-level specification  in  one design s te p  m ay  be th e
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lower-level specification  from  a prev ious design s tep . All th e  com plications th a t  
we ad d ress  in  ou r p ap e r  are due to  th e  possib le presence of in te rn a l ac tions in  th e  
h igher-level a u to m a to n .
In  th is  p ap e r, we s tu d y  a sim u la tion  p ro o f m e th o d  w hich rem edies th e  above 
problem s. T h e  idea  is to  define a function  n  th a t  assigns a  n o rm  n (s  —^  t , u ) ,  in  
som e w ell-founded dom ain , to  each  p a ir  o f a tr a n s itio n  in  A  an d  a s ta te  o f B . If 
u  h as  to  sim u la te  tr a n s itio n  s —^  t  th e n  it m ay  e ith e r  do  n o th in g  (if a is in te rn a l 
an d  t  is re la te d  to  u ), or i t  m ay  do a m a tch in g  a- tra n s itio n , o r it m ay  perfo rm  an  
in te rn a l tra n s itio n  u  —^  v  such th a t  th e  no rm  decreases, i.e.,
n (s  —^  t , v )  < n (s  —^  t ,u ) .
W e es tab lish  th a t  norm ed forw ard  s im ula tions  an d  norm ed backward sim ula tions  
to g e th e r  co n s titu te  a  com plete  p ro o f m e th o d  for estab lish in g  tra c e  inclusion. In  
a d d itio n  we show  how  history  an d  prophecy relations  (w hich are closely re la te d  to  
h is to ry  an d  p rophecy  variab les [Abadi an d  L a m p o rt 1991]) can  be en riched  w ith  
a no rm  function , to  o b ta in  an o th e r  com plete p ro o f m e th o d  in  com b in atio n  w ith  a 
sim ple n o tio n  of refinem ent m app ing .
T h e  p reo rd ers  g en e ra te d  by  no rm ed  fo rw ard  sim u la tions are s tr ic tly  finer th a n  
th e  p reo rd ers  induced  by  L ynch  an d  V aa n d ra g e r’s fo rw ard  sim u la tions [1995]. In  
fact, we will ch a rac terize  no rm ed  fo rw ard  sim u lations in  te rm s of branching forw ard  
sim ula tions  [G labbeek an d  W eijland  1996], an d  p rese n t a sim ilar ch a rac te r iza tio n  
for th e  backw ard  case. I t  is possib le to  com e u p  w ith  a v a ria n t o f no rm ed  forw ard  
sim u la tio n  th a t  induces th e  sam e p reo rd er as fo rw ard  sim ulations, b u t techn ically  
th is  is som ew hat m ore involved [Griffioen 2000][Section 6.5.10].
W h en  prov ing  invariance p ro p e rtie s  o f p rog ram s, one is faced w ith  tw o problem s. 
T h e  first p rob lem  is re la te d  to  th e  necessity  o f p rov ing  tau to lo g ie s  of th e  assertion  
logic, w hereas th e  second  m an ifests  in  th e  need  of finding sufficiently  s tro n g  in ­
varian ts . In  o rd er to  add ress th e  first p rob lem , pow erful decision p rocedu res have 
been  in c o rp o ra ted  in  th e o re m  provers such as P V S  [Owre e t al. 1995]. If  ta u to lo g y  
checking is dec idab le th e n  it  is dec idab le w h e th e r a given s ta te  p red ic a te  is valid  
for th e  in itia l s ta te s  a n d  p reserved  by  all tran s itio n s . T h e  ta sk  of finding such a 
p red ica te , i.e. solv ing th e  second problem , is in  m ost cases still th e  resp o n sib ility  of 
th e  user, even th o u g h  som e very  pow erful heu ris tics  have been  devised to  su p p o rt 
an d  a u to m a te  th e  search  [B ensalem  e t al. 1996; M an n a  e t al. 1998; L akhnech  e t al. 
2001; B ensalem  e t al. 2000]. A nalogously, if  specifications A  an d  B , a  con jec tu red  
forw ard  s im u la tio n  re la tio n  R  an d  n o rm  function  n  can  all be expressed  w ith in  a 
dec idab le assertio n  logic, an d  if th e  specification  of B  on ly  co n ta in s  a fin ite  num ber 
o f d e te rm in is tic  tr a n s itio n  p red ica tes , th e n  it is dec idab le w h e th e r th e  p a ir  (R , n ) 
is a n o rm ed  fo rw ard  s im ulation . T h is  resu lt, w hich does n o t ho ld  for earlier ap ­
p roaches such as [Lynch an d  V aan d rag er 1995], is a d is tin c t ad v an tag e  of no rm ed  
fo rw ard  sim ulations.
T h e  idea  of using  n o rm  functions to  prove s im u la tio n  re la tio n s w as also developed 
by  G ro o te  an d  S p ring in tveld  [1995], w ho used  it  to  prove b ran ch in g  b is im ila rity  in  
th e  co n tex t of th e  process a lgeb ra  uC R L . However, th e ir  n o rm  function  is defined 
on th e  s ta te s  o f B  on ly  an d  does n o t involve th e  tra n s itio n s  of A . As a  consequence, 
th e ir  m e th o d  does n o t alw ays ap p ly  to  d iverg ing  processes. N orm  functions very  
s im ilar to  ou rs w ere also s tu d ied  by  N am joshi [1997]. He uses th e m  to  o b ta in  a
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ch a rac te riza tio n  of th e  s tu tte r in g  b is im u la tio n  of B row ne e t al. [1988], w hich is th e  
equivalen t o f b ran ch in g  b is im u la tio n  in  a se ttin g  w here s ta te s  ra th e r  th a n  ac tions are 
labeled  [De N icola an d  V aan d rag er 1995]. N eith er G ro o te  an d  S p ring in tveld  [1995], 
n o r N am joshi [1997] add ress  effectiveness issues. A lth o u g h  we p resen t norm ed  
sim u la tions in  a se ttin g  of labeled  tra n s itio n  system s, i t  shou ld  n o t be difficult 
to  tran sfe r  o u r resu lts  to  a  process algebraic  se ttin g  such as th a t  o f G ro o te  an d  
S p ring in tveld  [1995] or a s ta te  b ased  se ttin g  such as N am jo sh i’s [1997]. In sp ired  
by  our app roach , n o rm  functions have been  used  by  B aier an d  S toelinga [2000] to  
define a new  b is im u la tio n  equivalence for p ro b ab ilis tic  system s.
In  th is  p ap e r, we on ly  p resen t m ax im ally  sim ple exam ples to  illu s tra te  th e  var­
ious defin itions an d  resu lts . E a rlie r  [Griffioen an d  V aan d rag er 1998; G riffioen 
2000][C hapter 6], we used  no rm ed  sim u la tions in  a su b s ta n tia l case study , nam ely  
th e  verification  o f th e  leader elec tion  p ro to co l th a t  is p a r t  o f th e  IE E E  1394 “F irew ire” 
s ta n d a rd . T h is verification  has been  m echan ica lly  checked using  P V S .1
In  th e  p re se n ta tio n  of ou r resu lts , we will closely follow L ynch  an d  V aand rager 
[1995] an d  stick  to  th e ir  n o ta tio n s . In  fact, our aim  will be (am o n g st o the rs) to  de­
rive ana logous resu lts  to  th e irs , on ly  for d ifferent ty p es of s im ulations. H owever, we 
decided  n o t to  p resen t no rm ed  versions of th e ir  fo rw ard -backw ard  an d  backw ard- 
fo rw ard  sim u la tions of, since these  sim u la tions have th u s  far n o t been  used  in  p rac ­
tice a n d  techn ica lly  th is  w ould  b rin g  n o th in g  new. A p a rt from  th e  n o tio n  of a 
n o rm  function , a  m a jo r  techn ical innova tion  in  th e  p resen t p a p e r  is a new, sim ­
ple defin ition  of execu tion  co rrespondence [Gawlick e t al. 1993; S0gaard -A n d ersen  
e t al. 1993], an d  th e  sy stem a tic  use of th is  concep t in  th e  techn ical developm ent. 
A lth o u g h  here we only  ad d ress  sim u la tion  p ro o f techn iques for es tab lish ing  safety, 
we ex p ect th a t  based  on th e  execu tion  co rrepondence le m m a’s th a t  we prove it will 
be easy  to  generalize ou r resu lts  to  a se ttin g  w ith  liveness p ro p ertie s . W e leave it 
as a  to p ic  for fu tu re  research  to  su b s ta n tia te  th is  claim .
2. PRELIMINARIES
In  th is  section , we briefly  recall som e basic  co ncu rrency  th e o ry  defin itions [Lynch 
an d  V aandrager 1995]. A n a u to m a to n  (or labeled tra n s itio n  sy s tem ) A  consists of
— a (possib ly  in fin ite) se t sta tes  (A) of s ta te s ,
— a n o n em p ty  se t s ta r t (A) Ç sta tes  (A) of s ta r t  s ta te s ,
— a se t acts  (A) of ac tions th a t  includes th e  in te rn a l (or s tu tte r in g )  ac tio n  t  , an d  
— a se t steps  (A) Ç sta tes  (A) x acts  (A) x sta tes  (A) of steps.
W rite  s —^ a  t  as a sh o r th a n d  for ( s , a , t )  G steps  (A). W e le t ex t (A), th e  external 
actions, d eno te  acts (A) — { t  }. A n execution  fra g m en t o f A  is a  fin ite  o r in fin ite  
a l te rn a tin g  sequence, s0a 1s 1a 2s2 •••, o f s ta te s  an d  ac tio n s of A, beg inn ing  w ith  a 
s ta te , an d  if i t  is fin ite  also end ing  w ith  a s ta te , such th a t  for all i > 0 , si-1  s^. 
A n execution  of A  is an  execu tion  fragm en t th a t  beg ins w ith  a  s ta r t  s ta te . W e deno te  
by  execs *(A) an d  execs (A) th e  se ts  o f fin ite  an d  all executions of A, respectively. 
A s ta te  s o f A  is reachable if  s occurs as th e  la s t s ta te  in  som e fin ite execu tion  a  of
-'-Actually, we discovered the notion of a normed simulation while formalizing the correctness proof 
of this leader election protocol.
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A. In  th is  case we w rite  reachable (A, s). Also, we w rite  reachable (A) for th e  se t of 
reachab le  s ta te s  of A .
T h e  trace of an  execu tion  fragm en t a ,  n o ta tio n  trace (a ) , is th e  subsequence of 
non-T ac tions occu rrin g  in  a .  A fin ite  o r in fin ite  sequence ß  o f ex te rn a l ac tions 
is a trace o f A  if  A  h as  an  execu tion  a  w ith  ß  =  trace (a ) .  W rite  traces *(A) an d  
traces (A) for th e  se ts  o f fin ite an d  all trac es  of A, respectively. W rite  A  < * T B  if 
traces *(A) Ç traces *( B) ,  an d  A  < t  B  if  traces (A) Ç traces(B ).
S uppose A  is an  a u to m ato n , s an d  t  a re  s ta te s  o f A, an d  ß  is a fin ite sequence 
over ex t (A ). W e say  th a t  ( s , ß , t )  is a m ove  of A, an d  w rite  s =>a  t ,  or ju s t  s = »  t  
w hen  A  is clear, if A  has a fin ite execu tion  fragm en t a  th a t  s ta r ts  in  s , has tra c e  ß  
an d  ends in  t .
T h ree  re s tr ic te d  k inds of a u to m a ta  p lay  an  im p o r ta n t role in  th is  paper:
(1) A  is d eterm in is tic  if  \s ta r t(A)| =  1, an d  for an y  s ta te  s an d  an y  fin ite sequence 
ß  over ext (A), th e re  is a t  m ost one s ta te  t  such th a t  s => t .  A d e te rm in is tic  
a u to m a to n  is ch a rac te rized  u n ique ly  by  th e  p ro p ertie s  th a t  \ s ta r t (A) \ =  1, every  
T -step  is o f th e  form  (s, t , s) for som e s, an d  for each  s ta te  s an d  each  ac tio n  a 
th e re  is a t  m ost one s ta te  t  such th a t  s —^ a  t.
(2) A  h as  fin ite  invisible n o n d e term in ism  (fin ) if  s ta r t (A) is finite, an d  for an y  s ta te  
s an d  an y  fin ite sequence ß  over ex t (A), th e re  are on ly  fin ite ly  m a n y  s ta te s  t  
such th a t  s =>At.
(3) A  is a fo re s t if, for each  s ta te  s o f A, th e re  is ex a c tly  one execu tion  th a t  leads 
to  s . A forest is ch a rac te rized  un iquely  by  th e  p ro p e r ty  th a t  all s ta te s  of A  are  
reachab le , s ta r t  s ta te s  have no  incom ing  steps, an d  each of th e  o th e r  s ta te s  has 
ex ac tly  one incom ing  step .
T h e  re la tio n  a fter  (A) consists of th e  pa irs  (ß , s) for w hich th e re  is a fin ite  execution  
o f A  w ith  tra c e  ß  an d  la s t s ta te  s :
a fter  (A) =  { (ß , s) \ 3 a  G execs *(A) : trace (a )  =  ß  an d  last ( a )  =  s}.
(H ere last d eno tes th e  function  th a t  re tu rn s  th e  la s t e lem ent o f a finite, n o n em p ty  se­
quence.) W e also define pa st (A) to  be th e  inverse of a fter  (A), p a st (A) =  a fter  (A )- 1 ; 
th is  re la tes  a s ta te  s o f A  to  th e  trac es  of fin ite  execu tions of A  th a t  lead  to  s .
T h e  following e lem en ta ry  lem m a by  L ynch an d  V aan d rag er [1995] s ta te s  th a t  for 
th e  re s tr ic te d  k inds of a u to m a ta  defined above, th e  re la tio n s a fter  an d  pa st sa tisfy  
ce rta in  nice p ro p ertie s .
L e m m a  2 .1 .
(1 ) I f  A  is d e term in is tic  then  a fter  (A) is a fu n c tio n  fro m  traces *(A) to sta tes  (A). 
(2  ) I f  A  has f in  then  a fte r  (A) is  im age-fin ite , i.e ., each trace in  the dom a in  o f  
a fter  (A) is only related to fin ite ly  m any  states.
(3  ) I f  A  is a fo re s t then  pa st (A) is a fu n c tio n  fro m  sta tes  (A) to traces *(A).
3. STE P REFINEM ENTS AND EXECUTION CORRESPONDENCE
In  th is  section , we p resen t step re fin em en ts , th e  sim plest n o tio n  of s im u la tion  th a t  
we consider in  th is  p ap e r. In  o rd er to  prove soundness of s te p  refinem ents, we also 
in tro d u c e  th e  au x ilia ry  n o tio n  of execution  correspondence. T h is n o tio n  p lays a  key
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role in  th is  p ap er; th e  techn ical lem m as th a t  we prove in  th is  section  will also be 
used  rep e a te d ly  in  subsequen t sections.
3.1 S tep  Refinements
L et A  a n d  B  be a u to m a ta . A step re finem en t  from  A  to  B  is a  p a r tia l  function  r  
from  sta tes  (A) to  sta tes (B  ) th a t  satisfies th e  following tw o conditions:
(1) If  s G s ta r t (A) th e n  s G dom a in  (r  ) an d  r ( s )  G s ta r t (B  ).
(2) If  s —a A t  A s G d o m a in (r ) th e n  t  G d o m a in (r ) an d
(a) r ( s )  =  r ( t )  A a =  t , or
(b) r ( s )  r ( t ) .
N ote th a t ,  by  a tr iv ia l induc tive  a rg u m en t, th e  se t o f s ta te s  for w hich r  is defined 
co n ta in s  all th e  reachab le  s ta te s  of A  (an d  is th u s  an  in v a ria n t o f th is  a u to m a to n ). 
W e w rite  A  <R  B  if  th e re  ex ists  a s te p  refinem ent from  A  to  B .
As far as we know, th e  n o tio n  of s te p  refinem ents w as first p roposed  by  N ipkow 
an d  S lind [1995]. However, if we in sist on  th e  p resence of s tu t te r in g  s te p s  s —^  s for 
each  s ta te  s (a com m on assu m p tio n  in  m odels of reac tive  system s) th e n  clause (2a) 
in  th e  above defin ition  becom es superfluous an d  th e  n o tio n  of a s te p  refinem ent 
reduces to  th a t  o f a hom om orph ism  betw een  reachab le  s u b a u to m a ta  [G inzburg 
1968]. S tep  refinem ents are sligh tly  m ore res tr ic tiv e  th a n  th e  possib ility m appings  
o f L ynch  an d  T u ttle  [1987] (called weak re finem en ts  by  L ynch an d  V aand rager 
[1995]). In  th e  case of a  possib ility  m ap p in g  each  (reachable) s te p  of A  m ay  be 
m a tch e d  by  a sequence of s tep s in  B  w ith  th e  sam e trace . T h is m eans th a t  in  th e  
above defin ition  co n d itio n  (2 ) is rep laced  by:
2. If  s —^ a  t  A s G d o m a in (r ) th e n  t  G d o m a in (r ) an d  B  has an  execu tion  
fragm en t a  w ith  f ir s t  (a )  =  r ( s ) ,  trace (a )  =  trace (a) an d  last ( a )  =  r ( t) .
O bserve th a t ,  un like s te p  refinem ents, possib ility  m app ings do  n o t reduce global 
reason ing  to  local reasoning .
E xam ple  3 .1 . F ig u re  3 illu s tra te s  th e  n o tio n  of a s te p  refinem ent. N ote th a t  th e  
t -s teps in  A  are  n o t m a tch ed  by  an y  s te p  in  B . A lso th e  c-step  in  A  is n o t m a tch ed  
by  an y  s te p  in  B : b o th  source an d  ta rg e t s ta te s  o f th is  s te p  are  ou ts ide  th e  dom ain  
o f th e  s te p  refinem ent. T h is  is allow ed since b o th  s ta te s  are un reachab le . O bserve 
th a t  th e re  is no  s te p  refinem ent from  B  to  A , b u t th a t  th e re  ex ists  a possib ility  
m ap p in g  from  B  to  A .
F igu re  4 gives an o th e r  exam ple. In  th is  case th e re  is a s te p  refinem ent from  A ' 
to  B '  b u t  n o t from  B '  to  A '. T here  is n o t even a possib ility  m ap p in g  from  B '  to  
A '.
T he following p ro p o sitio n  s ta te s  a basic  sa n ity  p ro p e r ty  of s te p  refinem ents.
PROPOSITION 3 .2 . < r  is a preorder (i.e ., is transitive  and  reflexive).
P r o o f .  T he id e n tity  function  from  sta tes  (A) to  itse lf tr iv ia lly  is a s te p  refine­
m en t from  A  to  itself. H ence < R is reflexive. T ra n s itiv ity  follows from  th e  obser­
v a tio n  th a t  if r  is a s te p  refinem ent from  A  to  B  an d  r ' is a s te p  refinem ent from  
B  to  C , th e n  th e  function  com position  r ' o r  is a s te p  refinem ent from  A  to  C . □
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Fig. 3. A step refinement.
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Fig. 4. Another step refinement.
3.2 Execution Correspondence
If th e re  ex ists  a  s te p  refinem ent from  A  to  B  th e n  we can  c o n s tru c t, for each 
execu tion  fragm en t o f A , a  co rrespond ing  execu tion  fragm en t o f B  w ith  th e  sam e 
trac e . T h e  n o tio n  of ‘co rresp o n d in g ’ is form alized below.
S uppose A  an d  B  a re  a u to m a ta , R  Ç s t a t e s ( A ) x  s ta te s (B ), an d  a  =  s0a 1s 1a 2s 2 • • • 
an d  a ' =  u 0b1u 1b2u 2 • • • a re  execu tion  fragm en ts o f A  an d  B , respectively . L et 
index  (a )  an d  index (a' )  d eno te  th e  index  se ts  of a  an d  a ' . T h en  a  an d  a ' corre­
spond via R  an d  are R-related, n o ta tio n  (a , a ')  G R , if th e re  ex ists an  index relation  
over R , i.e., a  re la tio n  I  Ç index  (a )  x index (a' )  such th a t  (1) if  tw o indices are 
re la te d  by  I  th e n  th e  co rrespond ing  s ta te s  are re la te d  by  R; (2) I  is m onotone; (3) 
each  index  of a  is re la te d  to  an  index  of a ' an d  vice versa; (4) sides of “sq u a res” 
alw ays have th e  sam e label an d  sides of “tria n g les” a re  labeled  w ith  t  . F o rm ally  
we require, for i , i '  G index  ( a )  an d  j , j '  G index  ( a ') ,
(1) (i, j  ) G 1 ^  (si , u j ) G R
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(2) ( i , j )  G I  A ( i ' , j ' )  G I  A i < i '  ^  j  < j '
(3) I  an d  I -  1 a re  to ta l
(4) ( i , j )  G I  A (i + 1, j  +  1) G I  ^  ai+1 =  bj +1 
( i , j )  G I  A (i + 1 , j )  G I  ^  ai+1 =  t  
(i , j ) G I  A ( i , j  +  1) G I  ^  bj+1 =  t
W e w rite  (A , B ) G R  if  for every  execu tion  a  o f A  th e re  is an  execu tion  a ' of B  
such th a t  (a , a ')  G R , an d  [A, B ] G R  if for every  fin ite execu tion  a  o f A  th e re  is a 
fin ite  execu tion  a ' o f B  w ith  (a , a ')  G R . F ig u re  5 illu s tra te s  th e  correspondence 
betw een  tw o execu tions of a u to m a ta  A  an d  B  from  F ig u re  3.
u 0 u 2  T u 2  T u 2
Fig. 5. Execution correspondence.
u 2b
A n o th er n o tio n  of co rrespondence has been  p resen ted  by  S ogaard -A ndersen , 
L ynch  e t al. [1993; 1993] an d  form alized  by  M ueller [1998]. W ith in  th e  th e o ry  
o f I /O  a u to m a ta , execu tion  co rrespondence p lays a  cruc ia l role in  proofs of p rese r­
v a tio n  of b o th  sa fe ty  an d  liveness p ro p ertie s . O u r n o tio n  is m ore re stric tiv e  th a n  
ea rlie r w ork [Gawlick e t al. 1993; S0g aa rd -A n d ersen  e t al. 1993], b u t techn ica lly  
sim pler. M oreover i t  h as  th e  ad v an tag e  th a t  it p reserves ‘u n t i l ’ p ro p ertie s . In  th is  
p ap e r, we on ly  s tu d y  safe ty  p ro p e rtie s  an d  it suffices to  know  th a t  co rrespond ing  
execu tions have th e  sam e trac e . T h e  la t te r  fact is e s tab lish ed  in  th e  n ex t lem m a.
L em m a 3 .3 . (C orresponding execution  fra g m en ts  have the sam e trace)
(1 ) Suppose I  is an  index rela tion  as above and  ( i , j ) G I . T hen  
t rnce(s 0 a,1 s 1 • • • ai s i ) =  trace (u 0^ u 1 • • • bj u j  ).
( 2 ) I f  (a , a ')  G R  then  trace(a ) =  tra ce(a ') .
P r o o f .  For (1), suppose ( i , j )  G I . B y  in d u c tio n  on i +  j  we prove 
trace (s0a 1s 1 • •• ai si ) =  trace (u 0^ u 1 • • •bj u j  ).
If  i +  j  =  0 th e n  b o th  i an d  j  a re  0 . C learly, trace (s0) =  trace(u 0) =  A.
For th e  in d u c tio n  s tep , suppose i +  j  > 0. For reasons of sy m m etry  we m ay 
assum e, w ith o u t loss of generality , th a t  i > 0. L e t j '  be th e  la rg est index  w ith  
j '  < j  an d  (i — 1 , j ')  G I . (B y m onotonicity , i — 1 can  on ly  be re la te d  to  indices 
less th a n  or equal to  j ,  an d  by  to ta l i ty  th e re  is a t  least one such an  index .) We 
d is tin g u ish  betw een  th ree  cases:
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(1) j ' =  j .  T h en  by  cond ition  (4b), ai =  t . B y  in d u c tio n  hypo thesis ,
trace (s0a 1s 1 • • • a i—1s i—1) =  trace (u 0^ u 1 • • • bj u j  ).
H ence trace (s0a s  • • • ai s i ) =  trace (u 0^ u 1 • • • bj u j  ).
(2) j ' =  j  — 1. T h en  by  co n d itio n  (4a), ai =  b j . B y  in d u c tio n  hypo thesis,
trace (s0a 1s 1 • • • a i—1 s i—1) =  trace (u 0^ u 1 • • • bj—1 u j —1).
H ence trace (s0a s  • • • ai s i ) =  trace (u 0b1u 1 • • • bj u j  ).
(3) j ' < j  — 1. T h en  by  cond itions (2) an d  (3), ( i , j  — 1) G I . B y  cond ition  (4c), 
th is  im plies bj =  t . B y  in d u c tio n  hypo thesis,
trace (s0a 1s 1 • • • aisi )  =  trace (u 0b1u 1 • • • b j_1 u j —1).
H ence trace (s0a s  • • • ai s i ) =  trace (u 0^ u 1 • • • bj u j  ).
T h is com pletes th e  p ro o f of th e  in d u c tio n  step .
For (2), suppose th a t  (a , a ' ) G R . T h en  th e re  ex ists  an  index  re la tio n  I  th a t  
re la tes  a  an d  a ' . U sing (1) an d  th e  fact th a t  b o th  I  an d  I —1 a re  to ta l, i t  follows 
th a t  each fin ite prefix  of trace ( a )  is also a fin ite  prefix  of trace ( a ') ,  an d  vice versa. 
T h is  im plies trace(a ) =  tra ce(a ') . □
T h e n ex t co ro llary  will be used  re p e a te d ly  in  th e  re s t o f th is  p ap e r. I t  s ta te s  th a t  
in  o rd er to  prove tra c e  inclusion  betw een  a u to m a ta  A  an d  B  it suffices to  find for 
each  execu tion  of A  a  co rrespond ing  execu tion  of B . D epend ing  on w h e th e r one 
w an ts to  p rove inclusion  of all trac es  or o f fin ite trac es  only, a s tro n g er respectively  
w eaker ty p e  of execu tion  co rrespondence is requ ired .
COROLLARY 3 .4 . (E xecu tion  correspondence im plies trace inc lusion)
(1 ) I f  ( A , B ) G R  then  [A, B] G R .
( 2 ) I f  [A, B] G R  then  A  < * t  B .
( 3 ) I f  (A, B ) G R  then  A  < T B .
P r o o f . S ta te m e n t (1) follows from  th e  defin itions. S ta te m e n ts  (2) an d  (3) follow 
im m ed ia te ly  from  L em m a 3.3 a n d  th e  defin itions. □
3.3 Soundness and Partial Com pleteness
T h e  n ex t th eo rem  s ta te s  th a t  if th e re  is a s te p  refinem ent from  A  to  B , i t  is 
possib le to  c o n s tru c t, for each  execu tion  of A , a  co rrespond ing  execu tion  of B . 
U sing C o ro lla ry  3.4, th is  im plies th a t  s te p  refinem ents c o n s titu te  a sound  techn ique 
for p rov ing  tra c e  inclusion. In  ad d itio n , th e  n ex t th eo rem  also allows us to  use s tep  
refinem ents as a sound  techn ique  for p rov ing  im p lem en ta tio n  re la tio n s betw een  live 
a u to m a ta , as in  p rev ious w ork [Gawlick e t al. 1993; S0g aa rd -A n d ersen  e t al. 1993; 
M ueller 1998].
T h e o r e m  3 .5 . (Soundness o f step re finem en ts)
I f  r  is a step re fin em en t fro m  A  to B  then  (A, B ) G r.
P r o o f .  S uppose r  is a s te p  refinem ent from  A  to  B . L et a  =  s0a 1s 1 • • • be an  
execu tion  of A. Inductively , we define an  execu tion  a ' =  u 0b1u 1 • • • o f B  an d  an  
index  re la tio n  I  such th a t  a  an d  a ' a re  r - re la ted  v ia  I .
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To s ta r t  w ith , define u 0 =  r (s0) an d  declare (0 , 0) to  be an  elem en t of I .
Now suppose ( i , j )  G I  a n d  i is a nonfinal index  of a .  W e d is tin g u ish  betw een  
tw o cases:
(1) If  r ( s i ) —+ B  r ( s i+ 1) th e n  define bj+ 1 =  a i+ 1, u j + 1 =  r ( s i+ 1 ), an d  dec lare  
(i +  1, j  +  1) to  be an  elem ent o f I  ;
(2 ) o therw ise , dec lare  (i +  1, j )  to  be an  elem ent o f I .
B y  co n stru c tio n , using  th e  defin ing p ro p e rtie s  of a s te p  refinem ent, i t  follows th a t  
I  is an  index  re la tio n . T h is  im plies (A, B )  G r.  □
S tep  refinem ents alone do n o t p rov ide a  com plete m e th o d  for p rov ing  tra c e  in ­
clusion. T h ere  is a  p a r tia l  com pleteness resu lt, however.
T h e o r e m  3 .6 . (P artia l com pleteness o f step re finem en ts)
Suppose A  is a forest, B  is d e term in is tic  and A  < * t  B . T hen  A  < r  B .
P r o o f .  T h e  re la tio n  r  =  a fter ( B ) o p a s t  (A)  is a  s te p  refinem ent from  A  to  B .  □
A ctually , we can  even sligh tly  s tre n g th e n  th e  above theorem . I t  suffices to  as­
sum e th a t  A  re s tr ic te d  to  its  reachab le  s ta te s  is a forest, an d  th a t  B  re s tr ic ted  
to  its  reachab le  s ta te s  is d e term in is tic . In  F ig u re  3, a u to m a to n  A  re s tr ic te d  to  
its  reachab le  s ta te s  is a fo rest an d  a u to m a to n  B  is d e term in is tic . As we observed  
already, th e re  is a s te p  refinem ent from  A  to  B . E ven  if we re s tr ic t to  reachab le  
s ta te s , a u to m a to n  B  is n o t a forest an d  a u to m a to n  A  is n o t d e term in is tic . As we 
observed, th e re  is no  s te p  refinem ent from  B  to  A .
In  p rac tice , th e  p reco n d itio n s of T h eo rem  3.6 are se ldom  m et. T h e  higher-level 
specification  o ften  is d e term in is tic , b u t it ra re ly  occurs th a t  th e  lower-level specifica­
tio n  is a forest. N evertheless, s te p  refinem ents have been  used  in  several su b s ta n tia l 
case s tud ies  [Helm ink e t al. 1994; N ipkow  an d  S lind 1995; D evillers e t al. 2000].
4. NORMED FORWARD SIMULATIONS
E ven  th o u g h  th e re  ex ists no  s te p  refinem ent from  a u to m a to n  B ' to  a u to m a to n  A ' 
in  F ig u re  4, th ese  a u to m a ta  do  have th e  sam e traces . B y  m oving from  functions 
to  re la tio n s it becom es possib le to  prove th a t  each tra c e  of B '  is also a  tra c e  of A '. 
T h is idea  is form alized in  th e  following defin ition .
A norm ed forw ard  s im u la tion  from  A  to  B  consists o f a  re la tio n  f  Ç sta tes  (A) x 
sta tes (B  ) an d  a function  n  : steps (A) x sta tes (B  ) ^  S , for som e w ell-founded set
5 , such th a t  (here f  [s] deno tes th e  se t {u  \ ( s , u )  G f }):
(1) If  s G s ta r t (A) th e n  f  [s] n  s ta r t (B  ) =  0.
(2) If  s —^ a  t  A u  G f  [s] th e n
(a) u  G f  [t] A a =  t , or
(b) 3v G f  [t] : u  —a B v, or
(c) 3v G f  [s] : u  —^ b  v A n (s  —^  t, v) < n (s  —^  t, u).
W rite  A  < F  B  if  th e re  ex ists a  no rm ed  fo rw ard  s im u la tion  from  A  to  B .
T he in tu itio n  b eh in d  th is  defin ition  is th a t  if s —^ a  t  an d  (s, u) G f , th e n  e ith e r
(a) th e  tra n s itio n  in  A  is a s tu tte r in g  s te p  th a t  does n o t have to  be m atched , o r (b) 
th e re  is a m a tch in g  s te p  in  B , o r (c) B  can  do a s tu t te r in g  s te p  w hich decreases
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th e  norm . Since th e  n o rm  decreases a t  each  ap p lica tio n  of clause (c), th is  clause 
can  only  b e  app lied  a fin ite  nu m b er of tim es. In  general, th e  n o rm  function  m ay 
d ep en d  b o th  on  th e  tra n s itio n s  in  A  an d  on  th e  s ta te s  of B . However, if B  is 
convergent, i.e., th e re  a re  no  in fin ite  r -p a th s , th e n  one can  sim plify  th e  ty p e  of th e  
n o rm  function  ( th o u g h  n o t necessarily  th e  defin ition  of th e  n o rm  function  itself) 
to  n  : s ta te s (B ) ^  S . In  fact, in  th e  ap p ro ach  of G ro o te  an d  S p ring in tveld  [1995], 
w hich n o t alw ays applies to  d ivergen t processes, th e  n o rm  function  is req u ired  to  
be of th is  re s tr ic te d  type.
E xam ple  4 .1 . In  F igu re  4, th e  re la tio n  in d ic a ted  by  th e  d ash ed  lines, to g e th e r  
w ith  an  a rb it ra ry  n o rm  function , is a n o rm ed  fo rw ard  sim u la tion  from  B '  to  A '.
C onsider a u to m a ta  A  an d  B  in  F ig u re  3. L e t n  be th e  function  th a t  assigns no rm  
1 to  s ta te  s0 an d  no rm  0 to  all o th e r  s ta te s  of A. T h en  n  to g e th e r  w ith  th e  re la tio n  
in d ic a ted  by  th e  d ash ed  lines co n s titu te s  a no rm ed  fo rw ard  s im u la tio n  from  B  to
A .
u i
u 3
C D
b
Fig. 6. Norm function must take steps of C into account.
Now consider th e  a u to m a ta  C  an d  D  in  F igu re  6 . L e t m  be a  no rm  function  
sa tisfy ing
m (s 0 s 1, u 0 ) =  0 m (s 0 —^  s1 , u1)  =  1
m (s0  —^  s3 ,u 0 )  =  1 m (s0  —^  s3 ,u 1 )  =  0
T h en  m  to g e th e r  w ith  th e  re la tio n  in d ic a ted  by  th e  d ash ed  lines co n s titu te s  a 
no rm ed  forw ard  s im u la tio n  from  C  to  D . I t  is n o t h a rd  to  see th a t  in  th is  exam ple, 
w here D  is n o t convergent, th e  n o rm  necessarily  d epends on  th e  se lected  s te p  in  C .
T h e  exam ple  of F ig u re  6 also serves to  illu s tra te  th e  difference betw een  no rm ed  
forw ard  s im u lations an d  th e  forw ard  sim u la tions th a t  w ere s tu d ied  by  Jo nsson  [1990; 
1991; 1994]. E ssen tia lly , Jo n sso n ’s fo rw ard  sim u la tions are ju s t  no rm ed  forw ard  
sim ulations, excep t th a t  th e re  is no  n o rm  function  an d  cond ition  2 (c) has  been  
o m itted . W e leave it  to  th e  read er to  check th a t  th e re  ex ists  no  fo rw ard  sim u lation  
in  th is  sense from  C  to  D . T h is  is th e  case even w hen we ad d  “s tu t te r in g ” r-lo o p s  
to  each s ta te , as req u ired  in  Jo n sso n ’s m odels.
A C M  T ra n s a c t io n s  on  C o m p u ta tio n a l Logic, Vol. V , No. N, M ay 2003.
A Theory of Normed Simulations • 13
T h e n ex t p ro p o sitio n  asse rts  th a t  n o rm ed  forw ard  sim u la tions indeed  generalize 
s te p  refinem ents.
P r o p o s i t i o n  4 .2 . A  < R B  ^  A  < F B.
P r o o f . T ogether w ith  an  a rb it ra ry  no rm  function , an y  s te p  refinem ent (viewed 
as a  re la tio n ) is a  no rm ed  forw ard  s im u lation . □
T he soundness of n o rm ed  forw ard  sim u la tions is tr iv ia lly  im plied  by  th e  following 
lem m a an d  C o ro lla ry  3.4.
LEMMA 4 .3 . Suppose ( f , n )  is a norm ed forw ard  sim u la tion  fro m  A  to B , A  has 
an execution  fra g m en t a  w ith  f ir s t  sta te s, and u  is a sta te  o f B  w ith  u  G f  [s]. 
T h en  B  has an execution  fra g m e n t a ' th a t sta rts  in  u  such th a t (a , a ')  G f .
P r o o f .  L et c : steps  ( ^ )  x sta tes ( B ) i  {L , C, R }  x  sta tes ( B ) be a function  such 
th a t  c(s - 1  t, u) =  (x , v) an d  u  G f  [s] im plies
(1) If  x  =  L  th e n  u  G f  [t] A a =  r .
(2) If  x  =  C  th e n  v G f  [t] A u  —1 B v.
(3) If  x  =  R  th e n  v G f  [s] A u  —1-b  v  A n (s  —1  t, v) < n (s  - 1  t, u).
T h e  ex istence of c, w hich chooses betw een  a left m ove (L) of A, a com m on m ove 
(C) of A  an d  B , or a r ig h t m ove (R) of B , is g u a ra n tee d  by  th e  fact th a t  ( f , n )  is 
a n o rm ed  fo rw ard  s im ulation .
L et a  =  s 0a i s i a 2s2 • • • . T h en  s =  s0. Inductively , we define a sequence a  =  
z 0z \ z 2 • • • o f  4 -tup les  in  N x N x acts (B  ) x sta tes (B  ). T h e  first elem ent in  th e  
sequence is z0 =  (0, 0 , r , u ) .  If  z k =  ( i , j , b , u )  is an  elem en t of th e  sequence, an d  i 
is a  nonfinal index  of a ,  th e n  we define z k+1 as follows
(1) If  c ^ i —t i  si+ 1, u ) =  (L , v) th e n  z k + 1 =  (i +  1, j ,  b, u ).
(2) If  c ^ i —ti- s i+ 1, u ) =  ( C, v )  th e n  z fc+1 =  (i +  1 , j  +  1,Oi+ 1,v ).
(3) If  c ^ i —11 s i+ 1, u ) =  ( R , v )  th e n  z k + 1 =  ( i , j  +  1 ,r ,  v).
S uppose th a t  b o th  ( i , j , b , u )  an d  ( i ' , j , b ' , u ' )  occur in  sequence a.  W e claim  th a t  
b =  b' an d  u  =  u ' . To see w hy th is  is tru e  assum e w ith o u t loss of g en era lity  th a t  
( i , j , b , u )  occurs before ( i ' , j , b ' , u ' ) .  Now observe th a t  th e  values of b o th  th e  first 
an d  second com ponen t o f elem ents in  a  increase m onotonically . T h is m eans th a t  
each  successor of ( i , j ,  b, u)  u p  to  an d  inc lud ing  ( i ' , j ,  b' , u' )  h as  b een  o b ta in ed  from  
its  p redecessor by  app ly ing  ru le  (1). T h is im plies th a t  th e  th e  second respectively  
th ird  com ponen ts o f all e lem en ts in  th e  sequence from  ( i , j , b , u )  u n til ( i ' , j , b ' , u ' )  
coincide. H ence b =  b' an d  u  =  u ' .
U sing th is  p roperty , we can  define for each  elem ent ( i , j , b , u )  in  a,  bj =  b an d  
u j  =  u . L et a'  =  u 0^ u ^ 2u 2 • • • an d  le t I  =  {(i, j )  | 3b, u  : ( i , j , b , u )  occurs in  a} . 
B y  co n s tru c tio n  of a ,  using  th e  p ro p ertie s  o f c, i t  follows th a t  a ' is an  execu tion  
fragm en t o f B  th a t  s ta r ts  in  u , an d  th a t  I  is an  index  re la tio n  over f . T h is im plies 
(a , a' )  G ƒ . □
T h e o r e m  4 .4 . (Soundness o f norm ed forw ard  s im ula tions)
I f  f  is a norm ed  forw ard  s im u la tion  fro m  A  to B  then  (A, B ) G f .
P r o o f . Im m ed ia te  from  th e  defin itions an d  L em m a 4.3. □
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Fig. 7. Difference between forward simulations and normed forward simulations.
E xam ple  4 .5 . C onsider a u to m a ta  C  an d  E  in  F ig u re  7. T h ere  does n o t ex ist a 
n o rm ed  forw ard  s im u la tio n  from  C  to  E . Such a s im u la tion  w ould  have to  re la te  
s ta te s  s0 an d  u0. B u t in  o rd er for E  to  sim u la te  th e  s tep  s0 —^  s3, i t  w ould also 
have to  re la tes  s ta te s  s0 an d  u2. B u t th is  is im possib le since from  s ta te  u2  th e re  is 
no  w ay to  sim u la te  th e  s te p  s0 —^  s 1.
I t tu rn s  o u t th a t  th e re  does ex ist a forw ard  s im u la tion  in  L ynch an d  V aa n d ra g e r’s 
sense [1995] from  C  to  E . In  th e  case of a fo rw ard  s im u lation , a  s te p  of A  m ay  be 
m a tch e d  by  a sequence of s tep s in  B  w ith  th e  sam e trace . T h is m eans th a t  in  th e  
defin ition  of a no rm ed  fo rw ard  s im u la tion  cond ition  (2 ) is rep laced  by:
2. If  s —^  A t  A u  G f  [s] th e n  B  h as  an  execu tion  fragm en t a  w ith  f ir s t  (a )  =  u, 
trace (a )  =  trace (a) an d  last (a )  G f  [t].
T h e  d ash ed  lines in  F ig u re  7 in d ica te  a fo rw ard  s im u la tion  from  C  to  E .
T h e  a u to m a ta  A  an d  B  in  F ig u re  3 p rovide us w ith  a sim ilar exam ple: th e re  
ex ists  a fo rw ard  s im u la tion  from  B  to  A , b u t no  n o rm ed  fo rw ard  sim ulation .
T h e  difference betw een  forw ard  sim u lations an d  no rm ed  fo rw ard  sim u lations is 
very  sim ilar to  th e  difference betw een  M iln er’s observation  equivalence [1989] an d  
th e  branching b isim ula tion  o f V an G lab b eek  an d  W eijland  [1996]. In  fact, we can  
ch a rac te rize  no rm ed  forw ard  sim u la tions in  te rm s  of “b ran ch in g  forw ard  sim ula­
tio n s” , a  n o tio n  th a t  is in sp ired  by  th e  b ran ch in g  b isim u la tions of [G labbeek an d  
W eijland  1996]. A sim ilar c h a rac te riza tio n  has b een  o b ta in ed  by  N am josh i [1997] 
in  th e  se ttin g  of s tu t te r in g  b isim ula tions.
Form ally, a  branching forw ard  sim u la tio n  from  A  to  B  is a  re la tio n  f  Ç sta tes  ( ^ )  x 
s ta te s (B ) such th a t
(1) If  s G s ta r t( ^ )  th e n  f  [s] fl s ta r t (B ) =  0.
(2) If  s a  t  an d  u  G f  [s] th e n  B  h as  an  execu tion  fragm en t th a t  s ta r ts  in  u  an d  
th a t  is f  - re la ted  to  s —^  t.
T h e following th e o re m  im plies th a t  th e re  ex ists a no rm ed  fo rw ard  sim u la tion  
betw een  tw o a u to m a ta  if an d  on ly  if th e re  is a b ran ch in g  fo rw ard  s im u la tio n  betw een  
them .
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(1 ) Suppose ( f , n )  is a norm ed forw ard s im u la tion  fro m  A  to B .  T h en  f  is a 
branching forw ard  s im u la tion  fro m  A  to B .
( 2 ) Suppose f  is a branching forw ard  s im u la tion  fro m  A  to B .  L e t n ( s  —^  t , u )  
be 0 i f  u  G f  [s] and otherw ise be equal to the length o f the shortest execution  
fra g m en t th a t s ta rts  in  u  and th a t is f  -related to s —^  t .  T hen  ( f , n )  is a 
norm ed  forw ard  s im u la tion  fro m  A  to B .
P r o o f . P a r t  (1) follows by  L em m a 4.3. T h e  p ro o f of p a r t  (2) is ro u tin e . □
A n in te res tin g  co ro lla ry  of T h eo rem  4.6 is th a t  if th e re  ex ists a n o rm ed  forw ard  
sim u la tio n  betw een  tw o a u to m a ta , th e re  is in  fact a  no rm ed  fo rw ard  sim u la tion  
w ith  a no rm  th a t  h as  th e  n a tu ra l n u m b ers  as its  range.
T he p ro o f th a t  b ran ch in g  b is im ila rity  is an  equivalence is know n to  be tr ick y  
[B asten  1996]. Likewise, th e  p ro o f th a t  b ran ch in g  forw ard  sim u la tions induce a 
p reo rd er is n o n triv ia l. W e first need to  define th e  au x ilia ry  concep t of a  reduced 
index  re la tio n  an d  to  prove a lem m a a b o u t it.
S uppose th a t  a  an d  a ' a re  R -re la ted  v ia  index  re la tio n  I . W e say  th a t  I  is reduced 
if th e  following tw o cond itions a re  satisfied:
(1) If  a  is fin ite  th e n  I  re la tes  th e  final index  of a  on ly  to  th e  final index  of a ' .
(2) I  is N-free: ( i , j )  G I  A (i +  1, j  +  1) G I  ^  (i +  1, j )  G I  A ( i , j  +  1) G I .
O bserve th a t  if a  is fin ite  a n d  I  is reduced , th e n  a ' is also finite. T h e  following 
techn ical lem m a s ta te s  th a t  index  re la tio n s can  alw ays be reduced .
L em m a 4 .7 . Suppose tha t a  and a ' are R -rela ted  via index rela tion  I . T h en  a ' 
has a prefix  a '' th a t is R -rela ted  to a  via a reduced index relation J  Ç I .
P r o o f .  If  a  is in fin ite  th e n  le t a '' =  a ' . If  a  is fin ite  th e n  le t a '' be th e  fin ite 
prefix  of a ' u p  to  an d  inc lud ing  th e  firs t s ta te  w hose index  is re la te d  by  I  to  th e  
final index  of a .
In d u c tiv e ly  we define a sequence a  =  z 0z \ z 2 • • • o f  p a irs  in  N x N. T h e  first 
elem ent of th e  sequence is z0 =  (0 , 0). If  z k =  (i , j )  is an  elem ent o f th e  sequence 
an d  i is a nonfinal index  th e n  we define z k+ 1 as follows:
(1) (i +  1 , j  +  1) G I  ^  z k+1 =  (i +  1 , j  +  1)
(2) (i + 1, j )  G I  A (i +  1 , j  + 1) G I  ^  z k+1 =  (i +  1, j )
(3) ( i , j  +  1) G I  A (i +  1 , j  + 1 ) G  I  ^  z k+1 =  ( i , j  +  1)
N ote th a t  since I  is an  index  re la tio n , zk+1 is p ro p e rly  defined. L et J  =  {(i, j )  | 
( i , j ) occurs in  a } . I t  is ro u tin e  to  check th a t  J  Ç I ,  th a t  a  an d  a' '  a re  R -re la ted  
v ia  J , an d  th a t  J  is reduced . A tr ic k y  p o in t is th e  to ta l i ty  of J  an d  J - 1 . W e prove 
th a t  J  is to ta l  by  co n trad ic tio n . S uppose th a t  J  is n o t to ta l. L et i be th e  sm allest 
index  of a  w ith  J [i] =  0. L et j  be th e  sm allest index  of a '  w ith  ( i , j )  G I  ( j  ex ists 
since index  re la tio n  I  is to ta l) . L et l be th e  m ax im al index  of a '  w ith  (i — 1, l )  G J  
( th e re  is a m ax im al index  since (i — 1 ,l)  G J  im plies (i — 1 ,l)  G I ,  w hich im plies 
l <  j  by  m o n o to n ic ity  of index  re la tio n  I ). L et z k =  (i — 1 ,l) . Since J [i] =  0,
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zk+1 =  (i — 1 ,l  +  1). H ence (i — 1 ,l  + 1 )  G J . B u t th is  c o n tra d ic ts  th e  fact th a t  l 
b e th e  m ax im al index  of a ' w ith  (i — 1 ,l)  G J .
In  a sim ilar w ay also th e  to ta l i ty  o f J -1  a n d  N -freeness can  be p roved  b y  con­
tra d ic tio n . □
W e are  now  p rep a re d  to  prove th a t  b ran ch in g  fo rw ard  sim u la tions (an d  hence 
also n o rm ed  fo rw ard  sim ulations) induce a p reorder.
P r o p o s i t i o n  4 .8 . < F is a preorder.
P r o o f .  For reflexivity, observe th a t  th e  id e n tity  function  from  s ta te s ( ^ )  to  itse lf 
is a  b ran ch in g  fo rw ard  s im u la tion  from  A  to  itself.
F or tran s itiv ity , suppose f  an d  g a re  b ran ch in g  fo rw ard  sim u lations from  A  to  
B  an d  from  B  to  C , respectively . W e cla im  th a t  g o f  is a b ran ch in g  forw ard  
s im u la tio n  from  A  to  C . I t  is tr iv ia l to  check th a t  g o f  satisfies co n d itio n  (1) in  
th e  defin ition  of a b ran ch in g  forw ard  s im ulation . F or co n d itio n  (2), suppose th a t  
s —^ a  t  A u  G (g o f  )[s]. T h en  th e re  ex ists a s ta te  w  of B  such th a t  w  G f  [s] an d  
u  G g[w]. H ence th e re  is an  execu tion  fragm en t a  s ta r t in g  in  w  such  th a t  s —^  t  
an d  a  a re  f - re la ted  v ia som e index  re la tio n  I . B y  L em m a 4.7, we m ay  assum e th a t  
I  is reduced . Also, th e re  is an  execu tion  fragm ent a ' s ta r t in g  in  u  such th a t  a  an d  
a ' a re  g- re la ted  v ia som e index  re la tio n  J . A gain  by  L em m a 4.7, we m ay  assum e 
th a t  J  is reduced . U sing th e  fact th a t  b o th  I  an d  J  a re  reduced , i t  is ro u tin e  to  
check th a t  s —^  t  an d  a ' a re  g o f - re la te d  v ia index  re la tio n  J  o I . T h u s g o f  satisfies 
cond ition  (2 ) in  th e  defin ition  of a  b ran ch in g  fo rw ard  sim ulation . □
V arian ts  o f th e  p a r tia l  com pleteness resu lt below  a p p e a r in  several p ap e rs  [Jon­
sson 1987; L ynch an d  V aan d rag er 1995]. Since higher-level specifications are often  
d e term in is tic , th is  resu lt exp la ins w hy in  p rac tice  (norm ed) forw ard  sim u lations 
can  so o ften  be used  to  prove b ehav io r inclusion.
T h e o r e m  4 .9 . (P artia l com pleteness o f norm ed/branch ing  forw ard  sim u la tions)  
I f  B  is de term in is tic  and  A  < * t  B  then  A  < f  B .
P r o o f .  T h e  re la tio n  f  =  a fter  (B ) o pa st (A) is a b ran ch in g  forw ard  sim u la tion  
from  A  to  B . □
I t is in te res tin g  to  n o te  th a t  th e re  is one ea rlie r resu lt [Lynch an d  V aand rager
1995] concern ing  forw ard  sim u lations th a t  does n o t c a rry  over to  th e  no rm ed  
(b ranch ing) sim u la tions of th is  p ap e r. T h is  resu lt, P ro p o sitio n  3.12, s ta te s  th a t  
if  A  is a forest an d  A  < F B  th e n  A  < R B . T he a u to m a ta  C  an d  D  o f F ig u re  6 
c o n s titu te  a coun terexam ple . A ctually , th e  sam e P ro p o sitio n  3.12 also does n o t 
c a rry  over to  th e  se ttin g  of tim ed  a u to m a ta  used  ea rlie r [Lynch an d  V aandrager
1996].
5. NORMED BACKWARD SIMULATIONS
As we observed, th e re  ex ists  no  no rm ed  forw ard  sim u la tion  from  a u to m a to n  B  to  
a u to m a to n  A  in  F ig u re  3, even th o u g h  b o th  a u to m a ta  have th e  sam e traces . Also, 
th e re  does n o t ex ist a n o rm ed  fo rw ard  s im u la tio n  from  a u to m a to n  C  to  th e  trac e  
equivalen t a u to m a to n  E  in  F ig u re  7. In  b o th  cases a fo rw ard  s im u la tion  in  L ynch 
an d  V aa n d ra g e r’s sense [1995] ex ists. How ever, th e  exam ple  in  F ig u re  8 below
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shows th a t  also fo rw ard  sim u lations do  n o t yet p rov ide us w ith  a com plete m e th o d  
for p rov ing  tra c e  inclusion. I t  is w ell-know n from  th e  lite ra tu re  th a t  com pleteness 
can  be o b ta in ed  by  ad d in g  som e form  of backward sim ulation .
E xam ple  5 .1 . T h ere  ex ists  no  (n o rm e d /b ran c h in g ) forw ard  s im u la tion  from  au ­
to m a to n  C  to  a u to m a to n  F  in  F ig u re  8 . T h e  re la tio n  in d ic a ted  by  th e  d ash ed  lines 
fails since from  s ta te  u 0 th e  6-s tep  from  s0 can  n o t b e  sim u la ted , w hereas from  u2  
th e  a -s te p  from  s0 can  n o t be sim ulated .
u 2
u3
C F
Fig. 8. The need for backward simulations.
In  m an y  respects , backw ard  sim u la tions a re  th e  d u a l of fo rw ard  sim ulations. 
W h ereas a  fo rw ard  s im u la tio n  requ ires th a t  som e  s ta te  in  th e  im age of each  s ta r t  
s ta te  shou ld  be a  s ta r t  s ta te , a backw ard  s im u la tio n  requ ires th a t  all s ta te s  in  th e  
im age of a s ta r t  s ta te  be s ta r t  s ta te s . A lso, a fo rw ard  s im u la tio n  requ ires th a t  
forw ard  s tep s in  th e  source a u to m a to n  can  be s im u la ted  from  re la te d  s ta te s  in  th e  
ta rg e t a u to m a to n , w hereas th e  co rrespond ing  co n d itio n  for a backw ard  sim u lations 
requ ires th a t  backward  s tep s can  be sim u la ted . H ow ever, th e  tw o n o tio n s are n o t 
com plete ly  dual: th e  defin ition  of a  backw ard  s im u la tion  co n ta in s  a nonem ptiness 
cond ition , an d  also, in  o rd er to  o b ta in  soundness for general tra c e  inclusion, back­
w ard  s im u lations also requ ire  a fin ite  im age cond ition . T h e  m ism atch  is due to  th e  
asy m m e try  in  ou r a u to m a ta  betw een  th e  fu tu re  an d  th e  p as t: from  an y  given s ta te , 
all th e  possib le h is to ries  a re  fin ite  executions, w hereas th e  possib le fu tu re s  can  be 
infinite.
Form ally, we define a norm ed backward sim u la tion  from  A  to  B  to  be a p a ir  o f a 
to ta l  re la tio n  b Ç s ta te s ( ^ )  x s ta te s (B ) an d  a function  n  : ( s t eps ( ^ )  U s ta r t( ^ ) )  x 
sta tes (B  ) ^  S , for som e w ell-founded set S , sa tisfy ing
(1) If  s G s ta r t( ^ )  A u  G b[s] th e n
(a) u  G s ta r t (B ), or
(b) 3v G b[s] : v  — u  A n( s ,  v)  < n( s ,  u).
(2) If  t  —^ a  s A u  G b[s] th e n
(a) u  G b[t] A a =  t , or
(b) 3v  G b[t] : v  — u, or
(c) 3v  G b[s] : v  — u A n ( t  —^  s, v)  < n ( t  —^  s, u ).
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W rite  A  < b B  if  th e re  is a  no rm ed  backw ard  s im u la tio n  from  A  to  B , an d  A  < iB B  
if  th e re  is a  no rm ed  backw ard  s im u la tio n  from  A  to  B  th a t  is im age-fin ite .
E xam ple  5 .2 . In  F ig u re  8 , th e  re la tio n  in d ic a ted  by  th e  d ash ed  lines is a  no rm ed  
backw ard  s im u la tion  from  C  to  E , for a rb it ra ry  n o rm  functions. I t  is n o t difficult 
to  c o n s tru c t no rm ed  backw ard  sim u la tions from  a u to m a to n  B  to  a u to m a to n  A  in  
F ig u re  3, an d  from  a u to m a to n  C  to  a u to m a to n  E  in  F ig u re  7.
s0
—
s i
G
s2
—
s3
u0 u i
•
u2 u3 u4
H
a
Fig. 9. No image-finite normed backward simulation.
F ig u re  9 illu s tra te s  th e  difference betw een  < b an d  < iB. R e la tio n  s ta te s (G ) x 
s ta te s (H ) to g e th e r  w ith  an  a rb it ra ry  n o rm  function  co n s titu te s  a n o rm ed  backw ard  
s im u la tio n  from  G  to  H . W e claim  th a t  no  im age-fin ite  no rm ed  backw ard  s im u la tion  
exist. B ecause suppose th a t  b is such  a re la tio n . T hen , for all i , j  G N w ith  i > 0,
(si,  u j )  G b ^  (si  — 1, u j  +  1) G b
T his im plies th a t
(si ,  u j )  G b ^  (s0, u i  +  j )  G b
Since each  s ta te  s i is re la te d  to  a t  least one s ta te  s j ,  it follows th a t  s ta te  s0 is 
re la te d  to  in fin itely  m an y  s ta te s , w hich is a  co n trad ic tio n .
T h e  following p ro p o sitio n  s ta te s  som e tr iv ia l connections betw een  th e  p reo rders 
induced  by  n o rm ed  backw ard  sim u la tions an d  s te p  refinem ents.
P r o p o s it io n  5 .3 .
(1 ) I f  all sta tes o f A  are reachable and  A  < r  B  then  A  < ib  B .
( 2 ) I f  A  <iB B  then  A  < b  B .
P r o o f . T rivial. □
T h e n ex t lem m a is req u ired  to  prove soundness of n o rm ed  backw ard  sim ulations.
LEMMA 5 .4 . Suppose (b, n ) is a norm ed  backward sim u la tion  fro m  A  to B , A  has 
a fin ite  execu tion  fra g m en t a  w ith  last sta te  s , and u  is a sta te  o f B  w ith  u  G b [s]. 
T h en  B  has a fin ite  execution  fra g m e n t a ' th a t ends in  u  such th a t (a , a ')  G b. 
M oreover, i f  a  is an  execution  then  a ' can be chosen to be an execution  as well,.
P r o o f . S im ilar to  th e  p ro o f o f L em m a 4.3. □
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B y L em m a 5.4 an d  C o ro lla ry  3.4, th e  ex istence of a no rm ed  backw ard  sim u la tion  
im plies inclusion of fin ite traces . N orm ed backw ard  sim ulations, how ever, a re  in  
general n o t a sou n d  m e th o d  for p rov ing  inclusion  of in fin ite  traces . As a co u n terex ­
am ple, consider a u to m a ta  G  an d  H  from  F ig u re  9. T h ere  ex ists  a no rm ed  backw ard  
s im u la tio n  from  G  to  H , b u t th e  in fin ite  tra c e  of G  is n o t a tra c e  of H . As is 
w ell-know n from  th e  lite ra tu re , a sound  m e th o d  for p rov ing  inclusion of in fin ite  
trac es  can  be o b ta in ed  by  req u irin g  im age fin iteness o f th e  s im u la tio n  re la tion .
THEOREM 5 .5 . (Soundness o f norm ed backward sim u la tions)
(1 ) I f  b is a norm ed backward sim u la tion  fro m  A  to B  then  [A, B] G b.
( 2 ) I f  m oreover b is im age-fin ite  then  (A , B )  G b.
P r o o f .  S ta te m e n t (1) follows im m ed ia te ly  by  L em m a 5.4 an d  th e  to ta l i ty  o f b. 
In  o rd er to  p rove (2), suppose th a t  b is im age-fin ite . L e t a  be an  execu tion  of A. 
W e have to  es tab lish  th e  existence of an  execu tion  a '  of B  w ith  (a , a ')  G b. If  a  
is fin ite  th e n  th is  follows by  L em m a 5.4 an d  th e  to ta l i ty  of b. So assum e th a t  a  
is infin ite. W e use a m ino r v a ria tio n  of K o n ig ’s L em m a [K nuth  1997] p resen ted  by 
L ynch  an d  V aan d rag er [1995]:
L et G  be an in fin ite  digraph such th a t (1) G  has fin ite ly  m any  roots, i.e ., 
nodes w ith o u t incom ing  edges, (2) each node o f G  has fin ite  outdegree, 
and (3) each node o f G  is reachable fro m  som e root. T h en  there is an  
in fin ite  pa th  in  G  starting  fro m  som e root.
T h e nodes of th e  g ra p h  G  th a t  we consider a re  p a irs  (I ,  7 ) w here 7  is a fin ite 
execu tion  of B  an d  I  is an  index  re la tio n  th a t  re la tes  7  to  som e fin ite  prefix  of a .  
T h ere  is an  edge from  a node ( 1 ,7 ) to  a  node ( I ', 7 ') iff 7  is a  prefix  of 7 ' an d  I '  
ex ten d s I  w ith  precisely  one elem ent. I t  is s tra ig h tfo rw ard  to  check th a t  G  satisfies 
th e  cond itions of K o n ig ’s L em m a. H ence G  h as  an  in fin ite  p a th . L et J  be th e  un ion  
o f all th e  index  re la tio n s occu rring  on  nodes in  th is  p a th , an d  le t a ' be th e  lim it of 
th e  fin ite  execu tions of th e  nodes in  th is  p a th . O bserve th a t ,  by  im age-fin iteness of 
b, each  index  of a  occurs in  th e  d om ain  of J . H ence (a , a ')  G b. □
T h e following P ro p o sitio n  5.6 is in  a  sense th e  converse of P ro p o sitio n  5.3. T he 
p ro o f is sim ilar to  th a t  o f th e  co rrespond ing  resu lt by  L ynch  an d  V aan d rag er [1995].
P r o p o s it io n  5 .6 .
(1 ) I f  B  is de term in is tic  and A  < b  B  then  A  < r  B .
( 2 ) I f  all sta tes o f A  are reachable, B  has f in  and  A  < b  B , then  A  <iB B .
P r o o f .  For (1), suppose th a t  B  is d e te rm in is tic  an d  th a t  b is a no rm ed  backw ard  
s im u la tio n  from  A  to  B . S uppose th a t  s is a reachab le  s ta te  o f A . W e will prove 
th a t  b[s] co n ta in s  ex a c tly  one elem ent. Since an y  n o rm ed  backw ard  s im u la tion  th a t  
is functional on  th e  reachab le  s ta te s  tr iv ia lly  induces a s te p  refinem ent, th is  gives 
us A  < r  B .
B ecause b is a  n o rm ed  backw ard  s im u la tio n  it is a to ta l  re la tio n , so we know  
b[s] co n ta in s  a t  least one elem ent. S uppose th a t  b o th  u i  G b[s] an d  u 2 G b[s]; we 
p rove u 1 =  u 2. Since s is reachab le , A  has an  execu tion  a  th a t  ends in  s. B y  
L em m a 5.4, B  has execu tions a i an d  a 2 w hich end  in  u i an d  u 2, respectively, such
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th a t  (a ,  a i  ) G b an d  (a ,  a 2 ) G b. B y  L em m a 3.3, trace ( a )  =  trace ( a i )  =  trace ( a 2). 
Now u 1 =  u 2 follows by  L em m a 2.1(1), u sing  th e  fact th e  B  is determ in is tic .
F or (2), suppose th a t  all s ta te s  o f A  are  reachab le , B  h as  fin, an d  b is a no rm ed  
backw ard  s im u la tio n  from  A  to  B . S uppose th a t  s is a s ta te  of A. Since s is 
reachab le, th e re  is an  execu tion  a  th a t  ends in  s. L et ß  be tra c e  of a .  B y  L em m a 5.4 
th e re  ex ists, for each  u  G b[s], an  execu tion  a u of B  th a t  ends in  u  such th a t  
( a , a u ) G b. B y  L em m a 3.3, tra ce(a u ) =  ß . H ence b[s] Ç a fte r (B )[ß]. B u t since B  
has  fin, a fter  (B)[/3] is fin ite  by  L em m a 2.1(2). H ence b is im age-fin ite . □
E xam ple  5 .7 . C onsider th e  tw o a u to m a ta  in  F ig u re  10. I t  is easy  to  see th a t
Fig. 10. Difference between backward simulations and normed backward simulations.
ba
th e re  does n o t ex ist a no rm ed  backw ard  sim u la tion  from  th e  first to  th e  second 
a u to m ato n . H owever, th e re  does ex ist a backward s im u la tion  in  L ynch an d  V aan- 
d ra g e r’s sense [1995]. In  such  a backw ard  s im u lation , a s te p  of one a u to m a to n  m ay 
be m a tch ed  b y  a sequence of s tep s in  th e  o th e r  a u to m a to n  w ith  th e  sam e trace .
As in  th e  fo rw ard  case, we will now  ch a rac te rize  n o rm ed  backw ard  sim u lations 
in  te rm s of “b ran ch in g  backw ard  sim u la tio n s” , an d  use th is  c h a rac te r iza tio n  to  
es tab lish  th a t  < b a n d  < iB are p reo rders.
A branching backward s im u la tion  from  A  to  B  is a to ta l re la tio n  b Ç s ta te s ( ^ )  x 
sta tes ( B ) such th a t
(1) If  s G s ta r t( ^ )  an d  u  G b[s] th e n  B  h as  an  execu tion  th a t  ends in  u  an d  is 
b- re la ted  to  s .
(2) If  t  —a A s an d  u  G f  [s] th e n  B  h as  an  execu tion  fragm en t th a t  ends in  u  an d  
is b-re lated  to  t  —^  s.
T h e o r e m  5 .8 .
(1 ) Suppose (b,n)  is a norm ed  backward s im u la tion  fro m  A  to B . T h en  b is a 
branching backward s im u la tion  fro m  A  to B .
( 2 ) Suppose b is a branching backward s im u la tion  fro m  A  to B .  L e t n ( s , u )  be 0 
i f  s is n o t a s ta r t sta te  or u  G b[s] and otherw ise be equal to the length o f  
the shortest execution  th a t ends in  u  and  is b-related to s. F urtherm ore, let
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n ( t  —-* s , u )  be 0 i f  u  G f  [s] and otherw ise equal to the length o f the shortest 
execution  fra g m en t ending in  u  tha t is b-related to t  —^ a  s. T hen  (b,n)  is a 
norm ed  forw ard  s im u la tion  fro m  A  to B .
P r o o f . S ta te m e n t (1) follows by  L em m a 5.4. T h e  p ro o f o f s ta te m e n t (2) is 
rou tine . □
As in  th e  forw ard  case, we see th a t  if  th e re  ex ists a n o rm ed  backw ard  sim u lation  
b etw een  tw o a u to m a ta , th e re  is in  fact a  no rm ed  backw ard  s im u la tion  w ith  a no rm  
th a t  has  th e  n a tu ra l nu m b ers  as its  range.
P r o p o s i t i o n  5 .9 . < B and  < iB are preorders.
P r o o f . S im ilar to  th e  p ro o f o f P ro p o sitio n  4.8. □
T h e following p a r tia l  com pleteness resu lt is a v a ria tio n  of ea rlie r resu lts  [Jonsson 
1990; L ynch  an d  V aan d rag er 1995].
THEOREM 5 .1 0 . (P artia l com pleteness o f norm ed backward s im ula tions)
I f  A  is a fo re s t and  A  < * t  B  then  A  < b  B .
P r o o f .  T h e  re la tio n  b =  a fter  (B ) o p a st (A) is a  b ran ch in g  backw ard  sim u la tion  
from  A  to  B . □
N ote th a t  by  P ro p o sitio n  5.6 we can  s tre n g th e n  th e  conclusion of T h eo rem  5.10 
to  A  < iB B  in  case B  h as  fin ite  invisib le nondeterm in ism .
E xam ple  5 .11 . C onsider th e  a u to m a ta  A ' an d  B '  in  F ig u re  4. T h ere  ex ists  no 
n o rm ed  backw ard  s im u la tio n  from  B '  to  A ' . T h e  re la tio n  in d ic a ted  by  th e  dashed  
lines fails since th e  backw ard  tra n s itio n  from  s ta te  u 0 c a n n o t be s im u la ted  from  
th e  re la te d  s ta te  s0. C onsequently , n o rm ed  backw ard  sim u lations do n o t p rov ide a 
com plete  p ro o f m e th o d  for estab lish in g  tra c e  inclusion. In  th e  n ex t section, we will 
see th a t  com pleteness can  be o b ta in ed  by  com bin ing  no rm ed  forw ard  an d  backw ard  
sim ulations.
6 . NORMED HISTORY RELATIONS
In  th is  section  we define norm ed h isto ry  relations. T hese p rovide an  a b s tra c t view 
o f th e  h istory  variables o f A bad i an d  L a m p o rt [1991], w hich in  tu r n  are ab s tra c tio n s  
o f th e  auxiliary variables of O w icki an d  G ries [1976].
A p a ir  (r, n )  is a norm ed  h isto ry  rela tion  from  A  to  B  if r  is a s te p  refinem ent 
from  B  to  A, an d  ( r _ 1,n )  is a no rm ed  fo rw ard  s im u la tio n  from  A  to  B . W rite  
A  < H B  if th e re  ex ists a no rm ed  h is to ry  re la tio n  from  A  to  B .
C learly  A  < H B  im plies A  < F B  a n d  B  < R A. T h ro u g h  th ese  im plica tions, th e  
p reo rd er an d  soundness resu lts  for n o rm ed  fo rw ard  s im u lations an d  s te p  refinem ents 
ca rry  over to  no rm ed  h is to ry  re la tio n s. In  fact, if (r, n )  is a no rm ed  h is to ry  re la tio n  
from  A  to  B  th e n  r  is ju s t  a functional branching b isim ula tion  from  B  to  A  in  
th e  sense of V an G labbeek  an d  W eijland  [1996]. H ence, h is to ry  re la tio n s  preserve 
b ehav io r o f a u to m a ta  in  a  very  s tro n g  sense. In tu itively , th e re  is a h is to ry  re la tio n  
from  A  to  B  if  B  can  be o b ta in ed  from  A  by  ad d in g  an  e x tra  s ta te  variab le  th a t  
records in fo rm atio n  a b o u t th e  h is to ry  of an  execution .
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E xam ple  6 .1 . C onsider aga in  th e  a u to m a ta  A ' a n d  B '  in  F igu re  4. T ogether w ith  
an  a rb it ra ry  n o rm  function , th e  d ash ed  lines c o n s titu te  a no rm ed  h is to ry  re la tio n  
from  B '  to  A '. B ecause, as we observed, th e re  is no  s te p  refinem ent from  B '  to  A ', 
th e re  ex ists no  n o rm ed  h is to ry  re la tio n  from  A ' to  B ' .
A n im p o r ta n t exam ple of a h is to ry  re la tio n  is p rov ided  by  th e  “u nfo ld ing” con­
stru c tio n . T h e  unfolding  o f an  a u to m a to n  A, n o ta tio n  u n fo ld (A), is th e  au to m a to n  
o b ta in ed  from  A  by  record ing  th e  com plete h is to ry  of an  execu tion . Form ally, 
u n fo ld (A) is th e  a u to m a to n  B  defined by
— states (B  ) =  execs * (A),
— s ta r t (B ) =  th e  se t o f execu tions of A  th a t  consist of a single s ta r t  s ta te ,
— a c t s ( B ) =  a c ts (A), an d
— for a ' , a  G sta tes (B  ) an d  a G acts (B  ), a ' —a B a  a  =  a ' a last (a ) .
T h e  n ex t p ro p o sitio n  re la tes  an  a u to m a to n  to  its  unfolding.
P r o p o s i t i o n  6 .2 . u n fo ld (A) is a fo re s t and  A  < H u n fo ld (A).
P r o o f .  C learly, u n fo ld (A) is a  forest. T h e  function  last w hich m ap s each  fin ite 
execu tion  of A  to  its  la s t s ta te  is a s te p  refinem ent from  u n fo ld (A) to  A, an d  th e  
re la tio n  la s t- 1 , to g e th e r  w ith  an  a rb it ra ry  n o rm  function , is a n o rm ed  forw ard  
sim u la tio n  from  A  to  unfo ld  (A) .  □
T h e following com pleteness theo rem , a  v a ria tio n  of a resu lt due to  S istla  [1991], 
a sse rts  th a t  no rm ed  h is to ry  re la tio n s to g e th e r  w ith  no rm ed  backw ard  sim u lations 
c o n s titu te  a com plete p ro o f m e th o d  for es tab lish in g  tra c e  inclusion. C onsequently , 
also n o rm ed  forw ard  sim u lations to g e th e r  w ith  no rm ed  backw ard  sim u lations con­
s ti tu te  a com plete p ro o f m ethod .
THEOREM 6 .3 . (C om pleteness o f norm ed h is to ry  relations and  norm ed backward 
sim ula tions)
I f  A  < * t  B  then  there exists an  au to m a to n  C  such th a t A  < h  C  < b  B .
P r o o f .  Take C  =  u n fo ld (A). B y  P ro p o sitio n  6.2, C  is a  forest an d  A  < H C. 
Since A  < *T B , also C  < * T B  by  soundness of h is to ry  re la tions. N ex t ap p ly  th e  
p a r tia l  com pleteness resu lt for backw ard  s im u lations (T h eo rem  5.10) to  conclude 
C < b B .  □
O bserve th a t  if we can  assum e in  ad d itio n  th a t  B  h as  fin, we m ay  rep lace < B by  
< iB in  th e  conclusion using  P ro p o sitio n  5.6.
N orm ed  forw ard  sim u la tions are equ ivalen t to  no rm ed  h is to ry  variab les com bined  
w ith  s te p  refinem ents: w henever th e re  is a n o rm ed  fo rw ard  s im u la tion  from  A  to
B , we can  find an  in te rm ed ia te  a u to m a to n  C  such th a t  th e re  is a  n o rm ed  h is to ry  
re la tio n  from  A  to  C  an d  a s te p  refinem ent from  C  to  B . T h e  converse im p lica tion  
tr iv ia lly  holds since n o rm ed  h is to ry  re la tio n s  an d  s te p  refinem ents a re  specia l cases 
o f no rm ed  fo rw ard  sim ulations. In  o rd er to  prove th e  ex istence of a u to m a to n  C , 
we need  to  define a n o tio n  of “su p e rp o sitio n ” of a u to m a ta  an d  to  prove a techn ical 
lem m a.
L et R  Ç s ta te s (A) x s ta te s (B ) be a re la tio n  w ith  R  n  ( s ta r t( ^ )  x s ta r t (B )) =  0. 
T h e  superposition  sup(A,  B , R)  o f A  an d  B  v ia  R  is th e  a u to m a to n  C  defined by
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— states  (C  ) =  R,
— sta r t (C  ) =  R  n  (s ta r t  (A) x s ta r t (B  )),
— acts (C  ) =  acts (A) n  acts (B  ), an d
— for ( s , u) ,  ( t , v )  G s ta te s (C ) an d  a G a c ts (C ), ( s , u )  —^ c  ( t , v )
a =  t  A s =  t  A u  — v
V a =  t  A u  =  v A s —t a  t
V s —a A t  A u  —a B v.
E ssentially , th e  su p e rp o sitio n  sup(A,  B , R)  is ju s t  th e  u sua l p ara lle l com position  of 
A  an d  B  w ith  th e  se t o f s ta te s  re s tr ic te d  to  R .
LEMMA 6 .4 . Suppose ( f , n )  is a norm ed  forw ard  s im u la tion  fro m  A  to B .  L et 
C  =  sup  (A, B , f  ) and let n  and  n  be the pro jection  fu n c tio n s  th a t m ap sta tes o f  
C  to th e ir  fir s t  and second com ponents, respectively. L e t n ' be the no rm  fu n c tio n  
given  by n ' ( 5 , u )  =  n ( ö , ^ 2 (u)) .  T hen  ( n , n ' )  is a norm ed  h isto ry  rela tion  fro m  A  
to C , and  n  is a step re fin em en t fro m  C  to B .
P r o o f . S tra ig h tfo rw ard  from  th e  defin itions. □
T h e o r e m  6 .5 . A  < F B  ^  (3 C  : A  < H C  < R B ).
P r o o f .  F orw ard  im p lica tio n  follows by  L em m a 6.4. F or backw ard  im plica tion , 
suppose A  < H C  < R B . T h en  A  < F C  b y  th e  defin ition  of h is to ry  rela tions, an d  
C  < F B  because an y  s te p  refinem ent is a  no rm ed  forw ard  sim u lation . Now A  < F B  
follows by  th e  fact th a t  < F is a p reo rd er. □
K lop  an d  A rio la [1996][Interm ezzo 3.23] s ta te  a rem arkab le  resu lt: on  a dom ain  
o f of fin ite ly  b ran ch in g  process g rap h s  (i.e., a u to m a ta  considered  m odu lo  isom or­
phism ) th e  p reo rd er induced  by  functional b is im u la tions (i.e., h is to ry  re la tions) is 
in  fact a p a r tia l  o rder: A  < H B  an d  B  < H A  im plies A  =  B . T h ey  also p resen t 
a coun terexam ple  to  show  th a t  th e  fin ite  b ran ch in g  p ro p e r ty  is needed  to  prove 
th is  resu lt. Below  we p resen t a sligh t genera liza tion  of th e ir  resu lt [Ariola an d  
K lop  1996] in  th e  se ttin g  of ou r p ap e r. I t  tu rn s  o u t to  be sufficient to  assum e th a t  
a u to m a ta  have fin ite invisible n o n d e te rm in ism  (fin).
THEOREM 6 .6 . Suppose A  and B  have fin , A  < h  B  and  B  < h  A . T hen  the 
reachable subautom ata  o f A  and B  are isom orphic.
P r o o f .  S uppose th a t  ( f ,  n )  is a  no rm ed  h is to ry  re la tio n  from  A  to  B , an d  (g, m )  
is a n o rm ed  h is to ry  re la tio n  from  B  to  A. B ecause A  an d  B  have fin, b o th  s ta r t (A) 
an d  s ta r t (B ) are  finite . Since f  is a s te p  refinem ent, it m aps s ta r t  s ta te s  of B  to  
s ta r t  s ta te s  o f A. U sing th e  fact th a t  f -1  is a forw ard  s im u lation , we infer th a t  
f  is su rjec tive  on  s ta r t  s ta te s . H ence | s ta r t (B  ) | <  | s ta r t (A) |. B y  a sim ilar 
arg u m en t, u sing  th e  fac t th a t  (g, m )  is a  no rm ed  h is to ry  re la tio n  from  B  to  A, we 
o b ta in  | s ta r t (A) | < | s ta r t (B  ) |. T h is  m eans th a t  f  is also in jective on s ta r t  
s ta te s .
L et ß ,Y  b e  a rb it ra ry  trac es  of A  an d  B . U sing a sim ilar a rg u m e n t as above, we 
infer
f  ( a f t er (A)[ß] U a fte r (A)[y]) =  a fte r (B )[ß] U a fte r (B)[y] 
g (af ter  (B )[ß] U a fte r  (B )[y]) =  a fter  (A)[ß] U a fter  (A)[y ]
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Since, by  L em m a 2.1(2), all m en tioned  se ts  a re  finite, it follows th a t
| a fte r (A)[ß] U a fte r (A )[y] | =  | a fte r (B )[ß] U a fte r (B )[y ] |
T h is m eans th a t  f  an d  g a re  in jective on th e  se ts a fte r (B )[ß] U a fte r (B )[y ] an d  
a fter  (A)[ß] U a fter  (A)[y], respectively.
Since f -1  is a fo rw ard  s im ulation , f  is su rjec tive  on  th e  reachab le  s ta te s . I t 
rem ains to  show  th a t  f  is in jective on reachab le  s ta te s  (once we have th is , th e  
req u ired  isom orph ism  p ro p e r ty  follows from  th e  fact th a t  f  is a s te p  refinem ent). 
S uppose th a t  s an d  t  are  reachab le  s ta te s  of B  such th a t  f  (s) =  f  (t). T h en  th e re  
are trac es  ß  an d  y  such th a t  s G a fte r (B )[ß] an d  t  G a fte r (B )[y]. B u t since f  is 
in jective on a fte r \B ) \ß \  U af t er ( B)[y], th is  im plies s =  t.  □
In tu itively , one m ay  in te rp re t th e  above resu lt as follows: if A  < H B  th e n  B  con­
ta in s  as m uch h isto ry  in fo rm a tio n  as A. If  B  co n ta in s  as m uch  h is to ry  in fo rm ation  
as A, an d  A  co n ta in s  as m uch h is to ry  in fo rm atio n  as B , th e n  th e y  are equal.
7. NORMED PROPHECY RELATIONS
In  th is  section , we will define no rm ed  p rophecy  re la tio n s an d  show  th a t  th e y  corre­
sp o n d  to  no rm ed  backw ard  sim ulations, very  s im ilarly  to  th e  w ay in  w hich no rm ed  
h is to ry  re la tio n s co rresp o n d  to  no rm ed  forw ard  sim ulations.
A p a ir  (r, n )  is a  norm ed prophecy relation  from  A  to  B  if  r  is a s te p  refinem ent 
from  B  to  A  an d  ( r - 1 , n) is a n o rm ed  backw ard  s im u la tion  from  A  to  B . W e w rite  
A  < p  B  if  th e re  is a no rm ed  p ro p h ecy  re la tio n  from  A  to  B , an d  A  < iP B  if  th e re  
is a no rm ed  p ro p h ecy  re la tio n  ( r , n )  w ith  r -1  im age-fin ite . T h u s A  < iP B  im plies 
A  < iB B  an d  A  < P B , an d  A  < P B  im plies A  < B B  an d  B  < R A. M oreover, if all 
s ta te s  of A  are  reachab le , B  h as  fin ite  invisible n o n d eterm in ism  an d  A  < P B , th e n  
A  <iP B . I t  is easy  to  check th a t  th e  p reo rd er an d  soundness resu lts  for backw ard  
s im u la tions an d  refinem ents c a rry  over to  p ro p h ecy  re la tions.
T h e  following lem m a is th e  ana logue of L em m a 6.4 in  th e  backw ard  se tting . 
U sing th is  lem m a, we can  prove th a t  no rm ed  backw ard  sim u la tions a re  equivalen t 
to  no rm ed  p ro p h ecy  variab les com bined  w ith  s te p  refinem ents.
L em m a 7 .1 . Suppose (b,n)  is a norm ed  backward s im u la tion  fro m  A  to B . L et 
C  =  sup(A,  B , b) and  let n  and  n  be the pro jection  fu n c tio n s  th a t m ap sta tes o f 
C  to th e ir  fir s t  and second com ponents, respectively. L e t n ' be the no rm  fu n c tio n  
given  by n ' (5, u )  =  n(5, n 2 (u)) .  T hen  ( n ,  n ')  is a norm ed prophecy relation fro m  A  
to C , and  n  is a step re fin em en t fro m  C  to B .  I f  b is im age-fin ite  then  so is n - 1.
T h e o r e m  7 .2 .
(1 ) A  < b  B  (3 C  : A  < p C  < r  B ) .
( 2 ) A  <iB B  ^  (3 C  : A  < iP  C  < r  B ) .
P r o o f .  Analogous to tha t of Theorem 6.5, using Lemma 7.1. □
W e can  now  prove v arian ts  o f th e  w ell-know n com pleteness resu lt o f A bad i an d  
L a m p o rt [1991].
THEOREM 7 .3 . (C om pleteness o f norm ed history+ prophecy relations and step  
re finem en ts)
Suppose A  < * t  B . T hen
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(1 ) 3C , D  : A  < h  C  < P  D  < r  B .
( 2 ) I f  B  has f in  then  3C , D  : A  < h  C  < iP  D  < r  B .
P r o o f .  B y  T h eo rem  6.3, th e re  ex ists an  a u to m a to n  C  w ith  A  < H C  < B B . 
N ext, T h eo rem  7.2 yields th e  req u ired  a u to m a to n  D  w ith  C  < P D  < R B ,  w hich 
proves (1). T h e  p ro o f o f (2) is sim ilar, b u t uses P ro p o sitio n  5.6. □
T he following th eo rem  s ta te s  th a t  < P  is a p a r tia l  o rd er on  th e  class o f a u to m a ta  
w ith  fin, considered  m odu lo  isom orph ism  of reachab le  su b a u to m a ta . T h e  p roo f 
is analogous to  th a t  o f T h eo rem  6 .6 , th e  co rrespond ing  resu lt for no rm ed  h is to ry  
rela tions.
THEOREM 7 .4 . Suppose A  and B  have fin , A  < p  B  and B  < p  A . T hen  the 
reachable subautom ata  o f A  and B  are isom orphic.
8 . DECIDABILITY
T h u s far, ou r exposition  has been  p u re ly  sem antic . In  th e  w ords of A bad i an d  
L a m p o rt [1991]: “W e have considered  specifications, b u t n o t th e  languages in  w hich 
th e y  are  expressed. W e p roved  th e  ex istence of refinem ent m app ings, b u t sa id  
n o th in g  a b o u t w h e th e r th e y  are expressib le in  an y  lan g u ag e .” In  th is  section , we 
m ove to  th e  sy n ta c tic  w orld  an d  discuss som e d ec id ab ility  issues. To th is  end  we 
have to  fix a  language for defining a u to m a ta . T h e  language below  can  be view ed 
as a  sim plified version  of th e  IO A  language of G arla n d  e t al. [1997].
W e assum e an  u n derly ing  assertio n  language L  w hich is a firs t-o rder language 
over in te rp re te d  sym bols for expressing  functions an d  p red ica te s  over som e con­
cre te  dom ains such as in tegers, a rray s, an d  lis ts  o f in tegers. If  X  is a se t of (typed ) 
variab les th e n  we w rite  F (X  ) an d  E ( X  ) for th e  co llection  of fo rm ulas an d  expres­
sions, respectively, in  w hich variab les from  X  m ay  occur free. A n a u to m a to n  can  
be d escribed  sy n ta c tica lly  by  first specify ing a fin ite  se t X  of variab les, referred  
to  as th e  sta te  variables. For each  s ta te  variab le  x  we assum e th e  presence of a 
copy x ' , called  th e  p rim ed  version  of x. W e w rite  X ' for th e  se t { x ' | x  G X } and , 
if  $  is a form ula th e n  we w rite  $ ' for th e  form ula o b ta in ed  from  $  by  rep lacing  
each  occurrence of a  s ta te  variab le  by  its  p rim ed  version. T h e  se t of s ta te s  o f th e  
a u to m a to n  is defined as th e  se t o f all v a lu a tio n s of th e  s ta te  variab les in  X . T h e  set 
of in itia l s ta te s  is specified by  a p red ic a te  in  F  ( X  ), ca lled  th e  in itia l condition. T he 
ac tions are  specified v ia  a fin ite nu m b er of action  nam es  w ith , for each  ac tio n  nam e 
a, a  fin ite lis t v  of variab les called  th e  param eters  o f a. W e assum e {v} n  X  =  0. 
T h e  se t o f ac tions of th e  a u to m a to n  is defined as th e  un ion , for each  ac tio n  nam e 
a, o f all tu p le s  a(d),  w here d  is a v a lu a tio n  of th e  p a ra m e te rs  v  in  th e ir  respective 
dom ains. T h e  tra n s itio n  re la tio n  is specified by  p rovid ing , for each ac tio n  nam e a 
w ith  p a ra m e te rs  v,  a  tra n sitio n  predicate  in  F (X  U {v} U X ') ,  i.e., a  p red ic a te  th a t  
m ay  co n ta in  ac tio n  p a ra m e te rs  as well as p rim ed  an d  u n p rim ed  s ta te  variables.
E xam ple  8 .1 . Below  we specify  a F IF O  channel in  IO A  sy n ta x  [G arland  e t al.
1997].
a u to m a to n  C h an n e l
s t a t e s
b u f f e r :  S eq [N a t]
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i n i t i a l  c o n d i t i o n  
b u f f e r  = {} 
a c t i o n s
s e n d (v :  N a t ) ,  
r e c e i v e ( v :  N a t ) ,  
t a u  
t r a n s i t i o n s
a c t i o n  s e n d (v )
p r e d i c a t e  b u f f e r ’ = b u f f e r  | -  v 
a c t i o n  r e c e i v e ( v )
p r e d i c a t e  b u f f e r  ~= {} / \  v = h e a d ( b u f f e r )
/ \  b u f f e r ’ = t a i l ( b u f f e r )
a c t i o n  t a u
p r e d i c a t e  f a l s e
In  IO A  d a ta ty p e s  are  specified using  th e  L arch  specification  language [G u ttag  an d  
H orn ing  1993]. In  th e  exam ple  we use th e  s ta n d a rd  fin ite lis t d a ta ty p e , w ith  {} 
d en o tin g  th e  em p ty  list, | -  deno tes th e  o p e re ra tio n  th a t  ap p en d s  an  elem ent to  
th e  en d  of a list, etc. T ran sitio n s a re  specified in  a s ta n d a rd  p red ica tiv e  style. 
T h e  exam ple a u to m a to n  h as no  t  tran s itio n s , w hich is specified by  th e  tra n s itio n  
p red ic a te  f a l s e .
T h is  piece of sy n ta x  defines an  a u to m a to n  A  w ith
— states  (A) =  N*,
— sta rt (A) =  {A},
— acts  (A) =  { sen d (d ), r e c e iv e ( d )  | d G N }U  { t  },
— steps  (A) is th e  leas t se t th a t  co n ta in s  th e  following elem ents, for all a  G N* an d  
d G N,
send(d)
a  — > a  d
receive(d)
d a  — > a.
Now assum e th a t  we have specified tw o a u to m a ta  A  an d  B , using  s ta te  variab les 
x  a n d  y, respectively. L et X  =  { x }  an d  Y  =  {y} .  A ssum e X  n  Y  =  0.
A s tep  refinem ent from  A  to  B  can  be specified by  a form ula of th e  form  0 A y  =  e, 
w ith  0 G E ( X  ) an d  e a  lis t o f expressions in  E (X  ) th a t  m a tch es y  in  te rm s  of 
le n g th  an d  types. In  th is  form ula, th e  first co n ju n c t defines th e  d o m ain  of th e  s tep  
refinem ent w hereas th e  second  co n ju n c t defines a  m a p  from  s ta te s  o f A  to  s ta te s  of 
B  by  specifying, for each  s ta te  variab le  of B , its  value in  te rm s  of th e  values of th e  
s ta te  variab les o f A .
A no rm ed  forw ard  s im u la tio n  can  be described  by  a p red ic a te  in  F ( X  U Y ) 
to g e th e r  w ith , for each  ac tio n  ty p e  a w ith  p a ra m e te rs  v,  an  expression  in  E ( X  U 
{v} U X ' U Y ) th a t  specifies th e  no rm  function . In  p rac tice , n o rm  functions often  
on ly  d epend  on th e  s ta te s  of B , w hich m eans th a t  th e y  can  be specified by  m eans 
o f a single expression  in  E ( Y ).
E xam ple  8 .2 . C onsider th e  following specification , essen tia lly  ju s t  th e  chain ing  
o f tw o F IF O  channels.
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a u to m a to n  Tw oC hannels 
s t a t e s
b u f f e r l :  S e q [ N a t] ,  
b u f f e r 2 :  S eq [N a t]  
i n i t i a l  c o n d i t i o n
b u f f e r l  = {} / \  b u f f e r 2 = {} 
a c t i o n s
s e n d (v :  N a t ) ,  
r e c e i v e ( v :  N a t ) ,  
t a u  
t r a n s i t i o n s
a c t i o n  s e n d (v )
p r e d i c a t e  b u f f e r l ’ = b u f f e r l  | -  v / \  b u f f e r 2 ’ = b u f f e r 2 
a c t i o n  r e c e i v e ( v )
p r e d i c a t e  b u f f e r 2 ~= {} / \  v = h e a d ( b u f f e r 2 )
/ \  b u f f e r 2 ’ = t a i l ( b u f f e r 2 ) / \  b u f f e r l ’ = b u f f e r l
a c t i o n  t a u
p r e d i c a t e  b u f f e r l  ~= {} / \  b u f f e r l ’ = t a i l ( b u f f e r l )  / \
/ \  b u f f e r 2 ’ = b u f f e r 2 | -  h e a d ( b u f f e r l )
L et B  be th e  a u to m a to n  d en o ted  by  th is  specification . I t  is easy  to  prove th a t  th e  
form ula below  (w here | |  d eno tes co n c a ten a tio n  of lis ts) defines a s tep  refinem ent 
from  B  to  th e  a u to m a to n  A  of E x am p le  8.1.
b u f f e r  = b u f f e r 2 | |  b u f f e r l
I t  is also ro u tin e  to  check th a t  th is  fo rm ula to g e th e r  w ith  th e  n o rm  on  s ta te s  o f B  
defined by
i f  b u f f e r l  ~= {} / \  b u f f e r 2 = {} th e n  l  e l s e  0
defines a  no rm ed  forw ard  s im u la tion  from  A  to  B .
W e will now  show  th a t ,  u n d er som e reasonab le  (sufficient b u t ce rta in ly  n o t nec­
essary) assum ptions, it is in  fact dec idab le  w h e th e r a given p red ic a te /e x p re ss io n  
indeed  co rresponds to  a  s te p  refinem ent or n o rm ed  fo rw ard  s im ulation . A ssum e 
th a t  a u to m a to n  A  is d escribed  using  s ta te  variab les x , in itia l co n d itio n  p 0 and , for 
each  ac tio n  nam e a, a  tra n s itio n  p red ic a te  p a . Likewise, assum e th a t  a u to m a to n  B  
is d escribed  using  s ta te  variab les y, in itia l co n d itio n  0 0 and , for each ac tio n  nam e 
a, a  tr a n s itio n  p red ic a te  0 a . A ssum e fu rth e r  th a t  each  ac tio n  nam e a o f A  is also 
an  ac tio n  nam e of B , an d  th a t  a h as  th e  sam e p a ra m e te rs  in  b o th  A  an d  B . W rite  
P a for th e  lis t o f p a ra m e te rs  o f a. W e requ ire  th a t  PT =  0.
S uppose th a t  we w an t to  check w h e th e r a fo rm ula p  =  0 > y  =  e d eno tes a s tep  
refinem ent. T h is  is equ ivalen t to  p rov ing  va lid ity  of th e  following form ula:
00
A (f0 > p ^ 00
a
A
p a > 0 0'
t\a=T Pa > P > P => 0a
A p T > p > p => 0T V y
A C M  T ra n s a c t io n s  on  C o m p u ta tio n a l Logic, Vol. V , No. N , M ay  2003.
28 • D. Griffioen and F. Vaandrager
In  th is  form ula, th e  first co n ju n c t asserts  th a t  th e  function  is defined for s ta r t  s ta te s  
o f A; th e  second co n ju n ct th a t  s ta r t  s ta te s  o f A  are  m ap p ed  on to  s ta r t  s ta te s  o f B; 
th e  th ird  co n ju n c t th a t  if  th e  function  is defined for th e  source of a  tr a n s itio n  th e n  
it is also defined for th e  ta rg e t s ta te  of a tran s itio n ; an d  th e  tw o final con juncts 
encode th e  tran sfe r  cond ition . T h u s checking w h e th e r a p a r tia l function  is a s tep  
refinem ent from  A  to  B  is dec idab le if th e  p a r tia l  function  as well as A  an d  B  can  
all be expressed  w ith in  a fragm en t o f L  for w hich ta u to lo g y  checking is decidable.
N ext suppose th a t  we w an t to  check w h e th e r a  fo rm ula p  to g e th e r  w ith  no rm  
expressions n a, for each  ac tio n  nam e a, d eno tes a n o rm ed  forw ard  s im u la tion  from  
A  to  B . In  o rd er to  tu r n  th is  in to  a  dec idab le question , we have to  m ake som e ad ­
d itio n a l assu m p tio n s a b o u t th e  specification  of B . W e assum e th a t  B  h as  fin itely  
m a n y  s ta r t  s ta te s 2, w hich are lis ted  explicitly , i.e., we requ ire  th a t  th e  in itia l con­
d itio n  0 0 is of th e  form
0 0 =  V y = e0 (3)
i£lo
w here I 0 is a fin ite index  se t and , for each  i, e l0 is a lis t o f closed te rm s. In  a d d itio n  
we assum e th a t  in  an y  s ta te  an d  for an y  given value of th e  ac tio n  p a ra m e te rs , on ly  
fin ite ly  m a n y  tra n s itio n s  are possib le in  B , w hich are lis ted  explicitly. F o rm ally  we 
requ ire  th a t ,  for each  ac tio n  ty p e  a , tr a n s itio n  p red ic a te  0 a is o f th e  form
0 a =  V  (x l  >  y ' =  eia ) (4)
i£la
w here I a is a fin ite index  se t and , for each  i, x la is a fo rm ula in  F  ( Y  U {P a }) an d  ey0 is 
a lis t of expressions in  E  (Y  U {P a }). Basically, x ia gives th e  p reco n d itio n  of th e  i- th  
in s tan ce  of tr a n s itio n  a an d  y ' =  eya specifies th e  effect o f ta k in g  it. B o th  assu m p tio n
(3) an d  (4) a re  sa tisfied  by  m ost a u to m a to n  specifications th a t  one encoun te rs in 
p rac tice . In  p a rtic u la r, th e  assu m p tio n s ho ld  for th e  channels specified in  E xam ples
8.1 an d  8.1. O n ly  specifications th a t  involve a n o n d e te rm in is tic  choice th a t  is n o t 
a p rio ri b o u n d ed  fall o u ts ide  of ou r fo rm at. A n exam ple  of th is , d escribed  by 
S ogaard -A ndersen  e t al. [1993], is a  F IF O  channel in  w hich a c rash  ac tio n  m ay  
resu lt in  th e  loss o f an  a rb it ra ry  subse t o f th e  m essages co n ta in ed  in  a buffer. 
U n d er assu m p tio n s (3) an d  (4), we can  e lim in a te  th e  ex is ten tia l quan tifiers th a t  
occur in  th e  defin ition  of a no rm ed  fo rw ard  s im ulation , an d  checking th e  cond itions 
in  th is  defin ition  becom es equivalen t to  p rov ing  va lid ity  of th e  following form ula:
^  V  p [e0 / y ]
i£lo
^  V  (x la > p '\ya/ y '] ) V V  (XT >  p [eT/y] > n a [eT/y] < n a)
i€la i€lr
^  p' [y/y' ] v  V  (xT >  p'[eT/y' ])  v  \ J  (xT > p[eT/y] > Ut [eT/y] < Ut )
iElr iElr
2This assumption can be relaxed if we assume that the value of certain state variables of B  is 
fully determined by p and the state of A: for those state variables the initial value can be left 
unspecified.
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If  th is  fo rm ula can  be expressed  w ith in  a fragm en t of L  for w hich ta u to lo g y  checking 
is dec idab le th e n  it  is dec idab le w h e th e r p  to g e th e r  w ith  expressions n a co n s titu te s  
a no rm ed  forw ard  s im u lation . I t  is easy  to  see th a t  a  sim ilar re su lt can  also be 
o b ta in ed  for n o rm ed  h is to ry  variab les. T h u s far, how ever, we have n o t been  able 
to  com e u p  w ith  p lausib le  sy n ta c tic  re s tric tio n s, app licab le  in  p rac tica l cases, th a t  
ensure  d ec id ab ility  o f no rm ed  backw ard  sim u la tions a n d /o r  no rm ed  p rophecy  re la ­
tions. I t is for in stan ce  n o t c lear how  one can  elim ina te  th e  ex is ten tia l qu an tifie r in  
th e  form ula th a t  a sse rts  th a t  in  a  no rm ed  backw ard  s im u la tio n  for each  s ta te  of A  
th e re  ex ists a re la te d  s ta te  o f B . W e th in k  th is  co n s titu te s  an  in te res tin g  a re a  for 
fu tu re  research .
O ur dec idab ility  resu lts  for s te p  refinem ents an d  no rm ed  forw ard  sim u la tions do 
n o t c a rry  over to  th e  refinem ents an d  forw ard  sim u lations as described , for in stance, 
by  L ynch  an d  V aan d rag er [1995]. In  o rd er to  see th is , le t A  be a sy stem  w ith  tw o 
s ta te s , an  in itia l an d  a final one, an d  a single tra n s itio n  labeled  halt from  th e  in itia l 
to  th e  final s ta te . L e t B  be a  sy stem  th a t  sim u la tes th e  n - th  T u ring  m ach ine such 
th a t  each  c o m p u ta tio n  s te p  of th e  T uring  m achine co rresponds w ith  a r-m ove , an d  
th a t  m oves v ia a halt-ac tio n  to  a des ig n a ted  final s ta te  if  an d  on ly  if th e  c o m p u ta tio n  
of th e  T u ring  m achine te rm in a te s . T h e  function  th a t  m aps th e  in itia l s ta te  of A  
to  th e  in itia l s ta te  o f B  an d  th e  final s ta te  o f A  to  th e  final s ta te  of B  is a w eak 
refinem ent iff th e  n - th  T uring  m achine h a lts . I t  is s tra ig h tfo rw ard  to  specify  A, B  
an d  th e  function  from  s ta te s  of A  to  s ta te s  of B  in  a dec idab le logic. H ence it  is 
undec idab le  w h e th e r a  given function  is a w eak refinem ent, even in  a se ttin g  w here 
th e  u n derly ing  logic is decidable.
9. REACHABILITY
For th e  sake of sim plicity , all defin itions of s im u lations an d  refinem ents so far have 
been  p resen ted  w ith o u t an y  m en tio n  of reach ab ility  o r invarian ts . However, in  
p rac tica l verifications it is a lm ost alw ays th e  case th a t  first som e in v a rian ts  (p rop­
erties  th a t  ho ld  for all reachab le  s ta te s )  are es tab lish ed  for th e  lower-level a n d /o r  
higher-level specification . T hese in v a rian ts  are th e n  used  in  prov ing  th e  s te p  cor­
respondence . In  th is  section  we show  how  to  in te g ra te  reach ab ility  concerns in to  
th e  sim u la tion  defin itions. M ore specifically, we p resen t a d a p te d  versions of s tep  
refinem ents, no rm ed  forw ard  sim u la tions an d  no rm ed  backw ard  sim u la tions w hich 
include reach ab ility  concerns, an d  discuss th e ir  re la tio n sh ip  w ith  th e  orig inal defini­
tions. F or exam ples of th e  use of these  a d a p te d  defin itions an d  th e ir  fo rm alization  
in  PV S, we refer to  ou r ea rlie r w ork [Griffioen 2000].
A n a d a p te d  step re finem en t from  A  to  B  consists o f a p a r tia l function  r  : 
s ta te s ( ^ )  ^  s ta te s (B ) sa tisfy ing  th e  following tw o conditions:
(1) If  s G s ta r t( ^ )  th e n  s G d o m a in (r ) an d  r ( s )  G s ta r t (B ).
(2) If  s —a A t  > s G d o m a in (r ) >  reachable (A, s) >  reachable ( B , r ( s ) )  th e n  t  G
d o m a in (r ) an d
(a) r ( s )  =  r ( t )  >  a =  r , or
(b) r ( s )  a B r ( t ) .
C lause reachable (A, s) in  cond ition  (2) allow s reuse of in v a rian ts  p rev iously  e s ta b ­
lished for lower-level specification  A, w hereas clause reachable(B , r ( s ) )  in  cond ition
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(2) m akes it  possib le to  reuse  know n in v a rian ts  o f higher-level specification  B . T he 
a d a p te d  defin ition  can  easily  be seen as a  specia l case of th e  o rig ina l defin ition  in  
S ection  3.1: if r  is an  a d a p te d  s te p  refinem ent th e n  th e  re s tr ic tio n  r ' o f r  defined 
by
s G dom ain  (r ' ) =  s G dom a in  (r  ) >  reachable (A, s) >  reachable ( B , r ( s ) ) ,
is a reg u la r s te p  refinem ent. Conversely, an y  reg u la r s te p  refinem ent tr iv ia lly  s a t­
isfies th e  cond itions of th e  a d a p te d  version.
A n a d a p te d  norm ed forw ard  s im u la tion  from  A  to  B  consists of a re la tio n  f  Ç 
sta tes  ( ^ )  x sta tes ( B ) an d  a  function  n  : steps  ( ^ )  x sta tes ( B ) ^  S , for som e well- 
founded  se t S , such th a t:
(1) If  s G s ta r t( ^ )  th e n  f  [s] fl s ta r t (B ) =  0.
(2) If  s ^  A t  > u  G f  [s] >  reachable (A, s) >  reachable ( B , u )  th e n
(a) u  G f  [t] >  a =  r , or
(b) 3v G f  [t] : u  —a B v,  or
(c) 3v G f  [s] : u  —^ b  v > n ( s  —^  t, v) < n ( s  —^  t,  u).
A gain, th e  clause reachable (A, s) in  cond ition  (2) allows us to  reuse in v arian ts  
th a t  have p rev iously  been  estab lish ed  for A, w hereas clause reachable (B , u )  in  con­
d itio n  (2) p e rm its  reuse  of in v a rian ts  o f B . A nd  again  th e  a d a p te d  defin ition  
can  easily  been  seen as a specia l case of th e  orig inal defin ition  (in Section  4): 
if  ( f , n )  is an  a d a p te d  n o rm ed  fo rw ard  s im u la tio n  th e n  th e  p a ir  (g , n) ,  w here 
g =  f  f  (reachable(A) x reachable(B )), is a reg u la r no rm ed  forw ard  sim ulation . 
Conversely, an y  reg u la r no rm ed  fo rw ard  sim u la tion  tr iv ia lly  is an  a d a p te d  norm ed  
fo rw ard  sim ulation .
A n a d a p te d  norm ed  backward sim u la tio n  from  A  to  B  consists of a re la tio n  b Ç 
s ta te s ( ^ )  x s ta te s (B ), a  p red ic a te  Q Ç s ta te s (B ), an d  a function  n  : ( s t eps ( ^ )  U 
sta r t ( ^ ) )  x sta tes (B  ) ^  S , for som e w ell-founded set S , such th a t:
(1) If  s G s ta r t( ^ )  >  u G b[s] >  Q (u ) th e n
(a) u  G s ta r t(B ), or
(b) 3v G b[s] : v  —^ b  u  > n( s ,  v)  < n( s ,  u)  > Q (v).
(2) If  t  —^ a  s > u  G b[s] >  reachab le (A ,t) > Q( u)  th e n
(a) u  G b[t] > a =  r , or
(b) 3v  G b[t] : v  —a B u  > Q (v), or
(c) 3v  G b[s] : v  —'t >b  u  > n ( t  —^  s, v) < n ( t  —^  s, u ) > Q (v).
(3) If  reachable (A, s) th e n  3u  G b[s] : Q (u ).
C lause reachab le (A ,t)  in  co n d itio n  (2) allows us to  reuse  in v a rian ts  th a t  have p re ­
viously  been  es tab lish ed  for A, an d  clause Q (u ) in  cond ition  (2) p e rm its  reuse of 
in v a rian ts  o f B . N ote th a t  by  a tr iv ia l induc tive  a rg u m en t a backw ard  sim u la tion  
can  never re la te  a reachab le  s ta te  o f A  to  a non -reachab le  s ta te  o f B . T h u s we can  
safely re s tr ic t th e  range  of an y  backw ard  s im u la tion  by  all in v a rian ts  p roven  for B . 
To th is  end  p red ica te  Q  h as  been  inc luded  in  th e  defin ition  of th e  a d a p te d  no rm ed  
backw ard  s im ulation , even th o u g h  s tr ic tly  speak ing  (1) Q  need n o t be an  invarian t, 
an d  (2) Q  can  alw ays be e lim in a ted  by  re s tr ic tin g  th e  ran g e  of b. O nce m ore th e  
a d a p te d  defin ition  is a specia l case of th e  o rig ina l defin ition  (in Section  5): if  (b, n) is
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an  a d a p te d  no rm ed  b ack w ard  sim u la tion  th e n  (b, n ) is also a reg u la r n o rm ed  back ­
w ard  s im u la tio n  from  th e  a u to m a to n  A ', th a t  re s tr ic ts  A  to  its  reachab le  s ta te s , 
to  th e  a u to m a to n  B ' , th a t  re s tr ic ts  B  to  th e  s ta te s  in  Q . Conversely, an y  regu la r 
n o rm ed  backw ard  sim u la tion  tr iv ia lly  is an  a d a p te d  no rm ed  backw ard  sim u la tion  
w ith  Q  =  sta tes ( B ).
W e leave it  u p  to  th e  rea d e r  to  w ork o u t a d a p te d  versions of th e  n o rm ed  h is to ry  
an d  p ro p h ecy  re la tions.
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