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THE HARTREE AND VLASOV EQUATIONS AT POSITIVE
DENSITY
MATHIEU LEWIN AND JULIEN SABIN
Abstract. We consider the nonlinear Hartree and Vlasov equations
around a translation-invariant (homogeneous) stationary state in infi-
nite volume, for a short range interaction potential. For both models,
we consider time-dependent solutions which have a finite relative en-
ergy with respect to the reference translation-invariant state. We prove
the convergence of the Hartree solutions to the Vlasov ones in a semi-
classical limit and obtain as a by-product global well-posedness of the
Vlasov equation in the (relative) energy space.
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1. Introduction
In this paper we study two mean-field-type models describing the dynam-
ics of a gas of infinitely many interacting particles. These are the Hartree
model where the particles are quantum and the kinetic Vlasov model in
which they are purely classical. In both cases we give ourselves a reference
stationary state which is translation-invariant (homogeneous) in infinite vol-
ume. Our goal is to give a proper mathematical meaning to the dynamics
of the infinite gas when it is placed at initial time in a state which is a local,
but not necessarily small, perturbation of the reference stationary state. By
“local” we mean that it has a finite relative (free) energy with respect to
the reference state. As we will see, this implies in particular that the spatial
distribution of particles is an Lp perturbation of a constant (the positive
density of the reference state), which is a sort of locality.
In a previous work [35] we have proved the global well-posedness of the
Hartree equation, in the relative (free) energy space, for short range smooth-
enough interactions in dimensions d = 1, 2, 3. This was extended to delta
interaction potentials in [12]. The asymptotic stability of (linearly stable)
stationary states was established in dimension d = 2 in [34] and in higher
dimensions in [13, 14].
In the context of the Vlasov equation, the analogous asymptotic stabil-
ity of homogeneous states is usually called Landau damping [31]. This was
proved in finite volume in [45, 5], and recently established in infinite volume
in [6, 28]. As explained in [6, Remark 2.2], the global well-posedness of
the Vlasov equation for any (possibly large) local perturbation of the refer-
ence stationary state has not yet been proved in infinite volume. The main
difficulty is to handle the reference state which has an infinite number of
particles and an infinite energy (which is not the case in finite volume).
In this paper we are able to show the global well-posedness of the Vlasov
equation in the relative (free) energy space, using our previous results about
the Hartree equation [35]. Our strategy is to pass to the semi-classical
limit in the Hartree equation in order to construct solutions to the Vlasov
problem. This requires a uniform control of the Hartree solution in the
semi-classical parameter ~ which, in our case, follows from the conservation
of the relative (free) energy.
Let us now describe more precisely the two models we consider in this
paper. In the Hartree model the state of the system is described by a density
matrix γ which is a non-negative and bounded self-adjoint operator acting on
L2(Rd), where d is the space dimension. The number of particles is given by
the trace Tr(γ) which will always be infinite for us. A translation-invariant
state corresponds to an operator γ commuting with space translations, that
is, a Fourier multiplier γ = g(−i~∇) for some bounded velocity distribution
g : Rd → R+. This means that γ̂u(ξ) = g(~ξ)û(ξ) for all u ∈ L2(Rd). The
parameter ~ > 0 plays the role of Planck’s constant but will be taken to zero
in a semi-classical limit. The density of particles ργ : R
d → R+ is formally
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defined by ργ(x) = γ(x, x) where γ(x, y) is the integral kernel of γ, when it
exists. A Fourier multiplier γ = g(−i~∇) has the constant density
∀x ∈ Rd, g(−i~∇)(x, x) = 1
(2π~)d
∫
Rd
g(v) dv (1)
which is finite under the assumption that g is integrable. The time evolution
of a system of particles interacting with a pair potential w is governed by
the Hartree equation{
i~∂tγ =
[− ~2∆+ ~dw ∗ ργ , γ(t)],
γ|t=0 = γ0.
(2)
Here [·, ·] denotes the commutator. That the nonlinear interaction is mul-
tiplied by the small parameter ~d is typical of the mean-field scaling and
compatible with the fact that the density of g(−i~∇) in (1) is of order ~−d.
Note that the translation-invariant states γ = g(−i~∇) are all stationary
states for (2), since they commute both with the Laplacian −∆ and the
constant ~dw ∗ ργ = (2π)−d
∫
Rd
w
∫
Rd
g. The operator γ0 is the one-body
density matrix of the system at the initial time t = 0, which is taken so as
to have a finite relative energy with respect to such a reference state
γref = g(−i~∇).
The precise concept of relative energy will be discussed later.
In the corresponding classical Vlasov model, the system is described by
a non-negative bounded function m on the phase space Rd × Rd, and its
spatial density is given by
ρm(x) =
1
(2π)d
∫
Rd
m(x, v) dv.
Translation-invariant states satisfy m(x+τ, v) = m(x, v) for all τ and there-
fore only depend on the velocity v. The classical equivalent of the quantum
homogeneous state g(−i~∇) is simply the function (x, v) 7→ g(v). Its den-
sity is the same as in the quantum case (up to the factor ~−d), namely
(2π)−d
∫
Rd
g(v) dv. The time evolution is governed by the Vlasov equation{
∂tm+ 2v · ∇xm−∇x
(
w ∗ ρm
) · ∇vm = 0,
m|t=0 = m0.
(3)
Here again we think of m0 as a local perturbation of some reference state
mref(x, v) = g(v).
Notice that the quantum evolution (2) and the classical one (3) are formally
very close, in the sense that (3) can be rewritten as
∂tm = −{H,m}
where H is the classical Hamiltonian H(x, v) = |v|2 + w ∗ ρm and {·, ·}
denotes the Poisson bracket {a, b} := ∇va ·∇xb−∇xa ·∇vb. Hence, passing
from (2) to (3) amounts formally to replace the commutator (i/~)[H~, ·] by
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the Poisson bracket {H, ·} where H~ = −~2∆ + ~dw ∗ ργ is the mean-field
quantum Hamiltonian, provided that ργ is of order ~
−d, as expected.
Relevant examples of translation-invariant states γref = g(−i~∇) and
mref(x, v) = g(v) are those given by the following choices of functions g.
• Fermi gas at zero temperature and chemical potential µ > 0:
g(v) = 1(|v|2 6 µ).
• Fermi gas at temperature T > 0 and chemical potential µ ∈ R:
g(v) =
1
e
1
T
(|v|2−µ) + 1
.
• Bose gas at temperature T > 0 and chemical potential µ < 0:
g(v) =
1
e
1
T
(|v|2−µ) − 1
.
• Boltzmann gas at temperature T > 0 and chemical potential µ ∈ R:
g(v) = e−
1
T
(|v|2−µ).
Our main results cover all these cases, except the first one where the singu-
larity of g creates some complications. A key property of all these cases is
their variational interpretation as formal minimizers of the free energy
γ 7→ Tr ((−~2∆− µ)γ − TS(γ))
in the quantum case, respectively
m 7→ 1
(2π)d
∫∫
Rd×Rd
(
(|v|2 − µ)m(x, v) − TS(m(x, v))) dx dv
in the classical case, where the entropy S is given by
S(m) =

−m log(m)− (1−m) log(1−m) (Fermi gas),
−m log(m) + (1 +m) log(1 +m) (Bose gas),
−m log(m) +m (Boltzmann gas).
(4)
Of course, the minimum of the free energy is −∞ in all cases.
It is convenient to resort to the concept of relative entropy which is the
formal difference of the free energy of a state and that of the translation-
invariant state. After dividing by T , in the quantum case this is just (for-
mally) equal to
H(γ, γref) := Tr
(−~2∆− µ
T
(
γ − γref
)− S(γ) + S(γref)).
It is possible to give a clear mathematical meaning to H(γ, γref) for all
possible γ, allowing the value +∞ [33, 15]. This naturally defines a class of
states such that H(γ, γref) is finite, which is our definition of the (relative)
energy space. In the defocusing case, this space is stable under the Hartree
flow, with the relative entropy H(γ(t), γref) staying uniformly bounded for
all times. This is the main property that can be used to obtain global
solutions [35].
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In the classical case the relative entropy Hcl(m,mref) is defined similarly
by
Hcl(m,mref) =
1
(2π)d
∫∫
Rd×Rd
( |v|2 − µ
T
(
m(x, v) − g(v)) − S(m(x, v)) + S(g(v))) dx dv.
In the previous formula, the integrand is a non-negative function since
S′(g(v)) = (|v|2 − µ)/T and S is concave. Therefore, Hcl(m,mref) always
makes sense in [0,+∞]. Again, the relevant (relative) energy space in the
classical case is the set of m such that Hcl(m,mref) < +∞. In this arti-
cle, we show that the Vlasov equation is globally well-posed in this space
for short-range defocusing interactions, from the corresponding result in the
quantum case of [35] and performing the semi-classical limit ~→ 0.
In statistical physics, translation-invariant equilibrium states describe
fluid phases. At given values of thermodynamic parameters (temperature
and chemical potential for instance), a fundamental question is to deter-
mine whether the system is in a fluid phase or in another phase such as a
solid. Hence, studying the stability of fluid equilibrium states under per-
turbations breaking translation-invariance is a first step towards an answer
to this question. In that respect, mean-field models (like the Hartree and
Vlasov above) are very special. Indeed, the class of translation-invariant
equilibrium states is very large and independent of the interaction potential
w! The only effect of the interaction is to renormalize the chemical poten-
tial in the manner µ→ µ− ρ ∫
Rd
w. Another feature of mean-field models is
that the (density-density) linear response under local perturbations can be
computed easily. This leads to the linear stability criterion which bears the
name of Penrose [49] for the Vlasov equation and has a well-known quantum
analogue (see for instance [25, Sec. 4.7] and [40, Ch. IV, Sec. 2.4]). Ex-
tending some of our results beyond mean-field theory is a challenging open
problem.
The paper is organized as follows. In the next section, we summarize
the main findings of [35] and state our main results about the semi-classical
limit of the Hartree equation as well as the global well-posedness of the
Vlasov equation in the energy space. In Section 3, we follow the strategy
of [38] to perform the semi-classical limit, which is based on the study of
the Wigner function, a natural phase-space distribution associated with the
density matrix γ(t). The semi-classical limit of the Wigner distribution
satisfies a transport equation with a potential that remains to be identified
with the mean-field one. This is done in several steps. In Section 4, we
prove Berezin-Lieb-type inequalities [9, 37] which relate the quantum relative
entropy and the classical relative entropy of the Husimi transform. While
they are well-known in the context of the entropy (see for instance the review
[55]), Berezin-Lieb inequalities seem to be less understood in the context of
relative entropy. We mention several open problems in this direction. These
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Berezin-Lieb inequalities imply that the Husimi transform has a classical
relative entropy which is uniformly bounded in ~. In Section 5, we exploit
this uniform boundedness to derive high-velocity estimates on the Husimi
transform which enable us to identify the limiting potential in the Vlasov
equation as the mean-field one. At this step we have constructed one solution
to the Vlasov equation to the semi-classical limit. In Section 6, we establish
uniqueness of solutions to the Vlasov equations in the relative energy space.
To this end, we follow the strategy of Loeper [39] and use optimal transport
methods. In our positive density case, we have to adapt these techniques
to infinite mass measures. This may be of independent interest, and is
quickly explained in Appendix B. Finally, in Section 7, we solve the Cauchy
problem for the Vlasov equation in the relative energy space by constructing
a suitable sequence of quantum states converging towards the initial datum
of the Vlasov equation.
Acknowledgements: This project has received funding from the European
Research Council (ERC) under the European Union’s Horizon 2020 research
and innovation programme (grant agreement MDFT No 725528 of M.L.).
J.S. is supported by ANR DYRAQ ANR-17-CE40-001.
2. Main results
Since we want to study the limit as ~ → 0 of solutions to (2), it is
natural to ask that these solutions exist up to a time that is independent
of ~. The most natural setting where it is the case is the context of global
solutions (infinite time of existence). Global solutions are usually obtained
either in a perturbative regime where the nonlinearity remains small for
all times, or using coercive conservation laws that prevent the solution to
explode in finite time in adequate function spaces. In the positive density
context, the standard conservation laws (number of particles, energy) are
all infinite. They have to be replaced by relative quantitites measured with
respect to the infinite reference state γref , a concept that we recall below. In
this setting, the existence of global solutions (under a defocusing condition
on the interaction potential) to the Hartree equation (2) has been proved
in [35]. Let us also mention [12] for an extension of these results to a
Dirac interaction potential, in the particular case of the Fermi gas at zero
temperature.
In order to state the main theorem of [35], which is the starting point of
our analysis, we need to recall its functional setting. In particular, we start
by recalling the important concept of relative energies developed in [35].
2.1. Relative entropies. As we recalled in the introduction, the Fermi,
Bose, and Boltzmann gas at positive temperature have the variational prop-
erty to minimize a relative entropy functional1. In [35], we considered a
1The Fermi gas at zero temperature also has a variational interpretation that we used
in [35], although a bit different. Here we only treat the positive temperature case.
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large class of translation-invariant states γref which all share the variational
property to minimize some relative entropy functional. Hence, let us first
define these entropy functionals.
Definition 2.1 (Admissible entropy functional). Let d > 1. We say that
S : [0, 1]→ R+ is an admissible entropy functional on Rd if:
(1) S is continuous on [0, 1] and differentiable on (0, 1);
(2) −S′ is operator monotone on (0, 1) and not constant (in particular,
S is C∞ on (0, 1) and S is concave);
(3) limm→0 S
′(m) = +∞ and limm→1 S′(m) ≤ 0.
(4) S′′(S′+)
d/2−1 ∈ L1(0, 1).
As we proved in [33], the first two properties of the definition allow to
define the relative entropy
HS(A,B) := −Tr
(
S(A)− S(B)− S′(B)(A−B)
)
∈ [0,+∞] (5)
for any operators 0 6 A,B 6 1 on any Hilbert space H (see [33, 15] for the
correct interpretation of formula (5)). The last two properties (which are
adapted to the case H = L2(Rd)) allow to consider the translation invariant
state γref = (S
′)−1(−~2∆) with a finite density. The main physical examples
of admissible entropy functionals S have already been mentioned in (4) and
will be denoted in the following by
S0(m) = −m log(m) +m,
Sb(m) = −m log(m) + (1 +m) log(1 +m),
Sf (m) = −m log(m)− (1−m) log(1−m).
(6)
In these cases, we have
(S′0)
−1(y) = e−y, (S′b)
−1(y) =
1
ey − 1 , (S
′
f )
−1(y) =
1
ey + 1
,
where one recognizes the Boltzmann, Bose-Einstein, and Fermi-Dirac dis-
tributions. Notice that Sb is not an admissible entropy functional since
S′b(1) = log 2 > 0. The standard way to correct this slight issue is to intro-
duce a chemical potential, as explained in the following remark.
Remark 2.2 (Changing the temperature and the chemical potential). Intro-
ducing a temperature T > 0 or a chemical potential µ ∈ R amounts to
changing S(m) to TS(m) + µm. The properties of Definition 2.1 are then
preserved, except perhaps the fact that limm→1 S
′(m) ≤ 0 which introduces
constraints on T and µ. ⋄
Remark 2.3. We only consider entropy functionals defined on [0, 1], meaning
that we will only consider solutions γ to (2) such that 0 6 γ 6 1. By
scaling, we can consider solutions satisfying 0 6 γ 6M (notice that such a
constraint is preserved along the Hartree flow), with perhaps bounds that
are not optimal in M . In order not to overload the exposition, we stick to
the case M = 1. ⋄
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Remark 2.4. Another interesting example of an admissible entropy func-
tional is S(m) = mp − am for some max(0, 1 − 2/d) < p < 1 and a > p, in
which case
(S′)−1(−~2∆) =
(
p
a− ~2∆
) 1
1−p
.
⋄
For any operator B, the functional A 7→ HS(A,B) is non-negative and
uniquely minimized at A = B. There are obviously many functionals sat-
isfying these properties; in our case the choice of HS is motivated by two
additional properties when H = L2(Rd) and B = γref = (S
′)−1(−~2∆): (i)
it plays the role of a kinetic energy, in the sense that the sum of HS and the
potential energy is conserved along the Hartree flow and (ii) it is sufficiently
coercive so that HS(γ, γref) controls the density ργ − ργref appearing in the
mean-field potential. As one can guess, these properties are crucial for the
analysis of the well-posedness of the equation.
As we said, the relative entropy HS defined in (5) plays the role of a
kinetic energy and thus determines the energy space in which we will solve
the Hartree equation:
Definition 2.5 (Semi-classical free energy space). Let ~ > 0. Let S be
an admissible entropy functional. Define γref := (S
′)−1(−~2∆). The semi-
classical free energy space is
K~S :=
{
0 6 γ = γ∗ 6 1, HS(γ, γref) < +∞
}
.
For any γ ∈ K~S , we define its semi-classical free energy by
F~S(γ, γref)
= HS(γ, γref) + ~
d
2
∫
Rd
∫
Rd
ργ−γref (x)w(x− y)ργ−γref (y) dx dy. (7)
As we will see, the semi-classical free energy is conserved along the Hartree
flow. For the potential energy (the second term in (7)) to be well-defined,
one needs some assumptions on w and some integrability of ργ−γref when
γ ∈ K~S . This last condition is ensured by a Lieb-Thirring inequality at
positive density, that was first introduced and proved in [21]:
Theorem 2.6 (Lieb-Thirring inequality for the relative entropy [35, Thm. 7
& Lem. 9]). Let d > 1 and ~ > 0. Let S be an admissible entropy functional
and γref = (S
′)−1(−~2∆). Then, there exists KLT,S > 0 independent of ~
such that for any γ ∈ K~S, we have
HS(γ, γref) > KLT,S

~
−d
∫
Rd
δ
(
~
dργ(x), ~
dργref (x)
)
dx if d > 2,
~
−d
∫
R
|~dργ−γref (x)|2 dx if d = 1,
(8)
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where we used the notation
δ(ρ, ρ0) := ρ
1+2/d − ρ1+2/d0 −
d+ 2
d
ρ
2/d
0 (ρ− ρ0), ρ, ρ0 > 0. (9)
Remark 2.7. In [35], Theorem 2.6 was proved for ~ = 1. A simple scaling
argument gives the version we stated. ⋄
Remark 2.8. By the Lieb-Thirring inequality for the relative entropy (8),
the free energy (7) is well-defined in the energy space K~S if w ∈ L1(Rd)
when d = 1, 2 and if w ∈ (L1 ∩ L(d+2)/4)(Rd) when d > 3. ⋄
It is useful to introduce one last property of the relative entropy. The
Lieb-Thirring inequality (8) states that the relative entropy controls the
relative density ργ − ργref . The next result shows that it also controls the
relative operator γ − γref .
Lemma 2.9 (Klein inequality [35, Lem. 8]). Let d > 1 and ~ > 0. Let S
be an admissible entropy functional and γref = (S
′)−1(−~2∆). Then, there
exists C > 0 independent of ~ such that for any γ ∈ K~S we have
HS(γ, γref) > C Tr(1− ~2∆)(γ − γref)2.
Remark 2.10. In the language of [35], this means that the relative entropy
controls the S2,1-norm of γ − γref , where for any s ∈ R and any bounded
operator Q we set
‖Q‖S2,s :=
∥∥∥(1−∆)s/4Q∥∥∥
S2
,
where S2 denotes the Hilbert-Schmidt class. ⋄
2.2. Well-posedness of the Hartree equation at positive density.
We now state the global well-posedness result from [35] which is the basis of
our work. We use conservation of the free energy (7) to globalize solutions,
hence we ensure that the energy controls the relative entropy by the following
defocusing criterion on the interaction potential.
Definition 2.11 (Defocusing interaction potential). Let w ∈ L1(Rd,R).
We say that w is defocusing if ŵ > 0 when d > 3, or if
‖(ŵ)−‖L∞ < 2(2π)−d/2KLT,S,
when d = 1, 2, where KLT,S is the (sharp) Lieb-Thirring constant of Theo-
rem 2.6.
Theorem 2.12 (Global well-posedness of the Hartree equation at positive
density in the energy space [35, Thm. 9]). Let d ∈ {1, 2, 3} and ~ > 0. Let
S be an admissible entropy functional and
γref = (S
′)−1(−~2∆).
Assume
w ∈
{
(L1 ∩ L∞)(Rd) if d = 1, 2
(W 1,1 ∩W 1,∞)(Rd) if d = 3
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is even and defocusing. Let γ0 ∈ K~S. Then, there exists a unique
γ ∈ γref +
{
C0t (R,S
2) if d = 1, 2
C0t (R,S
2,1) if d = 3
solution to the time-dependent equation (2) such that γ(t) ∈ K~S for all t ∈ R.
Furthermore, the semi-classical free energy is conserved along the flow: we
have
F~S(γ(t), γref ) = F~S(γ0, γref)
for all t ∈ R.
Remark 2.13. Again, in [35], Theorem 2.12 is proved for ~ = 1. Our state-
ment follows by a simple scaling. ⋄
Remark 2.14. The statement of Theorem 2.12 remains valid if the defocus-
ing assumption on w is dropped. We then only get a unique local-in-time
solution for which the energy is conserved, but which may blow-up in finite
time. The time of existence might depend on ~. ⋄
As a consequence of Theorem 2.12, we obtain bounds on the solutions
that are uniform in ~ and thus will be the starting point of our analysis
when ~→ 0.
Corollary 2.15 (Semi-classical bounds for solutions). Let γ ∈ γref+C0t (R,S2)
be any solution to (2), as given by Theorem 2.12. Assume that γ0 is such
that
~
dHS(γ0, γref) ≤ K
for some K > 0. Then, there exists C = CS > 0 such that for all t ∈ R and
for all ~ > 0,
~
dHS(γ(t), γref) 6 CS(1 + ‖w‖L1∩L(d+2)/4)
(
K +K
2d
d+2
)
. (10)
By Lemma 2.9, we have, in particular,
Tr(γ(t)− γref)2 6 C~−d,
∫
Rd
δ
(
~
dργ(t)(x), ~
dργref (x)
)
dx 6 C,
where the function δ is defined in (9).
Proof. Since w is defocusing, we have that
HS(γ(t), γref ) 6 F~S(γ(t), γref )
when d > 3, while for d = 1, 2 we have by the Lieb-Thirring inequality (8),
F~S(γ(t), γref) >
(
1− (2π)
d/2‖ŵ−‖L∞
2KLT,S
)
HS(γ(t), γref )
since HS(γ(t), γref) > KLT,S~d‖ργ(t)−γref ‖2L2 in this case. To prove the result,
it is thus enough to prove that there exists C > 0 such that for all t ∈ R
and all ~ > 0, we have
F~S(γ(t), γref) 6 C~−d.
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By conservation of free energy, it is enough to prove it at t = 0. The free
energy can rewritten as
F~S(γ0, γref) = HS(γ0, γref)
+
~
−d
2
∫
Rd
∫
Rd
~
dργ0−γref (x)w(x− y)~dργ0−γref (y) dx dy.
By the Lieb-Thirring inequality (8), we have the bound
‖~dργ0−γref‖L2+Lmin(2,1+2/d)
6 C
(
~
dHS(γ0, γref)
)1/2
+ C
(
~
dHS(γ0, γref)
)d/(d+2)
,
which implies the result together with the Young inequality and w ∈ (L1 ∩
L(d+2)/4)(Rd). 
2.3. Classical objects. Before giving our main result about the semi-
classical limit of solutions to (2), we introduce some classical quantities.
The first one is the Wigner transform, introduced by Wigner in [59] and
studied in [38, 41]. A review about works based on the Wigner transform
can be found in [57].
Definition 2.16 (Semi-classical Wigner transform). Let d > 1 and γ be an
operator on L2(Rd) with integral kernel γ(·, ·). Let ~ > 0. The semi-classical
Wigner transform W ~γ of γ is defined by
W ~γ (x, v) :=
∫
Rd
γ(x+ y/2, x− y/2)e−iy·v/~ dy,
for all (x, v) ∈ Rd × Rd.
Remark 2.17. For γref = g(−i~∇) with g integrable, we have
W ~γref (x, v) = g(v)
and thus W ~γ~ ∈ L∞x L1v. This motivates our choice of normalization for the
Wigner transform (this will also be useful for Berezin-Lieb inequalities). ⋄
Remark 2.18. The Wigner transform can be defined by duality with the
formula
〈W ~γ , ϕ〉 = (2π~)d Tr
(
γOp~W(ϕ)
)
,
for any ϕ ∈ Sx,v(Rd × Rd), where the Weyl quantization is defined by
Op~W(a)(x, y) :=
1
(2π~)d
∫
Rd
a
(
x+ y
2
, v
)
ei(x−y)·v/~ dv.
This allows for instance to define W ~γ in S ′x,v for any bounded operator γ
(since Op~W(ϕ) ∈ S1 for any ϕ in the Schwartz class Sx,v). ⋄
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Remark 2.19. Notice that we have the following relation between the den-
sities of a density matrix γ and the density of its Wigner transform:
ρW ~γ = ~
dργ .
⋄
Definition 2.20 (Classical relative entropy). Let S : [0, 1] → R a continu-
ous, concave function, differentiable on (0, 1). Let m,m0 : R
d
x × Rdv → [0, 1]
two measurable functions. We define the classical relative entropy of m and
m0 with respect to the function S as
HclS (m,m0) :=
∫
Rd
∫
Rd
HS
(
m(x, v),m0(x, v)
) dx dv
(2π)d
.
For numbers y ∈ [0, 1] and y0 ∈ (0, 1) we simply have
HS(y, y0) := S′(y0)(y − y0)− S(y) + S(y0) > 0.
When y0 ∈ {0, 1}, the definition of HS(y, y0) is
HS(y, y0) := sup
0<θ<1
1
θ
(
S(θy + (1− θ)y0)− (1− θ)S(y0)− θS(y)
)
∈ [0,+∞].
Remark 2.21. If S is an admissible entropy functional, the classical relative
entropy HclS possesses the same functional properties as the quantum one;
for instance for any m, m0 we have a Klein inequality analogue to Lemma
2.9:
HclS (m,m0) > C‖m−m0‖2L2x,v , (11)
and a Lieb-Thirring inequality (valid only for m0(x, v) = (S
′)−1(|v|2)) ana-
logue to Theorem 2.6
HclS (m,m0) > KLT,S

∫
Rd
δ
(
ρm(x), ρm0(x)
)
dx if d > 2,
∫
R
|ρm−m0(x)|2 dx if d = 1.
(12)
These properties may be proved analogously to the quantum ones (and
should require less assumptions on S to hold).
2.4. Statement of the main results. We now state our main results.
They require more assumptions on the entropy functional S than Theorem
2.12. For the sake of clarity, we only state them for the three physical cases
S ∈ {S0, Sb, Sf} as in (6), and make a remark afterwards concerning the
more precise properties on S needed for our proof. As mentioned before in
Remark 2.2, we might need to tune the chemical potential in order to obtain
an admissible entropy functional; as a consequence we introduce the class
S :=
{
m 7→ TS(m) + µm admissible, T > 0, µ ∈ R, S ∈ {S0, Sb, Sf}
}
.
(13)
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2.4.1. The semi-classical limit. Our first result is about the convergence of
global-in-time solutions of the Hartree equation (2) to the Vlasov equation
and about the uniqueness of these limiting solutions.
Theorem 2.22 (Semi-classical limit of the Hartree equation at positive
density). Let d ∈ {1, 2, 3}, ~ > 0, S ∈ S , and γref = (S′)−1(−~2∆),
mref(x, v) := (S
′)−1(|v|2). Let w ∈ (W 2,1 ∩ W 2,∞)(Rd) be an even, real-
valued function. Let γ ∈ γref + C0t (R,S2) be the unique solution to the
Hartree equation (2) associated with an initial condition γ0 satisfying
lim inf
~→0
~
dHS(γ0, γref) < +∞
and W ~γ0 → W0 as ~ → 0 in the sense of distributions on the phase space
R
d × Rd. Then, there exists CS > 0 and
W ∈
{
mref + L
∞
t (R, L
2
x,v(R
d × Rd))
}
∩ C0t (R,D′x,v(Rd × Rd))
such that:
(1) 0 6W (t) 6 1 for all t ∈ R;
(2) HclS (W (t),mref) 6 CS lim inf~→0 ~dHS(γ(t), γref ) for all t ∈ R;
(3) W ~γ(t) ⇀ W (t) as ~ → 0 in the sense of distributions on R2d, uni-
formly on compact sets in t;
(4) ~dργ − ~dργref → ρW − ρmref as ~ → 0, weakly-∗ in L∞t (L2 +
Lmin(1+2/d,2));
(5) W is the unique solution to the nonlinear Vlasov equation{
∂tW + 2v · ∇xW −∇x(w ∗ ρW ) · ∇vW = 0,
W|t=0 =W0
in
{
mref +L
∞
t (R, L
2
x,v(R
d×Rd))
}
∩C0t (R,D′x,v(Rd×Rd)) such that
HclS (W (t),mref) ∈ L∞t .
Remark 2.23 (About the constant CS). The constant CS in (2) is obtained
in Corollary 5.2 and, as its proof shows, comes from two contributions: (i)
a Berezin-Lieb-type inequality and (ii) the decrease of the classical relative
entropy under weak limits. In particular, our proof shows that if S ∈ S
is constructed from either S0 or Sf , one can take CS = 1, while if S is
constructed from the bosonic entropy Sb, one can take CS = 4. Having
CS = 1 is the best case scenario, which means that we are not “losing”
anything when going from quantum to classical. In particular, it should
imply that the (classical) free energy is conserved along the flow of the
Vlasov equation (3), from the corresponding conservation of the quantum
free energy. If we considered operators with spectrum in [0,M ] instead of
[0, 1], we could still take CS = 1 for S = S0, Sf but we could only take
CS = (1 +M)
2 for S = Sb. ⋄
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Remark 2.24 (About the assumptions needed on S). Our proof of The-
orem 2.22 applies to general admissible entropy functionals S having the
following properties:
(1) S has the Berezin-Lieb property with constant CBLS (see Definition
4.1 below).
(2) HclS decays under weak limits, up to a multiplicative constant. This
is for instance the case if (x, y) ∈ [0, 1]2 7→ HS(x, y) is convex (see
Corollary 5.2 and Remark 5.4).
⋄
The proof of Theorem 2.22 is divided into several steps:
(1) From the quantum bounds uniform in ~ of Proposition 2.15, we ob-
tain uniform bounds on the Wigner transform W ~γ(t) and on its den-
sity ~dργ(t). Hence, they admit weak limits, up to a subsequence.
These weak limits are shown to satisfy a Vlasov equation (Propo-
sition 3.4), where the phase-space distribution and its density are
decoupled. This is done in Section 3.1.
(2) We then show that the density appearing in the limiting Vlasov
equation is indeed the density of the phase-space distribution (in
other words, that the weak limit of the density is the density of
the weak limit). This is done in Section 3.2, based on a tightness
property which amounts to a large velocity bound uniform in ~.
(3) This tightness result is obtained via two ingredients, that are the
main inputs of our work: (i) Berezin-Lieb inequalities, introduced in
Section 4, which control the classical relative entropy in terms of the
quantum entropy and (ii) high velocity estimates, proved in Section
5, in terms of the classical relative entropy, which are thus uniform
in ~.
(4) We next prove uniqueness of solutions to the above nonlinear Vlasov
equation in Section 6. This allows us to prove that the semi-classical
limit holds not only for a subsequence, but as ~ → 0 (see Remark
3.5).
Theorem 2.22 shows that the classical Vlasov equation can be recovered
from the quantum Hartree equation in some limit. That quantum mechan-
ics retains some features of classical mechanics has been realized from the
early days of the theory, as can be seen from Ehrenfest’s theorem, from the
work of Schro¨dinger on coherent states for the harmonic oscillator [54], or
more informally from Bohr’s correspondence principle. The ’convergence’
of quantum mechanics towards classical mechanics as ~ → 0 was also un-
derstood early, as in the work of Wigner [59]. Since then, many physical
and mathematical works have been devoted to this phenomenon in its var-
ious manifestations, so we only mention the works related to our question
at hand. Among the pioneering mathematical works in this topic are the
works of Maslov [42] extending the WKB method and the development of
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microlocal analysis around Ho¨rmander, which turned out to be a very fruit-
ful formalism to study semi-classical limits, as exploited and developed for
instance by Helffer and Robert [29]. Parallel to these works are the articles
of Hepp [30] where the classical limit is performed also in the context of
field theory using the coherent states approach, and Narnhofer and Sewell
[46], where they recover the classical equations of motions as semi-classical
limits of the full (linear) Schro¨dinger equation, using the BBGKY approach.
Then, Lions and Paul [38] and Markowich and Mauser [41] simultaneously
studied the semi-classical limit of nonlinear equations of the Hartree-type
(2) towards the Vlasov equation. Both these works are concerned with the
’zero-density’ case, meaning that they are considering solutions with finite
number of particles or finite energy. Our work can be seen as an extension
of the results of Lions and Paul [38] to the positive density case. Contrary
to [38, 41], we will not be able to treat singular interaction potentials w (like
the Coulomb one w(x) = |x|−1 in R3). Finally, let us mention that after
[38, 41], several works have been devoted to strengthening these results, in
particular by proving a stronger notion of convergence: see the works of
Athanassoulis and Paul [2], Benedikter, Porta, Saffirio and Schlein [7], and
Golse, Mouhot, and Paul [26]. Of course, it would be very interesting to
extend these stronger convergence results to the positive density case.
The Hartree and Vlasov equations (2) and (3) are effective (mean-field)
equations. A related and important question is the discussion of the physical
regimes in which the use of such equations is justified, that is, the deriva-
tion of these equations from the fundamental laws of quantum or classical
mechanics. To our knowledge, such a derivation in our context (infinite vol-
ume, positive density) is still an open question. In the ’zero density’ case,
however, many results are known since the pioneering works of Hepp [30] in
the bosonic case, Braun-Hepp [10] and Dobrushin [18] in the classical case
and Narnhofer-Sewel [46] in the fermionic case. Important works dealing
with fermions include [56, 4, 19, 1, 23, 8, 3, 50, 7, 26, 27, 16]. The relevant
physical regime is called the mean-field regime and corresponds to particles
that interact often and weakly.
2.4.2. Well-posedness of the Vlasov equation at positive density in the energy
space. Our second main result concerns the well-posedness of the nonlinear
Vlasov equation at positive density.
Theorem 2.25 (Well-posedness of the Vlasov equation at positive density).
Let d ∈ {1, 2, 3} and S ∈ S . Define mref(x, v) := (S′)−1(|v|2). Let w ∈
(W 2,1 ∩W 2,∞)(Rd) be an even, real-valued function. Let W0 ∈ mref + L2x,v
be such that 0 6 W0 6 1 and such that HclS (W0,mref) < +∞. Then, there
exists a unique
W ∈ (mref + L∞t (R, L2x,v)) ∩ C0t (R,D′x,v)
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such that 0 6W (t) 6 1 and HclS (W (t),mref) 6 C for all t ∈ R, which solves
the nonlinear Vlasov equation{
∂tW + 2v · ∇xW −∇x(w ∗ ρW ) · ∇vW = 0,
W|t=0 =W0.
Example 2.26. When S(m) = −m logm +m, the reference profile is the
Maxwellian (S′)−1(|v|2) = e−|v|2 . The previous theorem thus gives the exis-
tence and uniqueness of solutions to the Vlasov equation for initial data W0
which satisfy 0 6W0 6 1 and
−
∫
Rd
∫
Rd
[
−W0(x, v) log W0(x, v)
e−|v|2
+W0(x, v) − e−|v|2
]
dx dv < +∞.
Writing W0 = e
−|v|2 + q, the last assumption is verified if for instance we
have ∫
(1 + |v|2)|q(x, v)| dx dv < +∞.
As the assumptions of Theorem 2.25 suggest, we prove this result using the
quantum result Theorem 2.22. This is done in Section 7. In particular, there
are severe restrictions on the entropy functional S coming from the quantum
world, while the classical relative entropy requires much less assumptions.
We thus expect Theorem 2.25 to hold in a much more general setting.
To our knowledge, Theorem 2.25 is the first result about the existence and
uniqueness of non-perturbative solutions to the nonlinear Vlasov equation
around a non-trivial homogeneous statemref in R
d, in the energy space. Per-
turbative solutions with high regularity have been obtained in [6] in the con-
text of Landau damping, leaving the case of global-in-time non-perturbative
solutions open (see Remark 2.2 in [6]). Of course, our result has two draw-
backs: (i) we consider only nice interaction potentials w and (ii) our as-
sumptions on the reference state mref coming from the entropies are quite
stringent. Relaxing these assumptions on w and mref will be the goal of
future work. Let us finally notice that Theorem 2.25 does not imply Landau
damping (that is, weak convergence of W (t) to mref as t → +∞, in other
words the asymptotic stability of mref). However, it implies the orbital (or
rather Lyapounov, since the orbit is reduced to a single point) stability of
mref in the sense of the relative entropy: given ε > 0, there exists η > 0 such
that for all initial W0 with HclS (W0,mref) < η, then HclS (W (t),mref) < ε for
all t ∈ R.
3. Semi-classical limit
In this section, we start the proof of Theorem 2.22 by computing (in
Proposition 3.4 below) the equation satisfied by weak limits as ~ → 0 of
the Wigner transform of solutions to the Hartree equation in the free en-
ergy space. We obtain the Vlasov equation (15) where the phase-space
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distribution and the density are decoupled. We next show that the limit-
ing phase-space distributions are between 0 and 1 (Corollary 3.10) and give
a criterion to identify the weak limit of the density with the density of the
weak limit (Proposition 3.13). In the next two sections we will give the tools
to prove this criterion. The uniqueness of solutions to the Vlasov equation
will be proved in Section 6.
3.1. Deriving Vlasov. We start by computing the equation satisfied by
the Wigner tranform of a solution to the Hartree equation, for fixed ~ > 0.
To give sense to this equation, we first recall a classical fact about the Wigner
transform.
Lemma 3.1. Let ~ > 0 and Q ∈ S2. Then, W ~Q ∈ L2x,v and we have
‖W ~Q‖2L2x,v = (2π~)
d Tr |Q|2.
Proof. This follows from Plancherel’s theorem and the fact that W ~Q =
(2π)d/2Fy→v[Q(x+ ·/2, x − ·/2)](·/~). 
Lemma 3.2 (Wigner equation). Let ~ > 0 and γ ∈ γref + C0t (R,S2) any
solution to (2) given by Theorem 2.12. Then, its Wigner transform W ~γ ∈
mref + C
0
t (R, L
2
x,v) satisfies the equation
∂tW
~
γ(t) + 2v · ∇xW ~γ(t) +K~(t, x, ·) ∗v W ~γ(t) = 0 (14)
in D′(Rt × Rdx ×Rdv), where
K~(t, x, v) =
i
(2π)d
∫
Rd
V (t, x+ ~y/2) − V (t, x− ~y/2)
~
e−iv·y dy,
with V (t) := w ∗ ~dργ(t).
Remark 3.3. The last term of the Wigner equation is understood in the
sense of distributions as follows: let ϕ ∈ C∞c (Rt ×Rdx ×Rdv). Then, we have
〈K~(t, x, ·) ∗v W ~γ(t), ϕ〉 :=
∫
R
〈W ~γ(t), ψ~[ϕ(t)]〉x,v dt,
where
ψ~[ϕ](x, v) :=
i
(2π)d/2
∫
Rd
Fv→yϕ(x, y)eiy·v V (t, x+ ~y/2) − V (t, x− ~y/2)
~
dy.
Now since W ~γ ∈ C0t (L∞x L1v + L2x,v), we can bound
|〈K~(t, x, ·) ∗v W ~γ(t), ϕ〉|
6 ‖W ~γ ‖L∞t (L∞x L1v+L2x,v)‖Fv→yψ~[ϕ(t)]‖L1t (L1x,y∩L2x,y).
Using that
Fv→yψ~[ϕ(t)](x, y) = iFv→yϕ(t, x, y)V (t, x+ ~y/2) − V (t, x− ~y/2)
~
,
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we deduce that
‖Fv→yψ~[ϕ(t)]‖L1t (L1x,y∩L2x,y) 6 ‖∇V ‖L∞x ‖|y|(Fv→yϕ)(t, x, y)‖L1t (L1x,y∩L2x,y),
showing that the Wigner equation is well-defined in the sense of distributions
(if ∇V ∈ L∞x , which is the case if ∇w ∈ (L2 ∩ L1+d/2)(Rd)). ⋄
Proof. This is done in [38, Prop. II.1]. 
Proposition 3.4 (Semi-classical limit of the Wigner equation). Let γ ∈
γref + C
0
t (R,S
2) be any solution to (2) given by Theorem 2.12, such that
~
dHS(γ0, γref) is bounded as ~→ 0. Assume that ∇w ∈ (L2 ∩ L1+d/2)(Rd).
Then, for any sequence ~n → 0, there exists a subsequence (that we still
denote by (~n)) and there exist
W ∈ (mref + L∞t (R, L2x,v)) ∩ C0t (R,D′x,v)
and
ν ∈ L∞t (R, (L2 + Lmin(1+2/d,2))(Rd)),
such that
W ~nγ →W
as n → ∞, weakly-∗ in mref + L∞t (R, L2x,v), in D′x,v uniformly on compact
sets of R, and such that
~
d
nργ − ~dnργref → ν
as n→∞, weakly-∗ in L∞t (R, (L2+Lmin(1+2/d,2))(Rd)). Furthermore, (W,ν)
satisfy the transport equation
∂tW + 2v · ∇xW −∇x(w ∗ ν(t)) · ∇vW = 0, (15)
in D′(Rt × Rdx ×Rdv).
Proof. The existence of the weak limits follows from the boundedness of
W ~γ − mref in L∞t L2x,v and of ~dργ − ~dργref in L∞t (L2 + Lmin(1+2/d,2)) as
~ → 0, as a consequence of Proposition 2.15 and Lemma 3.1. The fact
that W ∈ C0tD′x,v and that W ~nγ → W in D′x,v uniformly on compact sets
follows from the boundedness of ∂tW
~
γ in D′x,v as ~ → 0 using the Wigner
equation and Remark 3.3. It thus remains to derive the limiting equation,
by taking the limit ~n → 0 in the Wigner equation (14) in the sense of
distributions. The limit of the first two terms follows from the fact that the
map T ∈ D′t,x,v 7→ ∂tT + 2v · ∇xT ∈ D′t,x,v is continuous. We only have to
deal with the last term. To do so, Let ϕ ∈ C∞0 (Rt × Rdx × Rdv) and write
W ~γ(t) = mref + q
~(t), ~dργ(t) = ~
dργref + ν
~(t).
Up to a subsequence, we may assume that q~n(t) → q(t) := W (t) − mref
weakly-∗ in L2x,v and ν~n(t)→ ν(t) weakly-∗ in L2+Lmin(1+2/d,2) as n→∞,
for a.e. t ∈ R. Since
〈K~(t, x, ·) ∗v W ~γ(t), ϕ〉 :=
∫
R
〈W ~γ(t), ψ~[ϕ(t)]〉x,v dt
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and since ϕ is compactly supported in t, if we show that ψ~n [ϕ(t)]→ ψ0(t)
strongly in L1xL
∞
v ∩ L2x,v as n→∞, for a.e. t ∈ R, where
ψ0(t, x, v) := ∇vϕ(t, x, v) · ∇x(w ∗ ν(t)),
then by dominated convergence we indeed have that
〈K~n(t, x, ·) ∗v W ~nγ(t), ϕ〉 → 〈−∇x(w ∗ ν(t)) · ∇vW,ϕ〉
as n→∞. Let us thus show that ψ~n [ϕ(t)]→ ψ0(t) strongly in L1xL∞v ∩L2x,v,
by showing that
‖Fv→yψ~n [ϕ(t)] −Fv→yψ0(t)‖L1x,y∩L2x,y → 0
as n→∞, for a.e. t ∈ R. Notice that for all t, x, v we have
Fv→yψ~n [ϕ(t)](x, y) −Fv→yψ0(t, x, v)
= iFv→yϕ(t, x, y)
(
V (x+ ~ny/2)− V (x− ~ny/2)
~n
− y · ∇(w ∗ ν(t))(x)
)
,
By dominated convergence, it is enough to show that for a.e. x, y ∈ Rd, we
have
V (x+ ~ny/2) − V (x− ~ny/2)
~n
− y · ∇(w ∗ ν(t))(x)→ 0
as n→∞. This term can rewritten as
V (x+ ~ny/2) − V (x− ~ny/2)
~n
−y ·∇(w∗ν(t))(x) = 〈ν~n(t), g~n〉−〈ν(t), g0〉,
where
g~(z) :=
w(x+ ~y/2− z)−w(x − ~y/2− z)
~
, g0(z) := y · ∇w(x− z).
We split it as
〈ν~n(t), g~n〉 − 〈νt, g0〉 = 〈ν~n(t), g~n − g0〉 − 〈ν~n(t)− ν(t), g0〉.
Since ∇w ∈ L2 ∩ L1+d/2, it is clear that gh → g0 strongly as ~ → 0 in
L2∩L1+d/2, and since ν~n(t)→ ν(t) weakly in L2+Lmin(1+2/d),2, we conclude
that
〈ν~n(t), g~n − g0〉 → 0, 〈ν~n(t)− ν(t), g0〉 → 0
as n→∞, finishing the proof. 
Remark 3.5. Under the additional assumption thatW ~γ(0) converges as ~→ 0
in D′x,v, we will show in Corollary 5.2 and Theorem 6.3 that the pair (W,ν)
in Proposition 3.4 is the same for all sequences ~n → 0. In this case, the
conclusions of Proposition 3.4 hold as ~→ 0, and not only up to subsequence
(thus recovering the statement of Theorem 2.22). ⋄
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3.2. A tightness condition allowing to identify the limiting density.
We now introduce the well-known notion of Husimi (or coherent states)
transform, and use it to prove that the phase-space distribution takes values
between 0 and 1 and to give a criterion on the identification of the density
ν(t) in Proposition 3.4. We first recall the definition and properties of Husimi
transforms.
Definition 3.6 (Husimi transform). Let χ ∈ L2(Rd,R) with ∫
Rd
χ2 = 1.
For any ~ > 0 and for any (x, v) ∈ Rd × Rd, define the coherent state
χ~x,v(z) := χ
~(z − x)eiv·z/~, χ~(z) := ~−d/4χ(~−1/2z), z ∈ Rd.
Let γ a bounded operator on L2(Rd). Its Husimi transform m~γ is defined
by
m~γ(x, v) := 〈χ~x,v, γχ~x,v〉, (x, v) ∈ Rd × Rd.
Remark 3.7. When γref = g(−i~∇) for some 0 6 g 6 1, we have
m~γref (x, v) = g ∗v ~−d/2|χ̂|2(·/
√
~), (x, v) ∈ Rd × Rd.
⋄
Lemma 3.8 (Relation between Wigner and Husimi). Assume that χ ∈
Sz(Rd). Then, for any ~ > 0, for any bounded operator γ on L2(Rd), and
for any ϕ ∈ C∞0 (Rd × Rd), we have
〈m~γ , ϕ〉 =
〈
W ~γ , ϕ ∗ ~−dW 1|χ〉〈χ|(·/
√
~, ·/
√
~)
〉
.
Remark 3.9. The right side of the previous equation makes sense since χ ∈ Sz
impliesW 1|χ〉〈χ| ∈ Sx,v and thus ϕ∗~−dW 1|χ〉〈χ|(·/
√
~, ·/√~) ∈ Sx,v for all ~ > 0
and all ϕ ∈ Sx,v. ⋄
Corollary 3.10. Let ~n → 0 be the sequence given by Proposition 3.4.
Then, we have m~nγ(t) → W (t) in D′x,v for all t ∈ R and in particular, 0 6
W (t) 6 1 for all t ∈ R.
Proof. We know that W ~nγ(t)−mref →W (t)−mref as n→∞, weakly in L2x,v
for a.e. t ∈ R. Let ϕ ∈ C∞0 (Rd × Rd). Now take χ ∈ Sz(Rd). By Lemma
3.8, we have for all n
〈m~nγ(t), ϕ〉 =
〈
mref , ϕ ∗ ~−dn W 1|χ〉〈χ|(·/
√
~n, ·/
√
~n)
〉
+
〈
W ~nγ(t) −mref , ϕ ∗ ~−dn W 1|χ〉〈χ|(·/
√
~n, ·/
√
~n)
〉
.
Since χ ∈ Sz, we have W 1|χ〉〈χ| ∈ L1x,v and thus (~−dW 1|χ〉〈χ|(·/
√
~, ·/√~))~>0
is an approximation of the identity (since
∫
W 1|χ〉〈χ| dx dv =
∫
χ2 = 1). As a
consequence,
ϕ ∗ ~−dn W 1|χ〉〈χ|(·/
√
~n, ·/
√
~n)→ ϕ
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as n→∞ in L2x,v ∩ L1x,v, from which we infer that
〈m~nγ(t), ϕ〉 → 〈W (t), ϕ〉.
Since 0 6 m~nγ(t) 6 1, we deduce that 0 6W 6 1 as well. 
Lemma 3.11. Let γ be a non-negative, bounded, locally trace-class operator
on L2(Rd) such that ργ ∈ L1loc(Rd) is also in S ′(Rd). Let ~ > 0 and χ ∈
Sz(Rd). Then
∫
Rd
m~γ(·, v) dv is a non-negative Radon measure on Rd for all
~ > 0, and we have
ρm~γ = (2π)
−d
∫
Rd
m~γ(·, v) dv = ~dργ ∗ ~−d/2χ2(− · /
√
~).
Proof. For all (x, v) ∈ Rd × Rd and all ~ > 0, we have
m~γ(x, v) = Tr
√
γ|χ~x,v〉〈χ~x,v|
√
γ =
∑
j
‖χ~x,v
√
γϕj‖2L2 ,
where (ϕj) is any orthonormal basis of L
2(Rd). Next, we can use that for
any x ∈ Rd and any ϕ ∈ L2(Rd) we have∫
Rd
‖χ~x,vϕ‖2L2 dv = (2π~)d
∫
Rd
|ϕ(z)|2(χ~)2(z − x) dx
to infer that for any x ∈ Rd,∫
Rd
m~γ(x, v) dv = (2π~)
d Tr
√
γ(χ~)2(· − x)√γ = (2π~)d(ργ ∗ (χ~)2(−·))(x).

Corollary 3.12. Let ~n → 0 the sequence given by Proposition 3.4. Then,
we have
ρ
m~n
γ(t)
→ ρmref + ν(t)
as n→∞ in D′x, for a.e. t ∈ R.
Proof. We know that ~dnργ(t) − ρmref → ν(t) as n → ∞ weakly-∗ in L2 +
Lmin(1+2/d,2), for a.e. t ∈ R. Let ϕ ∈ C∞0 (Rd) and χ ∈ Sz(Rd). Since
γ(t) ∈ K~S , we deduce that γ(t) is a non-negative, bounded, operator with
ργ(t) ∈ S ′x by the Lieb-Thirring inequality. By Lemma 3.11, we deduce that
for all n and for a.e. t ∈ R,
〈ρ
m~n
γ(t)
, ϕ〉
= 〈(~dnργ(t)−ρmref ), ϕ∗~−d/2n χ2(−·/
√
~n)〉+〈ρmref , ϕ∗~−d/2n χ2(−·/
√
~n)〉.
Since
∫
χ2 = 1, (~−d/2χ2(− · /√~))~>0 is an approximation of the identity
and thus
ϕ ∗ ~−d/2n χ2(·/
√
~n)→ ϕ
as n→∞ in L1 ∩ L1+d/2. This gives the result. 
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The following provides a tightness condition in velocity which allows to
pass to the limit for the density.
Proposition 3.13 (Identifying the density). Let (mn) a sequence of non-
negative Radon measures on Rdx ×Rdv such that ρmn is a Radon measure on
R
d
x for all n. Assume that mn → m∞ as n→∞ in D′x,v and that ρmn → ρ∞
in D′x as n→∞. Assume furthermore that for all non-negative ϕ ∈ C∞0 (Rd)
we have
lim
R→∞
lim sup
n→∞
∫
Rd×Rd
1(|v| > R)ϕ(x)dmn(x, v) = 0.
Then, we have
ρm∞ = ρ∞.
Proof. Let ϕ ∈ C∞0 (Rd), ϕ > 0. Let χ : Rd → [0, 1] be a smooth, radially
decreasing function such that χ(x) ≡ 1 for |x| 6 1 and χ(x) ≡ 0 for |x| > 2.
Let R > 0. Then, for all n we have
(2π)d
∫
Rd
ϕ(x)dρmn (x)
=
∫
Rd×Rd
ϕ(x)dmn(x, v)
=
∫
Rd×Rd
χ(v/R)ϕ(x)dmn(x, v) +
∫
Rd×Rd
(1− χ(v/R))ϕ(x)dmn(x, v).
Taking the limsup as n→∞ with R fixed, we find that
(2π)d
∫
Rd
ϕ(x)dρ∞(x) =
∫
Rd×Rd
χ(v/R)ϕ(x)dm∞(x, v) + oR→∞(1).
Taking now the limit R→∞, we find by monotone convergence that
(2π)d
∫
Rd
ϕ(x)dρ∞(x) =
∫
Rd×Rd
ϕ(x)dm∞(x, v),
which is the desired result. 
Proposition 3.13 shows that in order to identify the density ν(t) in Propo-
sition 3.4, we have to control the high velocity part of the Husimi transform
m~γ(t), uniformly in ~. We obtain such control in two steps: (i) by control-
ling the classical relative entropy of the Husimi transform by the quantum
relative entropy in the next section, and (ii) by showing that the classical
relative entropy controls high velocity, in Section 5.
4. Berezin-Lieb inequalities
The uniform control in ~ of the relative entropy given by Proposition 2.15
will allow us to control the classical relative entropy of the Husimi transforms
(as done in Proposition 4.3). The main tool to control classical by quantum
objects are Berezin-Lieb inequalities [55, 9, 37].
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Definition 4.1 (Berezin-Lieb property). Let I ⊂ R be an interval and S an
admissible entropy functional on I (meaning that it satisfies Definition 2.1
with [0, 1] replaced by I). We say that S satisfies the Berezin-Lieb property
on I (with constant CBLS > 0) if for any resolution of the identity of the
form ∫
RN
|nx〉〈nx| dζ(x) = idH
on any Hilbert space H where dζ is a non-negative Borel measure on RN
and n : x ∈ RN → nx ∈ {u ∈ H, ‖u‖ = 1} is continuous, we have∫
RN
HS
(〈nx, Anx〉, 〈nxBnx〉) dζ(x) 6 CBLS HS(A,B), (16)
for any bounded self-adjoint operators A,B on H with spectrum in I.
We recall that HS(y, y0) was defined for numbers y, y0 in Definition 2.20.
We call (16) a Berezin-Lieb inequality.
Remark 4.2. Since the Berezin-Lieb inequality is an equality if dimH = 1,
we always have CBLS > 1 so C
BL
S = 1 is the best case. Only in the bosonic
case S = Sb we will have C
BL
S > 1 (it may not be sharp, however). ⋄
In the context of coherent states, the Berezin-Lieb property will be used
to obtain the following bound on the control of the classical entropy of the
Husimi transform by the quantum entropy.
Proposition 4.3. Let S an admissible entropy functional having the Berezin-
Lieb property on [0, 1] with constant CBLS , and define γref = (S
′)−1(−~2∆)
with ~ > 0. Let γ ∈ K~S. Defining the Husimi transform m~γ as in Definition
3.6, we then have the Berezin-Lieb inequality
HclS (m~γ ,m~γref ) 6 CBLS ~dHS(γ, γref).
Proof. Use the resolution of the identity∫
Rd
∫
Rd
|χ~x,v〉〈χ~x,v|
dx dv
(2π~)d
= 1
together with the definition of the Berezin-Lieb inequality. 
The rest of this section is devoted to the proof that the three physical
entropies in the class S defined in (13) have the Berezin-Lieb property on
[0, 1], so that we may apply Proposition 4.3.
First, the Berezin-Lieb property is stable under the following operations.
Lemma 4.4. (1) If S has the Berezin-Lieb property on I, then for any
t ∈ R, S(t+ ·) has the Berezin-Lieb property on I − t.
(2) If S has the Berezin-Lieb property on [0, 1], then for any 0 6 a, b 6 1,
the function Sa,b(x) = S(ax+(1−x)b) has the Berezin-Lieb property
on [0, 1].
(3) If S1 and S2 have the Berezin-Lieb property on I and if µ1, µ2 > 0,
then µ1S1 + µ2S2 has the Berezin-Lieb property on I.
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(4) If there exist α, β > 0 so that S2 − S1/α and β S1 − S2 are both
concave on I and if S1 has the Berezin-Lieb property with constant
C1, then so does S2 with constant C2 = C1αβ.
Proof. For (4) note that the concavity of the two functions implies HS2 ≥
HS1/α and HS2 ≤ βHS1 . 
For S = S0 the Berezin-Lieb property follows from the monotonicity of
the Umegaki relative entropy under completely monotone trace-preserving
maps [36, 47]. This was proved in [32, Lemma 7.2] under the additional
assumption that Tr(A) = Tr(B) = 1. The following result shows that the
trace normalization is indeed not necessary.
Proposition 4.5. The function S0(x) = −x log(x)+x has the Berezin-Lieb
property on [0,+∞) with constant 1.
Proof. Step 1: Discrete Berezin-Lieb property. Assume that H is finite-
dimensional, and that (Xk)
K
k=1 is a family of linear maps on H, satisfying
K∑
k=1
αkX
∗
kXk = idH
for some αk > 0. The linear map
Φ : A 7→
α1X1AX
∗
1 0
. . .
0 αKXKAX
∗
K
 (17)
from L(H) to L(HK) is completely monotone and trace-preserving [47]. It is
a classical fact that HS0 is monotone under such maps, that is, HS0(A,B) ≥
HS0(Φ(A),Φ(B)) for all A = A∗, B = B∗ ≥ 0 satisfying the additional con-
dition that Tr(A) = Tr(B) = 1 [47, 11]. To see that the trace normalization
is not necessary, we remark that for general A = A∗, B = B∗ ≥ 0
HS0(A,B) = Tr(A) HS0
(
A
Tr(A)
,
B
Tr(B)
)
+HS0
(
Tr(A) , Tr(B)
)
.
Since Tr(Φ(A)) = Tr(A) and Tr(Φ(B)) = Tr(B) it is then clear that
HS0(A,B) ≥ HS0(Φ(A),Φ(B))
for all non-negative hermitian matrices A,B, without any trace condition.
Using the homogeneity of HS0 , this gives for our Φ in (17)
HS0(A,B) ≥
K∑
k=1
HS0(αkXkAX∗k , αkXkBX∗k)
=
K∑
k=1
αk HS0(XkAX∗k ,XkBX∗k).
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If
∑K
k=1 αkX
∗
kXk ≤ idH then we may introduce Y = Y ∗ so that Y 2 =
idH −
∑K
k=1 αkX
∗
kXk and, using that HS0(Y AY, Y BY ) ≥ 0, we obtain
K∑
k=1
αk HS0(XkAX∗k ,XkBX∗k) ≤ HS0(A,B) (18)
which is a kind of discrete version of (16). We can even allow K = +∞
after passing to the limit in the inequality at finite K.
Step 2: Berezin-Lieb property in finite-dimensions. We next show the
Berezin-Lieb property when H is finite-dimensional, deducing it from the
discrete version (18) (approximating integrals by sums). To do so, let n ∈ N
and for any k ∈ (1/n)ZN , let
Q
(n)
k := k + (1/n)[0, 1)
N .
We define the operator
Jn :=
∑
k∈(1/n)ZN
ζ(Q
(n)
k )|nk〉〈nk|.
Note that 〈v, Jnw〉 → 〈v,w〉 as n → ∞ for any x, y ∈ H by continuity of
x 7→ nx. Since H is finite-dimensional, we deduce that ‖Jn‖ → 1 as n→∞.
In particular, we have ∑
k∈(1/n)ZN
ζ(Q
(n)
k )
‖Jn‖ |nk〉〈nk| 6 1
and we may apply (18) with
Xk := 〈nk|, αk :=
ζ(Q
(n)
k )
‖Jn‖ .
We obtain
HS(A,B) >
∑
k∈(1/n)ZN
ζ(Q
(n)
k )
‖Jn‖ HS(〈nk, Ank〉, 〈nk, Bnk〉)
=
1
‖Jn‖
∫
RN
HS
(
an(x), bn(x)
)
dζ(x)
where
an(x) =
∑
k∈(1/n)ZN
1(x ∈ Q(n)k )〈nk, Ank〉
and
bn(x) =
∑
k∈(1/n)ZN
1(x ∈ Q(n)k )〈nk, Bnk〉
are the piecewise constant approximations to a(x) = 〈nx, Anx〉 and b(x) =
〈nx, Bnx〉. Since the map x 7→ nx is continuous, the functions an and bn
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converge pointwise to a and b. By lower-semi-continuity of the relative
entropy, we obtain that
lim inf
n→∞
HS(an(x), bn(x)) > HS(a(x), b(x))
for all x, and we deduce the result after passing to the limit n → ∞ by
Fatou’s lemma.
Step 3: Extension to infinite-dimensional spaces. Finally, we extend the
Berezin-Lieb property to infinite-dimensional H. To do so, let (Pk) a se-
quence of finite-rank orthogonal projections on H, such that Pk → 1 strongly
in H as k →∞. Then, by definition of HS [33], we have
HS(A,B) = lim
k→∞
HS(PkAPk, PkBPk).
Defining the finite dimensional space Hk = PkH, we have∫
RN
|n(k)x 〉〈n(k)x | dζk(x) = idHk ,
where
n(k)x :=
Pknx
‖Pknx‖ , dζk(x) = ‖Pknx‖
2 dζ(x).
Using Step 2 on Hk, we deduce that for all k,
HS(PkAPk, PkBPk)
>
∫
RN
HS
(〈nx, PkAPknx〉
‖Pknx‖2 ,
〈nx, PkAPknx〉
‖Pknx‖2
)
‖Pknx‖2 dζ(x).
Using that for all x,
‖Pknx‖ → 1, 〈nx, PkAPknx〉 → 〈nx, Anx〉
as k →∞, we deduce the Berezin-Lieb inequality by Fatou’s lemma. 
Corollary 4.6 (Bosonic and fermionic cases).
(1) The function Sf (x) = −x log(x)− (1−x) log(1−x) has the Berezin-
Lieb property on [0, 1] with constant 1.
(2) For any M > 0, the function Sb(x) = −x log(x) + (1 + x) log(1 + x)
has the Berezin-Lieb property on [0,M ] with constant 1 +M .
Proof. The fermionic case S = Sf is an immediate consequence of (1)–(3) in
Lemma 4.4 and of Proposition 4.5. The bosonic case S = Sb is not as easy
since the term (1+x) log(1+x) comes with the wrong sign. Here we instead
use the last point (4) of Lemma 4.4, noticing that −x log(x) − Sb(x) =
−(1 + x) log(1 + x) is concave on R+ and that Sb + (1 +M)−1x log(x) is
concave on [0,M ]. 
Lemma 4.7. The function S(x) = −x2 has the Berezin-Lieb property on R
with constant 1.
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Proof. For this S, we have HS(x, y) = (x− y)2. As a consequence,∫
RN
HS
(〈nx, Anx〉, 〈nxBnx〉) dζ(x) = ∫
RN
〈nx, (A−B)nx〉2 dζ(x)
6
∫
RN
〈nx, (A−B)2nx〉 dζ(x)
= Tr(A−B)2 = HS(A,B).

Remark 4.8. We deduce that functions of the type
S(x) = −ax2 + bx+ c−
∫ ∞
0
(t+ x) log(t+ x) dν(t),
for a > 0, b, c ∈ R and dν(t) a non-negative measure on [0,+∞) (with
appropriate integrability conditions) satisfy a Berezin-Lieb inequality on R+.
It turns out that these are exactly the functions S which are concave and
such that S′′ is numerically non-decreasing and operator concave [51]. ⋄
Remark 4.9. A natural open question, which is outside of the scope of this
paper, is to determine the class of entropies satisfying the Berezin-Lieb prop-
erty, on the interval [0, 1].
Note that it is very important that the definition involves a resolution
of the identity with only rank-one projections |nx〉〈nx|. One could consider
more general (sub-)resolutions of the identity of the type∫
RN
X(x)∗X(x) dζ(x) 6 1,
and ask the stronger property
HS(A,B) >
∫
RN
HS
(
X(x)AX(x)∗,X(x)BX(x)∗
)
dζ(x). (19)
This is indeed satisfied by the Umegaki entropy S0(x) = −x log(x) + x, as
is seen from the proof of Proposition 4.5. But we claim that this is the
only entropy for which (19) holds in R+, up to a multiplicative factor and
an additive affine function (which of course does not matter in HS). So
requiring (19) is not a good idea.
To prove the claim, take any admissible function S satisfying (19). Using
the trivial “resolution of the identity” t× (1/t) = 1 for all t > 0, we deduce
that HS(tx, ty) 6 tHS(x, y). Replacing x and y by x/t and y/t and then t
by 1/t, we deduce that the reverse inequality holds, hence we obtain that
HS is homogeneous:
HS(tx, ty) = tHS(x, y), ∀x, y, t > 0. (20)
The stronger property (19) turns out to imply monotonicity in the sense
of [33], hence that −S′ is operator monotone on (0,∞) by [33, Thm. 1]. In
particular, S is C∞ on (0,∞). Differentiating (20) with respect to y, we
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find tS′′(ty) = S′′(y), hence S′′(y) = −C/y. This proves, as we claimed,
that S(x) = Cx(1− log(x)) + ax+ b. ⋄
5. High-velocity estimates
In this section, we prove that the classical relative entropy controls high
velocities, similarly to the “zero temperature” case where the entropy de-
generates to
∫ |v|2f . This control on high velocities is then used to identify
the density in the Vlasov equation, as shown by Proposition 3.13. The main
result of this section is the following.
Theorem 5.1 (High velocity control by the relative entropy). Let S be an
admissible entropy functional and define mref(x, v) := (S
′)−1(|v|2). Let χ̂ ∈
C∞c (R
d) be such that
∫ |χ̂|2 = 1, and let R > 0 such that supp χ̂ ⊂ B(0, R).
For any ~ > 0, define
m˜ref(x, v) := mref ∗v ~−d/2|χ̂|2(·/
√
~),
Let m : Rd×Rd → [0, 1] be any function, and let ϕ ∈ (L1 ∩L∞)(Rd). Then,
there exists C > 0 such that for all A > 32R2 and for all ~ ∈ (0, 1) we have∫
Rd×Rd
|ϕ(x)|1(|v|2 > 4A)m(x, v) dx dv
6 C‖ϕ‖L∞H
cl
S (m, m˜ref)
A
+ C‖ϕ‖L1
∫
|v|2>A/32
mref dv.
This result indeed shows that a uniform control over HclS (m, m˜ref) implies
a control for high |v| which is uniform in ~. Combined with Proposition 4.3,
it implies the following result, part of the proof of Theorem 2.22.
Corollary 5.2. Assume that S ∈ S . Then, there exists CS > 0 such that
the pair (W,ν) built in Proposition 3.4 satisfies
HclS (W (t),mref) 6 CS lim inf
~→0
~
dHS(γ(t), γref) (21)
and
ν(t) = ρW (t) − ρmref
for all t ∈ R.
Proof. Any S ∈ S has the Berezin-Lieb property (on [0, 1]) by Proposition
4.5 and Corollary 4.6. By Proposition 4.3, we deduce that for any ~ > 0
and any t ∈ R we have
HclS (m~γ(t),m~γref ) 6 CBLS ~dHS(γ(t), γref ). (22)
To go from (22) to (21), recall that m~nγ(t) → W (t) as n → ∞ in D′x,v by
Corollary 3.12. Hence, (21) follows if we know that the classical relative
entropy decreases under weak limits, a result that we recall in Lemma 5.3
below. This may introduce another multiplicative constant, as explained
in Remark 5.4. The identification of the density ν(t) then follows from
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Proposition 3.13, Proposition 4.3, Theorem 5.1 and the uniform relative
entropy bounds (10). 
Lemma 5.3 (Decrease of the classical relative entropy under weak limits).
Let S : [0, 1]→ R be a continuous, concave function, differentiable on (0, 1).
Assume that the function HS : R× R → [0,+∞] is convex. Let N > 1 and
(an), (bn) two sequences of measurable functions from R
N to R. Assume
that for all n, 0 6 an, bn 6 1 and that HclS (an, bn) < +∞. Assume also that
an → a and bn → b in D′(RN ). Then, we have
lim inf
n→+∞
HclS (an, bn) > HclS (a, b).
Proof. Since HS is non-negative and lower semi-continuous, as the represen-
tation
HS(x, y) = sup
0<θ<1
1
θ
(
S(θx+ (1− θ)y)− θS(x)− (1− θ)S(y)
)
shows, the statement is clear for poinwise limits by Fatou’s lemma. The
convexity of HS will allow us to go from weak convergence to pointwise
convergence. Indeed, let ϕ ∈ C∞0 (RN ) with ϕ > 0 and
∫
ϕ = 1. Let ε > 0
and define ϕε := ε
−Nϕ(·/ε). Then, since HS is convex, we deduce that for
all ε > 0,
HclS (an, bn) > HclS (an ∗ ϕε, bn ∗ ϕε).
Now since an → a, bn → b in D′(RN ) and since ϕε ∈ D(RN) for any ε > 0,
we deduce that an ∗ ϕε → a ∗ ϕε and that bn ∗ ϕε → b ∗ ϕε as n → ∞,
pointwise on RN . Applying Fatou’s lemma, we deduce that for all ε > 0,
lim inf
n→+∞
HclS (an, bn) > HclS (a ∗ ϕε, b ∗ ϕε).
Now since an → a and bn → b in D′(RN ) with the uniform bounds 0 6
an, bn 6 1 for all n, we deduce that 0 6 a, b 6 1 as well. Consequently, we
have a ∗ ϕε → a and b ∗ ϕε → b as ε → 0, for instance in L1loc(RN ) and
thus almost everywhere up to a subsequence. Using again Fatou’s lemma,
we deduce the result. 
Remark 5.4. Notice that HS0 and HSf are convex but HSb is not. As shown
in the proof of Corollary 4.6 we have HS0/2 ≤ HSb ≤ HS0 on [0, 1] and
therefore the bosonic relative entropy satisfies
HclSb(a, b)
2
6 lim inf
n→∞
HclSb(an, bn).
⋄
The rest of this section is devoted to the proof of Theorem 5.1. The first
step is inspired by the proof of Theorem 8 in [35].
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Proposition 5.5. Let S be an admissible entropy functional. Let u, u0 :
R
d → [0, 1] be measurable functions with u0 ∈ L1(Rd). Then, for any A > 0
we have∣∣∣∣∫
Rd
1(S′(u0(v)) > A)(u(v) − u0(v)) dv
∣∣∣∣ 6 C
∫
Rd
HS(u(v), u0(v)) dv
A
+ C
∫
Rd
1(S′(u0(v)) > A))(S
′)−1
(
S′(u0(v))
2
)
dv. (23)
Proof. We write
u− u0 =
∫ 1
0
(1(u > λ)− 1(u0 > λ)) dλ =
∫ 1
0
aµ dλ,
where aµ = 1(u > λ) − 1(u0 > λ) = 1(u > λ) − 1(S′(u0) 6 µ) with
µ = S′(λ). There is a similar representation for the relative entropy
HS(u, u0) =
∫ 1
0
(S′(u0)− µ)aµ dλ =
∫ 1
0
|S′(u0)− µ|(a+µ − a−µ ) dλ,
where
a+µ := 1(S
′(u0) > µ)aµ > 0, a
−
µ = 1(S
′(u0) 6 µ)aµ 6 0.
We now distinguish two cases. When µ 6 A/2 and S′(u0(v)) > A we have
S′(u0(v)) − µ > A− µ > A
2
.
Hence, ∫
Rd
1(S′(u0(v)) > A)aµ(v) dv 6
2
A
∫
Rd
(S′(u0)− µ)aµ dv,
the left side being non-negative in this case since S′(u0) > A implies u0 < λ.
When µ > A/2, we further split
aµ = a
>2µ
µ + a
<2µ
µ ,
where
a>2µµ = aµ1(S
′(u0(v)) > 2µ).
From the same estimate that we just did,∫
Rd
1(S′(u0(v)) > A)a
>2µ
µ (v) dv
6
1
µ
∫
Rd
(S′(u0)− µ)a>2µµ dv 6
2
A
∫
Rd
(S′(u0)− µ)aµ dv.
Finally, we estimate roughly the last term (which is the only one which does
not have a sign a priori) using that 0 6 u, u0 6 1:∫
Rd
1(S′(u0(v)) > A)|a<2µµ | dv 6 2|{A 6 S′(u0(v)) 6 2µ}|.
Integrating over λ, we get the result. 
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Lemma 5.6. Let S be an admissible entropy functional and define mref(x, v) =
(S′)−1(|v|2). Let χ̂ ∈ C∞0 (Rd) such that
∫ |χ̂|2 = 1, and let R > 0 such that
supp χ̂ ⊂ B(0, R). For any ~ > 0, define
u0 := mref ∗ ~−d/2|χ̂|2(·/
√
~).
Then, for all A > 8R2 and for all ~ ∈ (0, 1) we have∫
Rd
1(S′(u0(v)) > A))(S
′)−1
(
S′(u0(v))
2
)
dv 6 2d+1
∫
|v|2>A/8
mref dv.
Proof. We first bound u0 above and below, independently of ~. We have
u0(v) =
∫
Rd
(S′)−1(|v −
√
~η|2)|χ̂(η)|2 dη.
Since for all η ∈ supp χ̂ we have
|v| −R 6 |v −
√
~η| 6 |v|+R,
and since S′ is decreasing, we deduce the bounds
(S′)−1((|v|+R)2) 6 u0(v)
for all v and
u0(v) 6 (S
′)−1((|v| −R)2)
for all |v| > R. In the region where u0(v) 6 (S′)−1(2|v|2), we have
(S′)−1
(
S′(u0(v))
2
)
6 mref
and S′(u0(v)) > A implies
(S′)−1((|v| +R)2) 6 u0(v) 6 (S′)−1(A)
and thus |v| + R > √A implying that |v|2 > A/8 if A > 8R2. As a conse-
quence,∫
u0(v)6(S′)−1(2|v|2)
1(S′(u0(v)) > A))(S
′)−1
(
S′(u0(v))
2
)
dv
6
∫
|v|2>A/8
mref dv.
In the region where u0(v) > (S
′)−1(2|v|2), S′(u0(v)) > A implies that |v|2 >
A/2, and thus A > 8R2 implies R 6 |v|/2, so that
S′(u0(v)) > (|v| −R)2 > |v|2/4.
As a consequence,∫
u0(v)>(S′)−1(2|v|2)
1(S′(u0(v)) > A))(S
′)−1
(
S′(u0(v))
2
)
dv
6
∫
|v|2>A/2
(S′)−1(|v|2/4) dv = 2d
∫
|v|2>A/8
mref dv,
which implies the result. 
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Corollary 5.7. Let S be an admissible entropy functional and define mref(x, v) =
(S′)−1(|v|2). Let χ̂ ∈ C∞0 (Rd) such that
∫ |χ̂|2 = 1, and let R > 0 such that
supp χ̂ ⊂ B(0, R). For any ~ > 0, define
u0 := mref ∗ ~−d/2|χ̂|2(·/
√
~).
Then, there exists C > 0 such that for all u : Rd → [0, 1], for all A > 32R2
and for all ~ ∈ (0, 1) we have∫
|v|2>4A
u(v) dv 6 C
∫
Rd
HS(u(v), u0(v)) dv
A
+ C
∫
|v|2>A/32
mref dv.
Proof. We have seen in the previous proof that for all |v| > R,
(|v|+R)2 > S′(u0(v)) > (|v| −R)2.
Using furthermore that A > 8R2, we deduce
|v|2 > 4A =⇒ S′(u0(v)) > A =⇒ |v|2 > A/8,
since in this case we indeed have |v| > R. We then write∫
|v|2>4A
u(v) dv 6
∫
S′(u0(v))>A
u(v) dv
6
∫
S′(u0(v))>A
(u(v) − u0(v)) dv +
∫
S′(u0(v))>A
u0(v) dv
6
∫
S′(u0(v))>A
(u(v) − u0(v)) dv +
∫
|v|2>A/8
u0(v) dv.
Using again the bound u0(v) 6 (S
′)−1((|v|−R)2) and the fact that A > 32R2
and |v|2 > A/8 imply R < |v|/2, we deduce that∫
Rd
1(|v|2 > A/8)u0(v) dv 6
∫
Rd
1(|v|2 > A/8)(S′)−1(|v|2/4) dv
= 2d
∫
Rd
1(|v|2 > A/32)(S′)−1(|v|2) dv
The result then follows from combining Proposition 5.5 and Lemma 5.6. 
Proof of Theorem 5.1. Apply Corollary 5.7 to u(v) = m(x, v) for x fixed,
multiply by ϕ(x), and integrate over x. 
6. Uniqueness of solutions to the Vlasov equation
In the previous sections, we have proved that for any γ0 ∈ K~S such that
~
dHS(γ0, γref) is bounded as ~ → 0, the Wigner transform W ~γ(t) of the
solution to the semi-classical Hartree equation (2) converges in a weak sense
as ~→ 0 (up to a subsequence) to W (t) ∈ C0tD′x,v which satisfies
0 6W (t) 6 1, W −mref ∈ L∞t (R, L2x,v), HclS (W (t),mref) ∈ L∞t (R),
ρW − ρmref ∈ L∞t (R, L2x + Lmin(1+2/d,2)x ),
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and is a solution in the distributional sense to the nonlinear Vlasov equation{
∂tW + 2v · ∇xW −∇x (w ∗ ρW ) · ∇vW = 0,
W|t=0 =W (0).
(24)
Our next goal is to show that such solutions are unique. To prove uniqueness,
we follow the method of Loeper [39] based on optimal transportation. Since
we deal here with measures of infinite mass, we need to extend the tools
from optimal transportation to this case. First, we go from the Eulerian
formulation (3) to the Lagrangian formulation in terms of solutions to the
Newton equations of motions. To do so, we need the following equivalence
between Eulerian and Lagrangian solutions:
Lemma 6.1 (Equivalence between Eulerian and Lagrangian solutions). Let
N > 1 and define the space
A(RN ) = {a ∈ C1(RN ,RN ), Dxa ∈ L∞x (RN )},
endowed with norm
‖a‖A := ‖Dxa‖L∞ + ‖(1 + |x|)−1a‖L∞ .
Let F : Rt × RNx → RN a locally integrable function such that
sup
t∈R
‖F (t)‖A < +∞, divx F (t) = 0 in D′t,x.
Then, there exists a unique continuous function Φ : Rt × Rs × RNx → RNx
such that for any x ∈ RN and for any s ∈ R,
Φts(x) = x+
∫ t
s
F (s′,Φs
′
s (x)) ds
′, ∀t ∈ R.
Furthermore, for any s, t ∈ R, x ∈ RN 7→ Φts(x) is a C1-diffeomorphism,
bi-Lipschitz, which preserves the Lebesgue measure.
Finally, for any u0 ∈ L∞(RN ), ut := (Φt0)♯u0 is the unique distributional
solution in C0t (L
∞
x , ∗) to the continuity equation
∂tu+ F · ∇xu = 0
such that u(0) = u0.
Remark 6.2. We recall that u ∈ C0t (L∞x , ∗) means that for all t ∈ R, u(t) ∈
L∞x (R
N ) and that for any ϕ ∈ L1x(RN ), the map t 7→ 〈u(t), ϕ〉 is continuous.
⋄
Lemma 6.1 is standard and its proof is given in Appendix A. Applying it
to
F (t, x, v) = (2v,−∇x (w ∗ ρW )) ,
which belongs to L∞t (R, Ax(R
d × Rd)) if
D2w ∈ (L2 ∩ Lmax(2,1+d/2))(Rd),
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and using that W ∈ C0tD′x,v, 0 6 W 6 1 implies that W ∈ C0t (L∞x,v, ∗), we
deduce that
Wt = (Φ
t
0)♯W0,
where Φt0 is the (Newton) flow associated to Ft. We prove that such solutions
are unique.
Theorem 6.3 (Uniqueness of weak solutions to the positive density Vlasov
equation). Assume that d > 1 and let w ∈ L1(Rd) such that D2w ∈ (L1 ∩
Lmax(2,1+d/2))(Rd) and ∇w ∈ (L1 ∩ Lmax(d+2,4)/3)(Rd). Let ρ0 > 0. Then,
there exists at most one non-negative solution W ∈ C0t (L∞x,v, ∗) to (24) such
that ρW ∈ ρ0 + L∞t (L2x + Lmin(1+2/d,2)x ).
Remark 6.4. Non-negativity is only assumed here to give a meaning to the
density ρW . ⋄
Remark 6.5. Our uniqueness result is stated on the whole time interval R,
but it is also valid on any time interval containing the initial time. ⋄
Theorem 6.3 is proved in several steps. As we said, it requires tools from
optimal transportation with infinite mass. Since we have not found such
tools in the literature, we present them in Appendix B. They might have an
independent interest. Before going into the proof of uniqueness, we provide
a simple estimate on the difference of two solutions to the Newton equations.
Consider W1,W2 ∈ C0t (L∞x,v, ∗) two non-negative solutions to (3). We will
denote by ρ1 and ρ2 their respective densities that are assumed to belong
to ρ0 + L
∞
t (L
2
x + L
min(1+2/d,2)
x ). We also define F1 = −∇x(w ∗ ρ1) and
F2 = −∇x(w∗ρ2) their respective force fields, which satisfy DxFi ∈ L∞(Rd)
due to our assumptions on w and ρi. We will use the notation
Φi(t, x, v) = (Xi(t, x, v), Vi(t, x, v))
for the Newton flow associated to Fi; that is the unique solution to{
(X˙i(t, x, v), V˙i(t, x, v)) = (2Vi(t, x, v), Fi(t,X(t, x, v))),
(X,V )|t=0 = (x, v)
for any (x, v) ∈ Rd × Rd given by Lemma 6.1. This result also gives that
Wi(t) = Φi(t)♯W0.
Then, we have the following simple estimate.
Lemma 6.6. For any t ∈ R and any (x, v) ∈ Rd×Rd we have the estimate
|X1(t, x, v)−X2(t, x, v)| + |V1(t, x, v) − V2(t, x, v)| 6
e
∫ t
0 (2+‖∇F2(s)‖L∞ ) ds
∫ t
0
|F1(s,X1(s, x, v))− F2(s,X1(s, x, v))| ds. (25)
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Proof. By Newton’s equations we have
|X1(t, x, v)−X2(t, x, v)| + |V1(t, x, v) − V2(t, x, v)|
6
∫ t
0
(2|V1(s, x, v)−V2(s, x, v)|+|F1(s,X1(s, x, v))−F2(s,X2(s, x, v))|) ds
which we estimate by splitting the term with the fields into
|X1(t, x, v)−X2(t, x, v)| + |V1(t, x, v) − V2(t, x, v)|
6
∫ t
0
(2|V1(s, x, v) − V2(s, x, v)| + |F2(s,X1(s, x, v)) − F2(s,X2(s, x, v))|) ds
+
∫ t
0
|F1(s,X1(s, x, v)) − F2(s,X1(s, x, v))| ds
Using the Lipschitz character of F2, we deduce∫ t
0
(2|V1(s, x, v)− V2(s, x, v)| + |F2(s,X1(s, x, v)) − F2(s,X2(s, x, v))|) ds
6
∫ t
0
(2 + ‖∇F2(s)‖L∞)(|X1 −X2|(s, x, v) + |V1 − V2|(s, x, v)) ds.
The result then follows by Gronwall’s lemma. 
Loeper’s proof of uniqueness relies on introducing the quantity
Q(t) :=
∫
Rd
∫
Rd
W0(x, v)|X1(t, x, v) −X2(t, x, v)|2 dx dv. (26)
From (25) we deduce that for any t ∈ R,
Q(t) 6 Ct
∫ t
0
∫
Rd
|F1(s, y)− F2(s, y)|2ρ1(s, y) dy ds,
with
Ct := t exp
(
2
∫ t
0
(2 + ‖∇F2(s)‖L∞) ds
)
.
Using our assumption on ρ1, we deduce that
Q(t) 6 Ct‖ρ1‖L∞t (Lmin(1+2/d,2)+L∞)
∫ t
0
‖F1(s)− F2(s)‖2L2∩Lmax(d+2,4) ds. (27)
In particular, Q(t) is finite for all t ∈ R since
‖F1(s)− F2(s)‖L2∩Lmax(d+2,4)
6 ‖∇w‖L1∩Lmax(d+2,4)/3‖ρ1(s)− ρ2(s)‖L2+Lmin(1+2/d,2)
for all s. The next part of the proof consists in estimating Q(t) from below by
some norm on ρ1(t)−ρ2(t) that itself controls ‖F1(t)−F2(t)‖L2∩Lmax(d+2,4) , in
order to perform a Gronwall-type argument. While Loeper shows that Q(t)
controls the H−1-norm of ρ1(t)− ρ2(t), we have a slightly weaker control.
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Proposition 6.7. Assume Q(t) is defined by (26). For any ρ : Rd → R,
define the norm
‖ρ‖X := sup
{∫
Rd
ρ(x)ϕ(x) dx, ϕ ∈ L1(Rd), ‖∇ϕ‖L2∩Lmax(d+2,4) 6 1
}
.
Then, for any T > 0, there exists CT > 0 such that for any t ∈ [−T, T ] one
has
‖ρ1(t)− ρ2(t)‖2X 6 CTQ(t).
Before proving Proposition 6.7, we show how it implies Theorem 6.3.
Proof of Theorem 6.3. Let ρ ∈ X and 1 6 j 6 d. We start by estimating
∂jw ∗ ρ in L2 ∩ Lmax(d+2,4) by ‖ρ‖X . To do so, let V ∈ (L1 ∩ L2)(Rd). By
definition of the X-norm, we have∫
Rd
(∂jw ∗ ρ)(x)V (x) dx =
∫
Rd
ρ(y)(∂jw ∗ V )(y) dy
6 ‖ρ‖X‖∇∂jw ∗ V ‖L2∩Lmax(d+2,4)
6 C‖ρ‖X‖D2w‖
L1∩L
max(
2(d+2)
d+4
, 43 )
‖V ‖L2 ,
hence
‖∂jw ∗ ρ‖L2 6 C‖ρ‖X‖D2w‖
L1∩L
max(
2(d+2)
d+4
, 43 )
.
By the same method, we have
‖∂jw ∗ ρ‖Lmax(d+2,4) 6 C‖ρ‖X‖D2w‖
Lmax(2,1+d/2∩L
max(
2(d+2)
d+4
, 43 )
.
We thus have proved that
‖∇w ∗ ρ‖L2∩Lmax(d+2,4) 6 C‖D2w‖L1∩Lmax(2,1+d/2)‖ρ‖X .
Inserting this estimate into (27), we deduce the bound
Q(t) 6 CT
∫ t
0
‖ρ1(s)− ρ2(s)‖2X ds.
By the lower bound on Q(t) given by Proposition 6.7 and Gronwall’s esti-
mate, we deduce that ρ1 ≡ ρ2 which then implies that F1 ≡ F2 and Φ1 ≡ Φ2,
showing that W1 ≡W2. 
To prove Proposition 6.7, we need the following result from optimal trans-
portation.
Proposition 6.8. For any t ∈ R, there exists ψ(t) : Rd → R ∪ {+∞} a
convex lower semi-continuous function, differentiable almost everywhere on
the support on ρ1(t), such that ρ2(t) = (∇ψ(t))♯ρ1(t), and such that
Q(t) >
∫
Rd
|x−∇ψ(t, x)|2ρ1(t, x) dx.
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When
∫
ρ1(t, x) dx =
∫
ρ2(t, x) dx < ∞, Proposition 6.8 is a standard
result of optimal transportation due to Brenier and McCann. Since here
these integrals are infinite, we need to extend this optimal transportation
result and this is done in Appendix B, where Proposition 6.8 is proved. We
now explain how it implies Proposition 6.7, following the same strategy as
Loeper.
Proof of Proposition 6.7. In the following, we drop the dependence in t from
our notation. Once the existence of ψ given by Proposition 6.8 is known, we
introduce the interpolation between ρ1 and ρ2 invented by McCann [44]:
ρθ := ((θ − 1)∇ψ + (2− θ)id)♯ρ1, θ ∈ [1, 2].
This path has nice properties [44, Thm. 2.2], in particular that for any
function A : R+ → R+, satisfying that A(0) = 0 and that λ > 0 7→ λdA(λ−d)
is convex, it holds that the map
θ ∈ [1, 2] 7→
∫
Rd
A(ρθ(x)) dx
is convex. We apply this result to the map
A : ρ > 0 7→ 1(ρ > ρ0)×
{
ρ1+2/d − ρ1+2/d0 − d+2d ρ
2/d
0 (ρ− ρ0) if d > 3,
(ρ− ρ0)2 if d = 1, 2,
which can be shown to satisfy the desired properties. In particular, we have
for all θ ∈ [1, 2],∫
Rd
A(ρθ(x)) dx 6 max
(∫
Rd
A(ρ1(x)) dx,
∫
Rd
A(ρ2(x)) dx
)
.
Since A(ρ) ∼ ρmin(1+2/d,2) as ρ→ +∞, we have that
A(ρ) >
1
2
1(ρ > R)ρmin(1+2/d,2)
for some large R > 0. We can then estimate
‖1(ρθ > R)ρθ‖min(1+2/d,2)Lmin(1+2/d,2) 6 2
∫
Rd
A(ρθ(x)) dx
6 max
(∫
Rd
A(ρ1(x)) dx,
∫
Rd
A(ρ2(x)) dx
)
.
Since on the other hand we have
A(ρ) 6 C(1(|ρ− ρ0| 6 R)(ρ− ρ0)2 + 1(|ρ− ρ0| > R)(ρ− ρ0)min(1+2/d,2),
we deduce that∫
Rd
A(ρi(x)) dx
6 C(‖1(|ρi−ρ0| 6 R)(ρi−ρ0)‖2L2+‖1(|ρi−ρ0| > R)(ρi−ρ0)‖min(1+2/d,2)Lmin(1+2/d,2) ).
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Now ρi − ρ0 ∈ L2 + Lmin(1+2/d,2), hence 1(|ρi − ρ0| 6 R)(ρi − ρ0) ∈ L2 and
1(|ρi − ρ0| > R)(ρi − ρ0) ∈ Lmin(1+2/d,2). This shows that
sup
θ∈[1,2]
‖ρθ‖Lmin(1+2/d,2)+L∞ < +∞.
Now let ϕ ∈ L1(Rd). We write∫
Rd
(ρ2(x)− ρ1(x))ϕ(x) dx
=
∫ 2
1
d
dθ
∫
Rd
ρθ(x)ϕ(x) dx dθ
=
∫ 2
1
d
dθ
∫
Rd
ρ1(x)ϕ((θ − 1)∇ψ(x) + (2− θ)x) dx
=
∫ 2
1
∫
Rd
ρ1(x)(∇ψ(x) − x) · ∇ϕ((θ − 1)∇ψ(x) + (2− θ)x) dx
6 sup
θ∈[1,2]
(∫
Rd
ρ1(x)|x−∇ψ(x)|2 dx
)1/2(∫
Rd
ρθ(x)|∇ϕ(x)|2 dx
)1/2
,
which shows that for all ϕ,∣∣∣∣∫
Rd
(ρ2(t, x)− ρ1(t, x))ϕ(x) dx
∣∣∣∣2
6 Q(t) sup
θ∈[1,2]
‖ρθ‖Lmin(1+2/d,2)+L∞‖∇ϕ‖2L2∩Lmax(d+2,4) .
By the definition of the space X, this finishes the proof. 
At this step we also have completed the proof of Theorem 2.22.
7. Accessible initial data
In this section, we build families of initial data (γ0,~)~ for the Hartree
equation (2) so that ~dH(γ0,~, γref) remains bounded and such that their
Wigner transform converges as ~ → 0 towards a given phase-space distri-
bution. This will have two important consequences: (i) this shows that the
assumptions of Theorem 2.22 are not empty and (ii) using these particular
initial states, we can show the well-posedness of the Vlasov equation in the
energy space (Theorem 2.25). We start by constructing appropriate initial
data for Theorem 2.22.
Lemma 7.1. Let S be an admissible entropy functional and define f :=
(S′)−1, S′(1−) := limx→1 S
′(x) < 0. Assume that f and y 7→ yf(y) are
continuous on ]S′(1−),+∞[ and vanish at +∞, together with their first and
second derivatives. Let a ∈ C∞0 (Rd×Rd) such that |v|2+a(x, v) > S′(1−) for
all (x, v) ∈ Rd×Rd. Define mref(x, v) = f(|v|2), m(x, v) = f(|v|2+a(x, v)).
Let the operators
γref = f(−~2∆), γ~ = f
(
− ~2∆+Op~W(a)
)
,
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which is well-defined for ~ > 0 small enough by G˚arding’s inequality. Then,
we have W ~γ~ → m as ~→ 0 in D′x,v and
lim
~→0
~
dHS(γ~, γref) = HclS (m,mref).
Remark 7.2. This choice of ’quantization’ has several advantages. First, we
need that 0 6 γ~ 6 1 which is the reason why we put the quantization as
an argument of the function f . Another way to obtain this condition would
be to use the ’Husimi quantization’,
Op~H(m) =
∫
Rd
∫
Rd
m(x, v)|χ~x,v〉〈χ~x,v|
dx dv
(2π~)d
,
but it is then not obvious how to show that this state has a finite relative
entropy with respect to γref . Using a reverse Berezin-Lieb inequality
HS(Op~H(m),Op~H(mref)) 6 ~−dHclS (m,mref),
which holds for S0 and Sf (and thus for Sb again up to a factor), Op
~
H(m)
has a finite relative entropy with respect to Op~H(mref) which is the wrong
reference state:
Op~H(mref) = (f(| · |2) ∗ ~−d/2|χ̂(·/
√
~)|2)(−i~∇) 6= f(−~2∆).
It is not clear that this new reference state is of the type (S′)−1(−~2∆) for
some admissible entropy functional S (that would anyway depend on ~), and
this is why we do not use this approach. In addition, it is easier to compute
the Wigner transform using symbolic calculus with the Weyl quantization.
⋄
Proof. Let η := min(x,v)(|v|2 + a(x, v)). Let g : R → [0, 1] a C2 function
which coincides with (S′)−1 on [η′,+∞) for some S′(1−) < η′ < min(0, η)
and such that g ≡ 0 on (−∞, η′−1], in order to have that γ~ = g(Op~W(|v|2+
a)) and γref = g(Op
~
W(|v|2)) for ~ > 0 small enough (using that −~2∆ +
Op~W(a) > η − c~ by G˚arding’s inequality [60, Thm. 4.32]). The fact that
W ~γ~ → m as ~ → 0 is a standard fact from semi-classical analysis, that we
show in Proposition C.5 in Appendix C. Since m differs from mref only on a
compact set, it is clear that HclS (m,mref) < ∞. To show that the quantum
relative entropy converges towards the classical relative entropy, we will use
the integral representation for the relative entropy
HS(γ~, γref) =
∫ 1
0
Tr(g(Op~W(|v|2 + ta))− g(Op~W(|v|2 + a))Op~W(a) dt,
that we prove in Appendix D. Now let ε > 0 and take gε ∈ C∞0 (Rd) such
that ‖gε − g‖L∞ 6 ε. Using that ‖Op~W(a)‖S1 6 C~−d, we infer that for all
ε > 0,
(2π~)dHS(γ~, γref) =∫ 1
0
(2π~)d Tr(gε(Op
~
W(|v|2 + ta))− gε(Op~W(|v|2 + a))Op~W(a) dt+O(ε),
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where the error O(ε) is uniform as ~→ 0. In the proof of Proposition C.5,
we prove that for any g ∈ C∞0 (R) and for any b, c ∈ C∞0 (Rd × Rd) we have
(2π~)d Tr(g(|v|2 +Op~W(b))Op~W(c))
=
∫
Rd
∫
Rd
g(|v|2 + b(x, v))c(x, v) dx dv +O(~).
As a consequence, we have
(2π~)d Tr(gε(Op
~
W(|v|2 + ta))− gε(Op~W(|v|2 + a))Op~W(a)
=
∫
Rd
∫
Rd
(gε(|v|2 + ta(x, v)) − gε(|v|2 + a(x, v)))a(x, v) dx dv +O(~),
where the O(~) may depend badly on ε but is uniform in t ∈ [0, 1]. Taking
~→ 0 with ε fixed, we deduce that
lim
~→0
(2π~)dHS(γ~, γref) =∫ 1
0
∫
Rd
∫
Rd
(gε(|v|2 + ta(x, v))− gε(|v|2 + a(x, v)))a(x, v) dx dv +O(ε).
for all ε > 0. Now the limit ε→ 0 may be taken by dominated convergence
since a is compactly supported. 
Remark 7.3. In the case S′(1−) = 0, the previous construction is not well-
defined since (S′)−1 is only defined on [0,+∞) and hence the operator
(S′)−1(Op~W(|v|2 + a)) may not make sense since Op~W(|v|2 + a) may not
be non-negative. However, if we assume that S can be extended from [0, 1]
to [0, 1+ δ] for some δ > 0 as an admissible entropy functional, the previous
result holds for any a ∈ C∞0 (Rd × Rd) such that |v|2 + a(x, v) > 0 for all
(x, v). This assumption on S is satisfied for any S ∈ S built on S0 and Sb,
but of course not on Sf . However, if S is built on Sf , we have S
′(1−) = −∞
and hence S′(1−) = 0 never happens in this case.
The next lemma shows that, at the classical level, putting the perturba-
tion inside the function f is the same as putting it outside.
Lemma 7.4. Let S and admissible entropy functional such that S′(1−) < 0.
Let b ∈ C∞0 (Rd × Rd) such that 0 < (S′)−1(|v|2) + b(x, v) < 1. Then, there
exists a ∈ C∞0 (Rd×Rd) with |v|2+a(x, v) > S′(1−) such that (S′)−1(|v|2)+
b(x, v) = (S′)−1(|v|2 + a(x, v)).
Proof. Since 0 < (S′)−1(|v|2) + b(x, v) < 1 for all (x, v) and since S is C∞
on (0, 1), the function
a : (x, v) 7→ S′((S′)−1(|v|2) + b(x, v)) − |v|2
is well-defined and C∞ on Rd × Rd. It is furthermore clearly compactly
supported with supp a = supp b. 
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Remark 7.5. If S′(1−) = 0, the previous lemma still holds for all b ∈
C∞0 (R
d ×Rd) such that 0 < (S′)−1(|v|2) + b(x, v) 6 1, provided that (S′)−1
has first and second derivatives that have limits at 0 (which is the case if S
can be extended from [0, 1] to [0, 1 + δ] for some δ > 0 as an admissible en-
tropy functional). One then obtains a ∈ C∞0 (Rd×Rd) with |v|2+a(x, v) > 0
for all (x, v).
The last lemma shows that the class of states (S′)−1(|v|2 + a(x, v)) in-
cludes all reasonable smooth and compactly supported perturbations of
(S′)−1(|v|2). These states are actually dense in the sense of the relative
entropy, as we next show.
Lemma 7.6. Let S an admissible entropy functional such that limx→1 S
′(x) =:
S′(1−) < 0. Let b : Rd×Rd → R a measurable function. Define mref(x, v) =
(S′)−1(|v|2) and m = mref + b. Assume that 0 6 m 6 1 and HclS (m,mref) <
∞. Then, there exists a sequence (bn) ⊂ C∞c (Rd×Rd) satisfying 0 < mn :=
mref+bn < 1 for all n, HclS (mn,mref)→ HclS (m,mref) as n→∞ and bn → b
as n→∞ in L2(Rd × Rd).
Proof. Since m has a finite relative entropy with respect to mref , we deduce
that b ∈ L2(Rd×Rd) by the (classical) Klein inequality. Now we proceed in
two steps: first we localize b and then we smooth it. Let R > 0. Defining
bR = 1B(0,R)1(1/R 6 mref+b 6 1−1/R)b, we clearly have 0 < mref+bR < 1
for all R and that bR → b in L2 as R→∞. Furthermore,
Hcl(mref + bR,mref) = −
∫
B(0,R)
dx dv 1(
1
R
6 mref + b 6 1− 1
R
)×
×
(
S(mref(x, v) + b(x, v)) − S(mref(x, v))− |v|2b(x, v)
)
and thus Hcl(mref + bR,mref) → Hcl(mref + b,mref) as R → ∞. Replacing
b by bR, we may thus assume that b is compactly supported and that 0 <
mref + b < 1 (with even 0 < δK 6 mref + b 6 1− δK on any compact set K).
Next, we approach b by bε := b ∗ ηε, where ηε := ε−2dη(·/ε) with ε ∈ (0, 1)
and η ∈ C∞0 (Rd × Rd), supp η ⊂ B(0, 1),
∫
R2d
η = 1, η > 0. It also satisfies
0 < mref(x, v) + bε(x, v) < 1: indeed, we have supp bε ⊂ supp b + B(0, 1)
hence for all X ∈ supp bε and for all Y ∈ supp ηε we have X − Y ∈ K :=
supp b+B(0, 2) a compact set, hence
0 < δKηε(Y ) 6 (mref(X − Y ) + b(X − Y ))ηε(Y ) 6 (1− δK)ηε(Y ).
Integrating over Y shows that for all X ∈ supp bε, we have
0 < δK 6 mref ∗ ηε + bε 6 1− δK ,
and hence
δK +mref −mref ∗ ηε 6 mref + bε 6 1− δK +mref −mref ∗ ηε.
Since mref −mref ∗ ηε → 0 as ε→ 0 in L∞, we deduce that 0 < mref + bε <
1 for ε > 0 small enough, on supp bε. Away from supp bε, we have also
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0 < mref + bε = mref < 1. Furthermore, we clearly have bε → b in L2 as
ε → 0, as well as almost everywhere (perhaps up to a subsequence). As a
consequence,
S(mref(x, v) + bε(x, v)) − S(mref(x, v)) − |v|2bε(x, v)
→ S(mref(x, v) + b(x, v)) − S(mref(x, v)) − |v|2b(x, v)
as ε→ 0, almost everywhere in (x, v) by continuity of S. Now the function
(x, v) 7→ S(mref(x, v) + bε(x, v)) − S(mref(x, v)) − |v|2bε(x, v)
is supported in supp b+B(0, 1) and is uniformly bounded in L∞loc(R
d × Rd)
as ε→ 0 since S is continuous on [0, 1] and thus bounded, and since b is also
bounded due to the constraint mref + b ∈ (0, 1). By dominated convergence,
we deduce that Hcl(mref + bε,mref) → Hcl(mref + b,mref) as ε → 0. This
concludes the proof. 
Remark 7.7. In the case S′(1−) = 0, we obtain the same result (replacing
0 < mref + bn < 1 by 0 < mref + bn 6 1) by defining
bR = 1B(0,R)1(|v| > 1/R)1(1/R 6 mref + b 6 1− 1/R)b
which now satisfies that 0 < δK 6 mref+bR 6 1−δK on any compact subset
K of Rd×Rd\(Rd×{0}). Since supp bε ⊂ supp b+B(0, ε) ⊂ Rd×Rd\(Rd×
{0}) for ε small enough, we deduce again that 0 < δ 6 mref + bε 6 1− δ on
supp bε, while away from supp bε we have 0 < mref + bε = mref 6 1.
We will now ask the question of the well-posedness of the Vlasov equation:
given any b0 with 0 6 mref+b0 6 1 andHcl(mref+b0,mref) < +∞, does there
exist a solution W of the nonlinear Vlasov equation with Hcl(W (t),mref) 6
C for all t and such that W0 = mref + b0? We answer this question by going
to the quantum evolution. We begin with the case of smooth perturbations
of mref .
Proposition 7.8. Assume that S ∈ S and define mref(x, v) = (S′)−1(|v|2).
Let b0 ∈ C∞0 (Rd × Rd) such that 0 < mref + b0 6 1. Then, there exists a
unique b ∈ L∞t (R, L2x,v)∩C0t (R,D′x,v(Rd×Rd)) such that 0 6 mref+ b(t) 6 1
and HclS (mref + b(t),mref) 6 C(HclS (mref + b0,mref)) for all t ∈ R, with
W (t) := mref + b(t) solving the Cauchy problem for the Vlasov equation (3)
with initial condition W (0) = mref + b0.
Proof. By Lemma 7.4 (and Remark 7.5 in the case S′(1−) = 0), let a0 ∈
C∞0 (R
d × Rd) such that
mref + b0 = (S
′)−1(|v|2 + a0),
and by Lemma 7.1 (and Remark 7.3) in the case S′(1−) = 0) let
γ~ = (S
′)−1(−~2∆+Op~W(a0))
such that
lim
~→0
~
dHS(γ~, γref) = HclS (mref + b0,mref).
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Applying Theorem 2.12, Theorem 2.22, and the estimate (10), there exists a
solution to the Hartree equation with initial data γ~ with ~
dHS(γ~(t), γref) 6
C(~dHS(γ~, γref)) for all t and ~ ∈ (0, 1), which converges as ~ → 0 to
the desired solution to the Vlasov equation. We have already seen that
W ~γ~ → mref + b0 as ~ → 0 in the sense of distributions, so that W (t) has
the correct initial condition. 
We now deduce Theorem 2.25 by approaching any energy initial condition
by smooth data.
Proof of Theorem 2.25. By Lemma 7.6 (and Remark 7.7 in the case S′(1−) =
0), let (bn,0) ⊂ C∞0 (Rd × Rd) a sequence approaching W0 −mref in the rel-
ative entropy sense. Applying Proposition 7.8 to bn,0, we have a sequence
Wn(t) = mref + bn(t) of solutions to the Vlasov equations such that
sup
n,t
HclS (Wn(t),mref) 6 C(HclS (mref + b0,mref)).
Since (bn) is bounded in L
∞
t L
2
x,v = (L
1
tL
2
x,v)
′ (by the classical Klein inequal-
ity (11)), we may extract a sequence such that bn → b weakly in L∞t L2x,v
(and similar weak limits for the density ρbn using the classical Lieb-Thirring
inequality (12)). The fact that b is a solution to the Vlasov equation fol-
lows from the same arguments as in the proof of Theorem 2.22 (the linear
terms are easy, and one can take the limit in the nonlinear terms thanks
to the high frequency estimates of the relative entropy). We can also show
that b ∈ C0tD′x,v again by the Ascoli-Arzela theorem and the uniform en-
tropy bounds. In particular, bn(0) → b(0) as n → ∞ in D′x,v, and since
bn(0) = bn,0 → b0 in L2x,v, we deduce that b(0) = b0. 
Appendix A. Proof of Lemma 6.1
Proof of Lemma 6.1. Fixing s and x, the existence of Φts(x) follows from a
fixed point theorem in C0([s − T, s + T ]) for T = T (F ) > 0 small enough
(independent of s and x), using the fact that F is globally Lipschitz. For
fixed x and s, such a Φ is unique (in C0([s−T ′, s+T ′′]) for any T ′, T ′′ > 0)
by a standard Gronwall argument, using again the fact that F is Lipschitz.
Using now that for any s+ T/2 < t < s+ 3T/2, we have
Φts+T/2(Φ
s+T/2
s (x))
= Φs+T/2s (x) +
∫ t
s+T/2
F (s′,Φs
′
s+T/2(Φ
s+T/2
s (x)) ds
′
= x+
∫ s+T/2
s
F (s′,Φs
′
s (x)) ds
′ +
∫ t
s+T/2
F (s′,Φs
′
s+T/2(Φ
s+T/2
s (x)) ds
′,
we deduce that the function
t ∈ [s, s+ 3T/2] 7→
{
Φts(x) if s 6 t 6 s+ T/2,
Φts+T/2 ◦ Φ
s+T/2
s if s+ T/2 6 t 6 s+ 3T/2,
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is a continuous solution to the integral equation at s and x fixed. By unique-
ness, this shows that Φ can be extended to [s − T, s + 3T/2] and iterating
this process it can be extended to a continuous function on R. The same
argument then shows the semi-group property
Φt3t1 = Φ
t3
t2 ◦ Φt2t1 .
By a Gronwall argument, we also get the uniform bound
|Φts(x)| 6 eC|t−s|(|x|+ C|t− s|).
The semi-group property implies that Φts is a bijection of R
N for any s, t
(with inverse Φst ). Now Gronwall again implies that
|Φts(x)− Φts(y)| 6 eC|t−s||x− y|,
and using the semi-group property we deduce the lower bound
|Φts(x)− Φts(y)| > e−C|t−s||x− y|.
This shows that Φts is bi-Lipschitz for any s, t. Using the integral equation,
this proves that Φ is continuous as a function of (s, t, x). To show that Φts
is C1, let x ∈ RN , 1 6 j 6 N and α 6= 0. Defining
fα(t) :=
Φts(x+ αej)− Φts(x)
α
,
and using the continuity of Φts, we find that
fα(t) = ej +
∫ t
s
DΦs′s (x)
F (s′, fα(s
′)) ds′ + oα→0(1),
hence for any α,α′ 6= 0 we have
fα(t)− fα′(t) =
∫ t
s
DΦs′s (x)
F (fα(s
′)− fα′(s′)) ds′ + oα→0(1).
Using again Gronwall, we deduce that
|fα(t)− fα′(t)| 6 eC|t−s|oα→0(1),
showing that fα(t) admits a limit as α→ 0. It satisfies the equation
∂xjΦ
t
s(x) = ej +
∫ t
s
DΦs′s (x)
F (s′, ∂xjΦ
s′
s (x)) ds
′.
For any h ∈ RN , writing the equation satisfied by
∂xjΦ
t
s(x+ h)− ∂xjΦts(x)
and using Gronwall again, we find that
∂xjΦ
t
s(x+ h)− ∂xjΦts(x)→ 0
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as h → 0, showing that ∂xjΦts is continuous. Since it holds for any j, this
shows that Φts is C
1. By the semi-group property, Φts is a C
1-diffeomorphism
of RN for each s, t. We have the equation for all s, t, x
DxΦ
t
s = id +
∫ t
s
DΦs′s (x)
F (s′) ◦DxΦs′s ds′.
Taking the determinant of the right side which is a Lipschitz function of t,
and taking its distributional derivative, one finds that
d
dt
detDxΦ
t
s = TrDΦts(x)F (s) detDxΦ
t
s = 0,
in the sense of distributions over t, showing that
detDxΦ
t
s = detDxΦ
s
s = 1.
By the previous estimates, we have that
(t, x) 7→ F (t,Φt0(x)) ∈ L∞loc(R× RN ).
More precisely, we even have
|F (t,Φt0(x))| 6 CeC|t|(1 + |x|+ C|t|).
Hence, the identity
d
dt
Φt0(x) = F (t,Φ
t
0(x))
holds in L∞loc(R× RN ) ⊂ D′t,x. As a consequence, for any ϕ ∈ Dx, we have
d
dt
ϕ(Φt0(x)) = ∇ϕ(Φt0(x)) · F (t,Φt0(x))
also in L∞loc(R× RN ), implying in particular that for any t, s, x,
ϕ(Φt0(x))− ϕ(Φs0(x)) =
∫ t
s
∇ϕ(Φs′0 (x)) · F (s′,Φs
′
0 (x)) ds
′.
From this identity, we deduce the bound∫
RN
|ϕ(Φt0(x))− ϕ(Φs0(x))| dx 6
∫ t
s
∫
RN
|∇ϕ(x)||F (s′, x)| dx ds′,
showing that
ϕ(Φs0(x))→ ϕ(Φt0(x))
as s → t in L1x. By density of Dx in L1x, this convergence also holds for
ϕ ∈ L1x, since ∫
RN
|ϕ(Φs0(x))| dx =
∫
RN
|ϕ(y)| dy
for all ϕ ∈ L1x. Now let u0 ∈ L∞(RN ). By the previous considerations, we
deduce that u ∈ C0t (L∞, ∗), which means that
〈u(t), ϕ〉 ∈ C0t
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for any ϕ ∈ L1x. By the same identity as before, we also infer that for any
ϕ ∈ Dt,x, for any t ∈ R, and any h 6= 0,〈
u(t+ h)− u(t)
h
, ϕ(t)
〉
x
=
1
h
∫ t+h
t
∫
RN
u(s, x)∇ϕ(t, x) · F (s, x) dx ds.
Since
s 7→
∫
RN
u(s, x)∇ϕ(t, x) · F (s, x) dx ∈ L∞s ,
we deduce by the Lebesgue differentiation theorem that
1
h
∫ t+h
t
∫
RN
u(s, x)∇ϕ(t, x) · F (s, x) dx ds→
∫
RN
u(t, x)∇ϕ(t, x) · F (t, x) dx
as h→ 0 in L1t (R). Since
〈u(t+ h)− u(t)
h
, ϕ(t)〉t,x → 〈∂tu, ϕ〉
as h → 0, this shows that u satisfies the continuity equation. It remains to
show the opposite direction. Thus, let u ∈ C0t (L∞x , ∗) any solution to the
continuity equation such that u(0) = u0. It is enough to show that ut ◦ Φt0
does not depend on t. First, notice that ut ◦Φt0 ∈ C0t (L∞x , ∗) and thus makes
sense as a distribution: indeed,
〈ut ◦Φt0, ϕ〉 = 〈ut, ϕ ◦ Φ0t 〉,
and we have already shown that (t, x) 7→ ϕ(Φ0t (x)) ∈ C0t L1x if ϕ ∈ L1x. Now
let ϕ ∈ Dx, t ∈ R, and h 6= 0. We have
〈ut ◦Φt0, ϕ〉x = 〈ut, ϕt〉,
where ϕt := ϕ ◦Φ0t . As a consequence,
1
h
(〈ut+h, ϕt+h〉 − 〈ut, ϕt〉) = 〈u(t+ h)− u(t)
h
, ϕt〉+ 〈u(t+ h), ϕt+h − ϕt
h
〉.
The identity
〈u(t+ h)− u(t)
h
, ϕ〉x = 1
h
∫ t+h
t
∫
RN
u(s, x)∇ϕ(x) · F (s, x) dx ds
has been shown for any ϕ ∈ Dx, which is a priori not the case here. However,
by density one can extend it to any ϕ ∈ L1x such that (1 + |x|)∇ϕ(x) ∈ L1x,
which is the case for ϕ = ϕt since
∇ϕt(x) = −F (t,Φ0t (x)) · ∇ϕ(Φ0t (x))
and thus∫
RN
(1 + |x|)|∇ϕt(x)| dx 6
∫
RN
(1 + |Φ0t (x)|)|F (t, x)||∇ϕ(x)| dx
which is finite since |Φ0t (x)| 6 CeC|t|(|x|+ C|t|). By Lebesgue’s differentia-
tion theorem, we deduce that
〈u(t+ h)− u(t)
h
, ϕt〉 →
∫
RN
u(t, x)∇ϕt(x) · F (t, x) dx
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as h→ 0 in L1loc(Rt). On the other hand, the continuity equation also holds
for ϕt: we also have that
∂tϕt + Ft · ∇ϕt = 0
in D′t,x. Since the right side belongs to L∞t L1x as we have already seen, we
deduce that
ϕt+h(x)− ϕt(x) = −
∫ t+h
t
∇ϕs(x) · F (s, x) ds,
as an identity in C0t L
1
x. Again by Lebesgue’s differentiation theorem, we
deduce that
ϕt+h(x)− ϕt(x)
h
→ −∇ϕt(x) · F (t, x)
as h → 0, strongly in L1loc,tL1x. Hence, by continuity of u in C0t (L∞x , ∗), we
have
〈u(t+ h), ϕt+h − ϕt
h
〉 → −
∫
RN
u(t, x)∇ϕt(x) · F (t, x) dx,
as h→ 0 in L1loc,t, showing that
d
dt
ut ◦ Φt0 = 0
in D′t,x. This shows that
ut ◦Φt0 = u0 ◦ Φ00 = u0,
which is the desired identity. 
Appendix B. Infinite-mass optimal transportation
Recall that a Radon measure on RN is a non-negative Borel measure on
R
N which is regular and locally finite. A sequence (µn) of Radon measures
on RN converges weakly to another Radon measure µ on RN if for all f ∈
Cc(R
N ) we have ∫
RN
f(x) dµn(x)→
∫
RN
f(x) dµ(x)
as n→∞. When this holds, we write µn ⇀ µ. We also recall (see, e.g., [20,
Thm. 1.41]) that if a sequence (µn) of Radon measures is such that the
sequence (∫
RN
f(x) dµn(x)
)
n∈N
is bounded for every fixed f ∈ Cc(RN ), then there exists a Radon measure
µ and a subsequence of (µn) such that µn ⇀ µ as n → ∞ along this
subsequence. For any Radon measure µ on Rd × Rd, its marginals µ(1)
and µ(2) are non-negative Borel measures on Rd (not necessarily Radon),
such that for all Borel sets A ⊂ Rd we have µ(1)(A) = µ(A × Rd) and
µ(2)(A) = µ(Rd ×A). With these definitions at hand, we are ready to state
our first result about optimal transport.
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Lemma B.1. Let ρ1, ρ2 ∈ L1loc,+(Rd). Define Γ(ρ1, ρ2) as the set of all
Radon measures on Rd×Rd having marginals ρ1 and ρ2. Define the optimal
transport problem
C(ρ1, ρ2) = inf
Π∈Γ(ρ1,ρ2)
∫
Rd×Rd
|x− y|2 dΠ(x, y).
If C(ρ1, ρ2) < +∞, then the infimum defining C(ρ1, ρ2) is attained.
Remark B.2. The assumption C(ρ1, ρ2) < +∞ ensures in particular that
Γ(ρ1, ρ2) is not empty, implying that
∫
Rd
ρ1 =
∫
Rd
ρ2 ∈ [0,+∞]. When∫
Rd
ρ1 < +∞, Lemma B.1 is standard and its proof can be found for instance
in [58, Thm. 4.1]. We did not find this result for
∫
Rd
ρ1 = +∞ in the
literature, so we give a proof below. Contrary to the case
∫
Rd
ρ1 < +∞
where the set Γ(ρ1, ρ2) is compact so that any sequence has a converging
subsequence, we exploit here the fact that we have a minimizing sequence
to obtain compactness. ⋄
Proof. Let (Πn) a minimizing sequence for C(ρ1, ρ2). In particular, the
sequence ∫
Rd×Rd
|x− y|2dΠn(x, y)
is bounded. For any ϕ ∈ Cc(Rd × Rd), there exists K ⊂ Rd a compact set
and C > 0 such that for all (x, y) ∈ Rd ×Rd,
|ϕ(x, y)| 6 C1K(x).
As a consequence, we have the bound∣∣∣∣∫
Rd×Rd
ϕ(x, y) dΠn(x, y)
∣∣∣∣ 6 C ∫
K
ρ1(x) dx,
and thus (
∫
ϕdΠn)n is bounded. By the compactness property of Radon
measures recalled above, this implies the existence of a Radon measure Π
such that Πn ⇀ Π up to a subsequence. Now let χ ∈ Cc(R+,R+) be a non-
increasing function such that χ(0) = 1, and let R > 0. Define χR : (x, y) ∈
R
d × Rd 7→ χ(|(x, y)|/R) ∈ Cc(Rd × Rd). Then, χR(x, y) → 1 as R → +∞
non-decreasingly, for all (x, y) ∈ Rd × Rd. By monotone convergence, we
deduce that∫
Rd×Rd
|x− y|2dΠ(x, y) = lim
R→∞
∫
Rd×Rd
χR(x, y)|x − y|2dΠ(x, y),
= lim
R→∞
lim
n→∞
∫
Rd×Rd
χR(x, y)|x − y|2dΠn(x, y)
6 lim inf
n→∞
∫
Rd×Rd
|x− y|2dΠn(x, y).
As a consequence, we have proved that∫
Rd×Rd
|x− y|2dΠ(x, y) 6 lim inf
n→∞
∫
Rd×Rd
|x− y|2dΠn(x, y) = C(ρ1, ρ2).
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To show that Π is a minimizer for C(ρ1, ρ2), it remains to show that it has
the right marginals. To do so, let first f ∈ Cc(Rd) such that f > 0. Let also
R > 0 and χR(x) = χ(|x|/R) for all x ∈ Rd, with χ the same function as
before (assuming furthermore that χ ≡ 1 on [0, 1]). Then, we have for all n,∫
Rd
f(x)ρ1(x) dx
=
∫
Rd×Rd
f(x)dΠn(x, y)
=
∫
Rd×Rd
χR(y)f(x)dΠn(x, y) +
∫
Rd×Rd
(1− χR(y))f(x)dΠn(x, y).
Now for all x ∈ supp f we have |x| 6 R′ for some R′ > 0, while for all y ∈
supp(1−χR) we have |y| > R. In particular, for all (x, y) ∈ supp f⊗(1−χR)
we have
|x− y| > R−R′
and thus∣∣∣∣∫
Rd×Rd
(1− χR(y))f(x)dΠn(x, y)
∣∣∣∣ 6 C(R−R′)2
∫
Rd×Rd
|x− y|2dΠn(x, y)
6
C
R2
for all R > R′ and for some C > 0 independent of n. Letting n → ∞ we
find that for all R > R′,∫
Rd
f(x)ρ1(x) dx =
∫
Rd
χR(y)f(x)dΠ(x, y) +OR→+∞(R−2),
and letting then R→∞ shows that∫
Rd
f(x)ρ1(x) dx =
∫
Rd
f(x) dΠ(1)(x),
for all f ∈ Cc(Rd), f > 0. This implies in particular that Π(1) is finite on
compact sets, and using [53, Thm. 2.18] we deduce that it is also regu-
lar. Writing any f ∈ Cc(Rd) as a difference of two non-negative compactly
supported continuous functions, we also deduce the identity∫
Rd
f(x)ρ1(x) dx =
∫
Rd
f(x) dΠ(1)(x),
for all f ∈ Cc(Rd). This implies that Π(1) = ρ1 by the uniqueness part of
Riesz’s representation theorem. Of course, the proof for the other marginal
is the same. 
The proofs of [24, Thm. 2.3] and [43, Prop. 10] carry on to the infinite
mass case to obtain that the minimizers have the Monge form:
Proposition B.3. Any minimizer of Lemma B.1 has the form Π = (id ×
∇ψ)♯ρ1 for some convex function ψ differentiable ρ1-a.e.
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We finally give the
Proof of Proposition 6.8. Defining the measure Π(t) on Rd × Rd by
Π(t) = (X1(t),X2(t))♯W0,
we have the identity
Q(t) =
∫
Rd×Rd
|x− y|2dΠ(t),
while Π(t) has marginals Π(1)(t) = ρ1(t), Π
(2)(t) = ρ2(t). As a consequence,
we have the lower bound
Q(t) > inf
Π′: (Π′)(1)=ρ1(t),(Π′)(2)=ρ2(t)
∫
Rd×Rd
|x− y|2dΠ′
in terms of an optimal transport problem. It remains to apply Lemma B.1
and Proposition B.3 to finish the proof. 
Appendix C. Some tools from semi-classical analysis
We recall [60, Sec. 4.4] that m : Rd × Rd → (0,+∞) is called an order
function if there exists C > 0 and N > 0 such that for all w, z ∈ Rd × Rd,
m(z) 6 C(1 + |z − w|2)Nm(w).
We will use only the order functions of the type
m(x, v) = (1 + |x|2)k(1 + |v|2)ℓ.
Given an order function m, the class of symbols S(m) is defined as
S(m) := {a ∈ C∞(Rd × Rd), ∀α ∈ Nd, ∃Cα > 0, |∂αa| 6 Cαm}.
We recall the following standard results in semiclassical pseudo-differential
calculus. The first one is contained in [17, Thm. 7.9 and Prop. 7.7].
Proposition C.1. Let a1 ∈ S(m1) and a2 ∈ S(m2). Then, we have
Op~W(a1)Op
~
W(a2) = Op
~
W(c)
where c ∈ S(m1m2) has the expansion
c = ab+O(~)
in the topology of S(m1m2).
The second one is contained in [17, Thm. 8.7 and following remarks].
Proposition C.2. Let p ∈ S(m) such that p + i is elliptic in S(m) (that
is, such that |p + i| > Cm for some C > 0). Let f ∈ C∞0 (R). Then,
f(P ) = Op~W(c) for some c ∈ S(1/m) with the expansion
c = f ◦ p+O(~)
in the topology of S(1/m).
Finally, we will use [17, Thm. 9.4]:
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Proposition C.3. Let a ∈ S ′(Rd×Rd) such that ∂αax,v ∈ L1(Rd×Rd) for
all |α| 6 2d+ 1. Then, Op~W(a) is trace-class and
TrOp~W(a) =
∫
Rd
∫
Rd
a(x, v)
dx dv
(2π~)d
.
All these results allow us to prove:
Proposition C.4. Let a ∈ C∞0 (Rd×Rd) and f ∈ C∞0 (R). Then, the Wigner
transform of f(Op~W(|v|2 + a)) satisfies
W ~[f(Op~W(|v|2 + a))]→ f(|v|2 + a)
as ~→ 0, in D′(Rd × Rd).
Proof. Let ϕ ∈ C∞0 (Rd × Rd), and let us compute
〈W ~[f(Op~W(|v|2 + a))], ϕ〉 = (2π~)d Tr f(Op~W(|v|2 + a))Op~W(ϕ).
Using Proposition C.2 with p(x, v) = |v|2+a(x, v) and m(x, v) = m1(x, v) =
1+ |v|2, we have f(Op~W(|v|2 + a)) = Op~W(c1) with c1 = f(|v|2 + a) +O(~)
in S(1/m1). Using now Proposition C.1 with m2 = 1+ |x|2+ |v|2 and using
that ϕ ∈ S(m−k2 ) for all k ∈ N, we deduce that
f(Op~W(|v|2 + a))Op~W(ϕ) = Op~W(c2)
with c2 = f(|v|2+ a)ϕ+O(~) in S(m−k2 ) for all k ∈ N. Since any symbol in
S(m−k2 ) for k large enough satisfies the assumptions of Proposition C.3, we
deduce that
Tr f(Op~W(|v|2 + a))Op~W(ϕ)
=
1
(2π~)d
(∫
Rd
∫
Rd
f(|v|2 + a(x, v))ϕ(x, v) dx dv +O(~)
)
and thus
〈W ~[f(Op~W(|v|2 + a))], ϕ〉 → 〈f(|v|2 + a), ϕ〉
as ~→ 0, which is exactly the result. 
Corollary C.5. The conclusions of Proposition C.4 also hold when f is
continuous and vanishes at infinity.
Proof. Let fε ∈ C∞0 (Rd × Rd) be such that fε → f as ε → 0 in L∞. Let
ϕ ∈ C∞0 (Rd × Rd) and decompose
〈W ~[f(Op~W(|v|2 + a))], ϕ〉 − 〈f(|v|2 + a), ϕ〉 =
〈W ~[fε(Op~W(|v|2 + a))], ϕ〉 − 〈fε(|v|2 + a), ϕ〉
+ (2π~)d Tr(f − fε)(Op~W(|v|2 + a))Op~W(ϕ) + 〈(fε − f)(|v|2 + a), ϕ〉.
The second line can be estimated by∣∣∣(2π~)d〈Tr(f − fε)(Op~W(|v|2 + a))Op~W(ϕ) + 〈(fε − f)(|v|2 + a), ϕ〉∣∣∣
6 ‖f − fε‖L∞((2π~)d‖Op~W(ϕ)‖S1 + ‖ϕ‖L1),
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and using that ‖Op~W(ϕ)‖S1 6 Cϕ~−d by [17, Eq. (9.2)], we deduce that
〈W ~[f(Op~W(|v|2 + a))], ϕ〉 − 〈f(|v|2 + a), ϕ〉
= 〈W ~[fε(Op~W(|v|2 + a))], ϕ〉 − 〈fε(|v|2 + a), ϕ〉+ oε→0(1),
where the o(1) is uniform in ~. Applying Proposition C.4 to fε and taking
the limit ~→ 0 with ε fixed, we deduce that
lim sup
~→0
∣∣∣〈W ~[f(Op~W(|v|2 + a))], ϕ〉 − 〈f(|v|2 + a), ϕ〉∣∣∣ = oε→0(1),
which gives the result as ε→ 0. 
Appendix D. An integral representation for the relative
entropy
Lemma D.1. Let S : [0,M ] → R a strictly concave and continuous func-
tion, differentiable on (0,M). Let A and B two self-adjoint matrices of
same size with spectrum contained in ran(S′). Define γA = (S
′)−1(A) and
γB = (S
′)−1(B). Then, we have the representation of the relative entropy
HS(γA, γB) =
∫ 1
0
Tr
({
(S′)−1(tA+ (1− t)B)− (S′)−1(A)} (A−B)) dt.
(28)
Remark D.2. Notice that the trace under the integral is non-negative by
Klein’s inequality since the function (x, y) 7→ ((S′)−1(x)− (S′)−1(y))(y− x)
is non-negative. ⋄
Proof. We first write the relative entropy in terms of a difference of free
energies with a linear remainder term:
HS(γA, γB)
= Tr(S′(γA)γA−S(γA))−Tr(S′(γB)γB−S(γB))+Tr(S′(γB)−S′(γA))γA.
Next, we notice that
S′(γA)γA − S(γA) = A(S′)−1(A)− S((S′)−1(A)),
and the key remark is that the derivative of the function x 7→ x(S′)−1(x)−
S((S′)−1(x)) is simply x 7→ (S′)−1(x). As a consequence,
HS(γA, γB) =
∫ 1
0
Tr(S′)−1(tA+ (1− t)B)(A−B) dt+Tr(B−A)(S′)−1(A),
which is the desired formula. 
Proposition D.3. Let S : [0,M ] → R be a concave and continuous func-
tion, differentiable on (0,M), such that −S′ is operator monotone and such
that limx→0 S
′(x) = +∞. Assume furthermore that (S′)−1 and x(S′)−1 are
continuous and vanish at infinity, together with their first and second deriva-
tives. Define M− := limx→M S
′(x). Then, the formula (28) extends to any
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pair of self-adjoint operators A and B on infinite-dimensional Hilbert spaces
such that A,B > m for some m > M− and such that A−B ∈ S1.
Proof. We will first use the result of Peller [48] (see also [22]) that says that
if C and D are self-adjoint operators with C − D ∈ S1 and if g : R → R
belongs to the Besov space B1∞,1 (which is for instance the case if g and g
′′
are bounded), then g(C)− g(D) ∈ S1 and one has the bound
‖g(C) − g(D)‖S1 6 c‖g‖B1
∞,1
‖C −D‖S1 , (29)
for some c > 0 independent of g, C, and D. Under our assumptions on
(S′)−1, we deduce from this result that
γA − γB = (S′)−1(A) − (S′)−1(B) ∈ S1, A(S′)−1(A)−B(S′)−1(B) ∈ S1
since A − B ∈ S1. Notice that the functions (S′)−1 and x(S′)−1(x) may
not be defined on the whole line R; however since A,B > m > M−, we may
replace extend these functions on (−∞,m) in order to obtain a function
defined on R, which is for instance smooth and compactly supported on
(−∞,m). Now we also have that
S(γA)− S(γB) = g(A)− g(B) +A(S′)−1(A)−B(S′)−1(B),
with g(x) = S((S′)−1(x)) − x(S′)−1(x). The function g is clearly bounded
since S and x(S′)−1 are bounded, and one may check that g′(x) = −(S′)−1,
hence g′′ is also bounded. By Peller’s result, we deduce that S(γA)−S(γB) ∈
S1. Finally, using that
S′(γB)(γA − γB) = B((S′)−1(A)− (S′)−1(B))
= (B −A)(S′)−1(A) +A(S′)−1A−B(S′)−1(B),
we deduce that S′(γB)(γA − γB) ∈ S1 since (S′)−1(A) is bounded. We
thus have proved that S(γA)−S(γB), γA− γB , and S′(γB)(γA − γB) are all
trace-class, so that by [15, Thm. 4] we have
HS(γA, γB) = −Tr(S(γA)− S(γB)− S′(γB)(γA − γB)).
With the same function g as before, we deduce that
HS(γA, γB) = −Tr(g(A) − g(B))− Tr(S′)−1(A)(A −B).
It remains to justify the formula
−Tr(g(A) − g(B)) = −
∫ 1
0
Tr g′(tA+ (1− t)B)(A−B) dt,
which holds in finite dimensions since we may separate the traces. To extend
it to infinite dimensions, we apply it to An := PnAPn and Bn = PnBPn,
where (Pn) is a sequence of finite-rank orthogonal projections such that
Pn → 1 strongly as n → ∞ and such that ranPn ⊂ D(A). Since A − B
is trace-class, we deduce that D(A) is a core for B and thus (tAn + (1 −
t)Bn)ϕ → (tA + (1 − t)B)ϕ for all ϕ ∈ D(A). By [52, Thm. VIII.20 &
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VIII.25], this implies that g′(tAn + (1− t)Bn)→ g′(tA+ (1− t)B) strongly
as n→∞. Since A−B ∈ S1, we deduce by dominated convergence that∫ 1
0
Tr g′(tAn+ (1− t)Bn)(An−Bn) dt→
∫ 1
0
Tr g′(tA+(1− t)B)(A−B) dt
as n → ∞. Now we treat the left-side. First, by Peller’s estimate (29), we
only have to prove that
Trϕ(An)− ϕ(Bn)→ Trϕ(A) − ϕ(B)
for ϕ ∈ C∞0 (R), approaching g in B1∞,1 by such a ϕ. For such a nice ϕ,
one may use the Helffer-Sjo¨strand formula to prove that ϕ(An)− ϕ(Bn)→
ϕ(A)−ϕ(B) in S1 since An −Bn → A−B as n→∞ in S1, so that for all
z ∈ C \ R,
1
z −An −
1
z −Bn =
1
z −An (Bn −An)
1
z −Bn →
1
z −A (B −A)
1
z −B
as n→∞ in S1, together with the uniform estimate∥∥∥∥ 1z −An (Bn −An) 1z −Bn
∥∥∥∥
S1
6
C
|Im(z)|2 .

Remark D.4. Our assumptions on (S′)−1 include the physical cases of bolt-
zons, bosons, and fermions since (S′)−1 is smooth and decays exponen-
tially in these cases. They also include power like entropies of the form
S(x) = xm − ax with max(0, 1 − 2/d) < m < 1, because (S′)−1(y) behaves
like y−1/(1−m) for y → +∞, with 1/(1 −m) > 1. ⋄
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