With the recent rapid progress of high-end computers, i.e., one million times faster than it was twenty years ago, it is expected that applications of fully-resolved large eddy simulation (LES) which directly computes the streamwise vortices in a turbulent boundary layer will become feasible in many engineering fields within a few years. The objective of this study is to investigate feasibility of applying fully-resolved LES to the prediction of model ship hydrodynamics. For this purpose, bare hull double model computations of KVLCC2 are carried out with one billion computational grids by using 1,536 computing cores. Feasible results are obtained at two different Reynolds numbers. Details of the turbulent boundary layer and the wake stemming from them are simulated well. Since the boundary layer is not tripped in the computations at Reynolds number of one million, laminar-turbulent transition and laminar effects are observed in detail by instantaneous vorticity distributions and the local skin friction coefficients.
Introduction
The final goal of this study is to establish a robust and validated alternative technology for a towing-tank model-ship test (especially resistance and self-propulsion tests in clam condition) by computational fluid dynamics (CFD), which has not yet been realized for its incompleteness of reliability and accuracy.
Early marine CFD researchers began to use the boundary layer method to predict the resistance of a ship. But, they soon encountered a difficulty to predict the flow near the stern of a displacement type ship. Then, they turned to use Reynolds-averaged Navier-Stokes (RANS) method and have actively carried out improvements and modifications of turbulence models. As a result, CFD has become recognized, to a certain level, a useful tool and has been widely used together with a water-tunnel test using 1 to 2 m long model ship. However, RANS does not always give a reliable prediction such that it could completely replace a towing tank test. Therefore, a towing-tank test still coexists with CFD. Especially, resistance and self-propulsion tests using 5 to 6 m long model ship is absolutely imperative for the final confirmation of a hull design at this moment.
Although RANS has been the mainstream in marine CFD for the past two decades, there is still no universal turbulence model that gives fully reliable predictions. In the early stage of turbulence model modification for ship hydrodynamics, they tried to reproduce so-called 'hook', i.e., highly distorted wake distribution of a fat blunt ship, by Baldwin-Lomax (BL) model 1) . The standard BL model generally over-estimates the eddy viscosity in the stern area and brings excessive diffusion in the vortices with an axis in the propulsion direction of a ship. As a result, flow separations at the aft part of a ship, which has a root in the deformation process of the boundary layer from the bilge part, were not reproduced well. To overcome this, BL model has been modified to take effects of both cross flow and pressure gradient into an account. For Spalart-Allmaras (SA) model, a similar modification together with that for the streamline curvature effects has been implemented 2) . Recently, many types of turbulence models, i.e., anisotropic k-ε model 3) , k-ω SST 4) model and algebraic Reynolds stress model 5) have been applied for various kinds of ships, i.e., a tanker, a bulk carrier, a containership, a battleship and other vessels, and reasonable results have been obtained in those computations. Furthermore, unsteady RANS (URANS) and detached eddy simulation 6), 7) (DES) have been applied for the prediction of unsteady flow separation in the aft body with a rotating propeller in the maneuvering condition.
However, from an engineering point of view, it is very difficult to choose a proper turbulence model together with a proper computational method. The user has to know many research results undertaken in the past and have a sound understanding of the limit of applicability associated with the selected method. Indeed, the recommended procedures and guidelines for CFD by International Towing Tank Conference (ITTC) have recently become more detailed. The largest demand of the tank test is resistance and self-propulsion tests. Maneuvering and wave tank tests come next and cavitations and other irregular tests follow. Even if we limit our interest to resistance and self-propulsion tests, the general understanding both of ship designers and CFD researchers is that it is still difficult to completely replace a towing-tank test with RANS-based CFD.
In these circumstances, if it is possible to apply fully-resolved large eddy simulation (LES), it is expected to be an alternative technology of resistance and self-propulsion tests as well as maneuvering test.
Fully-resolved LES (hereafter referred to simply as "LES") resolves streamwise vortices that dominate turbulence production in a boundary layer, and only models passive eddies responsible for heat dissipation by a sub-grid scale (SGS) model. These streamwise vortices are generally ten times larger than those responsible for dissipation to heat, for which direct numerical simulation (DNS) directly computes. Therefore, the computational cost of LES is typically a hundred to a thousand times smaller than that of DNS. Indeed, it is said that 8) the number of computational grids for LES is proportional to Re 9/5 while that for DNS is proportional to Re 9/4 . However, this requirement for the grid resolution has been the bottleneck of applications of DNS and LES to a high-Reynolds number engineering flow.
On the other hand, with a tremendous progress of high-end computers, their performance is a million times greater than it was twenty years ago, and it is predicted that many engineering applications of LES will become feasible by around 2015 9) . The objective of this study is to investigate the feasibility to apply LES to the model ship hydrodynamics. The computational grids of the largest possible number at present are efficiently set out around the bare hull of KVLCC2, which is a well-known benchmark hull shape 10) . . In the present paper, double model computations are carried out to investigate the ability to simulate the resistance test.
Computational Method
The flow solver we adopted for LES is called FrontFlow/blue (FFB), which was developed and validated by the authors in "Innovative Simulation Software Project" sponsored by the Ministry of Education, Culture, Sports, Science and Technology (MEXT) of Japan.
FFB is a finite element method (FEM) solver for incompressible turbulent flows by LES and RANS with second-order accuracy in terms both of time and space 11) . Standard Smagorinsky model (SSM) and dynamic Smagorinsky model (DSM) 12)13)14) are implemented for the SGS model, and SA model is implemented for RANS. Crank-Nicolson method and fractional step (FS) method are implemented to solve the momentum equations and the pressure Poisson equation, respectively. The linear system of equations that results from the implicit time integration as well as the pressure Poisson equation is solved by Bi-CGSTAB method 15) combined with residual cutting method (RCM) as its outer loop 16) .
The flow solver runs in massively parallel by the domain decomposition method. By carefully estimating and minimizing the load imbalance and communication overhead, the solver is designed such that a paralleled efficiency of 50 % is kept at least up to one million processing cores. The kernel routine that performs matrix-vector operations has been carefully tuned such that occurrence of the cache miss be minimized and a minimum of 5 % of theoretical peak performance be sustained in practical applications.
One of critical issues concerned with engineering applications of LES is how to generate computational grids with several tens to hundreds billion points within a reasonable time. One of the key features of FFB is its ability to automatically refine the computational grid in its parallel run time. During the grid refinement process, FFB refers to the CAD data that represent geometry, and therefore, the geometry is also refined. A local as well as global refinement functions are implemented in FFB, and the latter is used in the present study.
Reynolds number and number of grids
The solid line in Fig. 1 shows relation between towing-tank test Reynolds number, which is defined by the length of the model ship and the towing speed, and estimated number of the computational grids needed for LES. Also plotted in this figure are the simulated cases in the present study. Our target is to replace towing-tank tests using approximately 5.5 m long model ship 17) , which gives a Reynolds number of 4.6×10 6 . Our estimation is that we will need approximately twenty billion computational grids for the LES for that Reynolds number. For our flow solver, such a computation can be carried out with a minimum of 20,000 computing cores of the latest computer architecture. We believe that this scale (size) of computations will become feasible in marine industry within a few years. Although LES with twenty billion grids on 20, 000 computing cores is already affordable at this moment, which in fact will be performed in the very near future on supercomputer "K" 18) , computations for lower Reynolds numbers are performed in this feasibility study as described below. For Re=5.0×10 5 , a grid-sensitivity study is done by successive applications of grid refinement to the baseline coarse grid consisting of several tens million grids (for details see the next section). The number of the finest grids is approximately one billion, for which 1,536 processing cores of Intel Nehalem architecture running at 2.2 GHz are dedicated. For the finest grids, a non-dimensional time step of 2.5 × 10 -4 is used, and 10,000 time steps and 155 computational hours are required to reach a statistically equilibrium state. The finest grids are designed such that they over-resolve the boundary layer at this Reynolds number of 5.0×10 5 , and adequately resolve that at Reynolds number of 1.0×10 6 . We also performed LES at Reynolds number of 1.0×10 6 to investigate the effects of the Reynolds number. For comparisons, computations by RANS based on SA model are also performed for Reynolds numbers of 1×10 6 and 4.6×10 6 , for which 36 million grids are used.
Computational grids
The baseline coarse grids, hereafter referred to as "base grid", composed of 16.5 million hexahedral elements are generated by grid generating software, Pointwise V16.04R02. A medium-resolution grid, hereafter referred to as "mid grid", is produced by global grid refinement where each of the hexahedral elements are divided into eight smaller hexahedral elements. The fine-resolution grid, hereafter referred to as "dense grid", is produced further application of the global refinement to the medium-resolution grids. Figure 2 shows computational grids of the stem (left) and stern (right) of the ship for LES (base grid). Size of the above-mentioned streamwise vortex is typically x + =300, y + =30, z + =100 where x + , y + and z + are, respectively, streamwise, wall-normal and spanwise lengths in the wall unit. We designed the base grids such that after successive application of the grid refinement twice, the resulting dense grid is to resolve this vortex by about ten grids in each direction for the boundary layer at Re=1.0×10 6 . For example, about 160 such streamwise vortices are expected to exist in the girth direction for this Reynolds number and 1,600 grids are used in this direction for the dense grid. Although in a towing tank test a turbulence stimulator is attached in the bow of the model ship in order to ensure turbulent boundary layer to develop all the way from the bow, in the present simulations such device is not considered. As a result, laminar-turbulent transition is observed far downstream of the bow in the present computations. As will be shortly explained in detail, it actually occurs first at the waterline, and then at the bottom part of the ship. In the middle height of the ship where the voriticity magnitude is low as mentioned above, transition is delayed downstream of the midship. A comparison of cases (a), (b) and (c) shows that at the same Reynolds number of 5.0×10 5 , the starting points of the laminar-turbulent transition move downstream as the computational grids are refined. At the higher Reynolds number of 1.0×10 6 (case (d)), both the starting points and end points of the laminar-turbulent transition move upstream compared to the case of Reynolds number of 5.0×10 5 (case (c)) with the same grid resolution. The starting and end points of the transition will also be confirmed shortly later in Fig. 8 where local skin friction coefficients are plotted at 46% draft height plane from the bottom part of the ship. Vorticity magnitude is high near the bulbous bow for the higher Reynolds number of 1.0 ×10 6 compared to the case of Reynolds number of 5.0×10 5 , which is simply a result of the thinner laminar boundary layer for the higher Reynolds number case. The reason why the laminar-turbulent transition occurs first at the waterline and bottom part will be explained by Fig. 4 where instantaneous distributions of vorticity magnitude and limiting streamlines on the hull surface at the fore part are shown. The flow near the upper part of the bulbous bow separates into two streamlines, i.e., one going to the bottom part of the ship and the other going along with the waterline. The former separates just downstream of the bottom tangency line and laminar-turbulent transition follows. Downstream of the starting point of the transition, turbulent area spreads into the girth direction, gets over the bilge circle and reaches to the side flat part. The latter flow, i.e., flow along with the waterline also separates just downstream of the side tangency line and this causes the faster laminar-turbulent transition near the waterline. Note that this flow separation near the waterline may be different if the effects of the free surface are taken into account in the computation. Figure 5 shows instantaneous distributions of vorticity magnitude computed by LES at square station 2 (indicated in Fig.  3 ). Again, by successive applications of the grid refinements, vortical structures in the turbulent boundary layers have been captured in detail for the same Reynolds number of 5.0×10 5 .
Results
Although not quantitatively confirmed, with the same grid resolutions (cases (c) and (d)), the higher Reynolds number case shows smaller size of the streamwise vortices and thinner thickness of the boundary layer. This implies that the turbulent boundary layer of the higher Reynolds number of 1.0×10 6 is adequately resolved by the present computational grids. In figure (c), bilge vortices consisting of small eddies are observed. By further investigation, it is expected to clarify the mechanism of bilge vortex generation, in particular with respect to the streamwise vortices in the boundary layer.
To confirm that the computed boundary layer is in a fully turbulent state downstream of the transition points, we checked mean and fluctuating streamwise velocity profiles at several representative points for Re=1.0×10 6 case. Figures 6 and 7 respectively show mean and fluctuating streamwise velocity profiles at square station 4.3 (indicated in Fig. 3 ), 69% draft height from the baseline. Well-developed turbulent boundary layer is observed in Fig. 6 . Note that virtually the same mean velocity profiles are confirmed at other locations investigated. The peak of the fluctuating velocity, 2 u′ /U ∞ , appears is at around u τ y/ν=20～30 and takes a value of around 0.17. This peak location indicates that the streamwise vortices have been well reproduced in this computation. The peak value is higher than the one generally observed for a flat plate boundary layer, i.e. 8% to 9% of the mean velocity. This is probably because Fig. 7 shows fluctuating velocity profile just downstream of the transition point, which will be confirmed in Fig. 8 . Figure 8 plots distributions of local skin friction coefficients (C FX ) along 46% draft height plane from the baseline together with the theoretical (for laminar, C FX =0.664/Re x 1/2 ) and an empirical (for turbulent) correlation curves. Note that two correlation curves plotted for laminar and turbulent boundary layers are essentially the same and will coincide with each other if they are plotted against the local Reynolds number. In the fore part (square station 10 to 8), the computed local friction coefficients are higher than the laminar correlation curves due to the accelerated flow in this region. Downstream of this region until the midship, LES for Re=5.0×10 5 and Re=1.0×10 6 with the dense grids respectively follows the theoretical curve of the corresponding Reynolds number. An abrupt increase in the skin friction coefficients observed near the midship is a result of the laminar-turbulent transition, already confirmed by the voriticity magnitude distributions on the hull surface in Fig. 3 . Downstream the laminar-turbulent transition, local skin friction coefficients increase up to the ITTC curve, and then gradually decrease toward the stern of the ship, which is caused by the adverse pressure gradient in the aft part. For Re=5.0×10 5 cases, the end points of the laminar-turbulent transition move upstream with grid refinements while the starting points are not strongly affected. With the same grid resolution, both starting and end points of the transition move upstream for the higher Reynolds number of 1.0×10 6 . Figure 9 shows the wake at the propeller plane computed by LES and RANS. With the grid refinement, formation of the hook becomes clearer and can be confirmed clearly for the dense-grid LES both for Re=5.0×10 5 and Re=1.0×10 6 (cases (c) and (d)).
On the other hand, no trace of the hook can be confirmed in the wakes computed by RANS (cases (e) and (f)), which indicates an essential deficiency associated with RANS. Figure 10 compares, with the measured profiles, velocity profiles computed by LES along the horizontal line at the propeller plane. For the same Reynolds number of 5.0×10 5 , the boundary layer becomes thinner as the computational grids are refined (cases (a), (b), and (c)). This can also be confirmed in the next figure, Fig. 11 . LES with the dense grid for Re=1.0×10 6 (case (d)) shows a reasonable agreement with the experimental data 10) measured for Re=4.6×10 6 for all the three components. However, the streamwise velocity profile computed by LES for Re=1.0 × 10 6 implies excessive diffusion at the edge of the boundary layer (i.e. y/Lpp=0.015 to 0.025) and shows a bump near the shaft axis (i.e. y/Lpp<0.008), which is not apparent with the measured profile. Further grid refinement may be necessary to improve prediction accuracy with LES.
The thickness of the boundary layer can also be seen by distributions of streamwise velocity computed by LES and RANS/SA shown in Fig. 11 . We can reconfirm the above-mentioned tendency on the boundary layer thickness with the grid resolutions as well as with the Reynolds numbers by comparing cases (a), (b), and (c), and cases (c) and (d). The right figures of Fig. 11 show the limiting streamlines at the aft part of the ship and streamwise velocity distributions in the centerline plane. The limiting streamlines computed by LES well reproduce such flow pattern from the upper part of the ship to the propeller shaft that is generally observed by measurements. As probably related to this downward flow, the limiting streamlines computed by LES show separation of the boundary layer in the region below the propeller shaft and very close to the stern of the hull. The authors consider that this small separation of the boundary layer is the origin of the strong longitudinal vortices generally observed by experiments. As is mentioned above, the present LES reproduces the characteristics flow fields generally observed by the measurement. To the contrary, RANS computations (cases (e) and (f)) fail to do so. Namely, the limiting streamlines computed by RANS show strong converging flows from upper and lower parts of the ship, which is not seen in those computed by LES. Figures 12 and 13 respectively show computed distributions of surface pressure coefficient in the aft part of the ship and along a horizontal line at the shaft-center height. No qualitative difference in the surface pressure distributions is observed in Fig.  12 , which implies that the surface pressure distributions and resulting pressure resistance of a ship are not strongly influenced by the turbulence models, Reynolds numbers, or grid resolutions as long as the bulk flow is attacked to the stem of the ship.
To the contrary, the grid resolution as well as the Reynolds number does affect the pressure recovery computed by LES as is seen in Fig. 13 . Pressure recovery is essentially determined by the effective curvature of the ship, which is influenced by the growth of the boundary layer. Higher gird resolution as well as Reynolds number has resulted in the greater pressure recovery. The pressure recovery computed by LES for Re=1.0×10 6 with the dense grid reasonably agrees with the experimental value 19) measured for Re=4.743×10 6 . Although not shown here, the static pressure distributions upstream of square station 2 are virtually the same for all the cases computed by LES. 
Finally, we compare predicted resistance coefficients in Fig.  14 and Table. 1. The predicted skin friction resistance (C F ) computed by LES with the dense grid and RANS with 36 million grid qualitatively agree with ITTC correlation curve. But, they are consistently lower than the correlation curve. This is because that the computed boundary layers have a large portion of the laminar region as was already seen in figures 3 and 8 at least for LES, while ITTC curve assumes that the boundary layer on the hull surface is turbulent all the way from the stem due to the boundary layer tripping (if needed). For both LES and RANS, the higher the Reynolds number, the closer are the predicted values with ITTC curve because of its smaller extent of the laminar boundary layer. Both skin-friction resistance and pressure resistance decrease with increasing Reynolds number for LES and RANS, the former accounts for 75% to 83% of the total resistance, which agree at least qualitatively with the resistance measured for this types of ship model.
Conclusions
To realize complete replacement of a towing-tank test that utilizes a 5 m to 6 m long ship model by numerical computations, a feasibility study of the prediction capability of fully-resolved LES has been done for a bare-hull double model of KVLCC2 by using up to 1.056 billion grids for Reynolds numbers of 5.0×10 5 and 1.0×10 6 . Computations based on RANS with SA model, without any particular tuning for ship hydrodynamics, have also been performed for comparison. The main conclusions derived from this study are as follows.
1. The grid sensitivity study performed for Reynolds number of 5.0×10 5 showed that this Reynolds number flow can be adequately resolved by 132 million grid LES and fully resolved by 1 billion grid LES. Considering Reynolds number dependence of the scale of the streamwise vortices in a turbulent boundary layer, it can safely be said that 1 billion grid LES has successfully resolved all the important vortical structures in the boundary layers on the ship surface, including laminar-turbulent transition that occurs in the midship for Reynolds number of 1.0×10 6 . The inherent characteristics flow for a fat blunt ship observed by measurements, namely, the hook at the propeller wake, has been well reproduced by the LES, but not by the RANS/SA. The wake profiles as well as the pressure recovery at the aft part of the ship computed by the LES satisfactorily compare with the measured equivalents for Reynolds number of 4.6×10 6 . 2. Number of the computational grids is estimated to scale approximately the 2 nd power of the bulk-flow Reynolds number for fully-resolved LES. The above-mentioned conclusion, therefore, indicates that the fully-resolved LES that corresponds to a towing-tank test using 5 m long ship model, giving a bulk-flow Reynolds number of 4.6×10 6 , can be adequately performed when LES with 20 billion computational grids is affordable. This will needs, for the flow solver tested in this study, approximately 50,000 processing cores of present high-end computers. 3. A realistic number of the processing cores that is currently affordable for a production run of this kind of simulation is typically 3,000. On the other hands, it is expected to increase by a rate of 10 times per 3 years. This means that complete replacement of a towing-tank test is most likely to be realized within several years.
Fully-resolved LES for our target Reynolds number of 4.6×10 6 with 20 billion computational grids will soon be performed where the flow around the rotating propeller will also be simulated with the effects of the free surface taken into account.
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