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Freshwater resource management can be challenging as policy makers need to consider the 
well-being from many uses that includes environmental, social, financial and cultural 
elements. Generally, there is a lack of information of how to balance these different well-
being and what is the related value of improving water quality as this is not always reflected 
in the market. This study assessed how Canterbury residents value and trade-off multiple 
attributes of freshwater use by applying Discrete Choice Modelling (DCM) methodology. 
DCM is a commonly applied non-market valuation method that involves the respondents 
making multiple trade-offs to measure willingness-to-pay (WTP). In this, freshwater 
resources are described in terms of their characteristics, or attributes, such as ecological 
quality, job opportunities or recreational use. The freshwater attributes were chosen to reflect 
the four elements of well-being, and unlike previous studies of freshwater in New Zealand, 
this study includes a Māori cultural-specific attribute. This is important as it allowed 
consideration of cultural values to be included alongside other values in water allocation. 
A DCM survey was applied to reflect issues on Canterbury rivers with a sample of the general 
public including Māori. The aim was to provide information on public’s preferences for the 
freshwater management and the different elements of well-being by providing estimates of 
welfare measures for changes in river attributes. The marginal WTPs were estimated 
separately for each freshwater attribute. For the policy scenarios the estimates for attribute 
levels were combined to show impacts of different irrigation scenarios on employment, 
environmental, recreational and cultural values of water. This is relevant for the current policy 
debate in Canterbury involving land use intensification, such as the Central Plains Water 
(CPW) irrigation scheme. A particular focus of this objective was to identify user groups and 
 test for differences in preferences between them. Also important to this was the inclusion of a 
Māori cultural attribute. 
The results show that Canterbury residents were willing to pay for improvement in all the 
attributes included in the DCM; however, not all attribute levels were significant. The 
estimated WTP ranges from up to: $182 (increase in rates per year) for improved water 
quality and habitat, $59 for improved swimming water quality, $57 for the above average 
cultural quality and $45 for 173 more jobs in the region as a result of additional irrigation. 
Results suggest that Cantabrians value the cultural attribute, with Māori valuing this attribute 
more as indicated by the significant ethnicity covariate. The attribute ranking by the different 
user groups show little significant difference although the values differed for a few. In 
addition, compensating surplus (CS) values were calculated to four scenarios that involved 
changes from the current amount of irrigation. These scenarios were (1) increase in irrigation 
with reduced water quality; (2) increase in irrigation with maintained water quality; (3) 
increase in irrigation with improved water quality; and (4) a contrasting scenario of reduction 
in irrigation with improved water quality. Scenarios (3) and (4), while unlikely, resulted in CS 
up to positive $30 million (rates a year aggregated across the region). More realistic scenarios 
(1) and (2), that included increase in irrigation, resulted in CS negative $41 million if water 
quality is reduced and positive $10 million if water quality is maintained.  
In addition to above, there were two other objectives. The first of these focused on the citizen 
versus consumer framing effect where different motivational point-of-views impact on 
respondent’s preferences. A split-sampling approach was applied where the respondents in 
one survey were asked to adopt a consumer’s point-of-view and the respondents in another 
survey were asked to adopt a citizen’s point-of-view. A separate analysis was undertaken to 
compare for differences in welfare measures under alternative valuation frames. The results 
from the convolution test (Poe et al., 2001, 2005) show no sensitivity for the survey framing. 
Overall, this result suggests that either point-of-view could be used which is important as it 
has been argued that people are more likely to adopt the citizen point-of-view in 
environmental valuations. The second of these objectives focused on the role of complexity in 
choice experiments defined by the difficulty in making choices amongst options in each 
choice set. The aim was to test for fatigue effects related to this measure of complexity, and 
whether this detrimental effect could be ameliorated by an experimental design that ordered 
choice sets. Another separate analysis was undertaken to test these effects including 
estimation of the scale parameter and the convolution test. Results show no evidence for 
fatigue nor that the order in which the choice sets are presented result in different WTP 
 estimates. Thus although choice experiments can be complex, the future studies can benefit 
from the information that fatigue may not cause inconsistency or that the choice sets can be 
shown in varying orders. 
In conclusion, this study adds to the non-market valuation (NMV) literature of freshwater and 
cultural valuation in New Zealand. The results show that the Canterbury residents are 
concerned about the state of the region’s rivers including all the elements of well-being. This 
formal identification of values provided from various perspectives as well as the exploration 
of how the future irrigation scenarios can impact on society’s well-being are useful 
information to Canterbury water management. In addition, those applying DCM in practice 
can benefit from the exploration of survey framing, complexity, fatigue and the choice set 
order while it was shown that, overall, the results in this study were insensitive for these 
effects. 
Keywords: Canterbury freshwater, Non-market valuation, Discrete Choice Modelling, 
Cultural values in New Zealand, Future irrigation scenarios, Citizen versus Consumer, 
Fatigue, Complexity 
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Introduction 
Promoting societal well-being is important in allocation of resources. One important source of 
well-being is freshwater resources. Healthy freshwater resources are life sustaining, and 
provide cultural, societal and economic benefits (Environment Canterbury [ECan], 2011b). 
Thus it is clear that freshwater provides well-being for many individuals and communities 
from various uses. These uses include domestic (e.g. drinking water), amenities and 
recreation, flora and fauna habitat, ecosystem services, agricultural and industrial uses, and 
unique to New Zealand, Māori cultural uses. Several factors combined affect freshwater 
resources in Canterbury making it scarce including unpredictable variation in rainfall, 
competing recreational demands, and quantity and quality pressures from agricultural 
expansion and intensification. Balancing the preferences of diverse community uses for water 
resources makes trade-offs unavoidable in resource management. 
The competing uses create conflicts in the allocation of water and need for trade-offs in 
freshwater management. An example is the agricultural use of water and protecting the 
environmental flows and quality (Bennett, 2005). Thus, water management requires a 
framework “that is flexible, fair, supportive of efficient water use, and able to make sound 
choices between competing needs and values” (Ministry for the Environment [MfE], 2004a, 
p. 14). The challenge for policy makers is to meet the requirements of the various uses and 
users.  
The legislative framework for resource management in New Zealand is set by the Resource 
Management Act (RMA) 1991. Under the RMA 1991, sustainable water management aims to 
promote social, economic and cultural well-being as well as the health and safety of people 
and communities. This includes a requirement that the resource has to meet the foreseeable 
needs of future generations while avoiding adverse effects on the environment and preserving 
the life-supporting capacity of resources (RMA 1991: Part 2). These environmental, social, 
economic and cultural elements of well-being are central to New Zealand policy making 
(Dalziel et al., 2006). Robust, detailed information identifying what these values are and who 
holds them is required to assist in the effective management of freshwater resources. This 
study aims to provide such information by estimating and analysing the multiple values of 
freshwater consistent with the four elements of well-being. 
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In this thesis, Canterbury freshwater is a case study of a scarce water resource. The region has 
70 per cent of New Zealand’s irrigated land and in some places the water resource is already 
fully allocated (Morgan et al., 2002; Canterbury Mayoral Forum, 2009). Relatively low 
rainfall and changing climatic conditions, together with future scenarios for increasing 
agriculture irrigation add to this pressure. In particular, the impact of intensified agriculture 
and its consequences for waterways has been raised in scientific studies and public opinion. 
Therefore, there is a dilemma of balancing multiple uses when making policy decisions in 
order to maximise the well-being of society, for example, how the future land use changes 
would impact on the well-being in Canterbury.  
Economic theory provides a method to aid optimum allocation and well-being using 
economic efficiency; in the efficient outcome the net benefits are maximised and the 
allocation of the scarce resource is optimal. Economic efficiency belongs under welfare 
economics theory which, at its core, is the study of allocating scarce resources efficiently 
among competing uses (Hackett, 2011). The economic value of a scarce resource is based on 
preferences and associated trade-offs; individuals have to sacrifice A in order to receive B1. 
This is a definition of value from an economist’ perspective (Hanemann, 2006). For example, 
if a person values water for farming (irrigation), he (she) may have to compromise on the 
environmental uses of water in terms of quantity or quality. The cost of this trade-off leaves 
the next best alternative forgone, a so called opportunity cost (Swann & McEachern, 2006). 
One metric used to measure trade-offs is willingness-to-pay (WTP) as an indicator what 
people want (Sagoff, 1998) as people are generally reluctant to pay for something they do not 
like (Pearce & Turner, 1990). This economic theory provides an appropriate analytical 
framework for this thesis as many of the values of freshwater uses accrue across diverse 
community groups and are often not directly observable.  
The lack of market data available to provide estimates of many of the uses of freshwater, such 
as ecological quality, necessitates the need for a non-market valuation method (NVM). In the 
NMV, a central concept is total economic value (TEV) that include both use and non-use 
values of the good or service (Bateman et al., 2002). The NVM employed here is discrete 
choice modelling (DCM), a widely used method in environmental studies where people are 
asked to make choices based on different levels of relevant environmental outcomes resultant 
from various management options. This method uses a choice experiment (CE), which has the 
                                                 
1 The component B can be thought in monetary terms but this is not necessary (Hanemann, 2006). 
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advantage of being able to compare multiple individual water attributes simultaneously and 
assessing the trade-offs between them. The central objective of this study is to provide 
knowledge about people’s attitudes towards various attributes and uses of water, which can 
then be used in policy making and allocation decisions. More specifically, the three main 
objectives of this study are: (1) to provide estimates of welfare measures for changes in 
freshwater attributes, namely WTP and compensating surplus (CS) values with a focus on a 
Māori cultural attribute as well as values across different user groups of water; (2) to test the 
citizen versus consumer framing effect where different motivational point-of-views impact on 
respondent’s preferences; and (3) to explore the role of complexity in CE defined by the 
difficulty in making choices amongst the options in each choice set, test if fatigue exist and 
whether this detrimental effect could be ameliorated by an experimental design that ordered 
choice sets. All together, these objectives provided a framework for the research. 
The first Study Objective focuses on the multiple values of water and how the trade-offs 
between them can be measured. Values of water attributes can vary according to how water is 
used. Economics applies the TEV framework that reflects use values, option values and non-
use (or passive-use) values. Use values refer to consumptive use of water either directly (e.g. 
irrigation or recreation) or indirectly (e.g. ecosystem support). Option values are defined by 
possible use in the future and can be of use or non-use type. Non-use values include existence 
value (e.g. conservation), bequest value (e.g. value for the future generations) and altruistic 
value (value for others). These non-use values of rivers can provide major benefits for the 
society (Loomis, 2006) and, for example, the cultural values of water may include non-use 
and indirect values, such as sacred values (Venn & Quiccin, 2007). In this thesis, Māori 
cultural values are given particular emphasis because although they should be part of 
freshwater valuation there are few examples in the literature. Bennett (2005) observed no 
DCM studies have investigated Māori preferences while, more recently, only one example in 
the freshwater context by Andersen et al. (2012) is known to the author. These Māori values 
can be considered important cultural heritage values for New Zealand as whole, not just for 
Māori. This provides an original contribution to freshwater valuation in New Zealand.  
Values may also vary between diverse user groups of water. For example, someone who is 
mainly interested in recreational use may value irrigation differently to a farmer who relies on 
irrigation to support their business. It is also possible that these users may have combined 
interests. This study aims is to identify different user groups of water and then estimate the 
values for each group. These objectives generate the following hypotheses: 
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 H1: Cultural attributes are valued by Cantabrians.  
H2: Values for water attributes differ across user groups. 
The second Study Objective examines how values for freshwater attributes may vary 
depending on whether the valuation context is from the public/citizens’ or private/consumers’ 
points-of-view. Freshwater is an ideal context in which to examine this issue because it 
provides a range of uses with both public good and private good characteristics and therefore 
it can be approached from either perspective. As DCM typically relies on the assumptions of 
rational choice and private utility maximisation, this examination provides a test of 
underlying model assumptions. The citizen-consumer dichotomy in this study applies a test of 
framing effect in a split-sampling approach. In general, CE has a number of framing issues 
including how the attribute, alternative, payment vehicle, and the valuation task are presented 
(Rolfe et al., 2002); this study focuses on the latter. From this objective the study’s third 
hypothesis is as follows: 
H3: Citizen or consumer perspectives result in different welfare estimates. 
The third Study Objective relates to complexity in DCM. Choice experiments can be 
cognitively difficult for the respondents as they are asked to make choices between multiple 
alternatives described by multiple attributes, which is then repeated a number of times. In 
general, this cognitive burden can be exacerbated if the number of choice sets, alternatives, 
attributes or attribute levels increase. These multiple dimensions reflect the complexity of CE. 
In this study, complexity is examined within a fatigue framework as fatigue is considered a 
negative effect causing choice inconsistency towards the end of the CE and thus can impact 
on the robustness of valuation estimates. Complexity is measured by utility balance (UB) 
(which relates to the likelihood of selecting a choice alternative) as it has been argued that the 
higher degree of UB between the alternatives leads to more burdensome choice making 
situations (Campbell, 2011a). Utility balance is used in this study to order the choice sets so 
that more burdensome choices are shown first, and the “easy” choices are left last to reduce 
the impacts of fatigue. This order is labelled as utility design. A split sample approach was 
used to test if a standard random order of choice sets (labelled as control design) and utility 
design result in different impact on outcomes. The final study hypotheses are as follows:  
H4: Fatigue effects are present in the CE.  
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H5: Control design and utility design orders of the choice sets results in different WTP 
estimates. 
The outcomes from this study are relevant to policy makers, to the residents of Canterbury 
and to those who aim to apply DCM in practice. Policy makers benefit from the household 
level information that includes important considerations for water management. This study 
provides information from values that are not commonly available in the market data such as 
what is the value of improving different freshwater use attributes and how to balance them. 
These are reflected in the estimated welfare measures. Trade-offs amongst uses and values 
can be applied to future scenarios of irrigated land areas to provide information of the 
possible impacts on the well-being of Canterbury residents and what the implied future 
requirements of freshwater management might be. These welfare impacts from the different 
irrigation scenarios can then be compared to the estimated revenue from an irrigation (e.g. 
Saunders & Saunders, 2012). Overall, these results are relevant to policy formation as the 
analysis is shaped around the four elements of well-being, as defined in the RMA 1991. 
Importantly, this study included a Māori specific attribute, which has been neglected in the 
past freshwater CE studies in New Zealand. Finally, as freshwater has many uses and users, 
this study also attempts to explore the differences in preferences between five user groups 
(environmentalists, farmers, recreationalists, non-users and the general group) which then 
provides information is there more conflict or consensus in the attitudes and preferences about 
the water management.  
This research also provides information on issues faced by many choice modelling 
practitioners. One focus is about the CE question framing (i.e. how the CE is introduced) and 
does this make a difference in the citizen versus consumer context. A “theoretically correct” 
context is based on consumer/private benefits; however, in the case of freshwater, people may 
adopt either a citizen’s or consumer’s point-of-view and thus different motivational point-of-
view may impact preferences. Testing whether these different motivations impact on the 
welfare estimated thus provides important information for choice modelling practitioners 
concerned with design and framing effects while the citizen-consumer value framing has 
received inadequate attention within current empirical studies. Another focus includes issues 
of complexity, fatigue and order of the choice sets in CE. Thus this research provides choice 
modelling practitioners with formal tests of the consequences of following the common 
approach of using a random ordering of choice sets in a choice experiment in light of possible 
6 
 
respondent fatigue effects. This research presents an alternative ordering principle based on 
choice complexity that ameliorates fatigue effects that will be of interest to practitioners. 
The remainder of this thesis is structured as follows. Chapter 2 reviews the key issues in 
Canterbury’s freshwater resource and its management, with a focus of the impacts of future 
irrigation scenarios, cultural values and different users of freshwater. Chapter 3 reviews 
different non-market valuation methods used to value water resources and in so demonstrating 
choice modelling as the suitable method for this thesis. Following, the DCM is reviewed in 
more detail including past applications and practical considerations. This chapter also 
includes literature reviews for the citizen-consumer dichotomy in economic valuation; CE 
cultural valuation applications; and complexity and fatigue in choice experiments. Chapter 4 
describes the empirical DCM application of this thesis to value freshwater resources (i.e. 
rivers) in Canterbury. Chapter 5 presents and discusses the results from the empirical 
application. Finally, Chapter 6 concludes the research with a summary of results, 
implications, limitations and directions for future research.   
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Freshwater in Canterbury: A scarce resource with many 
uses and values  
2.1 Introduction 
This study focuses on the Canterbury region; a region that includes seven alpine rivers, 
several foothill and lowland streams, and several lakes such as Lake Ellesmere/Te Waihora, 
Lake Coleridge, Lake Tekapo and Lake Pukaki (Figure 2-1). The amount of water allocated to 
agricultural irrigation has been a major contributor to deteriorating quality and quantity in 
some water resources, and threatens to impact others. In general, water quality is good in the 
upland rivers (alpine, hill-fed, spring-fed) and lake-fed rivers, while the low-land rivers and 
spring-fed rivers and streams are declining in quality (Stevenson et al., 2010).  
The Canterbury region contains 70 per cent of New Zealand’s irrigated land and in some 
places the water resource is already fully allocated (Morgan et al., 2002; Canterbury Mayoral 
Forum, 2009). Canterbury also has a relatively low rain-fall; for example Christchurch has 
less than half the nationwide average (National Institute of Water & Atmospheric [NIWA], 
n.d. a)2. Low rainfall results in inability of supply to meet demand (MfE, 2004c). This could 
be further affected by changes in climatic conditions associated with global warming such as 
higher temperatures leading to increasing evaporation and demand for irrigation or decreasing 
winter rainfall (Canterbury Mayoral Forum, 2009). The combinations of supply side limits 
and increased demand make freshwater a scarce resource. Within this framework allocative 
trade-offs needs to be made as the quantity and/or quality of water available is unable to meet 
all current and future demand. Future scenarios for increases in irrigated land area are 
anticipated to exacerbate the problem. Thus, the challenges for water management include 
pressure on quality and the multiple uses of the water which often conflict, future demand, 
and the issue of the property rights of water allocation.  
  
                                                 
2 Christchurch has an average rainfall of 620 millilitres per year; the annual nationwide average is 1360 
millilitres. 
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Figure 2-1: Map of Canterbury 
 
 Source: Environment Canterbury (2012b) 
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2.2 Water management in Canterbury 
Environment Canterbury, the regional council of Canterbury, is responsible for freshwater 
resource management in collaboration with Ngāi Tahu, territorial authorities, landholders, 
industry groups, statutory bodies, non-governmental organisations (NGO) and other agencies 
(ECan, 2012a). This includes managing the flows and levels of waterways, controlling 
allocation and takes, the damming and diversion of water and discharge control, alongside 
research, monitoring and providing information (ECan, 2011c; ECan, 2012a) while adopting 
an integrated ki uta ki tai –perspective which means, in Māori language, that freshwater 
resources are considered as a whole “from the mountains to the sea” (ECan, 2011b).  This 
management framework is co-operative between non-indigenous and indigenous cultural 
values (Steensra, 2009). 
The legislative responsibilities of ECan are formalised through the RMA 1991. This is the 
most important legislation for water management in New Zealand allowing regional councils 
to develop policies relating to priorities or allocations (ECan, 2011/12) or to evaluate the costs 
and benefits when adopting any objective, policy or method change (ECan, 2011a; RMA 
1991: Section 32). Besides the RMA, there are the Environment Canterbury Act 2010 and the 
Local Government Act (LGA). The Environment Canterbury Act includes Water Conservation 
Orders (WCO), national level water management instruments3 that are used to recognise and 
protect various water bodies and values of water (ECan 2011/12). This is relevant as no 
resource consents can be granted contrary to the WCO (Environmental Defence Society, n.d). 
WCOs are also linked to the Natural Resources Regional Plan (NRRP) that regulates the 
sustainable and integrated management of natural resources at the catchment or location level 
(ECan 2011a). The LGA enables operational management within the framework of the four 
elements of well-being (ECan 2011/12; Dalziel et al., 2006; Lennox et al., 2011).   
The Canterbury Water Management Strategy (CWMS) has been developed as a sustainable 
management framework in Canterbury and is being implemented since its completion in 2010 
(Canterbury Mayoral Forum, 2009; ECan, 2011/12). The purpose of the CWMS is to provide 
an environmentally sustainable framework for integrated management for water resources 
(Canterbury Mayoral Forum, 2009). This framework is based on a series of studies from 1998 
                                                 
3 Other water management instruments include moratoriums, national environmental standards for water quality 
and regulation of water monitoring, national and regional level policy statements and plans (to guide and to set 
objectives), and cultural instruments (to allow or limit the use of waterways and water) (ECan, 2011/12). 
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to 2009 initiated by Ministry for the Environment and Ministry of Agriculture and Forestry 
(MAF) after severe droughts in Canterbury that showed needs and concerns around water 
storage, land use development, water quality, and cultural and recreational values (Lomax et 
al., 2010). In the basis of RMA 1991, water management should take into account the current, 
but also the future generation needs, and in order to exercise this in practice a number of 
principles, management targets and key challenges are set in the CWMS (Canterbury Mayoral 
Forum, 2009). 
For practical management the region is divided into ten water management zones: Kaikoura, 
Waiau-Hurunui, Waipara-Waimakiriri, Christchurch-West Melton, Banks Peninsula, 
Ashburton, Upper Waitaki, Waihora/Ellesmere (i.e. Selwyn-Waihora), Orari-Opihi-Pareora, 
and Lower Waitaki-South Coastal Canterbury. Each management zone is set to be large 
enough to include irrigation areas but small enough to relate to relevant local issues 
(Canterbury Mayoral Forum, 2009). These issues include water quality and quantity, 
environmental preservation and restoration, land use development and practices, infrastructure 
and allocation, water brokerage and efficiency, and cultural (customary), recreational and 
amenity uses (Canterbury Mayoral Forum, 2009). For example, the Selwyn-Waihora zone 
will be impacted by the Central Plains Water future irrigation scenarios as the zone locates 
between the Waimakiriri and Rakaia Rivers. 
2.3 Allocation of freshwater and property rights 
One important consideration of water resource management concerns the question of how the 
resource is allocated. One challenge is that in parts of Canterbury the freshwater resource is 
already fully allocated. Another challenge is that the allocation mechanism cannot be fully 
entrusted to market based approaches and requires government intervention. Government 
intervention is needed typically for two reasons: establishing property rights with clear rules 
for resource use consents and identifying the public good use of water (Saunders & Dalziel, 
2004).  
Theoretically, property rights are defined by the ability to exclude others, the ability to 
transfer or alienate the asset, a time dimension of ownership, the quality of the title (how is it 
defined in a formal way, e.g. by law), an ability to divide the asset, and flexibility (the 
limitations and obligations related to the resource ownership) (Grafton et al., 2004; Harris 
Consulting, 2003). The careful and clear definition of these rights is essential in cases when 
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conflict between users is possible, such as freshwater, however implementation of this process 
can be costly (Saunders & Dalziel, 2004). 
In New Zealand the historical approach to water allocation has been based on a first-in-first-
served principle (Cullen et al., 2006; MfE, 2004c; Statistics New Zealand, 2004). Under this 
approach water cannot be privately owned, its management decisions are made by regional 
councils and under resource consent water can be taken, used, diverted and dammed (Harris 
Consulting, 2003). Consents are given by regional councils for five to 35 years (RMA, 1991) 
and they are given to an individual rather than the land (Harris Consulting, 2003). 
Harris Consulting (2003) reviewed issues with property rights in New Zealand. They found 
that the statutory framework does not completely deal with the issue of property rights; for 
example “the custom is likely to tend to favour the rights of existing users over new users 
both in the courts and at the council planning and consent issuing level” (Harris Consulting, 
2003, p. 12). In addition, “Property rights of Māori are less clear … they would appear to 
have aboriginal title to water under customary use, but how this translates in practice is not 
well established” (Harris Consulting, 2003, p. 14). Harris Consulting (2003) also found that in 
general consent holders have a good understanding of the nature of their consents while the 
key constraint with property rights might be their inadequate specification (e.g. the quality of 
title) and lack of knowledge of the water resource such as what level of abstraction would be 
sustainable.  
Water can have both private and public good characteristics. By definition a purely private 
good is exclusive and rival in consumption whereas a purely public good is non-exclusive and 
non-rival (Randall, 1987). For example intensive agriculture may impact negatively on water 
quality impinging on the use by others reliant on relatively high levels of quality such as those 
for contact recreation. In another example, enjoying the aesthetics of rivers does not limit 
other’s use of water and hence the use is non-exclusive. These characteristics of public good 
make water allocation inefficient if left to the market as externalities are likely to exist 
(Saunders & Dalziel, 2004). This can also complicate the definition of property rights. Private 
property rights imply that other uses of water can be excluded and typically this is represented 
by resource consent (Harris Consulting, 2003). For public property rights the right to use 
water is retained by the state and in decision making it has to take into account a range of 
values (e.g., ecology, fishing and amenity values) that are of interest for the wider society 
(Harris Consulting, 2003).  
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Therefore it is clear that, from these challenges with the property rights and the role of public 
good, allocation decisions are difficult. Both lack of property rights and existence of public 
good cause market failure and thus government intervention is required (Hackett, 2011; Kahn, 
2005; Saunders & Dalziel, 2004).  One example is the need of resolving the tension between 
property rights of agricultural sector to use water and the property rights of the general public 
to clean water for drinking or recreation. Agricultural production is commonly known to 
impact on water quality and thus impact on other uses of water, for example, by the use of 
fertilisers or stock accessing to water ways. These agricultural impacts are discussed next. 
2.4 Agriculture and land use changes 
Agriculture in New Zealand is a significant part of the nation’s economy and this is also 
important to Canterbury contributing to employment, gross domestic product (GDP) and 
exports (ECan, 2011b). Agricultural production often relies on irrigation, in particular within 
areas with deficits and variable rainfall (Briscoe, 2005; Doak et al., 2004). Indeed, the 
dominant use of water is irrigation which uses 89 per cent of the allocated freshwater in 
Canterbury (MfE, 2010a). 
In Canterbury, irrigated land area is mostly used for pasture, dairying, and arable production 
(ECan, 2011b). In particular, with the change from dry land sheep farming, dairying has 
become a major agricultural land use (Engelbrecht, 2010; Matthews, 2010). Canterbury has 
over 1.2 million hectares of land suitable for irrigation as estimated in 2002 (Morgan et al., 
2002). Overall, the region has seen a significant increase, around 74 per cent, in the area of 
irrigated land between 2002 (287,000 hectares) and 2008 (500,000 hectares) (Canterbury 
Mayoral Forum, 2009). However, as mentioned in Saunders and Saunders (2012) the total 
size of the current irrigated land area is not conclusive as there is some variation in estimates 
ranging from 444 800 hectares by Statistics New Zealand (2012a) to 500,000 hectares by the 
Canterbury Mayoral Forum (2009). 
Agricultural intensification and associated irrigation are particular concerns because of the 
dual impact of withdrawn water and the increase in run-off from farm lands, for example in 
terms of animal urine, nitrogen fertilisers and pathogens (e.g. Escherichia coli [E.coli]) 
(Parliamentary Commissioner for the Environment [PCE], 2012, 2013). A number of studies in 
New Zealand have demonstrated a relationship between land development and degraded 
water quality when comparing developed and undeveloped catchments (Larned et al., 2004); 
increased levels of phosphorus and nitrogen inputs caused by stocking pressure, pasture 
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defoliation and irrigation after fertiliser applications (Carey et al., 2004); projections of the 
rising nitrogen levels in waterways caused by land use intensification (e.g. changes from 
sheep farming to dairying) (PCE, 2013); and endemic degradation of the condition of streams 
(biotic measures, nutrients and fine sediments) subject to land use (Niyogi et al., 2007). For 
example, Lake Ellesmere/Te Waihora near the Pacific Ocean and its tributaries are highly 
modified by vegetation clearance, land drainage and conversion to farmland which has 
negatively impacted its ecological health and water quality (Golder Associates, 2011).  
Irrigation based water abstraction also reduces flow rates in rivers and streams. This is a 
concern as the volume and regime4 of flows impact on the vulnerability of lakes, rivers and 
streams to decreasing water quality (PCE, 2012). For example smaller and stable flows 
increase the likelihood of vulnerability as this would allow more sediment, algae and aquatic 
plants to build up in the rivers and streams (PCE, 2012). Adequate flows are thus important to 
protect a range of freshwater values (ecological systems, cultural values, recreational and 
other amenity values) (ECan, 2011b) and reduction in flows can adversely impact on these 
values. For example, sufficient flow levels are needed to activate spawning cycles of some 
fish species (ECan, 2011b) such as the brown trout which is known to favour high water 
flows (Golder Associates, 2011). 
The challenge in Canterbury is to deal with ever increasing demands on the freshwater 
resource such as those imposed by the Central Plains Water (CPW) scheme. The CPW 
scheme is located in Canterbury Plains, in the area between the Waimakariri and the Rakaia 
Rivers above State Highway 1 (Central Plains Water Trust, 2006). Thus it is part of the 
Selwyn-Waihora water management zone. The future development in this zone include an 
additional 30,000 hectares of irrigated land area that has been consented together with a 
change from groundwater irrigation to surface water irrigation for another 30,000 hectares 
(ECan, n.d. a). Thus, the total amount of irrigated hectares would increase5 by 30 per cent in 
this area (the current estimate is 100,000 ha by ECan, n.d. a). 
The increase in irrigation at Canterbury Plains has environmental impacts such as the effects 
on the natural character of the Waimakariri and the Rakaia Rivers; fisheries; elevated water 
tables and flooding; decline in groundwater quality (e.g. increases in nitrates and microbial 
contamination); and quality in the lakes and lowland streams (ECan, 2012c). For example 
                                                 
4 Flow regime is “how much water there is, how fast it moves, and how its flow fluctuates” (PCE, 2012, p. 70). 
5 (30,000ha + 100,000ha)/100,000ha = 1.3 
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Lake Ellesmere/Te Waihora may become more nutrient enriched (e.g., more algae bloom) and 
the lowland streams experience increased nitrate levels which may lead to negative cultural 
outcomes for mahinga kai and wāhi tapu (ECan, n.d. b). Thus future water use requires 
improvement in how water is used, stored and managed (Canterbury Mayoral Forum, 2009; 
ECan, 2011b) and mitigation of the adverse effects on the waterways (ECan, n.d. b; PCE, 
2013). 
Intensified farming and land use change is one reason for the decline in water quality. 
However, agriculture is not a sole factor impacting on freshwater resource; urban and 
industrial uses, and storm water can also pollute waterways (ECan, 2008; OECD, 2012; MfE, 
2004d; Larned et al., 2004). These uses increase discharges of nutrients, pesticides, metals and 
other contaminants (Paul & Meyer, 2001). In addition, erosion from forest cutting can also 
increase nutrient levels (PCE, 2012) while animal effluent (e.g. E.coli) can also result from 
birds, other mammals and humans, not just farm animals (Stevenson et al., 2010). Birds for 
example, even though nationally an insignificant source of pathogens, can have major local 
impacts (PCE, 2012). This means that water management needs to be integrated and take all 
uses (urban and rural) and use types (allocation and quality based) into account (MfE, 2004d). 
2.5 State of freshwater: Water quality and public opinion in 
Canterbury 
As mentioned previously, there is concern for water quality in parts of Canterbury and trends 
in environmental monitoring have shown declining water quality and/or quantity. These 
concerns and trends vary across river types where the most vulnerable are the smaller and 
spring-fed lowland rivers and streams (Stevenson et al., 2010). Water quality monitoring 
includes a combination of different indicators. Maintaining safe drinking water is a major 
objective. New Zealand drinking water standards include maximum acceptable value (MAV) 
levels of 11.3 milligram of nitrates per litre in groundwater (MfE, 2010b) or E.coli of less 
than 1 in a 100 millilitres sample (Ministry of Health, 2008).  
Besides drinking water standards, a decline in water quality can cause concerns for habitat 
and recreational uses. Nitrates and phosphates are nutrients that are part of the natural 
environmental and plant growth but which at elevated levels can cause algae blooms, 
eutrophication and nitrate toxicity thus lower stock of fish (ECan, 2011b; PCE, 2012, 2013). 
Excess nutrients can enter waterways either as surface run-off, leaching into the groundwater 
through soil or from sediments (PCE, 2012, 2013; Stevenson et al., 2010). High E.coli 
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concentrations are a risk for human health and therefore are commonly used as an indicator of 
water suitability for contact recreation (e.g. swimming) (ECan, 2012e). Other indicators 
include oxygen, suspended solids and turbidity which can also impact on instream fauna and 
aquatic biota, recreational and amenity values, and ecology (e.g. clarity is important to birds 
or fish that are visual feeders) (ECan, 2008; Stevenson et al., 2010).  Water quantity is also 
important in protecting ecological systems and other values. For example adequate river flow 
is vital to protect the optimal oxygen levels6 (Stevenson et al., 2010) and mitigate sediment 
and algae build up (PCE, 2012)7. 
Monitoring and reporting of these multiple indicators communicates the health of a waterway 
over time. Biotic indices have been developed as a composite measure of river and stream 
health; and the Macroinvertebrate Community Index (MCI) and its variants of Quantitative 
MCI (QMCI) and Semi-Quantitative MCI (SQMCI) are biotic indices specific to New 
Zealand (Stark & Maxted, 2007a,b). These measure the amount and type of macro-
invertebrates (e.g. mayflies, caddis flies and snails) living in waterways; the macro-
invertebrates generally live more than a year in the same area and are exposed to the changes 
and stresses in the water environment, such as land use changes, as the amount of pollution-
sensitive or pollution-tolerant species vary depending on the water quality (Stark & Maxted, 
2007a,b). The benefit of this type of measure of water quality is that the complex biophysical 
elements defining the river/stream health can be translated into simpler terms with categories 
from poor (probable severe pollution) to excellent (clean water) (Stark & Maxted, 2007a,b).  
The scientific evidence showing a trend of deteriorating quality and agriculture being a major 
culprit is reflected in public opinion, both throughout Canterbury as well as nationally. A 
nationwide public perception survey conducted from 2002 to 2013 (Hughey et al., 2013) 
show people have considered water pollution and other water related issues to be the most 
important environmental problems in New Zealand. There is a trend showing a declining 
number of people agreeing with the following statement: New Zealand’s environment is 
‘clean and green’. The proportion of those who agreed or strongly agreed with this statement 
had reduced from 66.2 per cent (in 2002) to 35.7 per cent (in 2013) (Hughey et al., 2013, p.77 
Table 2). In particular, the “Dirty Dairying” campaign by Fish and Game in early 2000 
brought the public’s concern for water quality to the forefront of environmental debate in 
                                                 
6 Oxygen level tends to decrease in low flows and warmer temperature (Stevenson et al., 2010).  
7 Higher and variable flows are able to carry the sediment and weeds away; although in the extreme, floods can 
occur that will wash soil off the land, thus carrying sediment (and phosphates) into the waterways (PCE, 2012). 
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New Zealand (Cullen et al., 2006; PCE, 2012; Roney, 2007). People want to maintain the 
resource as fresh, clean and abundant: “It is clear that New Zealanders have a very high desire 
for a future of largely non-polluted fresh waters, fit for swimming and with abundant aquatic life. 
They want the most important rivers protected and they do not want to trade off environmental 
protection for economic growth” (Hughey et al., 2010, p. 8).  
A number of studies in Canterbury have focused on water resource issues from a public 
perspective. Two examples include a survey of the general public (Cook, 2008) and a study 
interviewing farmers (Payne & Stevens, 2010). From the general public perspective people 
have a strong expectation for water resources to be protected so they can have clean, safe and 
inexpensive water for current and future generations; that the intensification in agricultural 
development was seen as one major threat for the quality and quantity of freshwater; and that 
there is a need for resource protection and preservation (Cook, 2008). From the farmers’ 
perspective, there is a view that the general public does not understand the contribution and 
benefits of farming to the region (Payne & Stevens, 2010). Therefore it is clear that freshwater 
is important for everyone’s well-being, however, it is possible that people consider the 
importance of diverse uses of water or the impacts from these uses differently.  
2.6 The many values of water 
Another characteristic of the freshwater resource is that freshwater has many values that can 
be defined in a number of ways. In Hanemann’s (2006) description of the economic 
conception of water, the value of water lies somewhere between being an economic good (i.e. 
traded in the market) and seeing water as “a free gift” belonging to everyone. There are two 
reasons for this: first people can have varying views of the value of water (e.g. some special 
significance) and second water has several features that can impact on its demand, its value 
and ability to supply it such as the private and public good characteristics, physical features or 
essentiality for life (Hanemann, 2006). Moreover, within an economic framework values can 
be divided into use and non-use (or passive-use) values (Bateman et al., 2002; Birol et al., 
2006b; Linstead et al., 2010; Loomis, 2006; Sharp & Kerr, 2005). For the case of freshwater, 
use values can include irrigation, drinking water, ecosystem support and option values (Birol, 
2006b; Sharp & Kerr, 2005). Non-use (passive-use) values include conservation or species 
preservation; bequeath value to future generations; or altruistic beliefs (someone else using 
the resource) (Birol, 2006b; Sharp & Kerr, 2005; Loomis, 2006). For example, cultural 
heritage values are often considered as passive-use values (Birol et al., 2006b; Venn & 
Quiccin, 2007).  
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Besides many values, the freshwater resource can also have many users. Prior to CWMS, 
Morgan et al. (2002) conducted a Canterbury Strategic Water Study which recognised how 
water is highly valued in the regional community in its elements of economics (irrigation and 
industry), environment (maintaining ecosystems that rely on both surface and groundwater), 
health (water supply and safe swimming), culture (mahinga kai and mauri) and recreation 
(fishing, boating and canoeing). The current demand and its expected increase is causing 
conflicts between these different uses such as between allocation of water for abstraction for 
irrigation and for protecting the water quality or instream values as well as between the 
current consent holders and those who wish to have consents in the future (Morgan et al., 
2002). Thus different users may hold multiple, and sometimes conflicting, values for 
freshwater. A particular emphasis in this thesis is given to the cultural values of water and the 
values for different users of water. The following sections describe in greater detail the role 
and significance of the diverse uses of Canterbury freshwater resources.   
2.6.1 Cultural values of Canterbury freshwater 
Cultural values in this study refer to those values held by Māori. This approach is described 
by Dalziel et al. (2006) who notes that cultural well-being, as part of the “quadruple bottom 
line” (the four elements of well-being), includes both indigenous and non-indigenous values 
but is led by indigenous values. Winstanley and Lange (2008) also note that western (non-
indigenous) values are largely reflected in other dimensions of freshwater resources. 
Māori are the indigenous people of New Zealand and the role of water is highly important for 
them (Ruru, 2009; TRONT, n.d.). Water, inherited from the ancestors is a taonga and 
embodies mana that provides and sustains life and the current generation is expected to 
respect and protect the resource for future generations (Te Rūnanga o Ngāi Tahu [TRONT], 
n.d.). One traditional element of Māori culture is mahinga kai. Mahinga kai is literally “food 
works” (Tipa & Teirney, 2003) and this means generally “food and other resources and the 
areas that they are sourced from or in which they grow” (MfE, 2006, p. 41). Thus it is an all-
inclusive term of resource gathering including the health of resource, ability to access and use 
of the resource, activity of gathering and the sites available (Tipa & Teirney, 2003). 
Collecting kai is significant for Māori and their cultural identity, and it is necessary to 
continue these traditions to help keep tribes together in contemporary society (Stewart et al., 
2011; Tipa & Teirney, 2003).  
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Eels are one example of an important mahinga kai species (Stewart et al., 2011). They are “a 
very significant, widely-valued, heavily-exploited, culturally iconic mahinga kai resource” 
(NIWA, n.d. c). However, they have become a threatened species in New Zealand. For 
example, there is some evidence that longfin eel numbers have dropped from the 1970s to the 
late 1990s at Lake Ellesmere/Te Waihora (Jellyman & Graynoth, 2010). While it is possible 
that eels can live in poor water quality (ECan n.d. a), in general the abundance of mahinga kai 
species is impacted on by land use changes and pollutants as they may not cope with sudden 
changes in water quality, water temperature, or toxic contaminants with small juveniles 
particularly vulnerable to these impacts (NIWA, n.d. c). Besides the decline in quantity, 
consumption of potentially contaminated kai may also cause health risks for humans (Stewart 
et al., 2011). Therefore, opportunities for safe mahinga kai are an important concern in Māori 
culture. 
According to traditional beliefs any shifts in mauri (e.g. misuse of the resource) in any part of 
the environment can affect the whole system (Harmsworth et al., 2011). This can lead for 
example, to Māori being unable to practice their customs and traditions (MfE, 2004d). 
Therefore water quality and its protection are important for Māori. This is recognised at the 
policy level under the RMA 1991 and in Canterbury implemented by the inclusion of Ngāi 
Tahu, a regional tribe of Canterbury, in formal decision making processes (Canterbury 
Mayoral Forum, 2009). 
A number of methods attempting to measure Māori cultural values for freshwater exist. The 
Cultural Health Index (CHI) (Tipa & Teirney, 2003) is designed to capture four values central 
to Māori culture: life force (mauri), traditional resource gathering (mahinga kai), obligation 
and responsibility of guardianship (kaitiakitanga) and Māori ki uta ki tai (mountains-to-the-
sea); in addition, the concept of cultural landscapes and traditional sites were considered 
important. These values are measured in three components – site status, its mahinga kai value 
and stream health – that were developed to link western scientific methods with cultural 
knowledge about streams and rivers (Tipa & Teirney, 2003). The measures were defined on 
basis of previous studies, a number of interviews with Ngāi Tahu members, and presence of 
historically and contemporary important mahinga kai species. 
19 
 
Stream Health Monitoring and Assessment Kit (SHMAK), developed by NIWA, includes a 
range of measures8 from biological data and stream habitat data gathered typically by farmers 
which are scored to understand the health of the streams and changes in the health overtime 
and how the land use practices are impacting on them (Pauling et al., 2007, NIWA, n.d. a). 
Takiwā site assessment is a database system for information gathering and reporting of 
cultural and environmental health (Pauling et al., 2007). Takiwā assessments can be 
completed with information from CHI, SHMAK, E.coli measurements and electric fishing 
surveys (Pauling et al., 2007).   
Cultural Opportunity Mapping Assessments and Responses (COMAR) has been introduced as 
a tool for managing cultural data and is “driven by how Ngāi Tahu value and use waterways” 
(Community involvement, n.d. a). COMAR includes assessments of 19 indicators (e.g. 
elements of water, cultural use, cultural landscape, and health and well-being) and these are 
mapped against river and stream flow requirements. This includes collecting information that 
is of specific interest to Māori and hence assists resource managers to understand and identify 
the impact on cultural values (Tipa & Nelson, n.d.). Finally, Harmsworth et al. (2011) applied 
a Cultural Stream Health Measure (CSHM) together with the CHI to assess the health of the 
Motueka and Riwaka Rivers (at the top of the South Island). This measure included a range of 
cultural indicators that were scored from 1 (poor) to 5 (excellent) which were then averaged in 
the overall score.  
The main difference between the scientific indicators and cultural indicators are that the 
scientific indicators typically measure precise changes and are highly technical, tested and 
peer-reviewed, while cultural indicators are typically more subjective, qualitative and holistic, 
requiring in-depth Māori knowledge (Harmsworth et al., 2011). Although emerging from 
conceptually disparate origins, however, Māori values of freshwater are not entirely different 
from western cultural values. For example Tipa and Teirney (2003) carried out several 
interviews with members of Ngāi Tahu and found that several important elements that define 
a healthy river from a Māori perspective resemble western scientific indicators including for 
example riverbank condition, river flow, water quality and drinking water quality. In addition, 
Harmsworth et al. (2011) found that although cultural and environmental assessments can 
result in little difference in the state  of the rivers, there existed a strong correlation between 
                                                 
8 water flow, pH, temperature, conductivity, clarity, streambed composition, riparian vegetation, invertebrates, 
periphyton and catchment activity (Pauling et al., 2007, p. 16) 
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CSHM and MCI measures which suggested that both indicators, cultural and western 
scientific, should be used together rather than as isolated methods.  
2.6.2 User group identification 
As mentioned, New Zealanders value water for many reasons including economic, 
environmental, health, cultural and recreation uses (Morgan et al., 2002; Statistics New 
Zealand, 2004). Thus a number of different user groups of water can be identified in the 
context of Canterbury water and often, they can have varying needs or preferences. In this 
thesis, different user groups among the general public are identified in order to explore 
potential differences in the values held between these groups. This section provides a 
discussion on different user groups including commercial agriculture group, recreationalists, 
environmentalists, cultural values group and non-users group; and how they could be 
identified. 
Commercial agriculture 
Agricultural production contributes significantly to Canterbury’s economy. Out of the 
allocated freshwater 89 per cent is used for irrigation (MfE, 2010a) and it is estimated that 
agriculture contributes ten to eleven per cent of the region’s employment while irrigated land 
area contributes $800 million (net) of the national GDP at the farm-gate as estimated in 
2007/2008, which is $1200 per hectare more than production under dryland conditions (ECan, 
2011b). The importance for irrigation can be related to two reference points: for an individual 
farmer (e.g. a viable business or leaving the industry) and for regionally or nationally (e.g. 
products produced by different farmers) (Doak et al., 2004). For example Payne and Stevens 
(2010) interviews with farmers in Canterbury reviewed that farmers consider irrigation and 
water use efficiency as highly important to their farming systems.  
Moreover, the benefits from irrigation for society are diverse including direct and indirect 
benefits; higher and more stable production, peace of mind from reliability, increase in 
exports, more economic activities in rural areas, higher output from processing and supporting 
industries, and increases in farm prices (ECan, 2011b; Doak et al., 2004). Thus, while there 
are other related commercial uses of water, such as food manufacturing and hydro-electricity, 
farmers are a major user group for Canterbury freshwater resources. As the demand for 
irrigation is expected to increase, this leads to a concern about the security of water supply, 
particularly during dry seasons. Thus improving water use efficiency is a relevant issue 
(ECan, 2011b). Besides the quantity of water, farmers are also interested in water quality as 
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guidelines for adequate water quality is required for stock (Stevenson et al., 2010). 
Consuming polluted water can cause diarrhoea, loss of milk production, miscarriages – even 
death – for livestock (PCE, 2012). 
Recreationalists 
Canterbury's rivers and lakes provide a great range of recreational possibilities that are 
important for local, domestic and international visitors (ECan, 2008). The examples of 
recreational uses include fishing, swimming, kayaking and walking along waterways. A MfE 
report (2004b, p. 10) divides water-based recreation activities into (1) general recreation 
including “low-cost, low-energy, low-skill-required, convenient activities that do not require 
specific water qualities” (such as picnicking or sightseeing) and (2) activities “that are 
relatively higher cost, require a high level of technical skill and equipment, and are more 
expensive and time demanding” (such as kayaking, fishing and other water sports).  
Recreational activities create multiple benefits such as health and social benefits for individuals 
and communities, economic benefits from tourist activities and cultural benefits for both Māori 
and non-Māori (ECan, 2008). Recreational users have diverse demands on freshwater 
resources, from white water rafting to experiencing tranquil scenery (ECan, 2011b). Thus 
recreational users are concerned not only about location and access to sites (MfE, 2004b) but 
also water quality, river flows, scenery and management regimes (ECan, 2008). In order to 
provide for these values, CWMS has set management targets including for improving 
environmental flows and water quality for swimming sites (Canterbury Water, n.d.). On the 
downside some recreational activities such as off-road vehicles or motorised boats may also 
have some negative impacts on the ecosystem health and water quality (Depree, 2007; ECan, 
2011b).  
Environmentalists 
“A healthy environment is fundamental to life, culture, society and to a strong economy” 
(ECan, 2011b, p.2). It is clear that many people are concerned about the environmental 
quality of freshwater resources; however, this thesis attempt to identify those people who 
have a greater concern for the environment. For these reasons, one of the user groups is 
considered as environmentalists; these are freshwater users who care mostly about the 
environmental quality of water.  
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In order to identify environmentalists within the survey participants, different attitude scales 
can be employed (Andersen et al., 2012). Examples of such scales include New 
Environmental Paradigm (NEP) scale (Dunlap & Van Liere, 1978; Dunlap et al., 2000) and 
the Connectedness to Nature Scale (CNS) (Mayer et al., 2004). NEP was one of the first 
environmental attitude scale and it attempts to measure people’s level of the environmental 
concern (or ecological worldview) and this scale was updated in 2000 to include 15 related 
statements to be scaled from agree to disagree (Dunlap et al., 2000). CNS measures how 
respondents experience “sense of oneness” with the natural world and similarly also this 
includes 17 statements to be scaled from agree to disagree by; the main difference is that 
while NEP measures cognitive beliefs, CNS measures people’s affective or emotional 
connection to the nature (Mayer et al., 2004). Recently, Andersen et al. (2012) adapted CNS 
in their choice experiment study of water resources in Waikato, New Zealand. Due to the 
similarity of the valuation method (discrete choice modelling) and study context, this is a 
relevant example for this thesis how to identify environmentalists.  
Cultural values of water 
As mentioned earlier water has a high importance to Māori. It has a physical and spiritual 
meaning which can be seen for example, in the presence of healthy food-gathering (mahinga 
kai) locations and features in many stories about whānau and hapū (ECan, 2011b). Important 
for Māori are genealogy (whakapapa), their language (Te Reo Māori), customs (as reviewed 
by Houkamau & Sibley, 2010) and family relationships (whānau) (Awatere, 2008). While it is 
possible that Māori have a closer relationship with natural environment than non-Māori 
(Awatere, 2005) it can be expected that these two populations may differ also in their values 
for freshwater. However, identification of Māori is not straightforward as, although, some 
individuals might be Māori by descent, they may live Eurocentric (non-Māori) life (Awatere, 
2008) and/or they may know little about their heritage or culture (Houkamau & Sibley, 2010). 
Thus, identifying someone as Māori may involve more than self-stated ethnicity.  
The literature includes several metrics to distinguish Māori cultural identity such as Te Hoe 
Nuku Roa assessment (Durie, 1995), Multidimensional Model of Māori Identity and Cultural 
Engagement (MMM-ICE) (Houkamau & Sibley, 2010) and the Māori Cultural index 
(Awatere, 2008). These metrics differ on the focus of the cultural dimension: linking a variety 
of cultural, ethnic and other indicators (e.g. economic and personal factors) in the Te Hoe 
Nuku Roa assessment, subjective “being Māori” identity in the MMM-ICE metric, and a 
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combination of self-identified Māori and participation to Māori institutions and society in the 
Māori Cultural index (Awatere, 2008; Durie, 1995; Houkamau & Sibley, 2010). One 
approach is to combine the key elements of these different instruments in one set of attitudinal 
statements, as done in the above mention choice experiment study where respondents were 
identified either with a strong or weak relationship to Māori culture (Andersen et al., 2012). 
Non-users 
Finally, there might be users of freshwater who are not currently using the resource but are 
concerned about it for the others. For example, these users can obtain utility from knowing 
that aquatic habitat is provided with a natural habitat (existence value) or that the restoration 
of rivers benefits the quality of habitat for the future generations (bequest value) (Loomis, 
2006). In the economic framework of TEV these are considered as non-use (or passive-use) 
values.  
In addition there can be common concerns across the user groups. One such concern is the 
value of a reliable supply of water for households which can be considered as a basic human 
need (Briscoe, 2005). For example, adequate quality drinking water may need to be treated in 
the future if water quality declines under the drinking water standards. This is a general 
concern for Cantabrians (Baskaran et al., 2009; Cook, 2008). Thus, in general, changes in 
supply or quality of water may affect the standard of living regardless the user group.  
In conclusion, the general public can hold a variety of values for freshwater while it can be 
hypothesised that these values can differ across different user types of water. The above 
discussion included factors that are important for each user group but also ways to identify the 
different groups. As highlighted within the Māori user group, the identification of the people 
as different user types of water is not always straightforward. On the one hand, although 
someone is biologically Māori, the lifestyle factors may not be aligned with this user group. 
On the other hand, may individuals may associate with many user groups. However, for the 
practicality, the aim is to assign people into a a group with their main user type of water 
(rather than into multiple groups) in order to explore the values held by different groups.  
A relevant example of a practical approach to identify and assign people into different user 
groups was provided by Andersen et al. (2012). The Andersen et al.’s study used attitudinal 
statements to classify respondents with their Māori cultural and environmental identity using 
cluster analysis (for Māori culture groups) and adding up the five-point likert-scales with a 
threshold value (for the environmental connection). The same approach can be adapted here 
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to identify commercial agriculture users, recreationalists, environmentalists, Māori and non-
users. This approach is relevant as it is pretested in the empirical study with a similar study 
method and context (choice experiment application for the freshwater valuation in New 
Zealand); yet in contrast to Andersen et al. study, this thesis would require an identification of 
five user groups which consequently will limit the number of attitudinal statements presented 
for each group.  
2.7 Case study: The Selwyn River/Waikirikiri 
The final section of this chapter includes a case study context. The Selwyn River/Waikirikiri 
is considered as the case study in this thesis to provide a context for the current state of 
freshwater related to the four elements of well-being and how these might be impacted by the 
future agricultural intensification and associated irrigation. The Selwyn River is a relevant 
example as firstly, it includes a variety of uses of freshwater, secondly, it runs through the 
Canterbury Plains and is thus likely to be impacted by the increased irrigation in the area, and 
thirdly, the river has been monitored over time and hence there exists scientific data of the 
water quality. In addition, some work has been carried out to anticipate how this river might 
be impacted by the increase in irrigation. 
The Selwyn River runs from the foothills of the Southern Alps through the Canterbury Plains 
to Lake Ellesmere/Te Waihora by the Pacific Ocean. A unique feature of this river is that 
about five kilometres from the foothills, the water disappears underground for most of the 
year (with the exception of a small section around Hororata); the river re-emerges 15 
kilometres upstream from Lake Ellesmere (Kelly et al., 2006). Thus the Selwyn River is 
classified as a hill-fed upland river (Stevenson et al., 2010) and spring-fed in the lower 
reaches when the mid-reach is dry (Golder Associates, 2013). This ground water-surface 
water interaction makes hydrology of this river complex (Larned et al., 2008).  
The Selwyn River has high flow variation. Determinants for the flow regime9 are rainfall, 
groundwater levels and intermittency of them (Larned et al., 2008). The predicted long-term 
flow reductions are often associated with intensification in land use and irrigation, and lower 
levels of rainfall due to climate change (Larned et al., 2008; McKerchar & Schmidt, 2007). 
For example, trend analysis by McKerchar and Schmidt (2007) showed decline in river flow 
from 1984 to 2006 at the lower reaches of the Selwyn River (Coes Ford). Recently, the 
                                                 
9 The amount of water in rivers, its velocity and fluctuation (PCE, 2012) 
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ECan’s (n.d. a) technical assessments of the future irrigation scenarios assume little change in 
river flow while that the dry reaches of the Selwyn River would increase in area and duration 
if the current land use continues. Consequently, there might be adverse impacts on farming, 
ecology and recreation (McKerchar & Schmidt, 2007). 
The health of the Selwyn River ecosystem has deteriorated. Nutrient concentrations have 
exceeded the ecosystem guidelines (with some seasonal variation) in parts of the lower 
catchments (Golder Associates, 2011; Stevenson et al., 2010) while QMCI, a measure of 
stream health, has shown a declining trend from 2000 to 2006 at Coes Ford implying a 
reduction in overall river health (Beech et al., 2007, p. 25 Fig. 3.7.A). Coes Ford is a popular 
recreational place at the Selwyn River offering angling, picnicking, camping, 
swimming/paddling, kayaking and walking possibilities (Booth, 2008). Recreational use 
levels, however, have declined over time for example, angler days have been reduced by 68 
per cent (from 1994/1995 to 2001/2002); and kayaking, although possible, is unappealing due 
to lack of appealing scenery and water quality issues (Booth, 2008). A recent assessment of 
Suitability for Recreation Grade (SFRG) shows a large variation in water quality between the 
swimming sites where Chamberlains Ford has been rated good but Coes Ford, three to four 
kilometres further on, has been rated poor (ECan n.d. a). Moreover, the Selwyn River is a 
culturally important water way as it provides access to Lake Ellesmere/Te Waihora once 
known as the “food basket of Rakaihautu”10. In the lower Selwyn River, the most important 
mahinga kai species are eels, whitebait and flounder and the majority of eel fishing is 
conducted near the Upper Huts (near Lake Ellesmere) while commercial eel fishing is 
prohibited around the tributaries of Lake Ellesmere (Brooker & Graynoth, 2008).  
The Selwyn River is contained within the Selwyn-Waihora water management zone and the 
land use in this catchment is dominated by sheep farming and dairying (ECan n.d. b). The 
Selwyn-Waihora zone is a red allocation zone meaning that the water resource has been fully 
allocated (Canterbury Mayoral Forum, 2009) and in 2011/2012, of all the water management 
zones, this zone had the highest daily surface water allocation and the second highest daily 
groundwater allocation (Glubb et al., 2012). In the future, this area is facing irrigation 
development with an increase in the irrigated land providing benefits for the agricultural use 
but likely adverse impacts on the environmental, recreational and cultural water uses of the 
                                                 
10 “Rākaihautū was a legendary ancestor who helped form the landscape of the area” (Christchurch City 
Libraries, n.d.).  
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rivers. These possible impacts on the Selwyn River are discussed next.  
Future irrigation scenarios 
As mentioned earlier, the future irrigation scenarios for the CPW include an additional 30,000 
hectares of irrigated land area and another 30,000 hectares of groundwater abstraction 
changed to surface water abstraction (ECan, n.d. a). In order to mitigate the impacts on the 
environment, ECan has introduced a limit-setting process for the flow levels and the nutrient 
losses to ensure the sustainable use of freshwater in the Selwyn-Waihora Zone (ECan, n.d. 
a,b, 2012d). This limit-setting process has included scientific research as well as community 
involvement. In particular, the scientific modelling was undertaken to estimate the potential 
impacts on the intensified agricultural land use (+30,000 ha irrigated land area) in comparison 
to the scenario where the current situation continues (2011 land use). ECan’s (n.d. a) 
overview of the scenarios11 summarises these impacts based on a number of technical reports 
on the modelling undertaken. Of particular relevance to this thesis are Clark (2013), Harris 
(2013), Golder Associates (2013) and Kelly (n.d.) reports. These outcomes are subject to high 
uncertainty and not all impacts, such as sediment losses, are modelled. In addition, it is 
assumed that on-farm good management practices (GMP), such as fencing stock out of 
waterways and effluent management, can mitigate some impacts such as sediment losses or 
microbial contamination (ECan, n.d. a).  
Table 2-1 contains the impacts of the future irrigation scenarios to waterways relevant to this 
study. Water for this scheme is withdrawn from the Rakaia and the Waimakariri Rivers. This 
“new” water from the alpine rivers will increase the reliability of irrigation in the Selwyn-
Waihora zone (up to 86% of the irrigated land would have a >95% reliability of water supply) 
(ECan, n.d. a). Increased irrigation will increase agricultural production and this is assumed to 
increase for example employment, revenue and contribution GDP (Harris, 2013). Moreover, 
this “new” water is expected to increase the mean river flows in the Selwyn River (Clark, 
2013) which may benefit the fish stock as there would be improved recruitment and reach 
upstream (as there would be more habitats available, relying on the assumption that the 
thresholds are unchanged, e.g. oxygen depletion) and recreational opportunities that require a 
certain level of water (e.g. kayaking, canoeing and rafting); however, a large uncertainty is 
involved about whether the higher flows would occur at the right time of year (e.g. to meet 
                                                 
11 These technical scenarios also include a third scenario which targeted the water quality improvement at Lake 
Ellesmere. This scenario is not considered in this thesis. 
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the species’ spawning cycles) (ECan, n. d. a). 
There is an increasing risk that the environmental guidelines are not met, mainly driven by 
higher nitrate levels (Kelly, n.d.). Looking Table 2-1, it is expected that increased irrigation 
scenarios will lead to increases in nitrate concentrations in both groundwater monitoring wells 
and in lowland stream monitoring sites (i.e. dissolved inorganic nitrogen at Coes Ford). 
Consequently it is possible that aquatic protection guidelines will not be met and that the 
drinking water standard (MAV or half MAV) may be exceeded more often (ECan, n.d. a).  
Overall, the future scenarios involve risks of degraded water quality and habitat quality 
(Golder Associates, 2013). This may lead to the reduced ecological values including species 
diversity and abundance (e.g. invertebrates, fish and bird populations) and biodiversity (e.g. 
net loss of more sensitive species); but also contact recreational opportunities due to increased 
risks of algae and macrophyte (i.e. aquatic weeds) (ECan n.d. a). A qualitative risk analysis12 
by Kelly (n.d.) showed, for example, the NRRP targets for macrophyte coverage (maximum 
50%) and for water clarity (<30% algae cover) are likely to be exceeded around the Selwyn 
River (Table 2-1). Currently, the SFRG assesses swimming sites from poor to good in the 
Selwyn River and whereas no SFRG modelling has been conducted for the scenarios, it is 
expected that the water quality for contact recreation is in risk due to algae occurrence (ECan, 
n.d.a; Kelly, n.d.).  
Finally, fisheries, including customary fisheries, may be impacted adversely in future 
scenarios. This will impact adversely on cultural mahinga kai practices. Cultural water quality 
depends not just on the actual water quality but also the perception of the water quality and 
ability for safe food gathering; and while it is possible that some mahinga kai species (e.g. 
eels) can live in poor water quality, overall Māori are concerned that water quality will 
deteriorate further placing the health of indigenous fisheries and taonga species are at risk 
(ECan, n.d. a). Thus this may imply a negative impact on cultural values from additional 
irrigation. Again, this is associated with the high uncertainty (e.g. the longterm effects) 
similar to many outcomes of these assessments associated with the increased irrigation.  
  
                                                 
12 Including a comparison of the current level of dissolved inorganic nitrogen (DIN) and dissolved reactive 
phosphorus (DRP) and the assumptions of the future trend. 
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Table 2-1: Impacts from irrigation scenarios for the Selwyn River 
Impact Current land use 
Based on 2011 
Scenario: Business as usual Scenario: + 30,000 ha irrigated 
land 
Agricultural benefits, regional impacts 
Irrigation reliability  
(95% reliability of water) 
82% of the irrigated land 
has >95% reliability.  
- 86% of the irrigated land 
would have >95% reliability.  
Revenue   $620 ($million/annum) $630 ($million/annum) $960 ($million/annum) 
Contribution to GDP 
(land use)  
- $640 ($million/annum) $970 ($million/annum) 
On farm employment  
Total (Dairy,Sheep&Beef) 
- 1800 (780, 730) 2500 (1220, 820) 
Water quantity 
Mean flow* (lower 
stream) 
- 2975.8 l/s 4279.2 l/s 
Dry reach of the Selwyn 
River 
- expected to increase in 
area (length) and duration  
expected to decrease in area 
(length) and duration  
Ecological values     
Water quality and habitat 
quality 
 
- decline is likely (e.g. due to 
the increased nutrient 
concentrations and algae) 
decline is likely (e.g. due to 
nitrate toxicity, algae and 
macrophyte)  
Nitrates 
Average concentrations 
in GW monitor wells ** 
6.6 mg/L N (measured)  8.7 mg/L N (modelled)  9.2 mg/L N (modelled)  
DIN: Coes Ford 4.86 mg/L (measured) 6.2 mg/L (modelled) 6.4 mg/L (modelled) 
Toxicity thresholds (80%-
95% aquatic biodiversity 
protection)  
 guideline not met guideline not met 
Drinking water standard (maximum acceptable value, MAV) 
GW wells: % exceeding 
MAV (½ MAV) ***  
33% (61%)  53% (87%)  57% (94%)  
In streams standard met streams are predicted to 
meet the standard  
streams are predicted to meet 
the standard  
Aquatic plants    
Macrophyte coverage  
(NRRP maximum is 50%)  
the Selwyn River at 
Coes Ford meets the 
NRRP guideline 
increased risk of exceeding 
the target  
 
increased risk of exceeding the 
target  
 
Algae (growth, coverage, 
frequency) 
currently a risk increasing risk:  likely  
  
further increasing risk:  likely 
Visual aesthetics (NRRP 
guideline: <30% algae 
cover) 
guideline not met not likely to meet 
guidelines 
not likely to meet guidelines 
Sources: ECan (n.d. a); Clark (2013); Golder Associates (2013): Harris (2013); Kelly (n.d.) 
GW = Groundwater; DIN = Dissolved inorganic nitrogen 
*average of all the flow in the record (Clark, 2013); **average shallow GW concentrations in monitor wells; 
***annual average in shallow GW wells 
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Table 2-1: Impacts from irrigation scenarios for the Selwyn River (continued) 
Impact Current land use 
Based on 2011 
Scenario: Business as 
usual 
Scenario: + 30,000 ha irrigated 
land 
Contact recreation at the Selwyn River   
 SFRG: Coes Ford (poor),  
Chamberlains Ford 
(good) 
-SFRG: no modelling on 
faecal indicators 
-SFRG: no modelling on faecal 
indicators 
Fisheries/ Customary fisheries 
Habitat and fish stock currently limited at the 
Selwyn River (upstream) 
due to drying reaches 
- -positive: increase in the 
available habitat (recruitment 
and reach to upstream), no 
adverse impact on fish numbers 
(assumption that thresholds do 
not change) 
-negative: decline in quality of 
habitat and water quality,  
native fish species will be 
affected (they rely on affected 
invertebrate communities as a 
food resource) 
Longterm effects - -high uncertainty on 
future the productive 
capacity of the fisheries 
-ongoing degradation is 
expected 
-high uncertainty towards the 
productive capacity of the 
fisheries   
-ongoing degradation is 
expected 
Cultural use: mahinga kai 
and wāhi tapu around 
the zone 
- concern of a further 
deterioration of the 
health of the aquatic 
resources 
concern of a further 
deterioration of the health of 
the aquatic resources  
Sources: ECan (n.d. a); Kelly (n.d.) 
 
2.8 Conclusion  
In Canterbury, freshwater has many uses and users: agriculture, environment, recreation, 
households (e.g. drinking water, washing), industrial production processes and energy 
generation while it also forms an important part of Māori culture. Freshwater in Canterbury is 
an example of a scarce resource and future scenarios of increases in irrigated land area are 
likely to exacerbate the issue of how to allocate this scarce resource efficiently. Trade-offs 
across uses and users are an unavoidable reality for Canterbury water management. Therefore, 
freshwater management can be challenging due to many uses/values and users of water.  
This chapter reviewed the key issues for Canterbury freshwater and its management. A focus 
was given to agricultural impacts on freshwater resource as the future may involve further 
land use intensification, such as the Central Plains Water scheme with additional 30,000 
hectares of irrigated land area. This chapter presented the current knowledge of likely impacts 
of future irrigation scenarios. Policy makers need information from the economic, 
30 
 
environmental, social and cultural impacts and consequently the impacts on the society’s 
welfare that can assist them to evaluate these irrigation scenarios. This is important because 
although agricultural production important to the Canterbury economy there are likely to be 
adverse impacts that must be weighed against any benefits. Of note, the knowledge of these 
impacts on the freshwater resource from these future irrigation scenarios are accompanied by 
high uncertainty; thus the assessment of the welfare impacts include also high uncertainty. 
Another focus was given to cultural values as they are required to be given particular 
emphasis in resource management decisions as defined in legislation. Cultural values can be 
considered as distinct from western values and a variety of measures of cultural values were 
reviewed. This chapter included also a discussion of different user types of water and how 
these could be identified.  This is relevant as the expectations of an increase in the demand on 
freshwater can place further pressure the freshwater and the conflicts between different uses 
and users are likely. Useful information would thus be the key differences across the values 
held by different user groups of water. 
The next chapter describes non-market valuation method that is commonly used in the 
environmental valuations and is hence relevant for this thesis to assess values for different 
freshwater uses.  
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Non-market valuation (NMV) 
3.1 Introduction 
Some freshwater resources are used for purposes that can be linked to some market value, 
such as irrigation, industrial use and hydro-electricity, whereas values for other uses of water 
cannot be measured via markets, such as recreational fishing or swimming. Non-market 
valuation is a methodology used to assess the value of goods or services that are not traded in 
markets, such as new product development or environmental valuation. In particular, this 
method can provide robust estimates for the value of environmental goods or services which 
can be then used, for example, in a cost-benefit analysis (CBA) (Pearce & Turner, 1990; Yao 
& Kaval, 2011). NMV is therefore, a relevant methodological approach for valuing the many 
uses of water in Canterbury.  
Economists define the value of a good by its use and non-use values providing total economic 
value (TEV) (Figure 3-1). These include the different use (direct and indirect use values), 
non-use or passive-use (altruistic, bequest and existence values) and option values of water. In 
the literature, option values can be defined as a use value (Bateman et al., 2002; Birol, 2006b; 
Sharp & Kerr, 2005) or as their own distinct category (Steensra, 2009). Regardless of which 
category option values belong under, TEV is the net sum of many use and non-use (or 
passive-use) values of all the benefits that the resource can provide (Bateman et al., 2002; 
Sharp & Kerr, 2005; Steensra, 2009). 
For policy makers, NMV can provide important household-level information (Boxall & 
Beckley, 2002). Information captured by the TEV framework provides useful guidance for 
water management decision makers in order to allocate resources more efficiently and design 
incentives and institutional arrangements (Birol et al., 2006b). Sharp and Kerr (2005) add that 
in most cases policy decisions consider only partial changes to the resource (i.e. not 
eliminating or changing the whole freshwater resource) and thus it is often enough to 
investigate the change between the two states of world (e.g. before and after the change).  
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Figure 3-1: Total economic value 
 
 Sources: Bateman et al. (2002, p. 29 Fig. 1.3); Birol et al. (2006b) 
 
There are two main groups of NMV methods, revealed preference (RP) and stated preference 
(SP) (Bateman et al., 2002). Both, RP and SP methods can be used to calculate WTP for non-
market goods; while the first method derives values based on associated market behaviour, 
the latter uses survey based methods to elicit people’s preferences. While RP and SP 
valuation practices differ both have their advantages and disadvantages.  
3.1.1 Revealed preference methods 
The RP method focuses on use values of TEV and includes the travel cost method (TCM), 
hedonic pricing models (HPM), defensive behaviour models and damage cost method. TCM 
is used to estimate the WTP related to the cost of travel for visiting recreational sites13; HPM 
often estimates a premium for buying properties that are located near or away from the 
environment amenities or disamenities; defensive behaviour models assess WTP to reduce or 
avoid exposure for some environmental disamenity, often due health reasons; and, lastly, 
damage cost methods estimate the cost of some negative environmental exposure (e.g. the 
cost of treating the illness as a doctor fee) (Boyle, 2003b). The key advantage of these 
methods is that they use observed market data as a reflection of the people’s preferences 
(Boyle, 2003b). For example TCM can relate to WTP of the site-specific recreation amenities 
                                                 
13 Thus TCM is also known as recreational demand models (Hackett, 2011). 
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while HPM can relate the value of freshwater resource near properties as generally an 
attractive environmental amenity nearby increases the property prices. As these methods are 
context specific, the researcher needs to consider which group will be affected (e.g. 
recreationalists or property owners) when selecting the appropriate method for the study 
(Boyle, 2003b).  
In the Canterbury context, Kerr and Greer (2004) used single-site TCM at the Rangitata River 
to value the recreational fishing for the fishing licence owners. They estimated consumer 
surplus to be approximately $43 per fishing trip. Grimes and Aitken (2008) applied HPM in 
farm sale prices in relation to irrigation water in the Mackenzie District and found significant 
impacts of irrigation on farm prices subject to farm characteristics (e.g. soil type, rain fall in 
the area, distance to nearest town). Tait and Cullen (2006) used rudimentary calculations to 
estimate external costs of dairy farming including damages on water quality, air quality, 
biodiversity and human health. In this study, the external costs were estimated to be from $29 
to $45 million a year which included a cost of damage to water resources between $164,000 
and $171,000.  
These methods have some well-known methodological and practical problems. A common 
feature for all RP methods is that they are limited to the context of use-values and associated 
markets (Bateman et al., 2002). Thus non-use values of freshwater would be ignored as they 
do not leave an observable “behavioural trail” for the change in price or quality of the good 
(Bateman et al., 2002; Loomis, 2006).  This also means it may not be possible to estimate 
levels of quality that has not been experienced (Boyle, 2003b) which is a limitation as the 
policy makers are generally interested in the value of improvement in the freshwater resource. 
More specifically, TCM relies on the changing travel costs which is related to the distance 
travelled, however, there are problems of knowing the “true cost” of partaking in recreational 
activities due to joint costs (e.g. for multi-purpose travels), difficulty of accounting for the 
substitute sites, multi-stage budgeting (where the previous choices are not accounted, such as 
residential location) and difficulty of accounting for the opportunity cost of time spent for 
travel (Randall, 1994). People may not have full information when making their purchase 
decisions and thus, for example in HPM context, the lack of knowledge of the water quality 
issues may not be reflected in the results (Boyle, 2003b). The most relevant limitation to this 
study is that the RP methods, generally, focusing only single type of water use (or affected 
group) such as recreation in TCM, values tied to a location or property in HPM, or health 
values in defensive costs models (Bateman et al., 2002; Boyle, 2003b). Therefore, with a 
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typical lack of market data (Hackett, 2011), and the limitations reviewed above, the RP 
methods may not be suitable for valuing multiple uses of freshwater and the trade-offs 
between them in one study. 
3.1.2 Stated preference methods 
Stated preference methods (SP) can overcome some of the limitations of RP approaches. The 
main advantages include that SP methods do not rely on the observed market data, which can 
be often unavailable and only the SP methods enable estimation of non-use values (Bateman 
et al., 2002; Boyle, 2003b). This is relevant as these non-use values can be significant part of 
the TEV in the case of freshwater resource. In addition, the SP methods can be used to 
estimate Hicksian surplus version of the consumer surplus which includes the income effect, 
while RP method typically provide estimates of the Marshallian surplus (Boyle, 2003b). 
SP methods include contingent valuation method (CVM) and discrete choice modelling 
(DCM). These methods estimate WTP or willingness-to-accept (WTA) as an indicator of 
people’s preferences related to a change in some environmental good or service that are not 
usually traded in the markets. The key difference between these SP methods is the structure of 
the WTP elicitation; while CVM uses a more simple method with direct questions regarding 
people’s WTP, DCM uses a more complex multi-attribute format where monetary element is 
only of the attributes and thus estimates WTP indirectly for many attributes. Consequently, 
CVM is recommended when the researcher aims to estimate the WTP for the environmental 
good or service in total, while DCM should be used if one aims to assess WTP for different 
attributes of the environmental good or service (Bateman et al., 2002).  
Contingent valuation method  
CVM is a survey based method that asks people to directly state their maximum WTP (or 
WTA) related to a change in some environmental good or service. This good or service is 
contingent on the description of the change provided by the researcher (Howley et al., 2010) 
while the change can be hypothetical or based on real policy proposals (Bateman et al., 2002). 
This context dependency requires careful descriptions for the policy or the project (i.e. the 
change), the constructed market and the payment method used in the CVM study (Bateman et 
al., 2002). A key for the meaningful WTP estimates is realistic valuation scenarios and 
reminding the respondents about substitute goods and/or their budget; however, in the 
situations with multiple trade-offs, such as freshwater management, the CVM approach may 
be too simplistic (Rolfe & Bennett, 2001). 
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In practice, CVM involves at least one WTP (or WTA) question in the survey. In this, people 
are asked to directly state their WTP for the change of interest, for example, in an open ended 
question (How much you are willing to pay…) or in a referendum choice (Would you be 
willing to pay $X …). The latter format has the advantage of being more realistic (referenda 
questions are also used in the real life and thus the format might be familiar for many) and a 
respondent has less strategic reasons not to answer truthfully for the yes/no format (if one is 
willing to pay for x he/she should not have reason to say no, and vice versa) compared to open 
WTP questions that people tend to overestimate (Arrow et al., 1993).  
CVM is commonly used in studies of how policy changes for goods, services or amenities can 
impact on the population (Boyle, 2003a); typically for a single good (Brown, 2003). The first 
CVM type study occurred in 1960s to value outdoor recreation (Davis, 1963). In the 
Canterbury context, Kerr et al. (2004) used this method to estimate the preservation values 
(the sum of existence and bequest values) in the Rakaia and the Waimakariri rivers. They 
found, for example, that the preservation value (mean WTP) was $16 for users (i.e. anglers) 
and $38 for non-users (i.e. households) for the Waimakiriri River and $31 for users and $10 
for non-users for the Rakaia River while the option values were $12 (users) and $21 (non-
users) for the Waimakiriri River and $31 (users) and $10 (non-users) for the Rakaia River 
(Kerr et al., 2004, p. 27 Table 7.1). Thus, users had a higher WTP for the Rakaia River while 
non-users had higher WTP for the Waimakariri River. In another example, Kerr et al. (2003) 
estimated that Christchurch residents were willing to pay between $526 and $1939 per year 
for protecting stream flows and avoiding restrictions in water use (the size of the estimates 
depended on the model’s assumptions). Takatsuka et al. (2009) studied the ecosystem 
services associated with arable farming. Although the overall study also considered 
freshwater resources in terms of nitrate leaching in water ways, the WTP estimate from the 
CVM part focused on greenhouse gas emissions: people were willing to pay $193 Canterbury 
wide ($86 nationwide) to reduce greenhouse gas emissions from cropping farms by 50 per 
cent.  
Strengths and weaknesses of contingent valuation method 
The contingent valuation method has been a useful method in situations which needed a 
monetary valuation for the particular good or service when market data were unavailable and 
when the RP methods were not applicable (Boyle, 2003a). In particular, the binary choice 
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(referendum choice) WTP elicitation approach has been an attractive method as it is less 
demanding for respondents (Brown, 2003).  
While CVM can provide information about a single policy change related to the 
environmental good or service, trade-offs between multiple attributes is ignored (i.e. how 
much weight is placed on attribute of the good or service relative to another). In addition, 
CVM relies on a specific question, how it is described to the respondents and how accurate 
this information is, which can lead to number of biases in the WTP estimates (Boxall et al., 
1996).  
The literature has discussed a number of respondent biases in CVM. First, strategic bias is a 
result of respondent anticipating how the answer may influence real policy implementation 
and therefore respondents deliberately adjust their answers (Birol et al., 2006b; Boxall & 
Beckley, 2002; Whittington et al., 1990). Respondents may overstate their WTP if they like 
the proposal and assume someone else will pay for it; alternatively respondents can understate 
their WTP if they anticipate they will be required to make the payment for the corresponding 
service (Whittington et al., 1990). Whittington and colleagues tested this effect by varying the 
amount of information provided for respondents; however, the results showed no significant 
differences on WTP between the samples. 
Secondly, starting point (or anchoring) bias refers to the information in the survey that people 
base their values on. This means they may anchor their values relative to the first values 
presented in the survey, such as the first suggested dollar value in the bidding games 
(Bateman et al., 2002; Birol et al., 2006b; Frykblom & Shogren, 2000). Some empirical 
studies have confirmed this effect (e.g. Chien et al., 2005) while others found no evidence for 
the starting point bias (Whittington et al., 1990). 
Thirdly, yes-saying bias indicates a positive or overestimated WTP because the respondents 
feel good about the concept even though the good itself has no value to them (Blamey et al., 
2002; Birol et al., 2006b; Frykblom & Shogren, 2000). This is the tendency “to agree with 
questions regardless of content” or “to agree with an interviewer's request regardless of their 
true views" (Mitchell & Carson 1986, as cited in Blamey et al., 1999, p. 126).  One reason for 
this has been attributed to the warm glow effect (Chien et al., 2005). The warm glow effect 
(Andreoni, 1989, 1990) results from altruistic motives where people receive benefits from the 
“act of giving” itself (Crumpler & Grossman, 2008) and that they feel sympathy regardless of 
the monetary investment (Ready et al., 1997). This is also known as moral satisfaction (Kjær 
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et al., 2006). Crumpler and Grossman (2008) showed significant support for the warm glow 
effect. Chien et al. (2005) however found lower WTP when controlling for yes-saying where 
they tried to explain the low starting point values in the survey, or that the study context (air 
pollution in Taiwan) and payment vehicle (increasing taxes) were not seen to be respondents’ 
responsibilities.  
The fifth bias is part-whole bias which is consider by some authors potentially as the most 
problematic limitation with CVM (Bateman et al., 1997; Nakatani et al., 2007). This is also 
referred as a mental account bias, an unfamiliarity bias, a disaggregation effect, a symbolic 
effect, an embedding effect or scope insensitivity (Diamond & Hausman, 1994; Kahneman & 
Knetsch, 1992; Nakatani et al., 2007; Seip & Strand, 1992). In the part-whole bias the sum of 
the values on the parts of the good are larger than the value of the good as a whole (Bateman 
et al., 1997; Kahneman & Knetsch, 1992) such as individual courses at the local restaurant 
compared to a complete meal (Bateman et al., 1997). Possible reasons for this bias include 
warm glow (Kahneman & Knetsch, 1992; Nakatani et al., 2007) or respondent’s non-existent 
preferences (Diamond & Hausman, 1994). Kahneman and Knetsch (1992) found a large 
embedding effect when asking people to value a public good including multiple 
environmental services and improvement in preparedness and training for disasters (which 
were included in the environmental services).  
Finally, hypothetical bias means that the respondents overstate their WTP, meaning the stated 
or estimated WTP is higher than the actual WTP.  Possible reasons are that the good defined 
by the researcher is not understood or perceived correctly by the responded or that 
respondents do not take the experiment seriously (Whittington et al., 1990). Seip and Strand 
(1992) tested this bias in a three stage study. The first part involved a CVM survey where 
people were asked to state their WTP for the environmental protection agency membership; in 
the second part the respondents were sent an offer to join this agency (i.e. pay the actual 
membership payment); the last part included a follow-up phone survey for those who did not 
join the agency. The results suggested hypothetical bias as people often overstated their WTP: 
six out of the 64 respondents actually joined the agency while the phone interviews revealed 
that none wanted to increase their stated WTP (as from the CVM study), eight wanted to 
retain their WTP and 17 wanted to lower it. 
In summary, CVM is vulnerable to a number of biases with some of the major ones being 
reviewed here. However, knowledge of these possible biases can benefit researchers creating 
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more focused CVM surveys (Boyle, 2003a). To minimise the impact of these and other 
possible biases the National Oceanic and Atmospheric Administration (NOAA) panel (Arrow 
et al., 1993) has provided recommendations of best practice for CVM studies.  
Discrete choice modelling  
DCM is a survey based method that asks people to make choices in a sequence of choice sets. 
This is also known as a choice experiment (CE). CE is one method in a group of the survey 
based choice modelling methods where other options include contingent ranking, contingent 
rating and paired comparisons (Bateman et al., 2002; Hanley et al., 2001). Out of these, CE is 
an appropriate method when estimating multiple attributes and trade-offs is required (Hanley 
et al., 2001).  
As mentioned, CE includes multiple choice sets. Each choice set is made up of a number of 
alternatives that represent the given context with different options such as outcomes of the 
resource management or good/service development. The choice alternatives are described by 
multiple attributes with varying levels. This is based on Lancaster (1966) theory of utility. For 
example, utility of freshwater resources are described in terms of their characteristics, or 
attributes, such as ecological quality, job opportunities or recreational use. Respondents are 
required to choose the alternative they prefer. Based on consumer theory, these choices 
indirectly reveal people’s preference ordering based on the assumption that people choose the 
alternative that provides them the highest utility. Econometric models are used to estimate 
preference weights (or utility weights) for each attribute in order to understand why these 
alternatives were selected (Hensher et al., 2005a). These utility weights can then be used to 
indicate preference ranking of the attributes, to assess WTP values (based on marginal rate of 
substitution, MRS) and to estimate the Hicksian consumer surplus (based on the change in the 
utility) (Bateman et al., 2002). This information is useful for policy makers, for example, in 
allocation decisions or inputs in CBA.  
Choice modelling has been applied in studies of freshwater resources in Canterbury. Baskaran 
et al. (2009) conducted a CE considering the public’s perceptions about dairy farming and 
exploring WTP for reducing negative environmental effects. Kerr and Swaffield (2007) used 
CE to understand changes related to aesthetic and recreational values of spring-fed streams, 
the lower Selwyn River in particular. Their sample consisted of anglers (members of Fish and 
Game) and farmers (members of Federated Farmers). The most recent studies are from Tait et 
al. (2011, 2012) and Marsh and Phillips (2012a,b). Tait et al. (2011, 2012) conducted a choice 
39 
 
experiment focused agricultural impacts on waterways; the likelihood of getting sick from 
recreational contact, the state of river ecology, and river flows. Marsh and Phillips (2012b) 
evaluated the preferences for potential future land uses and water quality scenarios for the 
Hurunui River. Table 3-1 summarises the attributes and the annual WTP estimates of these 
studies. Some examples of the estimated annual WTP in these studies include up to: $74 for 
the improved ecology of rivers, $242 for improvements in tributary water quality, $299 for 
improved swimming water quality, $182 for improved water clarity, $40 for better fishing, $8 
for protecting river flows, $32 for reducing nitrate leaching into waterways, and $27 for 
reducing water use for irrigation, and finally positive amounts for increases in jobs (Table 3-
1). These estimates are not exactly comparable as study context, payment vehicle definition 
and modelling assumptions may differ; however they provide an indication of the range of 
values that people are willing to pay for outcomes of water management including resource 
improvements in the Canterbury region.   
Table 3-1: Average WTP in Canterbury water choice experiment examples (NZ$/year) 
Baskaran et al. (2009): reducing the 
environmental effects of dairy farming 
 Tait et al. (2012): preferences for agri-environmental 
policy outcomes  
Methane Emissions  Risk of getting sick 
  10% reduction $15.85     10 people/year $19.1  
  30% reduction $22.67    30 people/year $14.9  
Nitrate leaching   Ecological quality  
  10% reduction $22.62     good $25.6  
  30% reduction $31.82     fair $16.1  
Water use for irrigation  Per 1 month of low  $7.1  
  10% reduction $20.54   flow  
  30% reduction $26.93     
Scenic views $16.34    
Marsh & Phillips (2012b): future land uses and 
water quality scenarios for the Hurunui River 
 Kerr & Swaffield (2007): aesthetic and recreational 
values of spring-fed streams  
Ecology    Summer flows  
  good  $74    1 no flow day -$62.34 to -$$2.46 
  unsatisfactory  -$282    1 low flow day -$83.78 to $7.97 
Fishing   Winter flows  
  good  $40    1 no flow day -$80.45 to -$22.81 
  unsatisfactory  -$269    1 low flow day -$$8.51 to $7.64 
Recreation   Clear water -$1.92 to 182.53 
  good  $76  Safe to swim $67.98 to $298.58 
  unsatisfactory  -$319  Riverbank vegetation  
Tributary water quality    grass $30.80 to $63.86 
  good  $242    native $20.27 to $82.09 
  satisfactory  $164    gorse -$180.37 to -$39.02 
  poor  -$232  Jobs -$42.76 to $105.41 
500 more jobs $45    
250 more jobs $27     
250 less jobs -$220     
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Other CE studies related to freshwater resource in South Island include a study of ecosystem 
services associated with arable farming in Canterbury (Takatsuka et al., 2009); a recreational-
specific study of anglers’ preferences and drivers of the changes in angler activity in North 
Canterbury rivers, streams and lakes (Beville, 2009); and a comparison of three rivers and 
management objectives with multiple uses and values in the Tasman region (Bell et al., 2012). 
North Island examples include water resource valuations from the Waikato Region: water 
quality improvements in Lakes Karapiro and Arapuni (Marsh, 2012); the role of the status 
quo information related to the Karapiro catchment (Marsh et al., 2011); the benefits of 
controlling hydrilla (exotic weed) in the Lake Rotorua (Hamilton Lake) (Bell et al., 2009); 
and values regarding the Waikato River between Māori and non-Māori respondents 
(Andersen et al., 2012). Kerr and Sharp (2008) focused on public preferences towards stream 
management in Auckland.  
Strengths and weaknesses of discrete choice modelling 
Like all analytical methodologies, choice experiments have a number of strengths and 
limitations. Strengths of a SP method include that it does not rely on observed market data, 
that may not be available, and it can include use and non-use values (Bateman et al., 2002; 
Hanley et al., 2001). At a more detailed level, the structure of multiple attributes and repeated 
choices can provide information of trade-offs, preference ranking and marginal values of 
changes; thus predictions can be made from these choices (Birol et al., 2006b; Hanley et al., 
2001; Rolfe et al., 2002). CE has also a strong consistency with welfare theory which allows 
the results to be interpreted as marginal values and therefore are usable, for example, in CBA 
(Bateman et al., 2002). This consistency is provided, for example, by that trade-offs are made 
against the cost attribute (i.e. indirect calculation of WTP) and that choice options include a 
so called status quo alternative (an alternative that involves no change and thus allow 
respondents to remain with the current situation) which allows comparisons of changes in 
utility (Bateman et al., 2002). Trade-offs can be embedded in a realistic way in the CE which 
means information can be gained from how respondents are trading-off multiple attributes 
with multiple opportunity costs (Rolfe et al., 2002). This utility decomposition applies in 
many situations including public goods (Bateman et al., 2002). This, in contrast to CVM, 
emphasises the accuracy and completeness of the specific choice situation rather than the 
specific good or service (Boxall et al., 1996) and de-emphasises the monetary valuation as the 
payment method is only one of the many attributes (Rolfe et al., 2002). Finally, respondents 
may find it is easier to make a choice than a payment valuation (Birol et al., 2006b) while it 
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might also be easier to estimate the change in marginal values that together compose the value 
of environmental good compared to estimation of loss or gain of the environmental good as a 
whole as in CVM (Hanley et a., 1998).  
Choice experiments can also reduce some of the biases that CVM suffers from. First, choice 
experiments can reduce strategic behaviour due to the complexity of the experiments and the 
indirect way to calculate WTP as the cost is defined in the choice alternatives by the 
researcher (Birol et al., 2006b; Hanley et al., 1998, 2001). Yes-saying bias can be reduced as 
the respondent has many chances to evaluate the attributes across the payment attribute 
(Bateman et al., 2002) and because making a choice does not allow the respondent to state a 
value that may not be real (Birol et al., 2006b). Similar to yes-saying bias, the repetitive 
structure can also prevent the warm glow effect (Bateman et al., 2002; Birol et al., 2006b). 
Finally, CE may avoid part-whole bias since the different levels of the good can be included 
in the experimental design (Hanley et al., 1998). Nakatani et al. (2007) tested part-whole bias 
in terms of scope insensitivity. They based the testing on lexicographic decision rules14 and 
concluded that this bias could be avoided by excluding those people using this particular 
decision rule.  
As discussed above, CE can ameliorate many of the biases noted within CVM, however 
according to Blamey et al., (2002), the degree to which CVM biases also affect DCM is not 
well understood. For example, CE may also offer some level of strategic opportunities or be 
vulnerable to starting point effects. Scheufele and Bennett (2012) found that the order of the 
cost attribute resulted in strategic responses respondents being more cost sensitive (i.e. 
produced lower WTP) if there was a lower cost presented for a similar alternative. Ladenburg 
and Olsen (2008) tested for starting point bias in a CE relative to the cost in an example 
choice set presented prior to the actual experiment and found some bias among female 
respondents. Likewise, Day et al. (2012) found strong starting point effect in a study of 
improving the tap water quality; an additional finding was that the respondents’ choices in a 
later choice set might be influenced by the better or worse alternatives presented in the other 
previous choice sets (i.e. other than the first choice set). Another bias familiar from CVM is 
hypothetical bias. In CEs, hypothetical bias is likely in experiments with no real economic 
commitments (Hensher, 2010) and the difference between the actual and hypothetical WTPs 
provide the basis on which to test external validity of SP studies (Carlsson & Martinsson, 
                                                 
14 A lexiographic decision rule means that people consider the highest ranked attribute first, then the second highest attribute and so on 
(Nakatani et al., 2007); thus, they may not consider the full set of trade-offs  
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2001). Lusk and Schroeder (2004) found evidence for hypothetical bias in a CE of beef steaks 
generating a higher WTP compared to observed market price data.  However, of particular 
relevance to this thesis, Carlsson and Martinsson (2001) found no difference between the 
choices for donating to hypothetical scenarios for environmental projects and choices 
involving actual payment for the environmental project. Lusk and Schroeder considered this 
contrasting result from the Carlsson and Martinsson study might be partly due to the forced 
choice (i.e. the respondents were not provided with a status quo or opt-out alternative) as used 
by the latter authors. Thus there might be biases that are inherent to both SP methods. 
A key difference between the CVM and CE methods is the adoption of a more complex 
valuation format inherent in CEs with multiple choice-making tasks. The question becomes, is 
it better to rely on CVM that is easier to understand by the respondents, but which provides 
less information, or to what extent does the complexity and the respondent’s lower level of 
understanding about the task cause issues of validity for welfare estimates (DeShazo & 
Fermo, 2002). Compared to CVM, framing effects are more complex within CEs as this 
depends on more than just the presentation of the valuation context, other factors include 
issue of how to present attributes and their levels, the alternatives including possible a status 
quo alternative, the payment vehicle “the warming-up questions” (Rolfe & Bennett, 2001). In 
addition, complexity associated with multiple attributes and alternatives (i.e. dimensions) and 
repetition of choice sets can result in cognitive difficulties in a choice process (Hanley et al., 
2001; DeShazo & Fermo, 2002). For example, Heiner (1983) questioned the assumption of 
standard choice theory of no gap between the agents’ (respondents’) competence and the 
difficulty in choosing the preferred options. He argued that a larger competence-difficulty gap 
(C-D gap) may introduce uncertainty, errors and surprises in decision making. In CEs, the C-
D gap and its consequences have been linked to choice inconsistency (e.g. Carlsson et al., 
2012; Hensher, 2006b; Marsh & Phillips, 2012a). Besides inconsistency, decision makers 
(survey respondents) can be unreliable when dealing with complexity using, for example, 
lexicographic decision rules (Nakatani et al., 2007; Arentze et al., 2003).  This behaviour may 
conflict with the underlying assumptions within conventional CE models. For example 
Hausman asserts that “people cannot always compare alternatives, people’s rankings are 
rarely perfectly transitive, context often influences ranking, and people may choose an 
alternative that is ‘good enough’ even if better choices are available” (Hausman, 2011, p. 17). 
Some specific issues that have been considered in the CE literature include attribute non-
attendance (ANA), ordering effects and status quo bias, amongst others, which may reduce 
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the validity of the result. Firstly, attribute non-attendance, where respondents ignore certain 
attributes when making choices, can occur if people are conserving their evaluation effort or 
that the attribute does not seem to be relevant to them (Hensher et al., 2005b; Kragt, 2012), or 
that they consider that some attribute cannot be traded-off with money (Carlsson et al., 2010).  
ANA behaviour conflicts with the underlying theoretical assumptions in conventional CE 
models of perfect knowledge (Hensher et al., 2005b; Kaye-Blake et al., 2009) and continuity 
(finite substitutability) (Kragt, 2012; Scarpa et al., 2009; Campbell et al., 2008). 
Consequently, results may be biased as the utility function should be described with the 
partial model, not the full model with all the main effects, as non-existent trade-offs exist 
between some attributes (Kragt, 2012; Scarpa et al., 2009). Moreover, one should not estimate 
WTP if the cost attribute is ignored (Carlsson et al., 2010; Kragt, 2012).  
The existence of ANA can be detected in serial non-attendance where respondents are asked 
to self-state ignorance after all choice sets (Carlsson et al., 2010; Hensher et al., 2005b; Kragt, 
2012; Scarpa et al., 2011). In econometric models, this can be taken into account by deleting 
the ignored observations (Kragt, 2012) or by assigning a zero parameter weight for those 
attributes that were ignored (Carlsson et al., 2010; Hensher et al., 2005b; Kaye-Blake et al., 
2009; Kragt, 2012). ANA can also be detected in the panel data in patterns of how people 
made their choices by some example, employing equality constrained latent class (ECLC) 
models (Kragt, 2012; Scarpa et al., 2011); or in a purpose built software, as in Kaye-Blake et 
al. (2009), which records directly whether respondents pay attention to a certain attribute. 
Alternatively, one can identify a “guiding attribute” as a potentially better predictor of the 
attribute attendance (Scarpa et al., 2011). In the empirical studies, Scarpa et al. (2009) found 
that the money-attribute can be ignored by to 80 to 90 per cent of respondents while Carlsson 
et al. (2010) found that out of all attributes in three different environmental contexts, the most 
often ignored non-monetary attributes resulted in the lowest rankings in terms of estimated 
WTPs. Accounting for ANA has also been found to improve model fit (Hensher et al., 2005b; 
Kaye-Blake et al., 2009; Kragt, 2012). 
The impact of ANA is commonly tested in the WTP estimates between a model that assumes 
all attributes are attended to and a model that accounts for ANA (Carlsson et al., 2010; 
Hensher et al., 2005b; Kaye-Blake et al., 2009; Kragt, 2012). ANA may bias WTP estimates 
upwards or downwards (Carlsson et al., 2010; Scarpa et al., 2011). Carlsson et al. (2010) 
found that the difference was significant only if the proportion of those who ignored the 
attribute was large. Kragt (2012), in a study of water quality and ecosystem health in 
44 
 
Australia, found five classes of ANA using ECLC where the respondents in the first class 
attended all attributes; in another class they ignored one environmental attribute; in the third 
class they ignored one environmental and a cost attribute; and in the last two classes the 
respondents ignored all environmental attributes or all attributes, respectively. However, these 
results were inconsistent with the stated ANA while there was no sufficient evidence to make 
an overall conclusion about the impact on WTP (Kragt, 2012). Likewise Hensher et al. 
(2005b) found that WTP estimates with ANA were lower than those assuming full attendance, 
but those differences were not statistically significant for all attributes. Kaye-Blake et al. also 
found that WTP estimates “while different, were not significantly different from each other” 
(Kaye-Blake et al., 2009, p. 562). Finally, Scarpa et al. (2011) found that ANA impacts on the 
WTP intervals, in particular, by more optimistic estimates. 
Secondly, ordering effects are associated with systematic changes, such as consistency, in 
truthful preferences observed from the repeated choices (Day et al., 2012). These effects 
include typically strategic effects (or strategic learning), starting point effects or learning and 
fatigue (Czajkowski et al., 2012; Day et al., 2012). Of these, the strategic bias and starting 
point effect were discussed above. Learning means that people either learn about their true 
preferences during the response process (value or preference learning) or they become more 
skilled at answering the choice sets (institutional learning) (Carlsson et al., 2012; Czajkowski 
et al., 2012; Day et al., 2012). This is often detected by a decreasing error variance towards 
the end of the choice sets which improves choice consistency. Czajkowski et al. (2012) and 
Carlsson et al. (2012) found a significant learning effect whereas Savage and Waldman 
(2008) found no evidence of learning. Fatigue, opposite to learning, is detected by the 
increasing error variances towards the end of the series of choice sets that result in 
increasingly inconsistent choices (Carlsson et al., 2012; Czajkowski et al., 2012; Hess et al., 
2012; Savage & Waldman, 2008). This effect is discussed in more detail in Section 3.3.3. Of 
note, fatigue and learning effects may not be mutually exclusive (Czajkowski et al., 2012; Hu, 
2006). This can be supported by the inverted U-shape relationship (Keller & Stealin, 1987) 
between complexity and decision effectiveness (Swait & Adamowicz, 2001). Swait and 
Adamowicz (2001) argued that dealing with task complexity requires additional effort which 
increases until at a certain point which is followed by a reduction in choice effectiveness. 
Savage and Waldman (2008), among others, interpreted this as people learn first and then get 
tired. 
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Thirdly, a status quo (reference) alternative or an opt-out alternative is typically used to 
increase the meaningfulness of the experiment and to avoid unrealistic or forced choices 
(Domínguez-Torreiro & Soliño, 2011; Hensher, 2010; Lusk & Schroeder, 2004). This option 
involves no action or an opt-out choice and, for example, in environmental valuations this 
means no added cost but no environmental improvement either (Bateman et al., 2002); this 
option is required for the study to be consistent with a marginal analytic framework, for 
example, to estimate the Hicksian consumer surplus (Hoyos, 2010). However, the status quo 
alternative can be an inaccurate reflection of the current market or environmental situation, or 
respondents may perceive the status quo differently from what is provided by the researcher 
(Bonnichsen & Ladenburg, 2010; Campbell et al., 2011a; Domínguez-Torreiro & Soliño, 
2011; Marsh et al., 2011). It is possible that respondents put more weighting on the status quo 
alternative than the other choice alternatives and thus ignore the utility differences initially. 
This is known as a status quo bias or the status quo effect (Bonnichsen & Ladenburg, 2010; 
Marsh et al., 2011) and it can be specified to concern either the systematic or stochastic effect 
in the econometric choice models (Scarpa, Ferrini & Willis, 2005). 
Studies have shown that selection of the status quo alternative can be influenced by 
complexity of the choice where the more complex choices (i.e. alternatives with similar 
choice probabilities) lead to the selection of the SQ alternative (Campbell et al., 2011a). 
Studies have also shown that estimated WTP and compensating surplus can depend on the 
information provided in the status quo alternative. For example, Domínguez-Torreiro and 
Soliño (2011) and Marsh et al. (2011) found significant differences between experiments with 
a status quo alternative with given levels (by the researchers) and a “perceived” status quo 
alternative (respondents’ self-defined levels). Finally, an approach suggested to reduce status 
quo bias is entreaty15 as the hypothetical alternatives were selected more often compared to 
the status quo alternative (Bonnichsen & Ladenburg, 2010). 
Other possible problems in CEs have been raised concerning: payment vehicle bias (Birol et 
al., 2006b), omitted attribute bias (Hoyos, 2010; Longo et al., 2010), aggregation bias 
(Morrison, 2002), aggregation of common metric attributes (Hensher & Layton, 2010; Layton 
& Hensher, 2010) and choice uncertainty impacting on choice consistency (Beck et al., 2011; 
Brouwer et al., 2010; Olsen et al., 2011). The “pick one” format and the complex nature of 
                                                 
15 Entreaty, similar to cheap talk, reminds the respondents about the realism of the choices even though they are done in hypothetical 
scenarios. 
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choice sets can also be sensitive to the experimental design (Hanley et al., 2001; Hensher, 
2006b). These other types of biases are not considered in further detail in this thesis. 
3.1.3 Summary of non-market valuation methods 
This chapter has established non-market valuation as the preferred methodology for valuing 
preferences for attributes of Canterbury freshwater. Out of the reviewed NMV methods, 
stated preference was considered more suited than revealed preference for the purposes of this 
thesis while DCM (with the choice experiment) was considered the most appropriate SP 
method for a number of reasons. First, the method does not require observed market data, 
which is difficult or non-existent in the Canterbury freshwater context for many uses. 
Secondly, the structure of multiple attributes is appropriate when the aim is to study the 
relationship between multiple freshwater attributes; how the general public values and trade-
offs them. CE has also been developed with a strong relationship to welfare theory with 
rational choice making and including indirect calculation of WTP, valuing changes in utility 
and derivation of a consumer surplus. In contrast to CVM the WTP elicitation is implicit 
within the context of multiple attribute trade-offs. Thus this produces more information while 
also reducing some biases such as strategic acting or yes-saying. CE may also avoid the more 
fundamental issue of CVM, the part-whole bias, as the experimental design defines the 
different levels of the good. However, the accuracy of the estimated WTP in DCM may suffer 
for some behavioural phenomena that respondents may use to simplify the complex CE task. 
These phenomena include for example attribute non-attendance, learning, fatigue, status quo 
bias and choice uncertainty.  
 In conclusion, this thesis uses DCM to calculate the economic values of multiple attributes of 
freshwater simultaneously, the trade-offs between them, and to evaluate how different 
irrigation development scenarios impact on society’s welfare. This thesis also focuses on the 
role of complexity in choice experiments defined by the difficulty in making choices amongst 
options in each choice set. The aim was to test for fatigue effects related to this measure of 
complexity, and whether this detrimental effect could be ameliorated by an experimental 
design that ordered choice sets. 
3.2 Discrete choice modelling method in practice 
The following sections include a review of the choice modelling method. This is followed by 
the implementation of the method including design of the choice experiment and econometric 
models. This section also includes the literature reviews relevant to the study objectives of 
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cultural valuation, citizen-consumer dichotomy in SP studies, and fatigue and complexity in 
choice experiments.  
3.2.1 Development of the discrete choice modelling approach 
Development of theory and methods for analysing discrete choice stemmed from Daniel 
McFadden’s original and innovative 1974 paper Conditional logit analysis of qualitative 
choice behaviour that combined economic theory with an econometric approach and 
empirical application (Manski, 2001). In this paper, McFadden provided the multinomial logit 
(MNL) model that is the basis for the standard choice modelling analysis.  
Lessons from mathematical psychology 
McFadden based his work on that of a number of earlier researchers who were also exploring 
choice making behaviour. Louis Leon Thurstone in his paper A law of comparative judgement 
(1927) pioneered the modelling pair of choices and described the differences between the 
levels of stimulus using a binary probit model (Hensher et al., 1999; Louviere & Lancsar, 
2009; McFadden, 2001). Thurstone demonstrated that the true level of stimulus V is perceived 
with an error ε (assumed to be normal), thus random utility theory (RUT) was introduced 
(McFadden, 1986, 2001). The importance of RUT is that two choices may not necessarily be 
identical, even though the given choice sets are (Czajkowski et al., 2012).  
Another influential work from psychology is that of R. Duncan Luce who introduced the 
independency from irrelevant alternatives (IIA) axiom (Luce, 1959) into the choice theory. 
IIA states that the odds ratio is unchangeable if a new alternative k is introduced (or removed) 
from the choice set C resulting a new set subC : 
Pr( | ) Pr( | )
Pr( | ) Pr( | )
sub
sub
i C i C
j C j C
= .  
This property also applies in some choice models based on RUT, and Luce argued that the IIA 
is a probabilistic concept of transitivity to explain violations of transitivity axiom16 when 
multiple choice sets are presented (Ben-Akiva & Lerman, 1985). Luce provided a “strict 
utility” model that gave the probability of selecting alternative i where the alternatives have 
fixed utilities (i.e. without taking uncertainty into account) (Ben-Akiva & Lerman, 1985). The 
                                                 
16 The transitivity axiom states that if good AB and good BC then good AC (Varian, 2006). 
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importance of this “strict utility” model was to allow inferring multinomial choice 
probabilities from binomial choices (McFadden, 2001). 
Lessons from economics 
In the 1960s Jacob Marschak interpreted the perceived stimuli (in psychology) as utility (in 
economics) (McFadden, 2001; Train, 2003). Thus the expression V + ε was interpreted as “a 
model for economic choice” and so RUT was introduced into economics (McFadden, 2001, p. 
353). In economic theory, randomness is said to arise from differences in perceptions and 
attitudes among other unobserved (or unmeasured) factors. Marschak reintroduced17 this idea 
to economics and consumer theory (McFadden, 1986) and importantly he explored the 
theoretical implications for choice probabilities when people maximise utilities with the 
inclusion of random components (McFadden, 2001). As a consequence econometric choice 
models are known as random utility maximisation models (RUM) (Holmes & Adamowicz, 
2003; McFadden, 2001).  
Under RUT, it is assumed that a consumer acts to maximise their utility, or satisfaction. In this 
model the utility function U is decomposed into observable and unobservable (random) 
components: U = V + ε (Ben-Akiva & Lerman, 1985; Louviere et al., 2000). In contrast to 
psychology, where randomness arises from the lack of rationality or consistency in the 
decision maker, economics treat utilities as random variables because of the lack of 
researcher’s ability to observe all information influencing choices (Manski, 1977). Thus, 
randomness in the RUM context does not imply that people would make their decision 
randomly; rather it is a consequence of unobserved factors influencing their choice. This can 
be characterised by a distribution in the sampled population where the individuals are 
randomly located in this distribution (Louviere et al., 2000). 
McFadden, starting from Luce’s choice axiom (IIA) developed “an econometric model which 
combined hedonic evaluation of alternatives and random utility maximisation” (McFadden, 
1986, p. 279). This model  
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17 Since the 1930s, the mathematisation of consumer theory treated utility as fixed (McFadden, 1986). 
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is known as the multinomial logit (MNL) model18 (McFadden, 1974). In this formula, V (jth 
alternative {1,…,i,…,j}) is a systematic and measurable utility that is a linear function of the 
attributes of the alternative (McFadden, 2001). The logit model itself originated as a 
population growth model in the 1920s (Cramer, 2003). The MNL model of RUM is consistent 
when the error term (in V + ε) is an independently and identically distributed (IID) Type I 
Extreme value (EV1) (McFadden, 2001). 
The EV1 distribution belongs under the extreme value theory that concerns the largest or 
smallest, extreme data values (King, 1971; Kotz & Nadarajah, 2000). Emil Julius Gumbel, 
who was involved in length of human life, radioactive emissions and flood analyses, had a 
significant role in developing the practical applications of extreme value theory and the EV1 
distribution is also known as the Gumbel distribution19 (King, 1971; Kotz & Nadarajah, 2000; 
Train, 2003). The mathematical convenience of the EV1 distribution was discovered early (as 
reviewed in Manski, 2001). One basic property of the EV1 distribution is that the difference 
of two EV1-distributed error terms (with the same scale parameter) has a logistic distribution 
and this property can be used straightforwardly to derive the binary logit choice model (Ben-
Akiva & Lerman, 1985).  
The assumption of EV1 distributed error terms is nearly the same than assuming normally 
distributed error terms (as in the multinomial probit model); however, the main difference 
between these distributions is the thickness of the tails which are slightly fatter in EV1 
(Hensher et al., 2005a; Train, 2003). Hence the use of an EV1 distribution allows “slightly 
more aberrant behaviour than the normal [distribution]” (Train, 2003, p.39). In practice, this 
makes no difference in paired comparisons, but the difference between the distributional 
assumptions may become more noticeable when the number of choice alternatives increases 
(Hensher et al., 2005a).  
In spite of the limits of information technology in the 1960-1970s, McFadden successfully 
linked the logit model and paired comparisons with discrete choice theory, mathematical 
psychology and multiple comparisons (Cramer, 2003; Louviere & Street, 2000; Manski, 
2001; McFadden, 2001). In McFadden’s owns words: 
 
                                                 
18 The initial name of the MNL model, conditional logit model, still exists in biomedical research (McFadden, 
2001). 
19 Sometimes, mistakenly, the choice modelling literature refers to the Weibull distribution (Train, 2003). 
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“The reason my formulation of the MNL model has received more 
attention than others that were developed independently during the 
same decade seems to be the direct connection that I provided to 
consumer theory, linking unobserved preference heterogeneity to a 
fully consistent description of the distribution of demands.” 
(McFadden, 2001, p. 354) 
Contemporary discrete choice models 
It was soon realised that the MNL model is overly restrictive in its base assumptions and 
hence alternative models were developed in an attempt to solve these issues. The alternative 
models are generalisations of the MNL model that explicitly include influences of unobserved 
factors, heterogeneous preferences amongst the respondents, assumptions about the 
independent and/or identical error terms which imply that each choice is independent from 
each other (and thus unable to deal with the panel data effects) (Train, 2003). Therefore the 
MNL model, while convenient, is often unrealistic representation of the empirical data. 
The first attempt to deal with violations of the error term assumptions was the nested logit 
model (Hensher et al., 2005a; Koppelman & Sethi, 2000). Resembling a tree structure, 
alternatives are grouped into nests where preferences are homogenous within, and 
heterogeneous across, nests. The nested logit model is part of the so called generalised 
extreme value (GEV) family of models allowing different correlation structures in the error 
terms (Koppelman & Sethi, 2000; Train, 2003). However, GEV models only relax the IID/IIA 
part of the MNL limitations while maintaining preference homogeneity in parameters, and 
lack the ability to incorporate the panel nature of the data (Train, 2003). The multinomial 
probit (MNP) model provides one alternative to deal with these issues, however, probit 
models appear to be less popular in the literature compared to the logit based models and have 
seen little adoption empirically. 
Currently, while the MNL model has maintained its importance in initial model assessment, 
mixed logit models are more commonly relied on for model reporting (Hensher et al., 2005a). 
The family of mixed logit models includes random parameter logit and error component logit 
specifications that are able address limitations of the MNL model (Train, 2003). While the 
idea of mixed logit models was introduced into choice modelling in the 1980s, its practical 
implementation required the development of simulation methods in the 1990s (Hensher & 
Greene, 2003; Train, 2003; Revelt & Train 1998). One explanation for the rapid adaptation in 
the mid-1990s was the development of computer software packages for this type of estimation 
(Hensher & Greene, 2003). The latent class and Bayesian models provide another way to deal 
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with respondent heterogeneity. These differ from mixed logit models as the latent class 
models consider respondents preference heterogeneity across groups of respondents rather 
across individuals (Train, 2003) while Bayesian estimation treats the concept of randomness 
as uncertainty in the mind of analyst compared to heterogeneity of the taste parameters as in 
the random parameter logit model (Greene et al., 2005). With these constraints in mind, 
mixed logit models are considered to encompass the most flexible model forms available 
currently.   
Recent literature has also focused on increasing understanding of the possible impacts of the 
scale factor and how to estimate it (Fiebig et al., 2009; Greene & Hensher, 2010; Louviere & 
Eagle, 2006; Vojáček & Pecáková, 2010). The scale factor is a parameter in the EV1 
distribution of error terms (Ben-Akiva & Lerman, 1985) and in econometric choice models, 
following some variation of a logit specification, the scale parameter (μ) is inversely related to 
the error variance (σ2) (variance of the unobserved utility ε) (Ben-Kaiva & Lerman, 1985; 
Train, 2003). Thus it scales the parameters (β) relative to the error variance20 and each 
estimated parameter is actually β/σ (where β is mean of the utility parameter, and σ is the 
response variability) (Hensher et al., 1999; Louviere & Eagle, 2006; Swait, 2007; Train, 
2003). This means researchers are therefore not estimating the means of response 
distributions in models with the assumption of IID errors if scale is not constant (i.e. error 
variance is not identical) between or within samples (Louviere & Eagle, 2006). Models with 
lower scale (i.e. higher error variances) results in larger parameter estimates and standard 
errors, all else being equal (Louviere & Eagle, 2006). Consequently, models with higher 
scales (i.e. lower error variances) predict more consistently than models with lower scales.  
The importance of the scale parameter in choice modelling is in isolating how much observed 
utility matters relative to the unobserved utility (Swait, 2007). For some respondents or study 
context this matters more than for others. The difficulty with the scale factor is the 
confounding problem where both the coefficient parameters (β) and scale parameter (μ) are 
not identifiable (Ben-Akiva & Lerman, 1985; Train, 2003). In practice, the simplifying 
tradition is to normalise scale to one (Hensher et al., 1999; Louviere & Eagle, 2006; Train, 
2003; Swait & Louviere, 1993). However, it is unlikely that the scale would be constant in the 
empirical data (Louviere & Eagle, 2006). It is possible that scale may differ, for example, 
across respondents, choice sets and alternatives, or between measurement instruments or 
                                                 
20 The name scale parameter informs that this parameter scales the estimates to reflect the variance of the 
unobserved utility (Train, 2003). 
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study contexts (Fiebig et al., 2009; Louviere & Eagle, 2006; Swait, 2007). Therefore scale 
variation has been used to detect differences between different survey settings (e.g. RP vs. SP 
data, Swait & Louviere, 1993) or differences within the survey process such as fatigue or 
learning effects (Arentze et al., 2003; Bradley & Daly, 1994; Carlsson et al., 2012; 
Czajkowski et al., 2012). Common practical approaches to estimate scale include the logit 
scaling approach (e.g. Swait & Louviere, 1993; Bradley & Daly, 1994) or scale adjusted 
models (see Section 3.1.6 for the discussion of these models). 
As mentioned above, the issues that the more flexible model form can accommodate include 
correlation between the alternatives, the structure of repeated choices, the diversity of 
people’s preferences, and how much the unobserved utility compares to the observed utility. 
These models are reviewed in more detail in Section 3.1. According to Bhat (2003) the 
researchers should aim for careful model specification in order to identify systematic 
variations in the population rather than using unnecessary complex econometric models. For 
example, Hess et al. (2012) note that while including scale differences in the model is a good 
practice; it might be more practical to work without scale parameters in the final model. 
During years of development and the current knowledge “the distributions that have 
’survived’ in choice analysis are those that have plausible behavioral properties and which to 
parsimonious forms of a practical choice model” (Hensher et al., 2005a, p.83). As a result, the 
researcher needs to interpret the outcomes in which some unnecessary complication may 
cause compromises. Some commentators have also suggested that choice modelling research 
could benefit from some behavioural considerations rather than to try to find even more 
detailed econometric models (Adamowicz et al., 2008; Adamowicz & Boxall, 2001; 
Louviere, 2006; Scarpa & Rose, 2008). 
Experimental design of choice experiments  
The seminal work in statistical experimental design theory (i.e. factorial design theory) comes 
from agricultural disciplines in the 1920s, particularly by Sir Ronald A. Fisher who proposed 
the elementary “cornerstones” of experiments: randomization, replication and blocking (Kirk, 
2009; Montgomery, 2009; Street & Burgess, 2007). From agriculture, design theory 
disseminated to industrial experiments and areas in science (Montgomery, 2009) with 
properties such as orthogonal arrays becoming well-known. Orthogonality was also applied in 
early CE designs, which since have been demonstrated to not be the most statistically efficient 
approach (Rose & Bliemer, 2009).  
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The first applications of multi-attribute CEs are from the early 1980s (Louviere & 
Woodworth, 1983; Louviere & Hensher, 1983). These were market studies with systematic 
multi-attribute choice sets and were consistent with economics, statistics and behavioural 
assumptions. Louviere and Woodworth (1983) were first to use statistical design theory in CE 
design and by the mid-1990s, experimental designers had started to gain more interest in the 
choice modelling literature (Louviere & Lancsar, 2009). For example, Scarpa and Rose 
(2008) noted a rapid increase in the literature of CE specific designs. While the MNL model 
based designs have remained common in the literature (Ferrini & Scarpa, 2007; Bliemer & 
Rose, 2010) the designs with more flexible model specifications (e.g. Bliemer et al., 2009; 
Bliemer & Rose, 2010) or designs including the status quo alternative (Rose et al., 2008) have 
emerged in the CE design literature.  
3.2.2 Implementation of choice modelling 
Implementation of discrete choice modelling method in practice contains seven steps as in 
Figure 3-2 (Bennett & Adamowicz, 2001). The first step is characterisation of the problem, 
considering what changes in the attributes can be expected, linking this to both management 
framework and choices offered to respondents, and whether split-sampling is needed to test 
the study hypotheses. The second step involves attribute and attribute level selection. 
Important here is the relevancy for the attributes (for both policy makers and the survey 
participants) and causal relationships between them. The third step involves questionnaire 
development with introduction to the study context, framing the CE task, follow-up questions 
to explore people’s motivations in their choice making as well as respondent demographics. 
The fourth step is experimental design using statistical techniques to select which choice sets 
to include in the CE. The fifth step, data collection, includes considerations of sampling 
frame, need for split-sampling and the survey mode. The sixth step is preparing and analysing 
the data utilising different econometric models and other useful practices, such as hypothesis 
testing methods. The seventh step concludes the study and links the results back to the 
problem framework providing possible policy implications. 
Discussions of each of these steps are included in this thesis. Chapter 2 already included 
discussion around step 1 of the policy relevancy and context of freshwater valuation while the 
end of Chapter 3 includes literature reviews for cultural valuation and citizen-consumer 
dichotomy to view what has been done previously in the empirical NMV applications. The 
Study Objectives are redefined in Chapter 4 that describes the empirical application (i.e. the 
survey) of this thesis. Step 2, the attribute and level selection, are discussed in general terms 
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next in this chapter whereas the attribute selection for this thesis including literature reviews 
and the focus group report is included in Chapter 4 (Canterbury Rivers: the choice experiment 
application). Chapter 4 also includes steps 3 and 5, the questionnaire development and 
sampling considerations. Experimental design development for CE (i.e. step 4), is discussed 
in general terms next in this chapter while the statistical CE design in this thesis is described 
in Chapter 4. Regarding the step 6, the selected econometric choice models are reviewed in 
Chapter 3 and applied in Chapter 5 (Data-analysis and results) which the latter also includes 
the model specification and hypothesis testing. Finally, step 7 of policy analysis (i.e. policy 
implications) is included in the conclusion chapter (Chapter 6). 
Figure 3-2: Implementation of choice modelling: Seven steps 
Step 1. Characterisation of the decision problem: 
Context 
Policy relevancy 
Study Objectives 
Chapters 1, 3 and 4 
 ▼  
Step 2. Attribute and level selection: 
Literature review 
Focus groups 
Chapters 3 and 4 
 ▼  
Step 3. Questionnaire development: 
Introductory questions 
CE and CE follow-up questions 
Demographics 
Pilot testing 
Chapter 4 
 ▼  
Step 4. Experimental design development for CE: 
Which choice sets to use 
Statistical experimental design criteria 
Chapters 3 and 4 
 ▼  
Step 5. Sample size and data-collection: 
Sample frame 
Survey mode 
Chapter 4 
 ▼  
Step 6. Model estimation: 
Different econometric models 
Model specification 
Hypothesis testing 
Chapters 3 and 5 
 ▼  
Step 7. Policy analysis: 
Result implications 
Chapter 6 
Source: Bennett & Adamowicz, 2001 
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3.3 Experimental design of a choice experiment 
3.3.1 Alternatives and attributes 
Choice experiments are characterised by choice sets that include choice alternatives and 
attributes. In the choice experiment, the choice alternatives can be either generic or labelled. 
The generic design is uninformative of its alternatives and they are only distinguished by the 
attribute levels (Hensher et al., 2005a; Street & Burgess, 2007). A structure of two generic 
alternatives with a labelled status quo alternative is common in environmental valuations 
(Ferrini & Scarpa, 2007). The status quo alternative adds meaningfulness, realism and 
exhaustiveness of the choice experiments while it also allows the respondent to express 
uncertainty (Hensher & Layton, 2010; Rose et al. 2008, 2009; Street & Burgess, 2007). This 
allows people to choose an alternative that requires no additional payment. In addition, the 
status quo alternative ensures consistency between welfare estimates and welfare theory 
(Campbell et al., 2011a) as the change in the level of utility can be compared to the existing 
level of utility. The alternatives can also be labelled as policy management types, however, 
this may complicate the design and choice processes as it is possible that policy labels have 
symbolic and emotional meanings and thus attributes themselves are not considered in as 
much in detail (Blamey et al., 2000a). Using labelled alternatives may benefit in terms of 
realism of the CE as well as the interpretation of alternative specific constant (ASC) term in 
the choice model outcomes (Hensher et al., 2005a). ASC represents (on average) everything 
unobserved in the model and is specific to each alternative; in the generic experiments, this 
has little, if any, meaning because of the undistinguishable alternatives do not imply 
systematically different information (Hensher et al., 2005a). The decision between generic or 
labelled CE depends on the study context.  
Attributes, describing the alternatives, can be quantitative or qualitative (ordinal or nominal) 
(Hensher et al., 2005a) allowing for some flexibility in the attribute definitions. More 
importantly, the attributes should be salient, policy relevant and measurable (Blamey et al., 
2002). Each attribute can take two or more levels, each implying a different utility. The linear 
effects can be expressed by as few as two points (end-point design), while non-linear effects 
require multiple levels (Hensher et al., 2005a; Kanninen, 2002). Moreover, if one alternative 
has attribute levels that all surpass the levels of the other alternatives – this is called the 
dominating alternative, which is preferred in every case (Street & Burgess, 2007). A general 
practice is to remove or modify the dominating alternative as it does not provide new 
information about preferences (Rose & Bliemer, 2009). An increase in the number of 
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alternatives and attributes can create concern regarding respondents’ cognitive ability which 
can thus lead to, for example, attribute non-attendance, fatigue and increasing selection of the 
status quo alternative.  
This thesis focuses on multiple conflicting uses of freshwater; however, applying choice 
modelling to a freshwater resource is challenging for many reasons. First, it is clear that 
capturing all the elements or uses of freshwater is too great within a single choice experiment. 
This follows observations made by Kerr and Swaffield (2007) who, as part of the wider 
research project of groundwater allocation problems, narrowed their CE to stream and riparian 
conditions that are likely to impact on amenity (i.e. aesthetic and recreational) values and 
hence excluded other associated impacts such as the wider landscape changes that may 
associate with the use of groundwater. The reason to narrow the context was due to the 
observation of a complex relationship between landscape/land use and groundwater systems. 
Second, freshwater might be a less familiar topic for lay people in terms of the scientific 
measures of water quality, such as the impacts from changes in nitrogen concentrations or 
oxygen levels on the water quality. This means the attribute descriptions have to be 
simplified, sometimes at the cost of information. Third, water being an interconnected natural 
resource, contains a difficulty of causal-effect relationship (Blamey et al., 2002; Cleland & 
McCartney, 2010). By definition, “‘causal attributes’ are those that can cause the status or 
level of expression of another attribute (effect)” (Blamey et al., 2002, p. 168). For example, a 
decline in environmental water quality can be thought to cause a loss in swimming water 
quality (effect). Attribute causality is typical in environmental valuations as the scientific 
measures are often causal and sometimes unavoidable (Cleland & McCartney, 2010), and 
therefore attributes should defined as independent. Blamey et al. (2002) recommend that in 
order to reduce the causal-effect attributes impact on the results and their interpretation, the 
first thing is to identify and address the possible causal-effect related attributes and if possible 
omit either the causal or the effect attribute. Cleland and McCartney (2010) suggest using 
effect attributes in the final choice sets. On the downside, excluding attributes may also lead 
to omitted attribute bias (Blamey et al., 2002).  
Fourth, not all possible attribute level combinations are realistic, which means the design of 
the choice experiment has to be restricted. This may cause methodological and practical 
issues in the experimental design (which in theory assumes all combinations are possible) but 
will increase the realism of the experiment. Inclusion of multi-stakeholder attributes may also 
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lead to attribute non-attendance. This means that respondents in the choice experiment ignore 
one or more of the attributes in their decision making if they do not matter to their decision 
making. Consequently, the estimated WTP can be misleading if based on the full utility model 
where some trade-offs are non-existent (Hensher, 2009; Scarpa et al., 2009). In order to 
identify an explanation for non-attendance it is worthwhile to add at least one debriefing 
question of the sort, “Did you ignore any of the listed attributes?” Alternatively, one could 
identify a “guiding attribute” (Scarpa et al., 2011), which refers to an attribute that influenced 
most the respondent’s choice.  
3.3.2 Statistical experimental design theory 
In choice experiments, the multiple attributes, levels and choice alternatives can generate 
hundreds if not thousands of possible combinations (i.e. choice sets). Including all of them in 
a survey to each respondent is usually impractical. The statistical experimental design 
methodology is therefore used to select the best or most informative sets – “How best to 
allocate the attribute levels to the design matrix” (Rose & Bliemer, 2009, p. 588). Supported 
by statistical theory, this provides a way to maximise information gained from the experiment 
by minimising the random variation indicated by the standard errors (Bliemer & Rose, 2010; 
Kuhfeld, 2005; Louviere & Lancsar, 2009; Scarpa & Rose, 2008). This can then provide 
efficient experiments which (in theory) requires smaller numbers of respondents (Louviere et 
al., 2008; Sándor & Wedel, 2001; Scarpa & Rose, 2008).  
Types of experimental designs in choice experiments 
Ideally an experimental design is full factorial including all possible attribute level 
combinations (i.e. an unconstrained number of choice sets) with a given number of 
alternatives. In this design all main and two or higher level interactions effects are estimable 
and uncorrelated (Kuhfeld, 2005). However full factorial design is often impractical as the 
number of possible combinations (i.e. possible choice sets) increase exponentially: LMA where 
L refers to levels, M is labelled alternatives (1 in generic design) and A refers to attributes21 
(Hensher et al., 2005a). The alternative is to use a fractional factorial design that does not 
include all the combinations. Thus, the researcher needs to choose a limited number of choice 
sets. Random picking of the rows from the full factorial design is the least preferred approach 
                                                 
21 For example the number of possible choice sets in a generic experiment of three attributes with two levels 
each becomes L = 23 = 8 whereas adding one level for each attribute (thus three attributes with three levels) 
increases the number of possible choice sets significantly (L = 33 = 27). 
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(Rose & Bliemer, 2009) and a better way is to use some structured (non-random) design 
approach.  
There are a number of possible non-random designs. The first non-random design type is an 
orthogonal design. In the orthogonal design all attributes within the alternatives are 
statistically independent of one another as the orthogonality minimises the correlation 
between the attributes22 (Hensher et al., 2005a; Rose & Bliemer, 2009). This is a widely 
accepted optimality property in linear model designs as it reduces the chance of 
multicollienariaty and minimises the elements in the variance-covariance matrix (Rose & 
Bliemer, 2009). Orthogonal designs have traditionally been applied in choice experiments for 
historical reasons while also being relatively easy to construct (Rose & Bliemer, 2009). 
However, the non-linear structure of choice models implies that the orthogonal designs are 
not optimal for choice set designs (Scarpa & Rose, 2008). For example, a design is no longer 
orthogonal if some covariate is added in the data set (e.g. age or education) or if the analyst 
decides to amend the design manually for dominant alternative or impossible combinations 
(Rose & Bliemer, 2009). In addition, Scarpa and Rose (2008) showed that an orthogonal 
design produced a less than optimal expected result and required a larger sample size 
compared to other non-orthogonal designs such as D-efficient design. 
The second non-random design type is efficient designs. Early literature included four 
properties of efficient design: orthogonality, level balance, minimal level overlap and utility 
balance (Huber & Zwerina, 1996). The first two properties are familiar from linear designs 
while the last two properties are characteristic of choice experiments. The goal of utility 
balance is to make all alternatives in the choice set equally attractive by constructing 
alternatives with the same utility levels (Louviere et al., 2008; Zwerina et al., 2005). The four 
properties can clash in the range of the efficient designs (Huber & Zwerina, 1996; Kanninen, 
2002; Sándor & Wedel, 2001). For example, Sándor and Wedel (2001) critic the need for 
level balance and orthogonality while Kessels et al. (2006) claimed that utility balance was 
unnecessary. Therefore, “these principles are useful in understanding what makes a choice 
design efficient, and improving any principle, holding the others constant, improves 
efficiency. However, for most combinations of attributes, levels, alternatives, and assumed 
parameter vectors, it is impossible to create a design that satisfies these principles” (Zwerina 
                                                 
22 Orthogonality implies only statistical noncorrelation but suggests nothing of possible cognitive correlation 
between attributes (e.g. higher price, higher quality) (Rose & Bliemer, 2009). 
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et al., 2005, p. 124). As a result, the most up-to-date designs are based on neither 
orthogonality nor the structural properties, rather on the variance of the parameter estimates. 
In the more commonly used efficient designs, the criteria is to minimise the variance of the 
parameter estimates (β) and thus increase their reliability in terms of lower standard errors 
(Bliemer & Rose, 2010; Scarpa & Rose, 2008). The standard error is based on the asymptotic 
variance covariance (AVC) matrix (Ω) which, in the case of non-linear choice models, 
depends on the unknown attribute coefficients as well as the design levels (Zwerina et al., 
2005). Thus the AVC is derived from the negative inverse of the second derivatives of the 
log-likelihood (LL) function (Hessian matrix) and following Rose and Bliemer (2009), Scarpa 
and Rose (2008) and Yao (2012), the AVC for the standard choice model of MNL   
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where y is the observed choice for the alternative i (1 if selected, otherwise 0) in the choice set 
s for respondent n and Pr(i) is the probability of selecting the alternative i using the MNL 
model. Thus there exists an inverse relationship between the maximised information (FIM) 
and minimum variance (Scarpa & Rose, 2008) and the matrix of AVC includes information of 
variance (diagonals) and covariance (off-diagonals) of parameters β (Yao, 2012). 
As mentioned earlier, the AVC matrix depends on the probability of selecting alternative i, 
thus a priori assumptions about the coefficient estimates are needed (Huber & Zwerina, 1996; 
Hensher et al., 2005a; Kanninen, 2002; Scarpa & Rose, 2008; Zwerina et al., 2005). The 
common assumptions are zero priors (β = 0), non-zero priors (β ≠ 0) or Bayesian priors with 
distribution for β. The zero prior indicates equal preferences across the alternatives (Kessels et 
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al., 2006); however, in practice this may come with a loss of efficiency as typically the 
coefficients are not equal to zero (Rose & Bliemer, 2009). For example, it is often reasonable 
to assume that the cost attribute has a negative sign as well as to speculate on the point 
estimates relative to other attributes (Huber & Zwerina, 1996; Scarpa & Rose, 2008). The 
relative values for the point estimates (i.e. non-zero priors) can be obtained from beliefs of 
consumer behaviour (Sándor & Wedel, 2001) and from theory, previous studies, pilot studies 
or focus groups (Rose & Bliemer, 2009; Carlsson & Martinsson, 2003; Huber & Zwerina, 
1996). In a third approach, Bayesian priors can be obtained from some assumed underlying 
parameter distribution that defines the prior values with uncertainty (Ferrini & Scarpa, 2007; 
Rose & Bliemer, 2009; Sándor & Wedel, 2001; Scarpa & Rose, 2008).  
The final non-random design type is optimal designs. An optimality criterion is an 
independent research stream in CE that is driven by orthogonality (Rose & Bliemer, 2009). 
The optimality criterion differ from the efficiency criterion, above, in that whereas efficient 
designs are willing to minimise the elements in the AVC matrix, optimal designs aim to 
maximise the difference between the attribute levels (Rose & Bliemer, 2009; Scarpa & Rose, 
2008). As the non-linear designs depend on the parameter coefficient (β) the practice in 
optimal designs is to assume zero prior values (β = 0) (Rose & Bliemer, 2009). The optimality 
criteria has been criticised as it cannot be used for labelled choice experiments, which may 
have alternative specific attributes or attribute levels, as it may promote lexicographic choice 
making by producing potentially more dominant choice alternatives (Rose & Bliemer, 2009).  
Design criteria metrics 
Design efficiency, or optimality, can be quantified with a single metric (criteria). These 
criteria are used to compare the superiority of different designs internally – not across designs 
with different levels, coding schemes or prior values (Scarpa & Rose, 2008). There are many 
criteria which are discussed in turn below. 
A common design criterion is D-efficiency quantified by D-error. The D-error is calculated by 
the determinant of the AVC matrix:  
D-error =  [ ]1/det K−Ω , 
where scalar K is the number of parameters to be estimated (attributes) (Bliemer & Rose, 
2010; Ferrini & Scarpa, 2007; Hensher et al., 2005a; Scarpa & Rose, 2008). The smaller the 
D-error is the better (more efficient) the design is. A closely related measure is A-efficiency 
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quantified by A-error. The A-error is calculated by the scaled trace23 of the variance-
covariance matrix (Bliemer & Rose, 2010; Scarpa & Rose, 2008): 
A-error = trace(Ω)/K. 
The difference between D-efficiency and A-efficiency is the elements of the variance-
covariance matrix they take into account. Whereas D-error minimises the errors around the 
estimated parameters (Hensher et al., 2005a) (all the elements in the variance-covariance 
matrix), the A-error minimises the variance of the parameters (the diagonal elements in the 
matrix) excluding the covariances (off-diagonal elements in the matrix) (Scarpa & Rose, 
2008). The latter may produce a smaller variance for parameters than the D-error but at the 
same time very large covariances (Scarpa & Rose, 2008). Moreover, the irregularity between 
different coding schemes has led to the rejection of A-efficiency by many practitioners 
(Kessels et al., 2006; Kuhfeld, 2005; Scarpa & Rose, 2008). 
Other criteria include B-efficiency and S-efficiency. B-efficiency is related to the utility 
balance as it attempts to deal with the dominating choice alternatives (Scarpa & Rose, 2008). 
The measure of B-efficiency is a percentage ratio of the utility balances occurring in each 
choice set summed over all the sets. However, this measure may not be useful if recalling that 
the utility balance itself may compromise the overall design efficiency (e.g. Kessels et al., 
2006). S-efficient designs aim to reduce the required sample size so that all parameters would 
be statistically significant (Bliemer & Rose, 2005) using, for example, an approximation of t-
statistics (Scarpa & Rose, 2008). 
Besides efficiency, some studies are interested in other design factors such as variance of 
predictability or the WTP estimates. First, G-optimality and V-optimality (Kessels et al., 
2006) focus on prediction accuracy: to minimise either the maximum prediction variance (G-
optimality) or the average prediction variance (V-optimality) (Scarpa & Rose, 2008). Second, 
C-optimality aims to minimise the asymptotic variance of WTP and not the coefficient 
standard deviation (Scarpa & Rose, 2008). The C-optimality criteria has been employed for 
example by Kerr and Sharp (2010) and Bell et al. (2012). In some cases, as Scarpa and Rose 
(2008) note, the C-efficiency may not be preferred option if the attributes are measured in 
different units as this may impact on minimising the variance.  
  
                                                 
23 Trace is the sum of the diagonal terms 
62 
 
Accommodating causal-effect considerations 
Choice experiments should be realistic and meaningful for the respondent. As stated earlier, 
causality (or causal-effect) is a typical problem in environmental valuation and ways to reduce 
causality should be considered (Blamey et al., 2002). These include attribute omission, 
explanations of the uncorrelated nature of attributes, introducing interaction terms in the 
design and removing implausible combinations from the experimental design. As the latter 
two cases can be included in the experimental design, these are discussed next. 
First, the main effects are always included in the design; they give the direct and independent 
effect upon the response variable (i.e. choice), as defined by “the difference in the means of 
each level of an attribute and the overall or grand mean” (Hensher et al., 2005a, p. 116). 
Interaction terms in contrast, are impacts on choice when one attribute is acting combined 
with another attribute (Hensher et al., 2005a). Therefore, if the researcher is interested in 
some attribute interactions these should be included already in the statistical experimental 
design. This ensures the usability of interaction terms in the modelling stage, as these terms 
will generate different correlation structures (Rose & Bliemer, 2009). According to Hensher et 
al. (2005a), two way interactions are more likely to be significant than three, or higher order, 
terms. Second, in theory, choice experiments can comprise any of all possible attribute level 
combinations, however, sometimes this might be unrealistic. A constrained design means that 
the most implausible level combinations (in reality) are removed from the experimental 
design. Thus the choice set design becomes constrained.  
3.3.3 Complexity of choice experiments and fatigue effect 
Choice modelling provides a practical way to explore people’s preferences in many research 
contexts. However, the data provided by CE are based on a number of assumptions. These 
include rational decision making in consumer theory with consistent choices, and the 
assumption that statistically designed choice sets provide the most information. However, the 
sequence of choice sets allows people to change their opinions (i.e. to be inconsistent). Of 
particular concern is the complexity of the choice sets and the cumulative cognitive burden 
for respondents. This may cause fatigue amongst the survey respondents, or alternatively the 
respondents learn from their preferences or how to answer the choice sets. Another recognised 
phenomenon dealing with complexity is use of some simplifying heuristics in decision 
making such as attribute non-attendance, increasing selection of the status quo alternative or 
choice uncertainty.  
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Out of these possible phenomena related to complexity, this thesis investigates fatigue in 
more detail. Fatigue can be particularly relevant in long surveys with multiple and repeated 
choice sets. On one hand, lengthy choice experiment surveys can be avoided by using 
blocking designs where respondents are shown only a subset of choice sets. For example, in 
the New Zealand freshwater valuation context, Tait et al. (2011) and Marsh (2012) divided 
their designs into the blocks of six choice sets per respondent, and Baskaran et al. (2009) 
divided their design into eight choice sets per respondent. On the other hand, researchers 
desire to increase sampling efficiency by including more choice sets (Campbell et al., 2011b); 
in New Zealand, Kerr and Swaffield (2007) showed all 27 choice sets to every respondent. 
For example, Louviere (2004) argues that the lengthy survey is an “academic myth” and 
people can complete dozens, even hundreds of choice sets and rather than reducing the 
number of choice sets, more effort should be placed on those people who start responding to 
make sure they will finish. Beside the number of choice sets, complexity of the CE and 
associated cognitive burden can cause fatigue among respondents. Thus ways to measure 
complexity is discussed prior to the literature on fatigue effect. The following sections discuss 
the literature of complexity and fatigue in choice experiments, as well as other dimension 
effects including the impact on preferences from the way alternatives and attributes are 
presented in the choice sets, and the way the choice sets are ordered.  
Complexity of choice experiments 
According to Hu (2006), complexity in CE can be categorised as exogenous or endogenous. 
Exogenous complexity arises from the complexity of the choice sets themselves such as task 
complexity (absolute number of attributes or choice sets) and context complexity (e.g. 
difference between alternatives, within or across the choice sets) (Hu, 2006). Endogenous 
complexity concerns how an individual’s background (e.g. cognitive ability, experiences and 
familiarity of the good or service) may influence on the perceived complexity. CE can be 
simple for one respondent and difficult for another depending on whether the person is very 
familiar with some good or service hence there may be little complexity involved (Hu, 2006). 
In particular, it has been suggested that there exists a trade-off between statistically efficient 
designs and respondents’ cognitive efficiency, that becomes harder when the choice set 
complexity increases (Johnson, 2006; Severin, 2001, as cited in Louviere, 2002).  
Complexity has typically been measured as the number of attributes, attribute levels and 
range, numbers of alternatives, and correlations within and across the alternatives (e.g. 
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DeShazo & Fermo, 2002; Swait & Adamowicz, 2001). These are commonly known as the 
choice set dimensions. In theory, more choice sets yield more accurate estimates of 
preferences because they provide more information of the trade-offs, ceteris paribus 
(Carlsson & Martinsson, 2008). While the respondents can be better off or more satisfied 
(when maximising utility) with the larger choice sets including more details compared to the 
simplistic ones, the large choice sets can also cause a trade-off between satisfaction and 
frustration with “choice set overload” (Adamowicz et al., 2008; Hensher, 2006b). Swait and 
Adamovicz (2001), who developed entropy as a measure of complexity, found empirical 
support for complexity and argued this should be better noted both at task-design and during 
the econometric model estimation. DeShazo and Fermo (2002) found that the number of 
attributes and alternatives, and the correlation between these, has a significant impact on 
choice consistency (i.e. result validity). This could mean that more alternatives better satisfy 
the respondents’ utility for a particular level. Thus, pre-testing as well as identifying, 
parameterising and controlling the dimensions can help the researcher to minimise the 
unfavourable effects of complexity (DeShazo & Fermo, 2002; Swait & Adamowicz, 2001). 
Subsequently, Caussade et al. (2005) found that the number of attributes and the number of 
alternatives were the most critical dimensions: the relative impact on variance is primarily 
from the number of attributes; secondly from the number of alternatives; thirdly, from the 
range of attribute levels; fourthly, from the number of attribute levels; and, finally, from the 
number of choice scenarios. Moreover, Hensher (2006b) found some evidence for different 
WTP based on the number of attributes and the number of alternatives while Rose et al. 
(2009) found significant context-specific variation due to the country of study. In contrast, 
Arentze et al. (2003) found no significant impact from increases in the size of the choice set, 
explained perhaps by the dominance of the labelled alternative of (train) in their transport 
mode study. Other examples of dimension impacts can be found on Carlsson and Martinsson 
(2008), Chung et al. (2010) and Hensher et al. (2001). 
Related to DeShazo and Fermo’s study, Yao (2012) measured complexity in each choice set 
by using average standard deviation (ASD) and dispersion of standard deviation (DSD) of 
attributes levels across alternatives24. However Yao did not vary the number of alternatives 
and attributes, instead he compared these different complexity measures across three types of 
experimental designs (Bayesian D-efficient design, optimal orthogonal design and orthogonal 
                                                 
24 The difference between ASD and DSD is that while ASD averages the complexity of all alternatives, DSD is a 
measure of the spread of complexity across alternatives (Yao, 2012). 
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design). Based on his findings, Yao (2012) concluded that the Bayesian design can generate 
choice sets that are likely to reduce the respondents’ cognitive burden, thus create CEs that 
are less complex; for example, the Bayesian design was superior as it was found to have least 
variation of complexity between choice sets (based on ASD) and lowest spread of complexity 
(based on DSD). Thus this study illustrates how the experimental design decision may impact 
on the complexity of the presented CE. 
Choice complexity can also be measured as response time (Bonsall & Lythgoe, 2009; Marsh 
& Phillips, 2012a; Rose & Black, 2006), for example Bonsall and Lythgoe (2009) found that 
the most complex choice took the most time and the simplistic choice took less time where 
complexity was defined by the context (combination of zones and time periods regarding the 
road charges). The choices that look a longer time to complete were possibly associated with 
self-rated (i.e. perceived) complexity of the choice task. The findings from Bonsall and 
Lythgoe’s study were based on qualitative and regression analyses (i.e. not employing choice 
modelling); yet the authors suggest that latencies (i.e. time taken to make a choice) can be 
used in DCM to explore relationship between learning and fatigue, what is the duration of 
learning process and what may origin the fatigue effect.  
Other complexity measures include self-stated complexity in choice sets (Bell et al., 2012; 
Kerr & Sharp, 2008) and statistical efficiency as more efficient designs try to extract more 
information and, consequently, respondents need to process more information (Louviere et 
al., 2008). Marsh and Phillips (2012a) also use the cost attribute an additional measure of 
complexity as the presence of both negative and positive prices can create more difficult 
choices referring to asymmetry between WTP and WTA. This measure of complexity was 
captured as one factor25 influencing the scale parameter in their heteroscedastic choice model 
specification.  
Recently, the degree of utility difference between the choice alternatives has also been linked 
to choice complexity (Campbell et al., 2011a) or choice uncertainty (Olsen et al., 2011). 
Utility differences between the alternatives depend on the differences in the attribute levels. 
One way to measure this utility difference is utility balance. Utility balance has been used as a 
structural property of experimental design (Huber & Zwerina, 1996) that measures the a 
priori likelihood of selecting alternative i. If the likelihood for the different alternatives are 
                                                 
25 Other factors of complexity included choice set ranking type (i.e. best-worst or repeated-best), order of the 
choice set, cognitive ability (i.e. self-rated understanding) and cognitive effort (i.e. time used per choice set).  
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similar, the degree of UB is higher; if the likelihood for selecting one alternative is higher 
(e.g. a dominant alternative), the degree of UB is lower.  
Utility balance can be calculated for each independent choice set as follows: 
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where i is the choice alternative i = {1,2,…,J}. When the value of utility balance converges to 
zero, the choice options include a dominant alternative; when the value converges to one, the 
options within the choice set have an equal probability of being chosen (Campbell et al., 
2011a; Scarpa & Rose, 2008). Campbell et al. (2011a) argue that if the degree of utility 
balance between the status quo and the non-status quo alternatives increases (i.e., utility 
balance → 1), the choice making becomes more burdensome and respondents are prone to 
select the status quo alternative. This implies that the status quo alternative is an “easier” 
choice and therefore utility balance can be thought as a proxy for complexity26.  
In an early experimental design paper, Huber and Zwerina (1996) used orthogonality, level 
balance, minimal level overlap and utility balance to generate an efficient choice experiment 
design. Since then, however, utility balance has been criticised (Kessels et al., 2006; Zwerina 
et al., 2005; Louviere et al. 2008) and given less attention as other approaches generating 
experimental designs (e.g. D-efficient design) have been favoured. For example, Louviere et 
al. (2008) argued that as utility balance theoretically provides choice sets that are close to 
indifferent in alternatives (i.e. equally attractive), then the choices may be random picks and 
provide no useful information.  
Some authors have also noted that utility balance may impact on how people evaluate the 
choice sets. Campbell et al. (2011a) focused on utility balance within the status quo effect 
framework. They argued that “as the degree of utility balance between the non-SQ [status 
quo] alternatives increases, making a choice between them becomes increasing burdensome 
and that this may lead to a higher propensity of respondents choosing the SQ option” 
(Campbell et al., 2011a, p.2). They re-parameterised the alternative specific constant so that it 
takes into account that respondents’ status quo choices are influenced by utility balance. They 
found that the parameter for capturing the utility balance influence was positive among some 
                                                 
26 It should be noted this is a theoretical measure of complexity based on a priori assumptions. 
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respondents, suggesting that some respondents were more likely to select the status quo 
alternative if the non-status-quo options have similar utilities.  
Olsen et al. (2011) focused on utility balance in the choice uncertainty framework. They 
argued that “respondents’ stated certainty in choice increases with the utility difference 
between the alternative chosen and the best alternative to that” (Olsen et al., 2011, p. 492). 
They calculated a measure of utility difference (chosen alternative vs. best alternative to that) 
and used that as an explanatory variable in the choice model. First the authors ran a random 
parameter logit model with error components to estimate utility weights for each alternative 
and, hence, the utility difference. Then they ran an ordered probit model using these utility 
differences as an explanatory variable. They found that utility differences were a significant 
factor explaining respondent certainty. Following this result, Carlsson et al. (2012) also used 
utility difference as a proxy for complexity and an explanatory variable in a panel probit 
model. The latter study repeated the same eight choice sets in their experiment and significant 
utility difference revealed that when the utility difference is higher (i.e. the choice is easier), 
respondents are more likely to select the same alternative within the first eight choice sets and 
the last eight choice sets.  
Fatigue in choice experiments 
One consequence of complexity is fatigue. Fatigue in choice experiments is generally defined 
as a respondents’ loss of interest towards the end of the series of choice sets27 and may reduce 
choice consistency and data quality (Carlsson et al., 2012; Savage & Waldman, 2008). 
Fatigue is particularly relevant in long surveys with multiple and repeated choice sets (Savage 
& Waldman, 2008; Campbell et al., 2011b) where cognitive burden weakens motivation and 
respondents’ engagement (Day et al., 2012; Hess et al., 2012). The number of choice sets used 
is left to the researcher’s judgement and there is an absence of general consensus on how to 
determine the appropriate number of choice sets (Bech et al., 2011).  
A number of empirical studies have varied the number of choice sets to test its impact in CEs. 
Bech et al. (2011) found no differences in response rates or self-reported uncertainty between 
the CEs with five, nine and 17 choice sets and, for example, respondents’ age can explain 
more of the variance than the number of choice sets (Bech et al., 2011). Hanley et al. (2002) 
found no strong evidence that preferences depend on how many choices (4 or 8 in this case) 
                                                 
27 Fatigue and boredom are hard to distinguish and potentially they have same impact – therefore they are 
essentially considered the same (Hess et al., 2012). 
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people were asked to make. Likewise, Caussade et al. (2005) found that the number of choice 
sets has least impact on model variance compared to number of attributes, their levels, and 
choice alternatives.  
Regarding fatigue, Table 3-2 provides a summary of the studies that have empirically tested 
fatigue effect in CE. It can be observed that these studies have included from five to 26 choice 
sets and found some evidence for fatigue from the tenth, or even the sixth, choice set onwards 
(Table 3-2). To conclude, it is unclear whether there exists an upper limit of the number of 
choice sets that is a threshold level after which the random noise becomes too great and the 
number of choice sets should be reduced (Bech et al., 2011). 
Table 3-2: Studies testing fatigue effect in choice experiments (1994 – 2012) 
Author(s) Number of 
choice sets 
Research 
context 
Fatigue 
identification 
method 
Econometric 
model 
Findings 
Bradley & 
Daly (1994) 
10 to 16 Transportation, 
Netherlands 
Logit scaling 
approach: scale 
estimated for pairs 
of choice sets  
Binary logit 
model 
 
Evidence for 
fatigue 
Hensher et al. 
(2001) 
4, 8, 16, 24 
and 32 
Airline choice, 
Australia-New 
Zealand 
General: choosing 
always the same 
alternative and 
missing choices 
N/A No fatigue 
Arentze et al. 
(2003) 
8 Transportation, 
South-Africa 
Logit scaling 
approach: 
comparing the first 
half of CE to the 
last half of CE  
MNL 
Logit scaling 
approach 
No fatigue 
Hole (2004) 9 Car parking, 
Scotland 
Logit scaling 
approach: scale 
estimated for each 
choice set  
Binary logit 
model 
No fatigue 
Caussade et 
al. (2005) 
6, 9, 12, 15 Transportation, 
Chile 
Scale dynamics (i.e. 
the trend of size of 
scale) across all 
choice sets 
H-MNL 
(covariance 
heterogeneity) 
Evidence for 
fatigue; scale 
decreasing from 
10th choice set 
Hu (2006) 12 Purchasing 
canola oil, Japan 
Scale dynamics (i.e. 
the trend of size of 
scale) across all 
choice sets 
H-MNL type  Evidence for 
fatigue 
Louviere et al. 
(2008) 
4 to 32 Island holidays 
and pizza 
choices 
Scale dynamics (i.e. 
the trend of size of 
scale) across all 
choice sets 
H-MNL 
(covariance 
heterogeneity) 
Decreased 
consistency when 
more attributes  
Savage & 
Waldman 
(2008) 
8 Internet 
service/access, 
USA 
Compare variances 
of the first half of 
CE to the last half 
of CE 
MNP with 
random 
parameters 
Some fatigue in 
online survey 
No evidence for 
fatigue in mail 
survey 
Models: H-MNL = Heteroscedastic MNL, H-RPL = Heteroscedastic RPL, MNL = Multinomial logit, MNP = 
Multinomial probit, LC = latent class, RPL = Random parameter logit 
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Table 3-2: Studies testing fatigue effect in choice experiments (1994 – 2012) (continued) 
Author(s) Number of 
choice sets 
Research 
context 
Fatigue 
identification 
method 
Econometric 
model 
Findings 
Bech et al. 
(2011) 
5, 9, 17 Dental services, 
Denmark 
General: response 
rate and consistency 
check (the same 
choice set in CE) 
Comparing scale in 
17 choice sets 
(blocked in 4 groups) 
H-MNL Fatigue is 
potential within 
the longer survey;  
17 choice sets 
resulted in lower 
scale (than 5 sets) 
and a lower scale 
in the last half 
Campbell et 
al. (2011b)  
16 Endangered fish 
species, Ireland 
Comparing scale for 
the first and the last 
part of CE to the 
middle part of CE 
Scale adjusted 
LC model 
Yes, with part of 
the sample 
Carlsson et al. 
(2012) 
16 Food safety 
(chicken meat), 
Denmark 
Comparing scale and 
WTP of the first half 
of CE to scale of the 
last half of CE 
Scale adjusted 
RPL model 
No fatigue 
Czajkowski et 
al. (2012) 
26 Forest 
protection, 
Poland 
Scale dynamics (i.e. 
the trend of size of 
scale) across all 
choice sets  
WTP estimates for 
different models 
H-MNL,  
H-RPL, S-MNL, 
G-MNL 
No fatigue 
Day et al. 
(2012) 
17 Tap water 
quality, UK 
Error scale across all 
choice sets 
R-MNP No fatigue 
Hess et al. 
(2012) 
5 to 16 Transportation, 
UK USA 
Denmark 
Australia 
Logit scaling 
approach: scale 
dynamics across all 
choice sets  
WTP estimates for 
model with and 
without scale 
MNL, RPL 
(mixed logit) 
 
No fatigue 
Marsh & 
Phillips 
(2012a) 
6 River water 
quality, New 
Zealand 
Scale dynamics (i.e. 
the trend of size of 
scale) across all 
choice sets 
H-MNL and  
H-RPL 
No fatigue 
Yao (2012) 9 Biodiversity, 
New Zealand 
Compare fatigue 
between three 
experimental designs 
employing scale 
dynamics across all 
choice sets 
H-MNL No fatigue within 
any designs 
Models: G-MNL = Generalised-MNL, H-MNL = Heteroscedastic MNL, H-RPL = Heteroscedastic RPL, MNL = 
Multinomial logit, MNP = Multinomial probit, LC = latent class, R-MNP = Random effect probit, RPL = Random 
parameter logit, S-MNL = Scale heterogeneity MNL 
 
Moreover, Table 3-2 illustrates that some studies have included more general tests such as 
comparing consistency between two identical choice sets in a different part of the choice set 
sequence (i.e. an inconsistency test) or impacts on response rate. Bech et al. (2011) found no 
indication of fatigue from comparisons of the inconsistency test or response rates across the 
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surveys with more choice sets. In another study, Day et al (2012) found a pattern of increasing 
selection of the status quo alternative towards the last choice sets which might associate with 
fatigue. In the last example, Hensher et al. (2001) investigated the number of respondents 
who chose the same choice alternative every time or who had missing choices. They did not 
find an increase in the number of respondents selecting the same choice alternatives or 
increase in missing choices per respondent when number of choice sets increased – thus 
suggesting no evidence for fatigue.  
A more common way to detect fatigue is a loss of consistency in the choice making. Although 
choice inconsistency can arise from number of sources, fatigue in particular is considered to 
arise towards the last choice sets. Inconsistency and thus increasing number of mistakes with 
a static decision style28 can impact increasingly on the error variance (size of the error term) 
in econometric choice models (Arentze et al., 2003). This is justified as the higher the error 
variances are, the less consistent are the choices made (Louviere et al., 2008). Due to the 
inverse relationship, a higher error variance equals a lower scale (μ) in choice models 
(Arentze et al., 2003; Campbell et al., 2011b; Carlsson et al., 2012; Czajkowski et al., 2012; 
Day et al., 2012; Hess et al., 2012; Savage & Waldman, 2008). Thus, the scale parameter has 
often been used in the detection of fatigue effects.  
Looking at Table 3-2, different studies have tested this scale variation by comparing the first 
part of the choice sets to the last part of the choice sets (Arentze et al., 2003; Carlsson et al., 
2012; Savage & Waldman, 2008); by comparing subset of choice sets (e.g. pairs or groups of 
sets) (Bradley & Daly, 1994; Campbell et al., 2011b); or by comparing the value of estimated 
scale across all choice sets (Bradley & Daly, 1994; Czajkowski et al., 2012; Day et al., 2012; 
Hess et al., 2012; Hole, 2004; Louviere et al., 2008; Marsh & Phillips, 2012a). Generally, 
scale variation implies fatigue if the estimated scale is lower in the last part of CE relative to 
the first part of CE; of if the estimated scale for a choice set (or group of choice sets) shows a 
decreasing trend towards the last choice sets (group of choice sets). 
The estimation of the scale parameter however, is not straightforward as it is confounded with 
the preference parameters (β) (Louviere & Eagle, 2006; Swait & Louviere, 1993; Train, 
2003). Therefore some exogenous information is needed in order to identify the scale effect 
(Swait, 2007). This information can be obtained for example, from different sources of data 
                                                 
28 Arentze et al. (2003) discuss of two types of decisions styles related to complexity in CE: in first the 
respondent tries to make all comparisons in a choice making hence makes potentially more mistakes and in 
another where the respondent use some heuristic to simplify the decision making. 
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(Swait & Louviere, 1993) or in the case of fatigue, from different parts of the choice 
experiment (i.e. choice sets) (Czajkowski et al., 2012). In order to identify the scale, one 
source of data or a part of a data set is needed as a reference point with the scale value fixed at 
one.  
The practical approaches estimating the scale parameter in the logit models related to the 
fatigue effect include, firstly, the logit scaling approach (Arentze et al., 2003; Bradley & 
Daly, 1994; Hess et al., 2012; Hole, 2004). In the logit scaling approach, two data sets (i.e. 
parts of data) are combined and they are allowed to have different error variances within a 
single model (Bradley & Daly, 1994). This approach does not apply the standard econometric 
model estimation methods, however, some software allow to estimate scale simultaneously 
with the parameters β, such as ALOGIT as applied by Bradley and Daly (1994) or NTElogit 
as applied by Arentze et al. (2003). In addition, some studies have applied a convenient 
method of estimating different scale for different groups (from different samples or different 
part of data) provided by Biogeme software (Bierlaire, 2003); for example Carlsson et al. 
(2012) and Chintakayala et al. (2010) have utilised this software.  
Another approach to estimate the scale parameter includes econometric models that allow 
scale variation. These models typically reparameterised the scale parameter as a function of 
some observable information and the empirical examples include applications of 
heteroscedastic MNL (H-MLN) model29 (Bech et al., 2011; Caussade et al., 2005; 
Czajkowski et al., 2012; Hu, 2006; Louviere et al., 2008; Marsh & Phillips, 2012a; Yao, 
2012); heteroscedastic random parameter logit (H-RPL) model; scale heterogeneity MNL (S-
MNL) model; generalised MNL (G-MNL) model (Czajkowski et al., 2012); and scale 
adjusted latent class (LC) model (Campbell et al., 2011b). Looking at Table 3-2, the recent 
applications testing fatigue effect had favoured the different scale variation models, most 
commonly the heteroscedastic MNL (H-MLN) model. 
Another method to detect choice inconsistency (and thus fatigue) is to compare changes in 
preferences. The willingness-to-pay estimates are often used as the scale effect cancels out in 
the ratio of utility weights (Train, 2003). For example, Czajkowski et al. (2012) compared WTP 
estimates across different econometric models; Carlsson et al. (2012) compared WTP estimates 
                                                 
29 Also called as the heteroscedastic logit or covariance-heterogeneity logit model (Caussade et al., 2005; 
Louviere et al., 2008) 
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within the sample (between the first eight and last eight choice sets); while Hess et al. (2012), 
compared models with and without choice set specific scale estimates.   
Overall, findings from the literature are mixed (Table 3-2). Some authors found the fatigue 
effect was strongest from the sixth (Hu, 2006) or tenth choice set onwards (Bradley & Daly, 
1994; Caussade et al., 2005). Bech et al. (2011) found that people presented with 17 choice 
sets produced a significantly lower scale (i.e. higher error variance) than the respondents who 
were shown only five choice sets; and that the error variance was higher within the later 
choice sets (13 to 16) compared to earlier choice sets (5 to 8). Campbell et al. (2011b) found 
that fatigue and instable preferences occurred in a relatively small fraction of the respondents 
in their sample and suggest that focusing only on a single measure of fatigue could produce 
misleading interpretations. Savage and Waldman (2008) found that online choice experiments 
may be more vulnerable to fatigue than mail surveys. In contrast, many studies have found no 
evidence for the fatigue effect. For example, studies with multiple surveys comprising varying 
number of choice sets (Chintakayala et al., 201030; Hess et al., 2012) or studies with surveys 
based on different experimental designs (Yao, 2012) found no evidence for fatigue. Likewise, 
a number of other studies with single surveys with choice sets up to 26 found no evidence for 
fatigue (Adamowicz et al., 1998b31; Arentze et al., 2003; Carlsson et al., 2012; Czajkowski et 
al., 2012; Day et al., 2012; Hole, 2004; Marsh & Phillips, 2012a). 
Other dimension effects in choice experiments 
Other dimension effects in choice experiments, in this context, refer to the order which the 
different dimensions (alternatives, attributes and choice sets) are presented for the survey 
respondents. In a typical CE, the choice alternatives are presented left to right (horizontal) and 
the attributes describing these alternatives are presented top to down (vertical) in a choice set. 
The choice sets are then presented to the respondents either collectively (i.e. all the choice sets 
are readily available as in mail surveys) or one-by-one (e.g. in online surveys). The 
respondents may also see a block of different choice sets or choice sets in a varying order. It 
is possible, that the presentation order of these dimensions can impact on the preferences and 
thus modelled utility weight estimates as discussed next.    
                                                 
30 Although Chintakayala et al. (2010) focused on discussion of complexity rather than fatigue; they found no 
difference in scale parameter between six and nine, 12, or 15 choice sets. 
31 This result was mentioned briefly in a footnote (p. 70). 
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First, the order in which the attributes and alternatives are presented within the choice set has 
been found to affect results in some examples. Kjær et al. (2006) explain that the order in 
which the attributes are presented is related to complexity and context dependency in CE and 
thus the attribute order may impact on preferences, for example, through respondents’ use of 
simplifying heuristics. Scott and Vick (1999) found that an attribute had a greater impact on 
preferences when placed at the bottom of the choice set (the study tested order effect for one 
specific attribute). Kjær et al. (2006) found that placing the cost attribute either as first or last 
of the choice attributes influences the price-sensitivity (e.g. placing the cost attribute on the 
bottom increases price sensitivity). In contrast, Farrar and Ryan (1999) found no significant 
attribute order effects. Meanwhile the order of choice alternatives may cause a so-called left-
right bias detected by the constant term as it can be interpreted as the difference in average 
utility between the choice alternatives (Scott et al., 2003). A way to reduce this bias is to 
alternate or randomise the order of appearance of the choice alternatives (Boonen et al., 2009, 
2011; Harrison, 2006; Zander & Garnett, 2011). 
Secondly, also the order in which the choice sets are presented in the CE can impact on 
respondent preferences. Thus, on one hand, a general recommendation has been to randomise 
the choice sets across respondents in order to minimise anchoring, framing or strategic effects 
(Czajkowski et al., 2012), to counterbalance the ordering effects (Louviere et al., 2008), or to 
break down the correlation between the scale variation across choice sets and attributes (Hess 
et al., 2012) as each respondent will see choice sets in a different order. On the other hand, a 
number of studies have tested empirically the effect of controlling the order of the choice sets. 
In one example, Alpizar and Carlsson (2003) explored the stability of preferences comparing 
two orders of choice sets in split sampling where half of the respondents were shown, in  
order, the first four sets (choice sets A) and the last four sets (choice sets B); another half was 
shown choice sets B first and choice sets A last. Using the Swait-Louviere (1993) test, the 
stability of preferences could not be rejected suggesting no evidence for a difference (Alpizar 
& Carlsson, 2003). 
In other example, Day et al. (2012) investigated position-dependence and precedent-
dependence within the different order effects (i.e. strategic effect, learning and fatigue); an 
additional focus included the effect of choice task awareness. Three attributes were included 
in the binary CE of a tap water quality study. In their study, position-dependence reflects the 
choice set order as half of the respondents were shown eight “extreme choice sets” (these 
included only the lowest and the highest attribute levels) at first and then seven “intermediate 
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choice sets” (i.e. the other choice sets from the full factorial design); another half of the 
respondents saw these reversed (i.e. “intermediate choice sets” first and “extreme choice sets” 
last). Precedent-dependence means the offered “deal” (i.e. the quantity of tap water quality 
improvements with given cost) in a choice set C+1 compared to the “deal” in the previous 
choice sets (1,2,…,C). Lastly, either a stepwise manner (STP) (the respondents were shown 
the choice sets one-by-one) or an advanced awareness (ADV) (the respondents have all the 
choice sets readily available) format of task awareness were used (Day et al., 2012). The 
authors argue that, intuitively, ADV format should mitigate order effects as people can see all 
choice sets in once and hence less fatigue may occur (i.e. they know what task they are 
facing), and scope effect or reference points (i.e. attribute levels relative to previous choice 
sets) may lessen; whereas in the STP format the optimal choice may depend on the deals 
given before. Split sampling was applied between two task awareness formats and between 
choice set order formats. In addition, two choice sets were added as the first and last choice 
set in CE including either “small” or “large” change from the status quo alternative levels to 
provide a direct test of order effects. This resulted in 17 choice sets to be presented per 
respondent. 
Day et al. (2012) found, firstly, that in comparison of the choices between the first and last 
choice sets, overall, people preferred a large improvement over a small improvement in water 
quality, thus indicating economic rationality; some evidence was found that the ADV sample 
exhibit higher WTP than the STP sample regarding these two choice sets. However, the 
estimated WTP remain stable across the choice sets in ADV; thus the ADV format may 
mitigate the position-dependent order effects consistent with pattern of institutional learning. 
The authors also found some evidence for a status quo effect in both ADV and STP formats. 
One explanation of the increasing selection of the status quo alternative is fatigue; however, 
they found no evidence of increasing variability and hence little evidence that position-
dependency would associate with a fatigue effect. In contrast, precedent-dependence was 
evident in both task formats including strong starting point effect but also a more dynamic 
effect which implies that the best/worst deals offered in the previous choice sets influenced 
choices in the choice set C+1. In conclusion, the results of this study showed preferences may 
depend on the task awareness, the order in which the choice sets are shown or whether a 
better deal has provided in the previous choice sets.  
A number of authors have also investigated how changes in the cost attribute impact in the 
sequence of the choice sets. Day and Pinto (2010) investigated “worsening commodity” and 
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“improving commodity” sequences that copy the dichotomous CVM structure. In these, the 
respondents are shown choice sets with two attributes and alternatives, in which the following 
choice set has either worsened or improved the level of commodity or cost. Their findings 
include that CE can be prone to ordering anomalies such as “worsening price levels” that are 
selected with reduced frequency. Similarly, McNair et al. (2011) found that the cost levels in 
the previous choice sets can have an impact on the WTP estimates, potentially because of 
strategic misrepresentation (similar good has been offered at a lower cost), reference point 
revision (shift of value functions) or cost-driven value learning. The authors suggest future 
research to explore if this type of response behaviour effect has a relationship with the choice 
set complexity and cognitive burden. 
Finally, Scheufele and Bennett (2012) linked strategic response and choice set order. They 
argued that the order in which choice sets are presented to respondents can influence the 
choices (i.e. strategic response) as different alternatives may be provided with higher or lower 
cost in the sequence of the choice sets. They categorised four strategy types in CE: the first 
type is no strategic opportunity as in the first choice set (first); the second type is a choice set 
with a lower cost level than before (min); the third type is a choice set with a higher cost level 
than before (max); and the strategy last type has neither higher nor lower cost than previous 
(none). The results indicate cost sensitivity (i.e. decreasing WTP) being highest with first and 
then min, none, and finally max strategy types. Mainly, this means that the choices reveal a 
lower WTP if the similar alternative was offered in the earlier choice set with a lower cost 
than if it was not. The authors suggest possible explanations include values learning and 
strategic learning, however, further examination is needed (Scheufele & Bennett, 2012).  
3.3.4 Conclusion of the experimental design of a choice experiment 
In conclusion, this sub section reviewed the type of alternatives and attributes used in the 
typical CE. This was followed by the overview of the statistical experimental design 
techniques that are used to decide what choice sets included in the final CE. The literature 
includes a number of different experimental design types, where the D-efficient design with 
non-zero priors is commonly applied. In order to create such design, the researcher needs to 
select between labelled and generic designs and define the attributes and attribute levels. The 
researcher needs to also decide whether to show all choice sets for each respondent or use 
blocking which reduces the number of choice sets shown for each respondent. This decision 
may become important as the increase in the number of choice sets can cause fatigue among 
the survey respondents, which consequently may influence on the consistency of the choices 
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and thus accuracy of the estimated outcomes. The fatigue effect is also often linked to 
complexity of the choice set and this can be measured with a number of ways. One example 
of such measure was utility balance. This discussion finished with other dimension effects 
that included the presentation order of the choice sets in CE. The empirical application in this 
thesis (Chapter 4) links the order of choice sets to fatigue and complexity using the utility 
balance measure. The aim was to test for fatigue effects related to this measure of complexity, 
and whether this detrimental effect could be ameliorated by an experimental design that 
ordered choice sets. 
3.4 Econometric discrete choice models 
This subchapter includes the discussion of the different econometric choice models. 
Econometric choice models estimate the probability of selecting alternative i between the 
choice options J {1,…,i,…j}. Moreover, the preference weights (or utility weights) are 
estimated for each attribute in order to increase understand why these alternatives were 
selected (Hensher et al., 2005a). 
The models have a strong link with random utility theory (RUT) and economic consumer 
theory. RUT assumes that the researcher is only able to observe a part of the decision maker’s 
(i.e. survey respondent) utility. This means utility is expressed as U = V + ε where V is an 
observed component (i.e. deterministic or systematic) and ε is unobserved component (i.e. 
stochastic or random) (McFadden 1974, 2001). Following economic consumer theory an 
individual chooses alternative i over any other alternative j only if it provides the highest 
utility:  
Ui > Uj.  
This is the behavioural choice rule of utility maximisation (McFadden, 1974). Applying RUT, 
this becomes  
 i i j jV Vε ε+ > + . (3.1) 
The practical approach to model the probability of selecting alternative i by individual n is 
given by rearranging equation (3.1): 
 ( ) ( ) ( )Pr   Pr     Pr – –  for all n in in jn jn jn in in jni V V V V i jε ε ε ε= + > + = < ≠  (3.2) 
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Equation (3.2) is known as random utility maximisation (RUM) (Louviere et al., 2000) and is 
basis for the common econometric choice models. As the random utility component ε is 
unobservable by the researcher, it is possible only to make statements that the probability of 
(εj - εi) will be less than the probability of (Vi - Vj) (Louviere et al., 2000). Thus, models 
aligned with RUM describe the relation between choice and attributes (or other explanatory 
variables) but not exactly how the choice is made, ceteris paribus (Hensher et al., 2005a; 
Train, 2003). This format focuses on the trade-offs across the attributes involved in the choice 
making (Holmes & Adamowicz, 2003).  
Typically components V and ε are assumed to be independent and additive (Hensher et al., 
2005a). Linearity implies the change (increase or decrease) in one attribute is a proportional 
change in total utility while the latter two are associated with one attribute that is independent 
from the utility associated with another attribute (Gyrd-Hansen, 2004). Moreover, the 
observed component V is linear in parameters (Train, 2003; Hensher et al., 2005a), thus the 
attributes (k) enter into the observed component of the utility function (Vi ) as a linear sum of 
the parameter weights (β): 
Ui = Vi  + εi = 
1
K
ik ik
k
xβ
=
∑ + εi 
where x is the attribute level for each alternative i. Alongside the attributes, vector x can also 
include socio-economic and other information, which needs to interact with the alternative 
specific constant or attributes as they are constant across the choices (Hanley et al., 2001).  
Finally, the different econometric choice models differ in the assumptions placed on the 
random components and the assumptions of parameters (i.e. are they fixed or random) 
(Hoyos, 2010). The standard choice models can estimate these aggregated preferences 
whereas there are alternative ways to model preference heterogeneity. These alternatives 
include heterogeneous preference models (i.e. mixed logit and latent class models) 
(Adamowicz & Boxall, 2001; Colombo et al., 2009b; Fiebig et al., 2009; Hensher & Greene, 
2003), and models with scale heterogeneity (Colombo et al., 2009b; Louviere & Eagle, 2006; 
Fiebig et al. 2009; Greene & Hensher, 2010; Haener et al., 2001). In addition, interactions 
with individual-specific characteristics and attitudinal questions, or utilising cluster analysis 
for detecting theoretical group variations (Adamowicz & Boxall, 2001; Colombo et al., 
2009b) have been used in choice analyses to explain heterogeneity.  
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The common econometric models used to analyse discrete choice data include logit, 
generalized extreme value (GEV), mixed logit and probit models (Train, 2003). The logit 
model, while most widely used, is also the most restrictive one and thus alternative models 
are often considered. In the following sections a variety of choice models are discussed 
beginning with the standard MNL model. This is the simplest model in a family of the GEV 
model (Koppelman & Sethi, 2000; Train, 2003). GEV models generalise the extreme value 
distribution (that is a basis for the logit model) for example by allowing correlation structures 
in error terms (Koppelman & Sethi, 2000; Train, 2003), and the first alternative to the MNL 
model as discussed here is nested logit (NL) model. Moreover, according to Train (2003) and 
Bhat (2003), only a proportion of the proposed GEV models have ever been implemented in 
practical applications.  
Other models discussed include the mixed logit models. The mixed logit model allows 
preference heterogeneity in the choice models and this can be incorporated in two forms: 
random parameter logit (RPL) and error component (EC) logit specification (Train, 2003). 
This is followed by the latent class (LC) model and scale adjusted models. In particular, scale 
adjusted models are given important consideration in this section as they can be used in 
testing for fatigue effects as defined in Study Objective 3.  
Probit choice models differ in the underlying distributional assumptions, using a normal 
distribution instead of the EV1 distribution. The recent literature also discusses the impacts of 
the scale parameters in these models. Finally, models with normal error distribution 
assumptions (i.e. the probit model) and Bayesian estimation are also briefly reviewed as 
another possibility, although less commonly applied, for analysing choice data. The decision 
of which model to use depends on number of factors such as study objectives, type of choice 
experiment (e.g. generic vs. labelled CE) and also what model fits the data best. The 
suitability of a particular model depends on the study’s objectives, and also on what model fits 
the data better. For the latter, statistical criteria assessing model fit is used including the log 
likelihood value, Akaike’s Information Criteria (AIC), Bayesian Information Criteria (BIC) 
and McFadden Pseudo R-square.  
3.4.1 Multinomial logit model 
The multinomial logit model (McFadden, 1974) is discussed first as it is the simplest form of  
RUM and is the “workhorse” of choice models  invariably used in data assessment (Hensher 
et al., 2005a). The utility specification for the MNL model is 
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U = V + ε = k knxβ + ε 
where indirect utility (V) is expressed by a vector of observed, fixed variables x (attributes, 
socio-economic characteristics and other choice variables) relating to the choice alternatives 
J, β is a fixed (non-stochastic) parameter and the error component (ε) is IID Extreme Value 
type I.  This gives a closed form model for selecting the alternative i:  
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where μ is a positive scale factor and the error variance (σ2) for this model is π2/(6μ2) (Ben-
Akiva & Lerman, 1985; Hensher et al., 2005a; Fiebig et al., 2009; Koppelman & Sethi, 2000; 
Train, 2003). A typical practice is to set the scale factor equal to one which simplifies the 
model and reduces the error variance to a constant π2/6. If the error assumptions are satisfied, 
the scale has no effect (Louviere & Eagle, 2006). 
The MNL model has continued to be used for many reasons. First, many practitioners favour 
the closed form with a simple econometric specification (Fiebig et al., 2009; McFadden, 
1974). This ensures simplicity of estimation with generally accepted tests of model 
performance and a relatively easy result interpretation (Koppelman & Sethi, 2000; Louviere 
et al., 2000; Train, 2003). Practitioners agree that at least the initial data assessment should 
start with the MNL model (Hensher et al., 2005a). 
The main disadvantage of this model is its strict error distribution assumptions, namely that 
they are independently identically distributed (IID) and associated with independency from 
irrelevant alternatives (IIA) (Greene & Hensher, 2007; Hensher et al., 2005a; Hoyos, 2010; 
Koppelman & Sethi, 2000). The identical part of the IID assumption implies that the 
underlying probability distribution is the same for everyone while independency states that 
the unobserved component of utility for one choice alternative is independent of the 
unobserved component of utility for other alternatives, thus all subscripts of ε can be removed 
since all covariances (or cross-correlated terms) are set to zero (Hensher et al., 2005a; Train, 
2003). However, the IID assumption is often violated in empirical applications. For example, 
it might be unrealistic to assume equal (identical) variance across all individuals, choice sets 
or study contexts (Louviere & Eagle, 2006). It might also be unrealistic to assume 
independency in all cases as this may not apply if the error terms exhibit some form of 
correlation (Swait, 2007), such as correlation between the alternatives with common attribute 
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levels (Hensher et al., 2005a). Moreover, independent error terms do not accommodate the 
dynamics of the unobserved factors such as correlation across the repeated choices (Train, 
2003). This lack of handling the panel data structure (i.e. repeated choices by same person) is 
another limitation of the MNL model. 
The independency assumption also leads to the IIA property (Koppelman & Sethi, 2000; 
Swait, 2007) which, as explained earlier, states that the relative choice probabilities remain 
unchanged if some choice alternative is included or removed from the choice set (Ben-Akiva 
& Lerman, 1985). This is often an unrealistic assumption as it would mean that the choice 
probability between two choice alternatives i and j (e.g. car vs. bus) would be unaffected by a 
third alternative k (e.g. new bus) (Ben-Akiva & Lerman, 1985; Swait, 2007). The adequacy of 
MNL model can thus be explored by testing the IIA property.  
In general, two types of IIA test exists: choice set partitioning tests, which compares 
outcomes from the full MNL model outcomes to the restricted MNL model (i.e. some 
alternatives excluded); and model based tests, which tests the model constraints that lead to 
IIA occurrence (Cheng & Long, 2007). A commonly used IIA test is the Hausman-McFadden 
test (e.g. Hausman & McFadden, 1984). This test is a choice set partitioning test and it 
compares estimates from the unrestricted (full) model to the restricted, where one of the 
choice alternatives is excluded in turn (Cheng and Long, 2007; Hensher et al., 2005a). The 
null hypothesis for this test is that if these sets provide statistically similar coefficient 
estimates, then IIA holds and MNL is adequate; however, if the IIA test rejects the MNL 
model, more complex models should be considered (Hensher et al., 2005a).  
Finally, the MNL model assumes that each individual would have the same preference tastes, 
as the parameters are homogenous across the sample (Colombo et al., 2009b; Fiebig et al., 
2009; Hoyos, 2010). Preference heterogeneity can be explored by including covariates or 
estimating different subsets of respondents; yet this is a relatively crude way to explore 
preference heterogeneity and, thus, not a favoured use of the MNL model (Colombo et al., 
2009b). These issues have gained interested among researchers using models that aim to 
accommodate correlation structures and relax the IID assumption (Train, 2003).  
3.4.2 Nested logit model 
An early approach to overcome the strict IIA assumptions of MNL modelling was the nested 
logit (NL) model. This model was the first closed-form alternative for the MNL model 
(Koppelman & Sethi, 2000). The motivation for the NL model is to recognise the potential 
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differences in the unobserved component ε or similarities between the alternatives (Hensher et 
al., 2005a). This similarity is accommodated by the correlation of the error terms in the nests 
of alternatives defined by the researcher, thus, the model partly relaxes the IIA assumption 
(i.e. between the nests) (Koppelman & Sethi, 2000; Scarpa et al., 2007). This model can be 
illustrated with a tree structure where a “leaf” is the choice alternative (Train, 2003); thus the 
respondent first chooses the nest and then the alternative (leaf) (Vojáček & Pecáková, 2010). 
This can be considered as a realistic approach if all or some (e.g. the status quo) choice 
alternatives are labelled. 
The probability of selecting the alternative i is a product of two standard logit models – upper 
and lower – where the upper model includes an inclusive value (utility of nest) which is then 
used as an explanatory variable in the lower model (Vojáček & Pecáková, 2010). In the 
simplest NL model, all nests are treated with a single (own) error component ε (Greene & 
Hensher, 2007). This model can be extended to include overlapping nests with a common 
error component, such as the covariance-heterogeneity (Cov-Het) model, cross-NL model and 
generalised NL model (Colombo et al., 2009b; Koppelman & Sethi, 2000; Bhat, 2003; Train, 
2003). The Cov-Het model, for example, is a generalisation that can be used to explain 
differing error structures by taking into account the choice attributes and respondents’ 
demographics; Colombo et al. (2009b) used this to investigate whether some people (with 
certain socio-economic characteristics) pick the status quo alternative before going to the 
attribute level information. 
The main advantage with the NL model includes the partial relaxation of the IID and IIA 
assumptions while maintaining the closed form (Bliemer et al. 2009; Hensher et al., 2005a; 
Koppelman & Sethi, 2000) and a maximum likelihood estimation (Vojáček & Pecáková, 
2010). As a disadvantage, the IIA axiom still applies within the nest (Koppelman & Sethi, 
2000; Train, 2003). In practice, the NL model has been applied for many transportation 
examples (as noted by Bliemer et al., 2009; Hensher et al., 2005a) but also in detecting status 
quo bias (Scarpa et al., 2007), citizen versus consumer valuations (Suh & Harrison, 2006) and 
valuing recreational fishing in different locations such as rivers versus lakes (Beville, 2009). 
3.4.3 Random parameter logit model 
Random parameter logit (RPL) models, also referred as mixed logit models, are a commonly 
used in the recent literature as they offer a flexible alternative for the restrictive MNL model. 
The key difference is that the preferences are allowed to be heterogeneous and thus capture 
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better the variation in the population. This preference (or taste) heterogeneity is obtained by 
allowing randomness in the parameters (Campbell et al., 2008; Marsh et al., 2011; Scarpa et al., 
2007; Train, 2003).  
The model derivation initiates with the RUM model specification 
1
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nk ink in
k
U xβ ε
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= +∑ , 
over k attributes, where ε is EV1 distributed, and vector x includes the observed variables 
such as attributes, socio-economic characteristics and other identified explanatory variables 
(Hensher & Greene, 2003). In contrast to MNL, parameters β are treated now as stochastic 
(i.e. β + η) alongside ε (Hensher et al., 2005a; Hensher & Greene, 2003; Revelt & Train, 
1998, Train, 2003). The models reduce back to the standard MNL model if the random 
parameters have no variation (the covariate matrix equals to zero) (Greene & Hensher, 2010; 
Hensher et al., 2005a).  
The RPL model is based on the random parameter specification that captures the 
heterogeneous preferences for attributes in the observed utility (Greene & Hensher, 2007; 
Revelt & Train, 1998; Train, 2003; Scarpa et al., 2007). This is possible by specifying each 
attribute parameter β to have a mean and standard deviation from some mixing distribution32 
(g) (Hensher & Greene, 2003). The mixing distribution is typically defined as normal, 
lognormal, uniform or triangular distributed, each having their advantages and disadvantages 
(Hensher et al., 2005a; Train, 2003). The normal and log-normal distributions are most often 
applied but they may suffer from some large coefficients due to their infinite tails (log-normal 
has only positive values); triangular (with peak location) and uniform distributions (with flat 
location) are bounded on both sides so will have no large coefficients; however they are 
restricted to using only one parameter (Train, 2003, 2008).  
  
                                                 
32 The name mixed logit comes from models that are a mix of logits with a mixture distribution (Hensher et al., 
2005a; Revelt & Train, 1998).  
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The conditional probability of selecting alternative i is obtained from the integral of standard 
logit probability weighted by the mixing distribution g (Train, 2003): 
 ( ) ( ) ( | )n ni n nP i L g dβ η β θ β= ∫   
where  
( )niL β  is a product of standard logit 
1
exp{ ( )}
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T
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β=
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 over T choice sets. 
The density ( )g ⋅  depends on the distributional parameter θ (Train, 2003, 2008). In order to 
solve this integral, a simulation method is needed with the Halton method commonly used to 
take R number of draws from the mixing distribution (Hensher et al., 2005a). 
The RPL model overcomes some limitations of the MNL model, such as the restrictive IIA 
and IID assumptions, as well as fixed (homogenous) taste parameters across individuals 
(Fiebig et al., 2009; Hensher et al., 2005a; Hensher & Greene, 2003; Hoyos, 2010; Swait, 
2007). In addition, this more general form deals with the panel data observations as the error 
terms can be heteroscedastic and correlated across the alternatives in the repeated choices; in 
practice, this is done through introduction of the additional random elements in the utility 
function and that the integral includes a product of logit formulas over T choice sets (Hensher 
et al., 2005a; Train, 2003). 
Because of this flexibility, the RPL models are widely used in many research contexts. 
Relevant examples for this thesis include freshwater valuation studies in New Zealand 
(Andersen et al., 2012; Tait et al., 2011, 2012); cultural heritage valuation studies (Birol et al., 
2006a; Colombo et al., 2009b; Hoyos et al., 2009; Zander & Garnett, 2011); and studies 
testing fatigue effects (Carlsson, et al., 2012; Hess et al., 2012).  
In addition, some extended mixed logit models have been proposed in the literature. The first 
example is the generalised-MNL (G-MNL) model that accommodates scale heterogeneity 
alongside taste heterogeneity, thus, it combines the scale heterogeneity MNL (S-MNL) model 
and the RPL model (Fiebig et al., 2009; Greene & Hensher, 2010). The G-MNL model has 
been argued to better explain (than the RPL model) extreme behaviour as some individuals 
can have a very small scale while the randomness indicates that some attributes may be more 
important than others (Fiebig et al., 2009). In addition, this model can also improve model fit 
(Fiebig et al., 2009) and produce more reasonable WTP estimates (Greene & Hensher, 2010). 
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Fiebig et al. (2009) for example, used the G-MNL model in various choice contexts with their 
main interest to compare model performance and heterogeneity with the MNL, S-MNL and 
mixed logit (i.e. RPL) models. Another example is the mixture-of-normals mixed logit 
(“mixed-mixed”) model (Train, 2008; Wasi & Carson, 2013). This generalises the mixed logit 
models as the mixing distribution is specified as discrete mixture-of-multivariate normal 
(Wasi & Carson, 2013). This extends the latent class models (discussed next) by including 
unobserved heterogeneity in the estimated classes (Wasi & Carson, 2013). Besides the cited 
authors, Train (2008) also applied this model.  
Extended mixed logit models have also been proposed in the literature. The first example is 
the generalised-MNL (G-MNL) model that accommodates scale heterogeneity alongside taste 
heterogeneity, thus, it combines the scale heterogeneity MNL (S-MNL) model and the RPL 
model (Fiebig et al., 2009; Greene & Hensher, 2010). The G-MNL model has been argued to 
better explain (than the RPL model) extreme behaviour as some individuals can have a very 
small scale, while the randomness indicates that some attributes may be more important than 
others (Fiebig et al., 2009). In addition, this model can also improve model fit (Fiebig et al., 
2009) and produce more reasonable WTP estimates (Greene & Hensher, 2010). Fiebig et al. 
(2009) for example, used the G-MNL model in various choice contexts with their main 
interest to compare model performance and heterogeneity with the MNL, S-MNL and mixed 
logit (i.e. RPL) models. Another example is the mixture-of-normals mixed logit (“mixed-
mixed”) model (Train, 2008; Wasi & Carson, 2013). This generalises the mixed logit models 
as the mixing distribution is specified as discrete mixture-of-multivariate normal (Wasi & 
Carson, 2013). This extends the latent class models (discussed next) by including unobserved 
heterogeneity in the estimated classes (Wasi & Carson, 2013). Besides the cited authors, Train 
(2008) also applied this model. 
3.4.4 Error component logit model 
The error component (EC) logit specification allows different correlation patterns to be 
included in the model. According to Train (2003), this specification is based conceptually on 
the same mathematical functioning as the RPL but has different interpretation. Unlike RPL, 
EC focuses on the individual specific random effects associated with the choices (not with the 
parameters) and the correlation between the alternatives (Campbell et al., 2008; Marsh et al., 
2011; Scarpa et al., 2007). 
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The EC specification is used to create correlations among the utilities for different alternatives 
in the mixed models (Train, 2003). This requires an additional error component (EC) in the 
utility specification that allows correlation over the alternatives: thus the unobserved 
component ε is divided into two components EV + ε* (Scarpa et al., 2007; Train, 2003). The 
model derivation initiates with the RUM model specification 
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over k attributes, where ε is EV + ε*. It is convenient to assume the additional error 
component to be normally distributed with variance one and zero mean while ε* remains IID 
EV1 (Train, 2003). Changes in this assumption enable various correlation patterns (i.e. 
substitution patterns) and variance can be either independent or the same for all the choices 
(Scarpa et al., 2007; Train, 2003). The EC model reduces back to the standard MNL model if 
there is no correlation (e.g. diagonal matrix equals zero) (Greene & Hensher, 2010).  
Similar to RPL, also the EC logit model relaxes the two limiting assumptions IIA and IID. For 
example, IIA resulted from a lack of correlation hence this assumption can be relaxed by 
including the error components that are correlated over the alternatives (Train, 2003). As a 
consequence, the model benefits from the panel data specification (i.e. multiple observations, 
choices, made by the same respondent) as the error terms for different alternatives are no 
longer required to be independent (Scarpa et al., 2005; Train, 2003). 
The EC specification has been applied when the substitution patterns over the alternatives is 
of interest. For example, Scarpa et al. (2005) and Campbell et al. (2008) utilised the EC 
specification in order to extract status quo effects in the stochastic part of utility (i.e. including 
correlation between the non-status quo alternatives). A number of studies have also used the 
combined EC with the RPL model including fresh water resource valuation studies in New 
Zealand (Baskaran et al., 2009; Marsh et al., 2011) and for cultural valuation (Campbell, 
2007), status quo bias studies (Bonnichsen & Ladenburg, 2010; Scarpa et al., 2007) or studies 
of choice uncertainty (Olsen et al., 2011).  
3.4.5 Latent class model 
Closely related to the previous models is the latent class (LC) model33. The underlying idea 
behind the LC model is that individual behaviour can depend on the observed information 
                                                 
33 Sometimes called the finite mixture model (Boxall & Adamowicz, 2002). 
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(attributes) and unobserved information (latent heterogeneity) (Greene & Hensher, 2003). The 
LC model is formed as a RPL model but now the mixing distribution g takes the discrete 
(finite) form (Train, 2003). This discrete heterogeneity provides a set of latent classes where 
the respondents are segmented based on their preferences as well as other information 
received from data collection such as demographics and attitudinal questions (Boxall & 
Adamowicz, 2002). This means the preferences are homogenous within these latent classes 
but can vary across the segments (Colombo et al., 2009b; Hynes et al., 2008). The LC model 
utilises the MNL model within a difference that the model is now conditional on the class 
membership; this conditional distribution is multiplied by the probability of belonging into the 
segment and these finite segments resembles the RPL specification (Boxall & Adamowicz, 
2002; Hynes et al., 2008). The researcher decides the final number of classes (Greene & 
Hensher, 2003) where AIC and BIC can used for guidance (Boxall & Adamowicz, 2002); 
however, these can also provide inconsistent justifications in some cases (Beville, 2009).  
The latent class model can be seen as “a semiparametric variant of the MNL that resembles 
the mixed logit model” (Greene & Hensher, 2003) and as somewhere in middle ground 
between the MNL and mixed logit models: MNL - “one” homogenous segment; LC - a few 
homogenous segments; and mixed logit - n (number of respondents) segments (Boxall & 
Adamowicz, 2002). Boxall and Adamowicz (2002, p. 441) see a major advantage being “its 
ability to enrich the traditional economic choice model by including psychological factors”. 
Other advantages include overcoming the IIA property (Boxall & Adamowicz, 2002) whereas 
the IID assumption is relaxed only partly (between, not within the classes) (Beville, 2009). In 
addition, similar to the mixed model, the LC specification offers an attractive option to 
explain heterogeneity; while this might be not as flexible as the mixed logit models, it does 
not require making assumptions of the underlying distributions (which were criticised for 
leading to misspecified models) (Greene & Hensher, 2003). However, if the researcher is 
interested in the scale parameters, these are unidentifiable (set to one) (Boxall & Adamowicz, 
2002).  
Examples of the LC model applications include Beville (2009) who classified anglers’ 
preferences based on their ‘recreational specification’ and age. Campbell et al. (2011b) used 
the LC model to explore if the fatigue and learning effects depend on the respondents’ 
characteristics, while Colombo et al. (2009b) and Haener et al. (2001) utilised this model to 
explore heterogeneity and different population segments in cultural heritage valuation. 
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3.4.6 Scale adjusted models  
Scale adjusted models take into account heterogeneity arising from scale differences between 
observations (individuals or choice sets) or data sets. Scale heterogeneity (heteroscedasticity) 
means heterogeneity in the error variance (Boeri et al., 2011; Swait, 2007). In these 
heteroscedastic models, due to the confounding problem (both β and μ cannot be separately 
identified) the researcher specifies the scale as a function of some observable information 
(Louviere & Eagle, 2006; Swait, 2007). Thus in contrast to the typical convenience of 
defining a constant scale parameter equal to one, it is now allowed to have a positive value. 
The motivation behind these models is that while some individuals’ total utility can be 
captured almost fully with the utility function defined by the researcher (V), there are some 
individuals’ whose utility is reflected more in the unobserved component (ε) (Swait, 2007). 
In the heteroscedastic MNL (H-MNL) model the scale factor varies systematically across 
individuals or choice situations (i.e. choice sets) (Czajkowski et al., 2012) depending how the 
scale is specified in the data set and model. Thus this relaxes the equal variance assumption 
that is the identical assumption in the IID error term within the MNL model (Koppelman & 
Sethi, 2000; Swait, 2007). In its simplest form, the H-MNL model has a probability of 
selecting alternative i as follows: 
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where μn is the individual specific scale factor. In this, the scale parameter is typically defined 
as a function of some factors. DeShazo and Fermo (2002) and Louviere et al. (200834) used 
different design factors, Swait and Adamowicz (2001) used choice complexity (i.e. entropy), 
Bech et al. (2011) used number of choice sets, Marsh and Phillips (2012a) used multiple 
factors (negative/positive cost attribute, CE ranking type, order of the choice set, self-rated 
understanding and time used for choice making) and Czajkowski et al. (2012) used dummy 
coding of the choice set numbers (1 = if set 2, 0 = if not). This often requires an exponential 
function to ensure non-negativity of the scale factor (DeShazo & Fermo, 2002; Koppelman & 
Sethi, 2000; Swait, 2007).  
                                                 
34 Louviere et al. (2008) calls this a covariance heterogeneity model. 
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Besides individuals or choice situations, the scale can also vary by alternative (Swait, 2007). 
However, this specification requires a modified utility function which is multiplied by the 
scale:  
μin*Uin = μin*Vin + μin*εin; 
which then, as explained in Swait (2007), leads to the similar probabilistic model to equation 
(3.3) but it is assumed that assumes the probability of i by the differences in transformed 
utilities μin*Uin. This extended H-MNL shares similar elements with the HEV model (Bhat, 
1995), which also relaxes the constant variance assumption across the alternatives using 
alternative specific scale parameters μi (Swait, 2007), but differ in the model implementation 
and the way the constant variance assumption is relaxed (the H-MNL model relaxes this 
assumption across the choice sets while HEV relaxes this assumption across the alternatives) 
(DeShazo & Fermo, 2002; Koppelman & Sethi, 2000; Scarpa et al., 2004; Swait, 2007). 
The H-MNL can also be extended to the heteroscedastic RPL (H-RPL) model which includes 
taste heterogeneity alongside scale heterogeneity (Czajkowski et al., 2012; Swait, 2007). 
Czajkowski et al. (2012) describe H-RPL as a natural extension of the H-MNL model, which 
allows individual specific preferences and scale parameters. As discussed earlier within the 
RPL models, taste heterogeneity is more flexible than the assumption of homogenous tastes.  
Another way to investigate scale heterogeneity is to define an individual-specific scale factor 
to follow some distribution where scale varies between individuals, not choices (Czajkowski et 
al., 2012; Fiebig et al., 2009). This leads into the scale heterogeneity MNL (S-MNL) model. 
Following, Czajkowski et al. (2012), the utility specification is now 
Uin = β x in + εin/μn 
where the scale coefficient is individual specific and typically lognormal distributed. This 
model, again, uses normalisation in order to identify the scale heterogeneity (Czajkowski et 
al., 2012; Fiebig et al., 2009). In contrast to the mixed logit model, this model allows 
heterogeneity in the error variance not in preferences (Fiebig et al., 2009); yet, this model can 
be generalised to include also the taste heterogeneity. This leads to the generalised-MNL (G-
MNL) model (Czajkowski et al., 2012; Fiebig et al., 2009). Compared to the mixed logit 
models, the G-MNL model includes similar individual specific utility functions (via the 
random parameter specification); however, with a difference that also the scale coefficient is 
individual specific (and normalised) (Czajkowski et al., 2012).  
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The main advantage with the models discussed in this subchapter is the allowance of the scale 
heterogeneity. This is useful in the situations where the scale effect is assumed to contribute 
to the model heterogeneity, such as, if respondents’ utility is reflected more in the unobserved 
utility rather than the utility defined by the researcher. These scale adjusted models, such as 
the H-MNL model, are RUM consistent (Koppelman & Sethi, 2000), they relax the 
assumption of the identically distributed error terms (i.e. constant variance) and, in some 
cases, they relax the IIA axiom leading to more flexible model specifications; however, the 
error terms are still independently distributed (Swait, 2007). In addition, inclusion of the 
random parameter specification allows that the respondents are no longer assumed to have 
homogenous preferences (Czajkowski et al., 2012). Compared to mixed logit models, the 
heteroscedastic models circumvent the scale and taste confounding (exogenous information 
can be used to separate these two parts) (Swait, 2007). Likewise, the S-MNL model may 
provide a more parsimonious object of heterogeneity35 as scalar provides only additional 
parameters to be estimated (compared to mixed logit models) while the G-MNL may capture 
better “extreme” or “random” behaviour as this model allows greater flexibility (Fiebig et al., 
2010). 
On the downside, many of the MNL model properties apply with this model, most notable the 
restrictive IIA axiom (if the heteroscedasticity is function of the respondents’ characteristics) 
and uniform cross-elasticities (Koppelman & Sethi, 2000; Swait, 2007; Swait & Adamowicz, 
1996). In addition, the practice of estimating the scale effect is not always straightforward and 
it is not clear which model is the best and how it should be used. For example, Czajkowski et 
al. (2012) compared the H-MNL, H-RPL, S-MNL and G-MNL models and found that the 
scale increase was higher within the other models compared to the H-MNL model; this infers 
that the underlying model can have some impact in observing the scale effect. 
The scale effect has been found to be useful in testing a variety of research interests; typically 
as a measure of choice complexity (Louviere et al., 2008) or ordering effects (fatigue and 
learning). For example the H-MNL model, with varying specifications, has been applied by 
Bech et al.(2011), Czajkowski et al. (2012), DeShazo and Fermo (2002), Louviere et al. 
(200836), Marsh and Phillips (2012a) and Swait and Adamowicz (2001). Applications of the 
S-MNL model include studies of fatigue and learning effects by Czajkowski et al. (2012), 
attribute non-attendance by Kragt (2012) and Fiebig et al. (2009), who compared 
                                                 
35 That is, using the “β*μ” instead of “β + η” formulation. 
36 As mentioned earlier, Louviere et al. (2008) calls this a covariance heterogeneity model. 
90 
 
heterogeneity in choice models. Czajkowski et al. (2012) and Fiebig et al. (2010) also used 
the extended versions of these models including H-RPL and G-MNL. 
3.4.7 Multinomial probit model 
Another way to overcome the IIA property is using the multinomial probit (MNP) model. In 
this model, the error component in the utility function is assumed to be a vector of a normal 
distribution (Swait, 2007; Ziegler, 2005; Train, 2003). This leads to a model specification that 
still includes similar properties to the MNL model but in which the flexible variants can 
accommodate, for example, different correlation patterns between the choice alternatives 
(Ziegler, 2005).  
In a discrete choice context, the MNP model was originally derived by Thurstone in binary 
choice studies in psychology (Train, 2003). However, this model required the development of 
simulation methods before it could be used in practice (Swait, 2007). This was because of the 
computational difficulties of implementation and parameter estimation (Hensher & Greene, 
2003; Swait, 2007). As one disadvantage, Train (2003) notes the assumption of the normal 
distributed error terms can sometimes lead to inappropriate estimates such as positive price 
coefficients. According to Fiebig et al. (2009), the main use of MNP is limited to within 
academia, while some empirical applications include Vojáček and Pecáková (2010), Day et al. 
(2012), Savage and Waldman (2008) and Olsen et al. (2011). The latter three, for example, 
studied ordering effects and choice uncertainty applying the MNP and its variants of random 
parameter probit and ordered probit models.  
3.4.8 The Bayesian approach 
Finally, there is a growing interest in utilising Bayesian inference in discrete choice research. 
The central premise of Bayesian inference is to utilise some existing a priori knowledge 
(about the parameters) to improve understanding (about the parameters) (Train, 2003). This 
knowledge can be obtained from various sources such as past or pilot studies or from the 
general knowledge and logic about the topic. The probability of selecting the alternative i is 
hence a combination of the a priori and posterior distributions. The posterior density is 
estimated using Bayes’ Rule: 
 Pr( | ) Pr( )Pr( | )
Pr( )
xx
x
θ θθ  
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where x refers to data, as Pr(x) is the marginal likelihood, and Pr(θ) is probability for a priori 
distribution (Allenby & Rossi, 2003; Greene et al., 2005; Layton & Levine, 2005; Train, 
2003). Some empirical applications can be found, for example, in studies of wetland 
restoration programmes (Eisen-Hecht, Kramer & Huber, 2004); household decisions for 
electricity suppliers (Huber & Train, 2001); and protection of the northern spotted owl and its 
habitat (Layton & Levine, 2005). 
Estimating the probability with a Bayesian approach resembles the mixed logit approach. 
Both of these techniques make a similar behavioural assumption of heterogeneity (Huber & 
Train, 2001; Train, 2003) and both approaches can be used, for example, to define individual 
specific WTP estimates (Hensher et al., 2005a). The key difference, however, is the concept of 
randomness. “In the classical view, the randomness is part of the model; it is heterogeneity of 
the taste parameters, across individuals. In the Bayesian approach, the randomness 
‘represents’ the uncertainty in the mind of analyst” (Greene et al., 2005, p. 19). In addition, 
the estimation techniques and interpretations include some differences (Huber & Train, 2001). 
The Bayesian approach has a number of advantages. First, utilisation of the prior knowledge 
can provide more accurate WTP estimates (Layton & Levine, 2005) while it is possible to 
integrate multiple data sources and track uncertainty (Allenby & Rossi, 2003). Secondly, it 
may be less computationally demanding (Layton & Levine, 2005; Bhat, 2003; Train, 2003), 
more consistent and more efficient with less strict conditions as it does not rely on asymptotic 
approximations (Greene et al., 2005; Train, 2003). Thirdly, this approach may benefit from 
the use of smaller sample sizes (Layton & Levine, 2005) and, finally, the simulation methods 
have made this approach computationally practical (Fiebig et al., 2010). However, despite the 
number of conceptual appeals, Bayesian applications within choice modelling are still 
somewhat rare. Some possible reasons include the philosophical aspect of using a priori 
knowledge (Layton & Levine, 2005) or that “the learning curve can be steep” from the 
classical inference to the Bayesian inference (Train, 2003, p. 286). In addition, Bayesian 
estimation, while compared to other methods may be less computationally demanding, it does 
not eliminate the possibility of the other computational difficulties, such as, the high-
dimensional integrations (Allenby & Rossi, 2003; Layton & Levine, 2005).  
3.4.9 Conclusion of the econometric choice models  
This section reviewed econometric choice models. In general the initial assessment is usually 
performed with the MNL specification and this is also a special case in which many models 
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reduce back into if their assumptions are not met (Greene & Hensher, 2003). After a MNL 
assessment, more complex model specifications are usually considered depending on the 
researcher’s objectives, the quality of data and the software available. Statistical measures can 
be used for the selection of the best model fit for the particular choice data. These include 
statistics such as AIC, BIC and McFadden’s pseudo-R2 (e.g. Hensher et al., 2005a). The R2-
measure of model fit familiar from linear regression analysis measures how well the model 
predicts the dependent variable (Greene, 2008). In contrast, pseudo-R2 describes the change in 
log likelihood with a full model from a constants only model. In the non-linear choice models, 
the pseudo-R2 values above 0.3 offers a decent fit; and pseudo-R2 0.4 is approximately linear-
R2 0.8 (Hensher et al., 2005a, p. 338 Fig. 10.7). In practice, the smaller AIC and BIC, and 
higher pseudo-R2 implies a better model fit.  
In addition, the log-likelihood ratio (LR) test can be used to justify the model selection. The 
test for this is chi-square distributed 
[−2(LLA−LLB)] ~ χ2 
where LLA is log likelihood for the base model and LLB is the log likelihood for the estimated 
model; the degrees for freedom for the distribution are the number of new parameters 
estimated in the B model (Hensher et al., 2005a). 
The study objectives of this thesis include calculating the WTP estimates for different 
freshwater attributes that may involve preference heterogeneity and it is likely that the strict 
assumptions of the independency or identical error terms will not apply. Therefore, besides 
the MNL model, the more flexible models allowing preference heterogeneity, such as RPL 
and EC models are likely to be more useful. In addition, one of the study objectives requires 
the estimation of the scale parameter as the decrease in scale (i.e. increase in error variance) 
towards the end of the choice sets is typically related to the fatigue effect. Therefore, a model 
allowing scale heterogeneity will also be employed in this thesis.   
3.5 Literature review 
Finally, this chapter includes the literature reviews about the NMV studies applied to cultural 
valuation and testing the citizen-consumer dichotomy. The first review focuses only on the 
choice experiment applications while the latter review includes both SP methods of contingent 
valuation and choice experiments. These literature reviews are presented here to provide a 
context for the empirical application which is presented in the following chapter (Chapter 4).  
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3.5.1 Choice experiment studies including cultural attributes 
Internationally a number of CVM and CE studies have included a cultural heritage dimension 
(Venn & Quiggin, 2007). These studies have included either attributes only for the cultural 
heritage context or included a single cultural-specific attribute. The significance of these 
attributes is typically explored either within or between different ethnicities or cultural 
identities. Table 3-3 summarises selected CE studies with a cultural dimension. These studies 
include examples from Australia, Europe, Asia, and North-America and they consider a wide 
range of issues varying from water resource and land development management decisions 
impacting on indigenous values to hunting, wetland protection, farming and rural landscapes, 
and visitors of cultural heritage museum sites. In the New Zealand context however, there are 
few CE studies including Māori preferences (Bennett, 2005) with one recent relevant study by 
Andersen et al. (2012).  
As Table 3-3 shows, Rolfe and Windle (2003) focused on the protection of Aboriginal 
cultural sites related to irrigation development. The study included protection of these sites as 
an attribute that was described as percentage of area protected. The authors employed a split 
sample approach between indigenous culture and general communities. The key finding was 
that the cultural heritage attribute was significant and positive with the indigenous sample, but 
negative for the general community. While irrigation development can have positive 
economic benefits, it can also impact negatively on the environment as well as cultural 
heritage sites. As the authors note “This does not mean that Aboriginal cultural heritage is not 
valued by the general community, but in terms of the trade-offs between economic 
development, the general community are more concerned about environmental issues” (Rolfe 
& Windle, 2003, p. S94). 
Zander and Garnett (2011) explored the benefits for indigenous people from indigenous land 
management scenarios. This benefits-based attribute included levels of better health, better 
transfer of indigenous knowledge, less dependency on the government and no additional 
benefits. The ethnicity identification (2.2% of respondents) and an index of interest towards 
the indigenous culture were included (Table 3-3). These authors found the only one level of 
this cultural related attribute of benefits for indigenous people was statistically significant, 
thus only less dependency on government was considered as an important factor in the 
decision making. Somewhat surprisingly, the highest value for indigenous land management 
was found among people who lived in Southern Australia and who are less likely to 
experience direct benefits from the case study region of Northern Australia.  
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Table 3-3: Choice experiment studies with cultural dimension (2003 – 2011) 
Authors  Study context Included a cultural specific 
attribute 
Included ethnicity 
identification 
Findings  
Rolfe & 
Windle 
(2003)  
Protection of 
Aboriginal cultural 
sites, Australia  
Protection of Aboriginal 
cultural sites (% of sites) 
Yes, split sample 
between 
indigenous and 
general 
population 
Cultural Heritage attribute 
is positive for the 
Indigenous sample and 
negative for the general 
community samples.  
Zander & 
Garnett 
(2011)  
Indigenous land 
management 
scenarios, Northern 
Australia.  
The benefits for 
indigenous people from 
land management 
scenarios. Levels: better 
health, better transfer of 
Indigenous knowledge, 
less dependency on the 
government and no 
additional benefits. 
Yes, ethnicity, 
region of living 
and level of 
interest on the 
Indigenous 
culture 
2.2% of sample had 
Indigenous heritage. 
Interest towards 
Indigenous culture: 12% of 
the sample not at all 
interested, 52% a little bit 
interested, 27% quite 
interested, 7% fascinated.  
Attribute level “less 
dependency on the 
government” was 
significant.  
Zander et al. 
(2010) 
Tropical rivers, 
Australia 
Yes. Conditions of 
waterholes important to 
Aboriginal people. Levels: 
Poor, Ok, Good 
Yes Cultural attribute had 
highest WTP.  
All respondents, 
regardless where they live, 
had positive WTP for 
cultural and 
environmental values. 
Higher WTP for 
environment, cultural and 
recreational attributes for 
those who lived nearby or 
visited rivers 
Carlsson, et 
al. (2010, 
2011)  
Improvements in 
marine 
environment, lakes 
and streams and 
clean air, Sweden  
Cultural assets: Number of 
small-scale fishermen at 
risk of losing their jobs 
(Marine environment CE); 
Share (%) of unprotected 
ancient remains in water 
(Lakes and streams CE), 
Reduction of damaged 
cultural buildings (in %) 
due to bad air quality 
(Clean air CE) 
- Cultural attribute is often 
ignored and less important 
in terms of WTP.  
Domínguez-
Torreiro & 
Soliño 
(2011) 
Rural development 
programs, Spain 
Recovery and 
conservation of cultural 
heritage - Monuments and 
traditions at the village. 
Levels: loss of cultural 
heritage and recovery & 
conservation of cultural 
heritage. 
- The cultural attribute was 
significant (and positive) if 
the status quo option was 
perceived, and 
insignificant if status quo 
was provided. 
 
95 
 
Table 3-3: Choice experiment studies with cultural dimension (2003 – 2011) (continued) 
Authors Study context Included a cultural 
specific attribute 
Included ethnicity 
identification 
Findings  
Birol et al. 
(2006a)  
Wetland protection 
and restoration, 
Greece.  
Research and 
education (includes 
information of culture 
that may be derived 
from the existence of 
wetland) 
- Cultural attribute was 
mainly statistically 
significant except in one 
of the LC segments.  
Colombo et al. 
(2009b) 
 
Conservation of 
upland hill farming, 
England 
 Cultural heritage (farm 
buildings and 
practices). Levels: rapid 
decline, no change and 
much better 
conservation. 
- Conserving cultural 
heritage attribute is 
mainly significant and 
positive, while two LC 
segments find these 
insignificant. 
Campbell 
(2007) 
WTP for rural 
landscape 
improvements, 
Ireland 
Safeguarding of 
cultural heritage. 
Levels: no action to 
some action and a lot 
of action. 
- Attribute levels for 
‘some action’ and ‘a lot 
of action’ are statistically 
significant with similar 
magnitudes and WTP. 
The cultural attribute 
WTP had the lowest 
ranking.   
Hoyos, Mariel 
& Fernández 
(2009) 
Basque culture, 
France and Spain 
- Demographics: 
“Would you say that 
your cultural identity 
is Basque” (i.e. 
cultural self-identity) 
People with Basque 
cultural identity had 
higher WTP for the 
protection of the natural 
environment (positive 
sign in 
identity*payment) 
Tuan & 
Navrud (2007) 
 
Restoration of 
World Heritage Site 
(My son Temple), 
Vietnam 
- Split sampling: 
visitors vs. locals 
Income, age and 
knowledge and 
satisfaction with the visit 
are significant 
covariates. 
Mazzanti. 
(2003) 
Galleria Borghese 
National museum, 
Italy 
 Demographics (locals 
vs. tourists) 
Results covariate with 
the respondents’ 
nationality 
Haener et al. 
(2001) 
 
Hunting, Canada - Respondent 
demographics (59% 
Metis vs. 41%  First 
nations hunters) 
Differing preferences 
between the two hunter 
populations.  
Andersen et 
al. (2012) 
Freshwater 
valuation, New 
Zealand 
- Likert-scale index No significant difference 
between Māori and non-
Māori respondents 
Choi et al. 
(2010) 
Cultural heritage 
site: Old Parliament 
House, Canberra 
Australia 
- General public What value people place 
on cultural heritage site 
and services, e.g. 
exhibitions, events and 
facilities. People are only 
sensitive to major 
changes 
LC = latent class model 
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In the third Australian study, Zander et al. (2010) were interested in quantifying 
environmental, recreational and cultural values regarding tropical rivers; this included a 
cultural-specific attribute of waterholes important to Aboriginal people. The authors found 
that WTP was highest with the cultural attribute, and that all urban respondents, regardless 
where they live (study was repeated in six cities of Australia), valued the cultural, 
environmental and recreational values but not irrigated agriculture values.  
More examples can be found from Europe. Carlsson et al. (2010, 2011) explored three 
environmental objectives that each included a component of preserving the cultural 
environment and cultural heritage. They created three choice experiments (marine 
environment, lakes and streams, and clean air) each including a cultural asset (i.e., cultural 
heritage) attribute. The attributes were defined as number of small-scale fishermen at risk of 
losing their jobs; share (%) of unprotected ancient remains in water/at cost; and reduction in 
number of damaged cultural buildings (in %) due to bad air quality. In the context of attribute 
non-attendance, Carlsson et al. (2010) found that the cultural attribute was the most often 
ignored non-monetary attribute, and that the cultural attribute had the lowest WTP of all three 
environmental objectives (i.e. marine environment, lakes and Streams, and clean air). Thus 
the results from these CEs indicate the cultural attribute seemed to be less important for these 
respondents than the non-cultural attributes (Carlsson et al., 2010). 
Domínguez-Torreiro and Soliño (2011) focused on rural development programmes in Spain 
and included a dimension of the recovery and conservation of cultural heritage. This was 
described with an attribute monuments and traditions at villages. The study focused on the 
differences in the perceived status quo alternatives and provided status quo alternatives in 
split samples. The results indicated that the respondents considered the cultural attribute to be 
significant with a positive influence on policy implications in the sample with perceived 
status quo. In contrast, the cultural attribute was statistically insignificant if the status quo 
levels were provided. 
Birol et al. (2006a) focused on wetland protection and restoration in Greece where one of the 
attributes was research and education that included information about culture that may be 
derived from the existence of the wetland. The authors found the cultural attributes was 
significant and gave positive utility. However, when applying a latent class analysis some 
groups disregarded the cultural attribute. One explanation was a greater residential distance 
from the wetland that reveals a distance decay effect (Birol et al., 2006a). Colombo et al. 
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(2009b) in their study of conserving upland hill farming in England included a cultural 
heritage attribute. They defined this attribute as a change in farm buildings, traditional 
livestock, and traditional farm practices (e.g. shepherding with sheep dogs) and included 
levels of rapid decline, no change and much better conservation. Similar to Birol et al. 
(2006a) the authors found overall significance and a positive utility from the cultural attribute 
yet this became insignificant in two of the segments in the latent class analysis.  
Campbell’s (2007) study of WTP for rural landscape improvements in Ireland included a 
safeguarding of cultural heritage attribute with levels of no action to some action and a lot of 
action. The author found that the cultural attribute at the levels of some action and a lot of 
action for safeguarding cultural heritage were statistically significant. In addition, these 
attributes had the lowest WTP with little difference between some and a lot of action (Table 
3-3). 
Instead of including a cultural specific attribute relative to other attributes, a number of 
studies have also valued cultural resources or services based for example on the sample 
population differences. For example, Choi et al. (2010) explored in general how society 
values different services offered by the cultural heritage site of the Old Parliament House in 
Canberra, Australia. This choice experiment included different service attributes of access 
policy, exhibitions, programmes, facilities and funding. Other studies that focused on some 
cultural contexts generally used additional explanatory information to identify the 
respondent’s heritage or other socio-economic characteristics. Such examples include Haener 
et al. (2001), Tuan and Navrud (2007), Mazzanti (2003), Hoyos et al. (2009) and Andersen et 
al. (2012) who identified cultural populations based on the respondents’ demographics. This 
approach is another possibility to compare cultural differences to answer environmental 
management questions.  
Haener et al. (2001) found differences between different respondent populations in their study 
of hunting attributes between the Metis hunters and First Nation hunters (both are indigenous 
populations) in Canada. The first group are more interested in obtaining meat while the latter 
prefer the experience of hunting and having undisturbed and traditional environments. Yet the 
authors could not confirm whether these preferences where culturally-based or not (Haener et 
al., 2001). Tuan and Navrud (2007) applied both CVM and CE methods and found that 
covariates of higher income, younger age and knowledge and satisfaction from people’s visits 
to My Son temples in Vietnam were indicative of them being more likely to support 
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restoration plans for the sites. They also included separated models for local and foreign 
visitors but this was not a formal comparison between the WTP estimates for these two 
groups as their main interest was on testing the differences between the SP methods. Mazzanti 
(2003), in the context of cultural heritage and cultural services in the Galleria Borghese 
National museum in Rome found that co-varying the nationality (either Italian or foreign) 
with the CE attributes had a statistically significant impact on the parameters of the model. 
Italians are less sensitive to entrance fees, prefer longer visits and are more interested in 
additional services than other visitors. Hoyos et al. (2009) found that people with Basque 
identity are willing to pay more for the protection of the natural environment. Similar to 
Māori culture in New Zealand, the environment plays a large role in Basque cultural 
traditions. 
In a recent New Zealand study Andersen et al. (2012) evaluated differences in preferences 
between Māori and non-Māori values towards freshwater resources (Waikato Lake water 
management). A reason for these differences could be that different cultures may hold and 
assign different values to natural resources (Adamowicz, 1998a). The attributes of Andersen 
et al.’s study were based on Kerr and Swaffield (2007) and Kerr and Sharp (2008) studies and 
included general water resource characteristics which were not cultural specific. The cultural 
impact was captured in differences between Māori and non-Māori samples as well as 
capturing respondents’ cultural and environmental identities. These identities were measured 
by a list of attitudinal type questions with likert-scale options. The key finding of this study 
was that there are potentially more similarities than differences between the Māori (23% of 
the respondents) and non-Māori population. This was based on the finding that the separate 
models for the different populations did not offer a superior model fit compared to a pooled 
model (i.e. both samples). Māori ethnicity was found to have a significant influence on the 
preference towards the (unhealthy) riparian vegetation attribute while cultural identity had a 
significant influence on water clarity. In addition, a high connection with environmental 
identity was a significant determinant in the latent class model estimation. One limitation of 
this study was the biased sample as it was recruited from university students and may not 
represent the general population. 
The Andersen et al.’s study can be used to inform this thesis as how to identify cultural and 
environmental users for the objective of testing the differences between the user groups of 
water (Sections 2.6.2 and 4.6.1). Other studies have acknowledged the importance of the 
cultural values in water management in New Zealand; however, they have not included a 
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specific attribute. For example, Marsh and Phillips (2012b) used stakeholder consultation to 
rank 19 different freshwater resource related characteristic to select the final attributes in their 
CE. The cultural values attribute was ranked 16th and thus it was not included in the CE. Kerr 
and Swaffield (2007) acknowledged the cultural values in their initial attribute development 
yet in the final CE these values were embedded into other water attributes. In the last example 
Marsh et al. (2011) included eels (which are important to Māori food gathering) as one 
indicator species of ecological health; however, this was not associated with mahinga kai 
cultural values in their study.  
3.5.2 Citizen versus consumer problem in stated preference studies 
Freshwater is a resource that embodies both public and private good characteristics and as 
such can provide benefits for individual well-being or well-being for society as a whole. 
Whether the respondents value a good from personal or societal point-of-view can be an 
issue.  
Conventional economic theory underlying stated preference methodology assumes that the 
individual responses are based on private consumer preferences (Blamey et al., 1995; Howley 
et al., 2010). However, Sagoff (1998) argues that when making choices related to 
environmental policy people may often adopt a citizen’s or wider society’s point-of-view. 
This contrasts to valuing market goods where people are more likely to adopt a private 
consumer’s point-of-view (Nyborg, 2003). Sagoff recognised the significance of these 
different social roles:  
“As a citizen, I am concerned with the public interest, rather than 
simple the well-being of my family ... however ... in my role of as a 
consumer, in other words, I concern myself with personal or self-
regarding wants and interest; I pursue the goals I have as an 
individual” (Sagoff, 1988, p. 8).  
This becomes problematic if the consumer WTP is aggregated to reflect a total benefit for 
society, for example when applied to CBA (Blamey et al., 1995; Howley et al., 2010; van 
Rensburg et al., 2002). Instead of two objective (motivational) functions, as shown by Sagoff, 
there should really be a single objective function (Blamey et al., 1995), or if the individual has 
two preference orders these might be in conflict (Nyborg, 2000). Problems associated with 
this dichotomy include that values derived in one context may not replicate to another (citizen 
to consumer, or vice versa) and may unsuitable in CBA as this requires an aggregation of 
consumer preferences (Nyborg, 2000). Another criticism has been that respondents taking into 
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account their own, as well as others benefits may cause undercounting or double counting 
issues or, if the level of concern for others varies, the aggregated WTP may be meaningless or 
produce perverse policy recommendations (Blamey et al., 1995).  
Following Sagoff (1988), many authors are interested in this dichotomy. For example, Keat’s 
(1994) contrasting argument shows that citizen’s and consumer’s roles are shared by 
individuals and are not distinguishable, and so asking people to totally detach their private 
interests when doing the valuation from the citizen perspective may be an overly optimistic 
request. Keat suggests that Sagoff’s idea of the tension between citizens and consumers may 
also be seen as a tension within these values. If the latter is true, the different roles of citizens 
and consumers may be misleading (Keat, 1994). Likewise, Blamey et al. (2000b) see that this 
distinction might be somewhat blurry, in which one example is that the citizen’s view 
represents something the consumer is not, among other ambiguities. The latter authors suggest 
a continuous spectrum to better distinguish the two views where respondents fall somewhere 
on this spectrum. 
Some authors also investigate citizen and consumer tensions in relation to altruistic motives. 
For example, Suh and Harrison (2006) argue consistent with Keat, that instead of citizen and 
consumer tensions, people can derive disutility for others’ loss meaning they have altruistic 
motives. In the literature, different types of altruism have been recognised. First is pure 
altruism. This means the person is motivated solely by an interest in the well-being of the 
recipients from their generosity, hence it is about the service provided and not how it is 
funded (Crumpler & Grossman, 2008). In other words, people derive utility from other’s 
utility (Suh & Harrison, 2006). Second is impure altruism. This includes both altruistic and 
egoistic motives for giving where givers benefit from the “act of giving” (warm glow) and is 
impure as it includes selfish motives (Andreoni, 1989; Crumpler & Grossman, 2008; Suh & 
Harrison, 2006). Third type of altruism is genuine altruism, fourth is individualistic altruism, 
fifth is individualistic altruism and sixth is intrinsic altruism (Suh & Harrison, 2006). In 
genuine altruism people care about utility for others and no personal utility is gained. In 
paternalistic altruism people care about the service itself but not about utility for others. In 
individualistic altruism people receive value for knowing that others benefit from the resource 
but do not care how or in which manner. Finally, in intrinsic altruism people care about “the 
state of world” and not people’s well-being.  
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Incorporating altruism into the citizen and consumer question has two perspectives. On one 
hand, Blamey et al. (1995) sees that altruism may reduce, but not eliminate, the difficulties 
with the citizen’s perspective. Rolfe and Bennett (1996) comment that they do not see an 
issue with double counting (as in Blamey et al., 1995) if it makes a person better off when 
taking into account others’ well-being as this can increase the utility of the benefits while, on 
the other hand, Curtis and McConnel (2002) use Blamey et al.’s citizen model of voting 
contrasting this with private preferences and altruism. 
Recent research has linked the citizen perspective to the payment vehicle. Morrison and 
Hatton MacDonald (2011) speculate that if the chosen payment vehicle uses a reallocation 
model (i.e. government budget is reallocated to fund the projects) instead of typical levy (in 
this case, levy on income tax to fund projects), this can change respondents’ preferences 
towards a citizen’s perspective. This speculation was based on their finding of the WTP to 
improve biodiversity by increasing scrubland that was insignificant in the model with the levy 
payment vehicle (at the lower income level) but significant in the reallocation model (at the 
lower income level) – thus indicating that while people at the lower income level were not 
willing to pay taxes for the scrubland improvement they might be willing for government to 
reallocate funding for this improvement (Morrison & Hatton MacDonald, 2011).  
Finally, Nyborg (2000) argues that question wording or framing can have an important 
influence on the valuation results; and instead of altruism leading to different preferences 
between two respondents, this could simply be a result from different interpretation of the 
context. In order to interpret the estimated WTP, the study context should be clear. Focusing 
on the CVM, Nyborg (2000) argues that question framing can have an influence on the 
context of which frame of mind people use for survey responses, and if they are unsure they 
will search for these contextual cues. Importantly, researchers should try to ensure the same 
response frame of mind across respondents to ensure validity (Nyborg, 2000). In general, this 
means the concern of respondent motivation (i.e. what perspective they adopt) relates to the 
impact on the estimated WTP values. This information is relevant for those who apply the 
WTP estimates for example to policy analysis. 
Testing the dichotomy and findings from the literature in SP studies 
A number of empirical studies have tested Sagoff’s dichotomy using a number of methods 
such as different motivational question framings either between or within the surveys, using 
embedded altruism or using some other assumed factors to reveal people’s motivation when 
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responding to a SP survey. These studies are summarized and presented chronologically in 
Table 3-4 next pages.  
Table 3-4: Stated preference studies: Citizen vs. consumer differences (1995 – 2010) 
Authors Study 
context 
Survey method Citizen v consumer 
testing 
Findings (WTP) Dichotomy 
exists 
Blamey et al. 
(1995) 
 
Preservation 
values for 
Forests, 
Australia 
CVM mail survey Explanatory citizen 
and consumer 
variables 
The standard 
consumer variables 
(price and income) 
are insignificant in 
most cases. The 
pure citizen 
variables all except 
one were strongly 
significant 
Environmental 
preservation is 
dominated by 
citizen 
judgements. 
Brouwer et 
al. (1999) 
 
UV-
exposure, 
New Zealand 
CVM interviews Question framing WTP is higher for 
the public good 
(i.e. citizen or 
wider public 
benefits) than 
private good (i.e. 
consumer 
behavior). 
Yes 
Curtis & 
McConnel 
(2002) 
 
Deer 
managemen
t policy, USA 
CVM telephone 
survey 
Assumption of vote 
against the deer 
control is “citizen’; 
vote in favour to 
deer population 
control is “consumer 
(self-interest)”. 
Three WTP questions 
which of two 
compared existence 
of altruism  
No evidence for 
different between 
consumer and 
citizen WTPs. 
No 
van 
Rensbrug et 
al. (2002) 
Forest 
managemen
t, UK 
CVM interviews Ask WTP (generally). 
Then rating of 9 
forest landscape 
attributes, first from 
personal view and 
then from 
society/future 
generations view. 
The rankings where 
used as explanatory 
variables in the two 
different (citizen and 
consumer) 
regressions. 
Relative WTP was  
insensitive to 
citizen/consumer 
views 
Partial (greater 
for some 
attributes than 
others). 5 
attributes out of 
11 are different; 
but not much 
difference in 
WTPs 
Ovaskainen 
& Kniivilä 
(2005) 
Conservatio
n areas 
reservation 
programs, 
Finland 
CVM mail survey Three different 
question framings in 
one survey: 1) 
consumer WTP 2) 
citizen WTP and 3) 
citizen WTP with 
added information 
Consumer stated 
WTP lower than 
citizen stated WTP.   
Yes 
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Table 3-4: Stated preference studies testing citizen vs. consumer differences (1995 – 
2010) (continued) 
Author and 
study 
context 
 Survey method Citizen v consumer 
testing 
Findings (WTP) Dichotomy 
exists 
Suh & 
Harrison 
(2006)  
 
Ski fields and 
natural park, 
Korea 
CE interviews
 
  
Embedded (pure) 
altruism using skier’s 
travel time attribute. 
Split sample between 
hikers and skiers  
Preference 
weights differ 
between two 
populations. 
Point estimate for 
hikers is lower 
than skiers hence 
hikers do not 
derive disutility 
No/Not clearly 
Álvarez-
Farizo et al. 
(2007)  
River water 
quality, Spain 
CE citizen jury  Individual choice 
experiments vs. 
collective choice 
experiment 
Personal choices 
have lower WTP 
than collective/ 
citizen choices 
when identified 
by “pecuniary” 
and “altruism/ 
public sector” 
dummy. 
Aggregated 
results did not 
support 
dichotomy. 
Partial: only 
when allow 
difference on 
motivation (i.e. 
self-interest = 
commercial 
interest vs. 
altruism = 
works in public 
sector) 
Mill et al. 
(2007) 
 
Forest type, 
Ireland 
CVM: Interviews Ranking the 
attributes from 
different views 
(respondents are 
asked first personal 
view and then citizen 
view). Then 50% 
were assigned to 
personal and 50% to 
social WTP question. 
Personal and 
social WTP differ. 
However, the 
direction differ 
(i.e. which WTP is 
higher) 
depending on the 
forest type. 
Yes 
Howley et al. 
(2010) 
 
Conservation 
of natural 
landscapes, 
Ireland 
CVM, Interviews Question framing: 
encouraged to take 
either citizen or 
consumer  view 
No difference in 
overall WTPs. 
No 
 
Early research by Blamey et al. (1995) showed some differences in citizen and consumer 
responses as their results were dominated by citizen judgements and this set up a need for 
further research. Blamey and colleagues’ results are based on a re-estimation of existing data 
by assuming some variables to be explanatory of a consumer model (e.g. income, price) and 
some of a citizen model (political attitudes regarding the balance between environmental 
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protection and economy) (Table 3-4). This citizen model in particular, has faced criticism. 
Rolfe and Bennett (1996) argue that it is hard to identify or measure citizens’ values (do we 
really know that people express citizen values and with what intensity) while the consumer 
model is a narrow definition of individual preferences. In addition, although Blamey et al.’s 
model is justified as the respondents may make different choices according to the setting, 
Rolfe and Bennett (1996) are still doubtful that this model is inconsistent with Sagoff’s 
distinction about the incentives why people make these different choices.  
Since the Blamey et al. (1995) study, findings in the literature have been somewhat mixed. 
Brouwer et al. (1999) have found evidence that WTP differences are higher with the public 
good than with the private good (Table 3-4). This study examined the ultra-violet exposure-
related health risks where sun screen represents a consumer good and funding for technology 
improvement represents a public good (i.e. wider public benefits), and each respondent’s 
WTP was elicited for both types of good. Similarly, Ovaskainen and Kniivilä (2005) found 
statistical evidence of WTP differences, being lower for consumer WTP for the conservation 
areas (Table 3-4). Their study included three questions in a single survey where the first was 
to reveal personal WTP; the second was a referendum choice to reveal citizen WTP and the 
third question was testing the citizen view, being equivalent to the first question but with extra 
information given about the economic impacts.  
Some studies have found partial evidence for the dichotomy. In the UK forest management 
context, van Rensburg et al. (2002) asked respondents to rank eleven environmental attributes 
from both motivational perspectives. These attributes were then used as explanatory variables 
in the citizen and consumer models. The authors found that even though there is a difference 
in consumer and citizen preferences in some (five out of eleven) attributes, these preferences 
may diminish when enquiring about WTP (as indicated by the relative insensitivity of the 
WTP amounts estimated for two separate models, citizen and consumer) (Table 3-4). Based 
on that study, Mill et al. (2007) focused on forest management, but in contrast they asked 
respondents explicitly to take only one view (a split sample analysis) (Table 3-4). Mill et al. 
(2007) found a difference between personal and social WTP regarding forest management 
valuation but the direction can vary according to the forest type. In another context, Álvarez-
Farizo et al. (2007) applied a citizen jury approach where respondents were asked to answer 
the choice sets individually and collectively in separate sessions. They found little evidence 
for different WTP if individuals’ motivation was based on self-interest (i.e. commercial 
interest) or altruism (i.e. working in the public sector). However, when they compared the 
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aggregated results from the individual choice making session to the collective choice making 
sessions the difference became insignificant (Table 3-4). In contrast, Howley et al. (2010) 
could not distinguish between consumer and citizen WTPs in the context of natural 
landscapes conservation (Table 3-4). They used split sampling for the WTP question in the 
personal point-of-view and the WTP question in the citizen point-of-view. 
Findings from studies incorporating altruism are also mixed. Curtis and McConnel’s (2002) 
results could not distinguish between consumer and citizen WTPs in a deer management 
context. They focused on consumer values driven by altruism by asking three questions in 
their CVM: first enquiring if people wish to see a reduction in the deer population, second 
enquiring about their WTP for this reduction and third re-asking if people wish to see 
reduction in the deer population but now from their personal point-of-view. The different 
responses for the first and third questions identified people with altruistic motives (i.e. 
consumer preferences with altruism) and if the answers were similar then the respondent used 
a citizen motivation. In another study incorporating pure altruism, Suh and Harrison (2006) 
assumed that individuals derive utility or disutility from the another’s utility; in this case, 
hikers are assumed to derive disutility from skiers’ disutility due to a loss of a ski field for 
environmental improvements. However, they found that hikers’ implicit price for additional 
travel time was lower than skiers’ WTP (Table 3-4), which lead to the conclusion that hikers 
do not derive disutility (no altruism) whereas hikers form a “citizen role”. Hence it may be 
inappropriate to draw a line between citizen and consumers as they may act as both (Suh & 
Harrison, 2006). The authors conclude that this provides more support for Keat’s argument 
than Sagoff’s argument. 
These varied results show that while some study designs are sensitive to respondent 
motivation and hence issues in the interpretation of the results, other studies do not. As Curtis 
and McConnel (2002) concludes, the difference in WTP indicates that the dichotomy matters 
and if there is no difference in WTP the method is suitable for valuation no matter what 
preferences are expressed. This diversification of the results suggests also that more research 
is required. The citizen versus consumer issues is common to all NMV methods; however, the 
literature review indicated that there are relatively fewer CE examples compared to CVM.  
A number of CVM studies have tested the citizen-consumer dichotomy using different 
motivational framing (i.e. citizen’s point-of-view and consumer’s point-of-view) for the WTP 
questions in split sampling or single survey approach. In contrast,  CE  involves more 
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complex framing effects as besides the framing of the valuation task, this involves also the a 
the attributes and their levels, the alternatives with a possible status quo alternative, the 
payment vehicle and “the warming-up question” prior to CE are presented (Rolfe & Bennett, 
2001). Rolfe and Bennett (2001) and Rolfe et al. (2002) tested framing effects in CE focusing 
on rainforest protection by varying the attributes and attribute levels in a split-sample 
approach. These variations resulted in differences in substitutes (location attribute) and range 
of substitutes (type of vegetation besides rainforest). The findings included small differences 
in presentation can lead to changes in model parameters and that, overall, framing effects in 
CE may be more complex than what is often thought. Rolfe et al. (2002) also note that while 
small differences in CEs (i.e. substitutes) led to framing effect it does not mean always that 
larger differences (i.e. range of substitutes) would lead to larger framing effects.  
3.6 Conclusion 
This chapter reviewed the non-market methodology, how to apply it in practice and some 
empirical examples. The chapter started with a review of the two main NMV methods, 
revealed preference and stated preference. The SP method was preferred here as the non-use 
values of the resource can be included. Of survey based SP methods, discrete choice 
modelling was preferred approach to elicit relative preferences of freshwater and it was 
selected mainly so that the multiple trade-offs can be explored. Thus DCM was chosen to 
assess WTP for the freshwater attributes. In addition, the different attribute level 
combinations can be used to show welfare impact from the change from status quo where the 
changes are based on different irrigation scenarios relevant for policy. 
The chapter reviewed the required steps for the practical implementation of DCM such as 
statistical experimental design or considerations about which econometric model to use in 
analysing the data. This included definition of the choice alternatives and attributes and which 
type of statistical experimental design to be used in the choice set generation. A common 
approach has been D-efficient design with point priors (i.e. DP-efficiency). Preferred 
econometric models in this thesis include MNL for the initial assessment while the RPL and 
EC models are used to capture preference heterogeneity. Which model fits the data best is an 
empirical question.  
A literature review of empirical studies were conducted for each study objective. First, the 
complexity of the CE and the related fatigue effect were discussed in the context of the 
statistical experimental design. Fatigue and complexity can be an issue as although designed 
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to be statistically efficient, the choice experiment may not be respondent efficient and hence 
respondents may make more inconsistent choices. This can be detected in increasing error 
variance (lower scale) at the end of CE. Second, this chapter included a literature review of 
cultural valuation using DCM. Examples included studies from Australia, Europe, Asia, and 
North-America focusing on a range of issues such as water resources, land development, 
hunting, wetland protection and cultural heritage sites. In New Zealand, there were few 
relevant examples (e.g. Andersen et al., 2012). This thesis is the first CE study conducted in 
New Zealand that includes a cultural specific attribute. While other CE studies have 
acknowledged the importance of the cultural values in freshwater management in New 
Zealand, they have not included this specific attribute. Finally, the studies testing the citizen 
and consumer dichotomy were reviewed. These studies focused on whether the respondents 
value goods or resources from personal or societal point-of-view as this can be an issue in SP 
studies. This included review of relevant CVM and DCM applications.  
The next chapter describes the empirical application within this thesis that adopts the methods 
described in this chapter.  
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Canterbury Rivers: The choice experiment application  
4.1 Introduction 
This chapter describes the empirical application of the choice experiment (CE) reported in this 
thesis. The CE approach has been applied to a case study of Canterbury rivers where scarcity 
of water quantity and quality exist. As studied in Chapter 2, the Canterbury freshwater 
resource has many conflicting uses. In particular the current and proposed expansion of 
irrigation and conversion to dairy, and the impact of these on water quality is an issue. While 
“Canterbury rivers” in total were the subject of the study, the Selwyn River data were used in 
specifying the attributes as it was considered that these should be based on real data where 
possible. Of the Canterbury rivers, Selwyn had the most comprehensive scientific information 
from the future irrigation scenarios.  
The CE was used to elicit the relative preferences for the multiple uses of water. Data were 
obtained from a survey comprising four parts: attitudinal questions regarding Canterbury 
rivers, CE choice sets, CE follow-up questions and respondent demographics. The survey was 
constructed to accommodate testing of the study objectives. The first objective includes 
identification and estimation of the values and trade-offs that the general public in Canterbury 
hold for various freshwater attributes by user groups. This objective also includes valuation of 
the cultural attribute which is a main objective of thesis. For the second objective, this survey 
explores the consumer versus citizen issue in environmental valuation. The last study 
objective addresses a number of related issues in the CE literature (choice consistency, 
fatigue, choice complexity, utility balance, choice set ordering) and links them all. This 
includes a proposed design that is hypothesised to improve choice consistency by taking into 
account the fatigue effect. It has been noted there is a possible gap between statistical 
efficiency and respondent efficiency in CE (e.g. Johnson, 2006; Louviere, 2002). 
4.2 Research design of the choice experiment 
As mentioned earlier, implementing choice modelling includes seven steps (see Section 
3.2.2). Firstly, for step 1, the decision context related here Canterbury rivers and the choice 
alternatives in this study are defined as possible water management outcomes. These 
management outcomes are based on the irrigated land area and how this would impact on 
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rivers in Canterbury and, thus, society’s well-being. Three choice alternatives are offered to 
the respondents, where one is status quo (Option A, Option B and Status quo). This structure 
is typical in environmental valuations (Ferrini & Scarpa, 2007). The attribute selection (step 
2) is presented next in this chapter including the focus group results and literature review. 
This is followed by statistical experimental design (step 4). The next section, Questionnaire 
development (step 3), includes the descriptions how to accommodate the study objectives in 
the survey. This is followed by reviewing the methods for calculating welfare estimates and 
for testing the differences between different samples. This chapter finishes with the overview 
of the final survey and sampling method. Steps 6 and 7 (model estimation and policy analysis) 
are left for the remaining Chapters 5 and 6. 
4.3 Focus group report 
A focus group was held with nine people aged from 30 to 65 with the majority having lived in 
Canterbury most of their lives37. The main goal of this focus group was to inform the 
development of attributes and survey for this thesis. This included a discussion what different 
values people held for freshwater and then try to define these into policy relevant, measurable 
attributes. These attributes can be compared to attributes found in the literature to create 
uniformity. The focus group views were also used to develop the attribute descriptions.  
People’s concerns about well-being and sustainable water resource were discussed in the 
focus group. The post-it session38 resulted in a range of values and issues around freshwater 
including: drinking water, importance for well-being, pollution in water (e.g. algae), 
swimming and fishing, water safety for children and dogs, balance between increasing 
farming (dairying) and state of the natural environment and recreational use, farming (run-offs 
and effluent). The focus group participants also appreciated high quality food (“nice steak and 
milk”) that irrigation facilitates. Finally, people mentioned how the “clean, green” image of 
New Zealand seems a little fake, which implies observations of the degraded state of the 
resource. Interestingly, when asking about values around cultural issues, the participants 
noted both Māori and Pakeha perspectives, and when asking more about Māori values people 
seemed positive about them, although there were few detailed comments. 
                                                 
37 Attempts were made to organise another focus group session; however, this happened at a time when 
Christchurch and Canterbury people were dealing with post-earthquake issues and it was not easy to find people 
to volunteer in these sessions although incentives were provided. Therefore, the final attributes were only tested 
in a small number of qualitative interviews. 
38 People were asked to write on a post-it notes what different values and uses they can think of around water in 
Canterbury, and then these post-it notes were placed on the board for a group discussion. 
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The participants were also asked to group these multiple values under similar categories. 
These categories were then grouped under environment, financial, recreational, culture and 
payment attributes by the researcher. These were useful when developing the final attribute 
descriptions. The summary of the focus group findings can be found in Appendix A. 
4.4 Attributes 
The attributes were selected to represent the four elements of well-being (RMA 1991) and, 
where possible, were based on scientific data. The four elements of well-being provide a 
broad framework for the selection of water attributes: environment, financial39, social and 
cultural. The environmental attribute captures the river health and habitat; the financial 
attribute represents irrigation and industry; the social attribute captures recreational and health 
impacts; and the cultural attribute represent Māori values. Inclusion of all these elements is 
novel in the New Zealand studies, in particular, the cultural value of water. The measurability 
criterion (i.e. where possible, attributes are based on scientific data) assists in the status quo 
level definitions. In this way, (i) the policy relevancy is assured, (ii) measurability increases 
realism, while (iii) the relevancy of the attributes is comparable to focus group views.  
A combination of approaches was used for attribute seeking. Initial scoping included a 
literature review of CE studies conducted in Canterbury and elsewhere in New Zealand (2007 
to 2012) and other relevant scientific literature such as technical reports by ECan and the 
Ministry for the Environment. The initial attributes and attribute measures were then 
compared to the outcomes from the focus group discussion. Finally, a number of interviews 
with people from varying backgrounds were conducted in order to clarify which attribute 
measures were preferred and better understood.  
Financial attribute 
This attribute reflects the contribution that water use makes to the economy. The focus group 
described water as an essential resource for a variety of commercial uses (farming, 
hydroelectricity and tourism among others) and opinions on how to measure this included 
changes in employment or production. While there are several different commercial uses of 
water, irrigation has a particularly significant impact on Canterbury’s economy and it 
provides diverse economic benefits. For example, Ford (2002) compared population 
                                                 
39 Economic value of water is interpreted here as the financial value. This clarification is needed because total 
economic value (TEV) comprises a range of values, use and non-use, and in order to distinguish that this 
attribute makes only a partial contribution for TEV. 
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employment, income in the Waitaki region (irrigation for over 20 years) and the Rangitata 
area (largely dryland). Although the regions were similar in soil type, shape and location, the 
Waitaki was found to have higher population, better paying and/or full-time jobs, and higher 
household incomes.  
Previous choice experiment applications have typically measured the contribution to the 
economy by the impact on employment. Depending on study objectives the impact on 
employment has been framed as either a gain or loss of jobs (Andersen et al., 2012; Bell et al., 
2012; Kerr & Swaffield, 2007; Marsh & Phillips, 2012a,b) or a reduction of jobs in relation to 
the current situation (Marsh, 2012; Marsh & Baskaran, 2009). 
Alternative measures for the financial attribute were also reviewed. In one example, Baskaran 
et al. (2009) included another type of relationship to land use changes with an attribute of 
Water use for irrigation; however, this attribute was linked to detrimental impacts on 
environment rather than beneficial impacts on the economy. In another example, one could 
use the change to a regional economy (i.e. growth unaffected or reduced) as a measure of 
financial impact. This type of attribute was used by Andersen et al. (2012) as an alternative 
measure for cost as there was a concern of difficulty for Māori placing a dollar value on 
water. However, this may overlap with the payment vehicle thus not considered in this thesis.  
Based on the previous CEs and focus groups, the change in employment was considered as an 
appropriate measure of the financial attribute. The change in employment can be presented as 
an increase in percentages or in an absolute number of jobs. The scenario of additional 30,000 
hectares irrigated land area is expected to increase the total on farm employment by 
approximately 40 per cent, dairy farm employment by 56 per cent and sheep and beef farm 
employment by 12 per cent in the Selwyn-Waihora zone40 (ECan, n.d. a). The people 
interviewed preferred to see absolute numbers as they did not know the reference point for 
percentage increases. Previous CEs in Canterbury have used absolute numbers of jobs, as 
follows: “-25 jobs”, “No change” and “+25 jobs” (Kerr & Swaffield, 2007); and “-250 jobs”, 
“No change”, “+250 jobs” and “+500 jobs” (Marsh & Phillips, 2012a,b). In contrast, the jobs 
attribute levels in this study are based on Saunders and Saunders (2012) who modelled the job 
impact at 173 jobs for 30,000, or 0.0057714 jobs per hectares of irrigated land area. These 
numbers are based on the Hurunui catchment.  
                                                 
40 Changes in employment (Scenario +30,000ha/Current): Total: 2500/1800 = 1.38; Dairy: 1220/780 = 1.564; 
Sheep & Beef 820/730 = 1.123 (ECan, n.d. a, p.4 Table 2).  
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Environmental attribute 
The next attribute reflects the environmental element of well-being. Land use intensification 
has impacted largely on aspects of the environmental quality of freshwater including water 
quality, habitat quality and biodiversity. Land use intensification has increased nutrient 
concentrations in run-offs (Carey et al., 2004) and decline in biotic indices (Niyogi et al., 
2007). Therefore, increases in irrigated land area and conversion to dairy are often associated 
with increase in nitrate levels in waterways and there is a concern that if the current 
management practices continue, the nitrate concentrations in groundwater will continue 
increasing (Lilburne et al., 2010; PCE, 2013). Nitrates occur in different forms in the 
environment and these different forms are used in different indicators, including chronic 
protection values or drinking water standards (ECan, 2009; Hickey & Martin, 2009; 
Stevenson et al., 2010). According to Meredith et al. (2003) focusing only on chemical 
samples can be insufficient to measure of the quality rivers and streams and the ideal would 
be to combine information from the biological indicators (e.g. biotic and ecology metrics) as 
well as physical habitat (e.g. the structure of the banks and vegetation) as an overall measure 
of the ecological or ecosystem integrity and conditions.  
Kerr and Swaffield (2007) reviewed a number of water resource related CE studies world-
wide and found the common environmental attributes are species numbers, presence of 
vegetation, types of vegetation, water clarity and some metric of chemical composition. These 
have been included in previous New Zealand examples including:  
• Seasonal water flow; water quality; water clarity; and streamside vegetation (Kerr & 
Swaffield, 2007); 
• Water clarity; and performance of various water quality measures (Marsh, 2012; 
Marsh & Baskaran, 2009); 
• Water clarity; and performance of various water quality measures combined with 
presence of native fish and eels (Marsh et al., 2011);  
• Ecological health; salmon and trout; and overall tributary water quality (Marsh & 
Phillips, 2012a,b);  
• Water clarity; fish habitat; and native stream side vegetation (Kerr & Sharp, 2008), 
• Natural character of rivers (Bell et al., 2012); 
• Riverbank vegetation; and ecosystem health (Andersen et al., 2012); 
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• Nitrate leaching to waterways (Baskaran et al., 2009); and 
• Ecology; and river flow (Tait et al., 2011,2012). 
In the Canterbury studies, Kerr and Swaffield (2007) included four environmental indicators; 
of these, water quality reflects also the recreational uses (water quality as safe to swim and 
not safe to swim). Marsh and Phillips (2012a,b,) included three attributes that reflect 
environmental quality: a river’s life-supporting capacity for ecological health, a river’s life-
supporting capacity for salmon and trout, and tributary water quality as an overall measure. 
Some of these attributes covered multiple values such as salmon and trout, which are 
indicator species of water quality but are also significant for recreationalists (e.g. anglers). 
Baskaran et al. (2009) and Takatsuka et al. (2009) used a nitrate leaching to waterways 
attribute (for cropping farms and dairy farming) with the different levels of reduction or no 
change from the current level. Finally, Tait et al. (2011, 2012) included ecology and river 
flow attributes where the ecology attribute was based on Macroinvertebrate Community Index 
(MCI) (Stark & Maxted, 2007a,b).  
Studies elsewhere in New Zealand have also included multiple environmental attributes. 
Marsh (2012) and Marsh and Baskaran (2009) combined several water quality indicators41. 
Marsh et al. (2011) used an expanded version of this attribute including indicator species of 
eels, bullies and smelt. These combined attributes are sometimes unavoidable if one wishes to 
reduce the number of attributes. Kerr and Sharp (2008) included water clarity, fish habitat, 
and stream side vegetation attributes for the Auckland streams. Bell et al. (2012) used a 
natural character attribute for three Tasman rivers and Andersen et al. (2012) included 
riverbank vegetation and ecosystem health attributes. In the latter, ecosystem health was 
described in the number and type of fish, shellfish, birds and aquatic plants and include thus 
include the importance for both Māori and non-Māori. This literature review indicates that the 
environment has multiple elements and combined attributes are sometimes unavoidable. It can 
also be challenging to find independent attributes for water as they may reflect many uses 
such as environment, recreation and culture.  
In this thesis, the MCI approach from Tait et al.’s studies was chosen as this measures state of 
environment in a single attribute which has actual data available. MCI communicates the 
result of the stresses on the environment and, thus, can capture the impacts on water quality 
                                                 
41 Dissolved oxygen, pH (measure of the acidity or alkalinity of water), turbidity, total ammonia (type of nitrate), 
temperature, total phosphorus and total nitrogen 
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and habitat from the changes in land use. This is aligned with the discussion from the focus 
group, as they felt that the environment can be described as a resource for plants and animals 
(habitat) and pollution is a threat to this. This provided the attribute description. Pilot testing 
also considered MCI as a simpler measure of water quality than, for example, nitrate levels. 
This aligns with Stark and Maxted’s (2007b) comment that instead of using multiple physical 
indicators of water quality (nitrate being one of them) MCI captures the overal state of the 
river or stream health. Likewise, Tait et al. (2011) noted that the level of nitrates and other 
pollutants have a meaning for scientists whereas for the general public the pollutant per se 
does not cause disutility but its impacts on ecology do. 
The final attribute levels used categories from poor to excellent habitat quality and that QMCI 
(quantitative version of MCI) was used as a level description as the interviewed people prefer 
this over the larger scale (Table 4-1). An example of the performance of QMCI at the Selwyn 
River can be seen in Figure 4-1. This illustrates how water quality is generally better in 
upland (Whitecliffs) compared to the lowland rivers (Coes Ford). These data can be used to 
define the status quo level for the environmental attribute.  
Figure 4-1: QMCI scores for the Selwyn River at Whitecliffs  
(upper catchment) and Coes Ford (lower catchment) 
 
Source: Golder Associates (2011, p. 19 Fig. 10) 
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Table 4-1: MCI and QMCI score categories 
MCI score QMCI score Meaning  
120 to 200 6 to 8 Excellent Clean water 
100 to 119 5 to 6 Good Doubtful quality or possible mild pollution 
80 to 99 4 to 5 Fair Probable moderate pollution 
0 to 80 0 to 4 Poor Probable severe pollution 
Source: Stark & Maxted (2007b) 
Recreational attribute 
The next attribute reflects the social element of well-being. There are a wide range of social 
impacts related to water management issues and land use changes such as changes in 
demographics and social structure, and recreational effects. The demographics and social 
structure can include changes in farm ownership, community, infrastructure and management 
while recreation-related issues include changes in water quality and quantity, impacts on 
people’s perceptions (e.g. water clarity and aesthetics) and fishing opportunities (Taylor et al., 
2012). Out of these, the decision was made to focus on the recreational dimension. Health is a 
subcategory as contact with polluted water can cause risk of getting sick (e.g. high E.coli 
bacteria concentration) (Pond, 2005). The focus group feedback aligned with this as the 
participants noted the importance of rivers for recreation while also overall well-being, 
upbringing and morals were mentioned as part of social elements. 
The recreational opportunities provided by Canterbury rivers include swimming, fishing, 
picnics, and kayaking, and the majority of the previous choice experiments regarding 
freshwater in New Zealand have included at least one recreational attribute including:  
• Swimming water quality: water pollution according to Australian and New Zealand 
Conservation Council (ANZECC) guidelines and Water clarity (Kerr & Swaffield, 
2007);  
• Swimming water quality: probability of health warning signs and Water clarity 
(Marsh, 2012; Marsh & Baskaran, 2009); 
• Percentage of E.coli readings that are satisfactory for swimming, Water clarity and 
Presence of trout (yes/no) (Marsh et al., 2011);  
• Suitability for swimming and recreation based on ECan standards and Life supporting 
capacity of salmon and trout (Marsh & Phillips, 2012a,b);  
• Likelihood of getting sick from contact recreation (Tait et al., 2011, 2012);  
• Number of swimming days, Boating days (including kayaking) and Conditions for 
native fish & fishing (Bell et al., 2012);  
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• Water clarity and Water quality for drinking, swimming or fishing (Andersen et al., 
2012); and 
• Water visibility for recreational fishing (Beville, 2009). 
It seems that swimming is the most commonly used of the recreational attributes. Other 
measures, such as overall water quality and trout and salmon, may overlap with other 
attributes (e.g. environment or culture).  
A common indicator of water suitability for swimming and other contact recreation is low 
counts of E.coli bacteria. However other factors are also important including the amount of 
water (depth) and the visual appeal (clarity); so a composite indicator (e.g. 
clarity*depth*E.coli) would be an ideal measure for the attribute but does not exist. As 
another alternative, the suitability for recreation grade (SFRG) combines E.coli bacteria and 
sanitary measures and the SFRG assessment of popular swimming sites in Canterbury is 
publicly available at ECan’s website (ECan, 2012e). This measure is divided into five 
categories ranging from very good (satisfactory for swimming at all times) to very poor 
(avoid swimming at all times). A number of interviewed people considered SFRG categories 
simpler to understand than the E.coli bacteria levels. This is similar to what was found with 
the environmental attributes (MCI categories vs. nitrate level “numbers”). This left SFRG as a 
preferred final attribute measurement. The SFRG can be translated into choice set attribute 
levels in a variety of ways. First possibility is simply to use the categories from very good to 
very poor as illustrated in Table 4-2. 
 
Table 4-2: Suitability for Recreation Grade (SFRG) categories 
Grade Explanation 
Very good:  Site is satisfactory for contact recreation at all times. 
Good:  Site is satisfactory for contact recreation for most of the time. 
Fair: Site is generally satisfactory for contact recreation, although there are potential sources of 
faecal material. 
Poor:  Generally site is not suitable for contact recreation. 
Very poor:  Avoid swimming, direct discharges of faecal material. 
Source: Environment Canterbury (2012e) 
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Second, SFRG could be related to how often people can use the popular sites as the SFRG 
categories can be translated into numbers of swimming days. This can be done by calculating 
the number of times that the sample measured exceeded the recreational guideline (550 
E.coli/100 ml) over all the sampled years and sites. For this thesis, the ratio (%), as seen in 
Table 4-3 is calculated as follows42: 
the number of exceeded values
number of total samples
. 
This percentage value was then related to 90 days, which is the assumed length of summer in 
the Canterbury region.  
Table 4-3: Number of swimming days 
Samples exceeding guideline value Number of swimming days  
in summer 
SFRG grading 
0% - 1.4%  89 to 90 days Very good 
0% - 2.2%  88 to 90 days  Good 
6% - 8%  82 to 85 days  Fair 
11% - 14%  77 to 81days  Poor 
30% - 38%  56 to 63 days Very poor 
Source: Approximate counts from Environment Canterbury (2012e) 
Using the number of swimming days in the choice experiment could provide interesting 
information for policy makers as it would generate a WTP estimate for an extra swimming 
day in Canterbury. Marsh et al. (2011) and Bell et al. (2012) used a similar attribute in their 
Waikato River and Tasman Rivers studies. However, in this thesis it was unclear how this 
attribute would be understood by the wider public. For example, Bell et al. (2012) found this 
attribute to be insiginificant and wondered if people had difficulty in considering a reduction 
in swimming days. Another issue was the level definitions:  the “very poor” description states 
to avoid swimming at all times whereas the number of swimming days includes satisfactory 
swimming days (i.e. E.coli < 550/100 ml). This is due to the variability of the E.coli measures 
and that the SFRG categories takes into account also sanitary assessment.  
SFRG has been used to assess a range of popular swimming sites in Canterbury. Therefore, a 
simple definition is the percentage of river sites that are suitable for swimming and other 
contact recreation based on ECan (2012e) assessments. The attribute levels were defined on 
the basis that zero per cent of rivers are recently graded very good and 14 per cent are graded 
good, as observed in the council website (ECan, 2012e) and report (ECan, 2008). The 
                                                 
42 There might be measure error as the calculation was done manually using the graphs from ECan (2012e). 
118 
 
maximum level reflect the freshwater management target that aims to have at least 80 per cent 
of the popular swimming sites suitable for contact recreation by 2012, with an expected 
positive trend by 2040 (Canterbury Water, n.d.). 
Cultural attribute 
The next attribute reflects the cultural element of well-being. Cultural well-being, as part of 
the “quadruple bottomline” of New Zealand policy planning, is led by indigenous people 
(Māori) although it also includes non-indigenous values (Dalziel et al., 2006). The cultural 
attribute here is defined as Māori values for water, as the western or Pakeha values are largely 
reflected in the other dimensions (Winstanley & Lange, 2008). The role of water in Māori 
culture is highly important. Water is taonga or mana that provides and sustains life; inherited 
from the ancestors, the current generation is expected to respect and protect the resource for 
the future generations (TRONT, n.d.). Māori are concerned about the impacts of human 
activities and how, for example, pollution can degrade waterways’ physical and spiritual 
elements. Even though the cultural element is recognised at the decision making level 
(Canterbury Mayoral Forum, 2009), there is some level of confrontation with existing 
management methods that are largely led by western science and bio-physical standards (Tipa 
& Nelson, 2008). 
Previous Canterbury studies regarding freshwater have not included a clear and specific 
cultural heritage attribute. In one example, Kerr and Swaffield (2007) included a discussion of 
CHI as part of their attribute development, however, the different elements of this index (e.g. 
water sediment/clarity and quality, riparian vegetation and river flow features) were reflected 
in the other attributes of this study. In other New Zealand studies, Marsh et al. (2011) 
included a composite attribute of water quality and presence of native, fish and eels attribute 
but the emphasis was on quality of water rather than the cultural importance. Andersen et al. 
(2012) focused intensively on Māori values alongside the environmental values of water; 
however, they included no Māori culturally-specific attribute. 
Internationally, a number of CEs have focused on cultural heritage in different contexts 
including water resource and land development management impacting on indigenous values; 
hunting; wetland protection, farming and rural landscapes; and visitors to cultural heritage 
museum sites. While some studies use a single culturally-specific attribute among other 
attributes (Birol et al., 2006a; Campbell, 2007; Carlsson et al., 2010, 2011; Colombo et al., 
2009b; Rolfe & Windle, 2003; Zander & Garnett, 2011), some studies focus either on overall 
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resources (Haener et al., 2001; Hoyos et al., 2009) or culturally related attributes only 
(Mazzanti, 2003; Tuan & Navrud, 2007). Examples of the cultural specific attributes include:  
• Conditions of waterholes important to Aboriginal people at Tropical rivers in 
Australia  (Zander et al., 2010); 
• Cultural heritage (farm buildings and practices) related to upland hill farming 
conservation in England (Colombo et al., 2009b); 
• Impacts of management practices on old farm buildings and historical features in 
Ireland (Campbell, 2007); 
• Protection of Aboriginal cultural sites related to irrigation development in Australia 
(Rolfe & Windle, 2003); 
• Share (%) of unprotected ancient remains in water/at cost relate d to improvements 
in lakes and streams in Sweden (Carlsson et al., 2010, 2011); 
• Recovery and conservation of cultural heritage related to rural development 
programs in Spain (Domínguez-Torreiro & Soliño, 2011); and 
• Research and education that includes information of culture that may be derived 
from the existence of wetland in Greece (Birol et al., 2006a). 
This thesis aims to include a culturally-specific attribute and therefore a number of cultural 
health measure for freshwater were reviewed. Takiwā site assessment and SHMAK (Pauling 
et al., 2007) share elements with the environmental attribute and, hence, would be too similar. 
A Cultural Health Index (CHI) includes three interrelated but separate components of site 
status, its mahinga kai value and stream health (Tipa & Teirney, 2003), of which mahinga kai 
differs most from western science as no western science method exists to measure mahinga 
kai (MfE, 2006a). Thus, this would not be replicated by other attributes. Eels are one 
important mahinga kai species, however, they were not considered further as they may make 
some users of water such swimmers uncomfortable and, thus, could impact on the recreation 
attribute; thus, this was excluded to remove causality effect. Finally, COMAR is a tool of 
cultural data with 19 indicators (Tipa & Nelson, n.d.). However, the emphasis of COMAR is 
the river flow which is is out the scope of this thesis. Also, many of the 19 indicators can 
overlap with other attributes and the COMAR assessments are not readily available.  
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In this thesis, mahinga kai is selected as a measure of the cultural attribute. The mahinga kai 
food gathering standard has been set as a water quality monitoring tool in the future policy 
targets (Canterbury Water, n.d.), which supports the policy relevancy of this attribute 
measure. The final description of cultural attribute is based on Tipa and Teirney (2003) and 
case study examples (MfE, 2006a).  
Payment vehicle 
Finally, a payment vehicle is needed in the CE in order to calculate WTP for the different 
attributes. The selection of the payment vehicle is crucial as it defines the context for 
monetary valuation (Morrison et al., 2000). A typical practice is to use cost for households, in 
forms of taxes or rates (Table 4-4). Another option could be a reallocation payment attribute. 
Bell (2008) used a broader description of the payment reallocation method with government 
funding (i.e. not including any specific programmes) with levels of $0 and $2 million a year. 
However, there was not enough variation and they had to change the payment method to a 
special tax for households including levels of $0, $25, $50 and $100 per household a year for 
next three years. Morrison and Hatton MacDonald (2011) mentioned that although focus 
groups and field surveys supported the idea of using tax reallocation models in the 
environmental studies (“the reason taxes are paid”), choice modelling surveys are not always 
designed to have people valuing their willingness-to-pay to be reallocated payments between 
different public goods. 
The cost of managing environmental improvements (i.e. environmental dividends) paid by 
households could be also measured at different levels (e.g. regional or district) or cost could 
be divided between properties (e.g. shared cost between district wide households, region wide 
households and per irrigated land area) (Community involvement, 2012). For example, the 
estimated cost (over the next 20 years) for the improvements in the Selwyn-Waihora water 
management zone would be higher per household at district level ($893) than at the regional 
level ($52) while the shared cost would be higher per 300 hectares of irrigated land compared 
to the cost per households (Community involvement, 2012, p. 19).  
As another alternative, one could use change to a regional economy, as in Andersen et al. 
(2012); however, this may overlap with the financial attribute that was defined earlier in this 
chapter as changes in jobs. Although the impact on jobs can be considered as a public good, 
there is a chance that some respondents could associate this with a payment vehicle if the 
regional economy indicator would be used. Therefore, out of these options, rates are 
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considered the most appropriate as they are local unlike income taxes, and water resource 
management are included in rates. Findings from focus group participants were consistant 
with these considerations. The previous CE studies in Canterbury, as presented in Table 4-4,  
can be used to guide the definition of the attribute levels. As shown in this Table, these 
studies have used rates by decreasing or increasing them up to $200 per year. This gives a 
possible range of the levels. No change ($0) was selected for the status quo level. The 
maximum level ($125) was chosen to be between the maximum levels from most recent 
studies that were ranged from $90-$200 (Table 4-4). The other levels are a linear combination 
of these amounts. 
 
Table 4-4: Payment vehicles in water related choice experiments in Canterbury  
Payment attribute description levels (NZ$) Reference 
Increase in rates per year 0, 15, 30, 45, 60, 75, 90  Tait et al., (2011, 2012) 
Annual payment to a regional council for the next 5 
years 
10, 30, 60, 100 Takatsuka et al. (2009) 
Loss of year household income ($ per year for the 
next 5 years) 
0, 30, 60, 100 Baskaran et al. (2009) 
Increase or decrease in local or national taxes. Cost 
per year, for the next 10 years. 
-50, 0, +25, +75, +200 Marsh &Phillips (2012a,b) 
Extra cost to your household each year 0, 50, 100  Kerr & Swaffield (2007) 
 
Summary 
Table 4-5 summarises the final attributes and their levels. Overall, the status quo levels are 
assumed to be no change in management practices and, thus, reflect the assumed conditions of 
the rivers in the future. This is similar to Marsh (2012). Therefore, the status quo level for 
number of jobs and cost is No change (zero). At this level NZ$0 for the payment attribute is 
applicable only for the status quo option as changes in management are assumed to increase 
costs. The status quo levels for the other attributes were based on scientific data, were 
possible, at the Selwyn River. First, the water quality and habitat attribute was based on 
QMCI, which varies according to river type (Hayward et al., 2009) and according to Golder 
Associates (2011) (see Figure 4-1 in Section 4.4) the QMCI has been as low as two at the 
Selwyn River which reflects poor quality. With the expectations of worsening water quality 
with the current water management, this level was set as fair. The status quo for swimming 
water quality using the SFRG-based assessment grades 14 per cent of river sites as either 
good or very good (ECan, 2008, p. 23 Fig. 2.23; ECan 2012e). Therefore, approximately 20 
per cent of the swimming sites at rivers are currently in a good or very good condition. 
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Finally, the cultural health (based on combination of assessments including Takiwā, CHI, 
SHMAK, E.coli measures and fishing surveys) has been recognised mainly to be either 
moderate or poor in South Island (Canterbury Mayoral Forum, 2009). Takiwā assessment at 
the Selwyn River (lower Selwyn huts) has been scored moderate while the E.coli levels have 
been exceeded the shellfish standard (Pauling & Arnold, 2008). This gives the level of below 
average for the cultural mahinga kai attribute. 
The final attribute descriptions used in the survey are presented in Appendix C. It should be 
noted, first, that these status quo levels, although based where possible on the scientific data, 
are still hypothetical. Secondly, focusing the survey on multiple rivers makes the definition of 
these status quo levels difficult. There is also a possibility that the respondents perceive the 
status quo differently and that the status quo alternative is not seen as neutral with the other 
two choice alternatives (Marsh et al., 2011). 
 
Table 4-5: Summary table: Final attributes levels 
Attributes Attribute levels 
 Hypothetical alternatives  
A and B 
Hypothetical status quo 
alternative 
Number of jobs (based on irrigated land 
area: -30,000 ha, No change, +30,000 ha, 
+60,000 ha) 
 -173, 0 (No change), +173, 
+346 
0 (No change) 
 
Water quality and habitat (based on QMCI) 
 
 
 Poor, Fair, Good, Excellent,  Fair   
Swimming water quality (SWQ): % of 
popular swimming sites graded good/very 
good in quality based on SFRG 
0%, 20%, 40%, 60%, 80% 20%  
 
Cultural health index (CHI): Customary 
Māori food gathering  
 
Poor, Below average, Average, 
Above average, Exceptional 
Below average 
 
Cost to Canterbury households (NZ$/year) 
 
 
+25, +50, +75, +100, +125 0 (No change) 
ha = hectares; QMCI = The Macroinvertebrate Community Index (MCI) and its variants of Quantitative MCI 
(QMCI); SFRG = Suitability for Recreation Grade  
 
4.5 Statistical experimental design generation 
The choice experiment design used a fractional factorial DP-efficient design with point priors. 
This design is commonly used in the environmental valuation literature (Ferrini & Scarpa, 
2007). The use of prior values faces critique about the subjectivity of using “best guesses”, 
nevertheless, recent literature has shown how the D-efficiency (D-error) increases (decreases) 
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when moving further from zero beta priors (Rose & Bliemer, 2009). Moreover, according to 
Huber and Zwerina (1996, p. 314): “the analyst is better off being wrong about priors than 
disregarding them completely”. These prior values are also needed if one aims to explore 
structural differences such as information about utility balance (Huber & Zwerina, 1996).  
The final design attributes are JOBS (Number of jobs), QMCI (Quality of habitat), SWQ 
(Swimming water quality: % of sites suitable for swimming), CHI (Food gathering/mahinga 
kai) and COST (increase in rates). A total of 15 choice sets were chosen in order to elicit 
fatigue effect as studies have shown that fatigue can occur from the 10th set onwards.  
The point prior values were formed on the basis of the previous Canterbury CE studies (Kerr 
& Swaffield, 2007; Marsh & Phillips, 2012a,b; Tait et al., 2011, 2012) by looking at their 
averages for the relative attribute weights. Overall, these are only consultative values as none 
of the studies used exactly the same attributes or attribute levels. These priors can be found in 
Appendix B. All priors except ‘COST’ were assumed to be positive. Also, the prior value for 
the cultural attribute was assumed to be positive and relative to other values. This decision 
was purely subjective as no other choice modelling studies had such an attribute. 
Causal-effect concerns were taken into account in two ways. First, some two-way interaction 
terms were included in the design: QMCI*CHI, SWQ*CHI and QMCI* SWQ. This ensures 
the estimation of these interactions. Second, the design was constrained to exclude unrealistic 
level combinations, such as exceptional QMCI but poor mahinga kai (CHI). The assumptions 
for the unrealistic combinations excluded are listed in Table 4-6 and these include, first, that 
an increase in the number of jobs results from increases in irrigation. This causes more run-
offs and thus increases in nutrient and E.coli concentrations in waterways (Carey et al., 2004; 
ECan, 2011b; PCE, 2012). The consequences are then potential reductions in biotic indices 
(Niyogi et al., 2007) and swimming water quality (ECan, 2012e). In addition pollution can be 
harmful for mahinga kai species, in particular if there are sudden changes (NIWA, n.d. b). 
Therefore, the increase in jobs is constrained to not occur together with the highest level of 
the environmental, recreational and cultural attributes and, vice versa, a reduction in jobs is 
constrained to occur together with the lowest level of the environmental, recreational and 
cultural attributes. 
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Secondly, reduction in QMCI implies a reduction in water quality, such as the existence of 
algae, pollution or sediments. As mentioned earlier, water pollution can be harmful for 
mahinga kai species, therefore, the second constraint includes that a lower than excellent 
QMCI also implies a lower than exceptional mahinga kai; and a higher than poor QMCI 
implies also higher than a poor mahinga kai. Algae blooms, which are harmful for contact 
recreation, are not captured in SFRG health43 (ECan, 2012e) therefore swimming water 
quality is not constrained by QMCI.  
Finally, the microbiological assessment in SFRG includes measurement of E.coli and high 
E.coli levels are unsafe for shellfish/food gathering (Pauling & Arnold, 2008). This results in 
the last constraint: lower than 80% of good/very good quality swimming sites implies also 
lower than exceptional mahinga kai; and in contrast, that higher than zero swimmable sites 
also implies higher than poor mahinga kai. 
Table 4-6: Matrixes design constraints 
Attribute Quality of habitat Swimming water quality: Sites 
suitable for swimming (SWQ) 
Mahinga kai 
 If … Then ….   
JOBS -173 QMCI ≠ Poor  SWQ ≠ 0% CHI ≠ Poor 
 + 173 or + 346 QMCI ≠ Excellent  SWQ ≠ 80% CHI ≠ Exceptional 
QMCI > Poor  - - CHI > Poor 
 < Excellent - - CHI < Exceptional 
SWQ > 0%  Mahinga kai > Poor - CHI > Poor 
< 80% Mahinga kai < Exceptional - CHI < Exceptional 
 
 
The final design included two change alternatives, management options A and B, and the 
status quo alternative with fixed levels. The design was constructed using N-Gene software 
(ChoiceMetrics, 2012). An example of a choice set is shown in Figure 4-2. 
  
                                                 
43 SFRG is a combination of E.coli and sanitary assessments. The sites can have additional warnings for algae 
besides the SFRG (ECan, 2012e). 
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Figure 4-2: Example of a choice set 
 
4.6 Questionnaire development 
This subsection includes the questionnaire development. This describes how the study 
objectives for this thesis were accommodated in the survey. In addition, the debriefing 
questions for the CE are described in last part of this subsection.  
4.6.1 Study Objective 1: Multiple and conflicting uses 
The first part of this objective focuses on the different use types of Canterbury rivers 
including the cultural importance of water and preferences across different users. The key 
interest was to explore the relative preferences of attributes. The second part of this objective 
focuses on the different groups of users and how their values may differ. Following Andersen 
et al. (2012), different user groups can be identified in the set of likert scale statements that 
include a range of statements with a scale from very important to very unimportant. In 
addition, a “don’t know” option was included. The presumed groups include Farmers (and 
other commercial use of water), Environmentalists, Recreationalists, Māori and Non-users. In 
contrast to Andersen et al. (2012), who included environmental and Māori culture identities 
with 14 and twelve statements each, this study uses four or five statements each group to 
minimise the overall survey length.  
The statements assigned for each group can be seen in Table 4-7. The statements used to 
identify farmers (and other commercial uses of water) include the concepts from Chapter 2. 
The environmental identity statements were mostly selected from Andersen et al. (2012) and 
Awatere (2008), and from the focus group feedback. The recreation group statements are 
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based on the MfE (2004b) recreational survey. The survey concluded that there are generally 
two types of recreation: “low-cost, low-energy, low-skill-required, and convenient activities” 
and “higher cost, higher level of technical skill and equipment, and time demanding 
activities”; while also the recreational sites should be accessible (either easy and convenient; 
or isolated for the specific forms of activities) (MfE, 2004b). Water quality was added as a 
valid concern as well for this group. The Māori identity statements are adapted from Andersen 
et al. (2012) and Awatere (2008). The statements related to the non-user group were based on 
the NVM methodology where the total economic value includes non-use values of existence 
value, bequest value and altruistic value. Thus the statements for non-users were framed to 
reflect these values. Lastly, drinking water quality was added on its own to make the set 
complete as this is important for everyone.  
There are different ways to generate groups from likert-scale statements. For example, 
Andersen et al. (2012) scored each individual in relation to their connection with nature while 
Māori identity groups were classified using a cluster analysis. In this study each statement is 
judged by a scale from very important to very unimportant (or don’t know) as follows: 
  Very important    5  
  Important     4  
  Neither important nor unimportant  3  
  Unimportant     2  
Very unimportant   1  
Don‘t know    0  
 
Each respondent is then allocated to the group with the highest average score. Potential group 
overlapping is taken into account; if two groups score equally this is considered to be 
overlapping grouping (e.g. if the environment score and the recreation score are both 4 then the 
person is then an Environmentalist*Recreationalist).  
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Table 4-7: Likert-scale statements used for the user group identification 
What is the level of importance to you of each of the following uses of water? 
Group Statement Reference 
Farmers (and 
other commercial 
use of water)* 
• The efficiency of irrigation and other commercial uses of 
water is… 
See Chapter 2 
• The contribution of farming to economy and community is...  
• The contribution of irrigation to creating jobs is...  
• The contribution of irrigation to meet or maximise the 
production goals is... 
 
• Although, there may be pollution from farming and other 
commercial uses of water, these uses are... 
 
Environmentalist • Environmental protection of Canterbury rivers is... Andersen et al. 
(2012); Awatere 
(2008); Focus 
group 
 • For my personal wellbeing, the state of Canterbury rivers is... 
 • Understanding the impacts on human actions to environment 
and water quality is... 
 • I think that maintaining the “Clean green image” of New 
Zealand is… 
 
 • Making sacrifices for the sake of reducing pollution in rivers 
are… 
 
Recreationalist • Water quality for recreation, e.g.  swimming, is... 
• Access to the rivers for recreation is... 
• For me, the use of rivers for recreation (e.g. for walking, 
picnicking, swimming) is… 
• For me, the use of rivers for specific water sports (e.g. fishing, 
kayaking) is… 
MfE (2004b) 
  
  
  
Māori • Knowledge of local Māori names of waterways is… 
• For me, hunting, gathering or collecting food/kai are… 
• Meaning of Māori values in how I live my life are… 
• For me, knowledge and speaking Te Reo Māori (Māori 
language) is … 
• For me, involvement with iwi or hāpu is… 
Andersen et al. 
(2012); Awatere 
(2008) 
 
 
 
 
Non-users • Knowing that the rivers exist and are in satisfactory quality is... 
• Knowing that the rivers exist and are in satisfactory quality for 
others to use and enjoy them is... 
• Preserving the rivers, even if people must compromise their 
current standard of living, is… 
• Allocating some of the water available for commercial use to 
future uses that we don't yet know about is…  
Bateman et al. 
(2002); Birol et al. 
(2006); Linstead 
et al. (2010); 
Sharp & Kerr 
(2005) 
 
 
 
All groups • Drinking water quality is…  
*Farmers (and other commercial use of water) was labelled as Commercial agriculture in Chapter 2. 
4.6.2 Study Objective 2: Citizen versus consumer 
The second study objective of interest was the preference heterogeneity related to whether 
people use a citizen or a consumer motivation when answering the choice experiment. In 
order to study this citizen versus consumer debate, previous choice experiments have used 
several approaches. Álvarez-Farizo et al. (2007) used three citizen jury44 sessions where the 
first two sessions were framed in order to reveal a self-interested perspective and the last used 
                                                 
44 A citizen jury is a small group of people representing the generic public who are invited to discuss the topic 
(Álvarez-Farizo et al., 2007; Kenyon, Nevin & Hanley, 2003). 
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collective decisions to reveal citizen values. Participants were encouraged to talk about the 
issue with friends and family between the sessions. This approach may benefit from a well-
informed group of people who can be easily guided to answer from the right point-of-view, 
hence, their preferences can be revealed more accurately (Kenyon et al., 2003). However, the 
small sample may not be statistically representative of the wider community while the small 
groups may also suffer from the influence of dominant members (Kenyon et al., 2003). 
In another example, Suh and Harrison (2006) tested if the individual’s (consumer’s) 
preferences are influenced by altruism in choice experiments. They assumed that individuals 
derive utility or disutility from others’ utility: hikers are assumed to derive disutility from 
skiers’ disutility due to a loss of a ski field, located in the same natural park. Choice 
modelling, according to the authors, is suitable as it forces the respondents to trade-off 
between attributes and these observed changes between attributes can then reflect the 
respondent’s motivation. In particular, the additional travel time (to another ski field) is 
assumed to capture the pure altruism effect.  
This thesis adopts a method familiar in the CVM literature in which the framing of the WTP 
question can trigger the respondents motivational view (Nyborg, 2000; Blamey et al., 2000b) 
which then provides a different motivation for individuals (Sagoff, 1988). In general, the 
framing is “the way that survey respondents might view or ‘frame’ the trade-offs being 
presented to them” (Rolfe & Bennett, 2001). In this study, question framing is considered as 
the introduction to the CE with the addition of a cheap talk script. The wording for the final 
question framing is modified from Howley et al. (2010), Mill et al. (2007) and Ovaskainen 
and Kniivilä (2005) (Table 4-8) and are, as follows: 
Consumer framing 
‘Please select the management option you prefer in each of the following 15 set of 
options. We are interested in your personal opinions so please consider the benefits and 
disadvantages of the alternatives solely from the point of view of your own welfare.’ 
and “cheap talk” reminder 
‘Which management option do you prefer? Remember, we are interested in your point 
of view. Please also remember that even this is made-up, there could be real impacts 
on the rates if changes in management happen’   
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Citizen framing 
‘Please select the management option you prefer in each of the following 15 set of 
options. We are interested in your opinions as a citizen, thinking the society as a whole 
and keeping in mind the future generations. So please consider the benefits and 
disadvantages of the alternatives for the society as a whole.’ 
and “cheap talk” reminder 
‘Which management option do you prefer? Remember, we are interested in your 
views while considering the society as a whole. Please also remember that even this is 
made-up, there could be real impacts on the rates if changes in management happen.’  
Table 4-8: Consumer and Citizen framings: contingent valuation examples 
Authors Consumer view: Citizen view:   
Mill et al. (2007, p. 644)
  
“We are interested in your personal 
opinions... ” 
“Would you now think about the same 
characteristics from the point of view of 
society as a whole … and keeping in 
mind the interests of future 
generations” 
 
Howley et al. (2010, p. 
1526) 
 
“Bearing in mind the importance or 
unimportance … for you personally” 
“Bearing in mind the importance or 
unimportance … for society as a whole” 
Ovaskainen & Kniivilä 
(2005, p. 385) 
“Consider the pros and cons of the 
alternatives solely from the point of 
view of your own welfare” 
“Consider the pros and cons of the 
alternatives as a citizen from the point of 
view of your own welfare as well as the 
whole society” 
 
A split sample approach was used; half of the respondents received a survey with citizen 
framing and half with consumer framing. Split sampling was used because changing the 
response perspective (i.e. question framing) during the survey could be unnoticed by the 
respondents and, thus, impractical.  
4.6.3 Study Objective 3: Method of ordering the choice sets 
The third study objective adds to the literature of complex choice sets and fatigue effects by 
testing the order of the choice sets. The repetitive structure of CE can lead to decision 
processes that do not adhere with some of the underlying assumptions and, for example, 
choice inconsistency is often linked to choice complexity and fatigue (Carlsson et al., 2012). 
The argument in this thesis is that choice sets can be ordered by their complexity of choice 
making leaving the easier choices last. In this way, it might be possible to ameliorate the 
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fatigue effect as people can make less complex choices at the end of the experiment when 
their focus may have reduced. Thus this objective links many related issues in the CE 
literature: the choice consistency which may be impacted by fatigue effects; choice 
complexity which may increase fatigue; utility balance metric as a way to measure 
complexity; choice set ordering based on complexity to ameliorate the fatigue effect and thus 
improve choice consistency. The impact of choice consistency is of both academic and 
practical interest as this relates to the accuracy of the results (Louviere et al., 2008). 
One measure of complexity is utility balance and this can be used to propose a design that 
takes account of people’s tendency to get tired towards the end of the choice sets. Previous 
research has argued that if the degree of utility balance between alternatives increases, choice 
making comes more burdensome and the status quo option becomes more attractive, or 
respondents become less confident with their choices (Campbell et al., 2011a; Olsen et al., 
2011). These arguments are expanded in this thesis. One possibility is to order the choice sets 
so that the more burdensome choices are shown first, and the “easy” choices are left to last to 
make the evaluation under tiredness more respondent friendly. The complex choices are those 
with the more balanced (utility balance → 1). The easy choices are those with the lower 
degree of utility balance (utility balance → 0); if utility balance equals zero, this indicates a 
dominating alternative, thus the most straightforward choice. The order of the choice sets 
according to utility balance is referred to as a utility design. 
First, a standard Dp-efficient design with two alternatives was created where a status quo 
alternative was added afterwards. Next, the utility balance was calculated across all three 
choice alternatives as this can be used as a proxy for complexity (e.g. Campbell et al., 2011a).  
In contrast to Olsen et al. (2011) and Campbell et al. (2011a), utility balance was calculated 
using the design priors and not estimates from the observed data.  
As in Campbell et al. (2011a), utility balance (UB) is calculated as follows: 
 UB = 1,..,
Pr( )
(1/ )
J
i j
J
i
J
=
∏
. (4.1) 
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Now, equal probabilities (Pr(i) = 1/J) for alternatives J provide UB = 1, that are “tough 
choices”:  
3
1/ 3*1/ 3*1/ 3 1
(1/ 3)
=    when J = 3 
and dominating probability for alternative j (Pr(j) = 1) provides UB = 0, that are “easy 
choices”: 
3
1*0*0 0
(1/ 3)
=  when J = 3. 
The utility balance was calculated using the simple MNL model 
3
1
exp( )Pr( )
exp( )
i
i
i
Vi
V
=
=
∑
 
where i i iV xβ= , βi being the prior values used in the experimental design and x the observed 
level of the attribute. Note this calculation did not take into account the interactions across the 
qualitative attributes. The calculations were carried out using Excel 2010 and an example is 
provided below. 
This study used the following prior values in the experimental design: 0.3 for QMCI, 0.9 for 
SWQ, 0.04 for CHI and -0.02 for cost. For example, looking at the choice set 8 in Figure 4-3 
below, the observed utility V for alternative A is 
( )1 1 0.04* 173   0.3*4  0.9*5  0.04*5 - 0.02*50 2.02
K
V xβ= = − + + + = −∑ , 
for alternative B is 
2 2 0.04*0  0.3*2  0.9*3  0.04*2  -0.02*100 1.38
K
V xβ= = + + + =∑   
and for the status quo alternative is 
0.04*0  0.3*2  0.9*2  0.04*2  -0.02*0 2.48SQ SQ
K
V xβ= = + + + =∑ . 
Therefore, the probability for the alternative A is 
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3
1
exp( ) exp( 2.02)Pr( )
exp( 2.02) exp(1.38) exp(2.48)exp( )
i
i
i
Vi
V
=
−
= =
− + +∑
= 0.008266, 
0.24768 for the alternative B and 0.74406 for the status quo alternative. Other calculations are 
in Appendix B. As a result, the utility balance is 
UB = 1,.., 3
Pr( )
0.008266*0.24768*0.77406 0.42788
(1/ ) (1/ 3)
J
i j
J
i
J
= = =
∏
. 
The probability of selecting alternative A in the last set (number 15) is clearly highest 
compared to other alternatives and the choice is, therefore, theoretically straightforward. This 
can also be seen in visual comparison with most levels. In contrast, in the second choice set 
(number 9), two of the alternatives are equal in terms of the utility weights, hence, the choice 
may require a higher cognitive effort from the respondent.  
Moreover, utility balance is calculated using equation (4.1): 
UB for choice set 8 = (0.0083*0.2477*0.7441) / (1/3)3 = 0.04113 
UB for choice set 10 = (0.9999*0.0000*0.0000) / (1/3)3 = 0.0000 
UB for choice set 15 = (0.7513*0.2174*0.0313) / (1/3)3 = 0.1378 
Next, the choice sets were ordered so that the low degree of utility balance (i.e. the easy choices) 
were shown last: showing the choice set number 15 first, the choice set number 8 second, and 
the choice set number 10 last (Table 4-9). In order to formally test the impact of the order of 
the choice sets, two surveys with different choice set question orders were created. These 
surveys are labelled as utility design survey and control design (i.e. standard random order) 
survey. 
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Figure 4-3: Utility balance example 
 
 
Table 4-9: Ordering the choice sets in utility design and control design 
Utility design   Control design 
(Random order from NGene design) 
Choice set No. UB-balance*  Choice set No. 
15 0.1378090 More complex  1 
13 0.1327089   2 
8 0.0411279   3 
2 0.0232048   4 
9 0.0176629   5 
6 0.0162428   6 
11 0.0059886   7 
14 0.0000102   8 
12 0.0000093   9 
1 0.0000004   10 
3 0.0000004   11 
4 0.0000001   12 
5 0.0000000   13 
7 0.0000000   14 
10 0.0000000 Less complex  15 
*see Appendix B 
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4.6.4 Follow-up questions 
Follow-up questions were designed to validate some of the choice experiment results. The 
first follow-up question asked people about how difficult the choice sets were to evaluate. 
This can be used to indicate an initial observation of complexity. The second follow-up 
question confirmed what point-of-view (citizen or consumer) the respondents used in their 
choices. This can be used to validate Study Objective 2. The third follow-up question focused 
on attribute non-attendance and the fourth follow-up question enquired about the guiding 
attributes. The knowledge from these questions can be used to explain possible attribute non-
attendance. The final follow-up question explored potential reasons for status quo choices. 
4.7 Estimating the welfare measures 
A common aim in the choice modelling studies is the derivation of welfare measures which 
can be used in policy analysis (Holmes & Adamowicz, 2003). Based on consumer theory, 
how people trade-off one attribute to another can be calculated as the marginal rate of 
substitution (MRS) (Hoyos, 2010; Holmes & Adamowicz, 2003; Varian, 2006). A well-
known formula based on MRS for calculating the implicit price or willingness-to-pay (WTP) 
estimate is the ratio of the parameter estimate βk for a particular attribute and the parameter on 
the cost variable, which is assumed to be the marginal utility of income: 
WTP 
^ ^
k costβ β= −  
(Hanley et al., 2001; Hensher et al., 2005a; Holmes & Adamowicz, 2003). Based on MRS, 
replacing the βcost estimate for some other attribute estimate can be used to calculate the ratio 
of trade-offs between any two attribute elements (Colombo et al., 2009a; Kerr & Sharp, 
2008). This is useful if the researcher is interested in some non-financial trade-offs.  
Two alternative ways to derive the WTP estimates are unconditional and conditional 
approaches. In the unconditional distribution approach “each sampled individual is randomly 
assigned along the continuous distribution” (Hensher et al., 2005a, p. 621). In contrast, the 
conditional WTP estimates (common-choice-specific or same-choice-specific) uses 
information in which an alternative is chosen within a sample (Hensher et al., 2005a). In this, 
the mean of these conditional estimates are associated with the subsample where the 
respondents made same choices. 
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Accuracy of the WTP point estimates can be investigated with confidence intervals. 
Confidence intervals for the WTP estimates can be obtained for example by the Delta method 
or the Krinsky-Robb method. The delta method is used to calculate standard errors (Greene, 
2008) which can be then used to calculate confidence intervals. This method assumes that the 
WTP is normally distributed and symmetrical around its mean (Hole, 2007); however, this 
method has often been criticised in relation to its accuracy (Greene, 2008; Hole, 2007). The 
Krinsky-Robb (1986) method provides an alternative to the delta method. The Krinsky-Robb 
method is based on a large number of draws (e.g. 1000) taken from the asymptotic 
multivariate normal distribution utilising a simulation method (Greene, 2008; Hole, 2007; 
Krinsky & Robb, 1986). Unlike the delta method, this method does not require normally 
distributed WTP but that the coefficients are jointly normally distributed (Hole, 2007). The 
literature includes also other methods to create confidence intervals for the WTP estimates 
such as the Fieller method and the bootstrapping method (Hole, 2007; Krinsky & Robb, 
1991). These latter methods, however, have found to produce, in some cases, imaginery 
values (Fieller method) or they can be more computationally demanding (bootstrapping) 
(Hole, 2007; Krinsky & Robb, 1991).  
Consistent with Greene’s (2008) note, a typical practice in the empirical choice modelling 
studies seems to be the Krinsky-Robb method (e.g. Carlsson et al., 2011; Colombo et al., 
2009a; Domínguez-Torreiro & Soliño, 2011; Tuan & Navrud, 2007; Zander & Garnett, 2011). 
In practice, the Krinsky-Robb (1986) method utilises a simulation method to create empirical 
distribution for the parameters where a number of draws are taken from a multivariate normal 
distributions. The WTP ratio is then calculated for each draw and thus an empirical 
distribution can be created; if this distribution is normal, then the upper and lower levels for 
the 95 per cent confidence intervals can be calculated as average (WTP) +/- 1.96*standard 
deviation (WTP) (Krinsky & Robb, 1986).  
Moreover, the use of RPL models may complicate the derivation of the WTP estimates. This 
is because with random parameters the WTP estimate is a ratio of two random coefficients. 
For example, if the WTP is simulated from the ratio of the estimated distribution for attribute 
k and the cost attribute and, if the cost coefficient is arbitrarily close to zero resulting in large 
WTP estimates, this becomes problematic as the moments for the WTP distribution may be 
non-existent (Daly et al., 2012). One way to evade this issue is to specify the cost attribute as 
fixed. This makes the interpretation of the WTP ratio easier as WTP is now distributed in the 
same way than the kth attribute (Revelt &Train, 1998) and thus the point estimates can be used 
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for deriving WTP (Hensher et al., 2005a). Other ways to overcome this issue are to use a 
theoretically appropriate or finite distribution for the cost attribute, to use non-parametric 
estimation procedures, or to re-parameterise the model in the WTP space (Daly et al., 2012). 
Therefore, as Daly et al. (2012) note, the distribution for the cost attribute needs to be selected 
carefully to provide useful and meaningful WTP estimates for the policy analysis. 
Finally, the welfare measures include estimates for consumer surplus. In the environmental 
valuations one can estimate welfare impacts from changes over the status quo to the 
alternative option using compensating variation. Compensating variation is type of Hicksian 
consumer surplus, which is henceforth referred as compensating surplus (CS). This is defined 
as “the amount of money that must be given to or taken away from person to make him or her 
as well off after a change as they were before the change” (Holmes & Adamowicz, 2003, p. 
195). Thus CS is a conventional measure that communicates the impacts on society’s welfare 
due to changes in management or policy scenarios. The CS for choice experiment outcomes 
can be calculated as follows: 
 CS [ ]1 0
1
cost
V V
β
= − −   
where βcost is the marginal utility of income, V0 is utility before the change (i.e. status quo) 
and V1 is utility after the change (Hanley et al., 2013). 
The welfare measured calculated in this thesis include MRS based trade-offs and 
compensating surplus. The MRS based estimates are used to explore how people trade-off 
between different freshwater attributes, mainly to calculate people’s WTP for the attributes. 
The CS values are used to explore how the changes in the future land use (i.e. irrigation 
scenarios) impact on society’s well-being.  
4.8 Testing differences between the samples 
Testing the differences in preferences between different survey formats or samples contains 
typically two approaches. In the first approach, the Swait-Louviere (1993) test can be used to 
test the difference between two sets of data based on the scale differences where all 
parameters are considered together. This approach uses the MNL models which are specified 
identically for both data sets (from different sources), but where one set has a fixed scale 
(μ=1) and the other set has a variable scale (μ>0). Testing uses a standard likelihood ratio 
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(LR) test with the chi-square test statistic with K + 1 degrees of freedom (K being number of 
the parameters) as follows: 
LR test = 1 2 1 22[ ( )]LL LL LL+− − +       
where LL is the estimated log likelihood for the pooled data (LL1+2) and for the two separate 
data sets (LL1 and LL2) (Swait & Louviere, 1993). The two data sets are pooled (stacked) and 
the attribute weights are multiplied by the scale factor keeping the scale for one data set fixed.  
The null hypothesis is  
H0: β1 = β2 and μ1 = μ2 
and the testing of this occurs in two parts (Swait & Louviere, 1993). The first step is to test 
the equality of β1 = β2 (assuming μ1 = μ2); if this is rejected also the null hypothesis is rejected. 
If the null hypothesis cannot be rejected, the second step is to test the equality of μ1 = μ2. If 
this cannot be rejected it implies the data sets from different sources have similar preference 
structures (Tuan & Navrud, 2007).  
The second approach tests differences in preferences between the data sets by comparing the 
WTP estimates as they can isolate any differences in preferences that may exists between the 
models (Rolfe & Bennett, 2001). This is a convenient practice as the scale effects cancel out 
(Colombo et al., 2009a; Hess et al., 2012; Rolfe & Bennett, 2001; Train, 2003). Testing the 
differences in WTP commonly applies a form of convolution test (Poe et al., 2001, 2005). 
Compared to Swait-Louviere test (which requires a MNL specification and estimation of all 
parameters together), this test compares individual WTP estimates which can be derived from 
a range of choice models. The convolution test assumes two independent WTP distributions 
(X and Y) that have been empirically approximated using for example the Krinsky-Robb 
(1986) method and the test statistic is the difference between the distributions of X and Y (Poe 
et al., 2001, 2005). According to Poe et al. (2005), this test has an advantage over other 
comparisons such as non-overlapping confidence intervals or normality assumptions which 
are generally biased.  
4.9 Final survey and sampling 
The final survey was constructed as follows: starting with introductory questions about what 
people know and think about Canterbury rivers; and a list of likert-scale statements related to 
importance of different uses of water; the second part of the survey is the choice experiment 
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followed by five validating questions regarding the CE; the final part includes socio-
demographics and a place for feedback. In addition, in order to reduce some biases an 
example of a choice set (that is not included in the quantitative design or analysis) and an 
enquiry about attribute attendance were used. Four different surveys were created that differed 
first by question framing (citizen or consumer) and, secondly, by choice set ordering (control 
design or utility design): 
1. Citizen view with control design (Canterbury Rivers Survey A) 
2. Citizen view with utility design (Canterbury Rivers Survey B) 
3. Consumer view with control design (Canterbury Rivers Survey C) 
4. Consumer view with utility design (Canterbury Rivers Survey D) 
Otherwise the surveys are identical. An example of a final survey is in Appendix C.  
The survey target population was residents of Canterbury. The sampling frame was provided 
from the Electoral Roll of all Canterbury that includes approximately 399,000 people (7.2% 
Māori) aged over 18. The sample size of 2000 was chosen in expectation of getting at least 15 
to 20 per cent response rate45 which would then give a confidence interval of 95 per cent 
(Dillman, et al., 2009, p. 57). Of 2000 surveys, 1500 surveys were allocated to the general 
Electoral Roll list and 500 to the Māori Electoral Roll list. In order to get a representative 
sample, the allocation was geographically stratified into the different local authorities 
throughout the Canterbury region including Ashburton, Christchurch City, Hurunui, 
Kaikoura, Mackenzie, Selwyn, Timaru, Waimakariri, Waimate and Waitaki. The final 
sampling design is illustrated in Figure 4-4 below.  
  
                                                 
45 Fairweather et al. have conducted a nationwide longitudinal panel study of farmers’ attitudes and practices in 
farming. In their 2008 postal survey, they found that the response rate of 22 per cent dropped from 32 per cent in 
2005 survey (Fairweather et al., 2009, p. 17). 
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Figure 4-4: Sampling design 
 
 
The survey was mailed out in the first week of November 2012 and the reminder card was 
sent three weeks later. The respondents were able to reply either to the paper survey with a 
free-post return envelope, or complete the survey online. The online survey was administered 
in Qualtrics web survey tool. The two answering formats differ in that the online survey 
instrument did not let the respondents navigate back through the choice sets unlike with the 
paper format. An example of the complete survey and the reminder card can be found on 
Appendix C.  
4.10 Conclusion 
This chapter described the survey that was constructed to meet the study objectives. First, the 
introductory questions provided context for the choice experiment to evaluate all Canterbury 
rivers. In addition, the attitudinal statements were developed in order to define different user 
groups. The second part of the survey was the choice experiment. The CE attributes related to 
four elements of well-being and the literature review and the focus group were utilised in 
attribute selection. The main criteria were that the attributes could be measured with a single 
metric and that they were based on scientific data. A key feature in this CE was the inclusion 
of the cultural attribute. A Dp-efficient design was used to create 15 choice sets. 
In addition, split-sampling was used to test differences across four survey formats. The first 
split was between two CEs where one asked respondents to make choices from the citizen 
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point-of-view and the other asked the choices to be made from the consumer point-of-view. 
Another split-sample was conducted between two surveys where the order in which the 
choice sets were presented were different. 
The final parts of the survey included validating (i.e. follow-up) questions related to the CE 
and demographics. These questions can be used to assess whether the respondents answered 
the CE in the way it was expected and whether the sample was representative. The chapter 
finished with an overview of the final survey and sample size requirements.  
The next chapter presents the data-analysis and results for this survey. This includes 
descriptive analysis, choice analysis, testing of the study objectives and calculation of the 
welfare estimates. 
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Data-analysis and results  
5.1 Introduction 
This chapter presents the data-analysis and results for the Canterbury rivers choice experiment 
survey. The results are linked to the literature as discussed in the previous chapters. The first 
part of this chapter, the descriptive analysis, describes the number of the survey respondents, 
demographics of the sample and the results from the introductory survey questions (i.e. those 
prior to CE). The second part, the choice analysis, presents first the initial results of the choice 
data employing the MNL model. This is followed by testing the study objectives that employs 
the more flexible model assessments. The third part includes the choice analysis with welfare 
estimates. Unlike part two, this uses a pooled data set from all surveys. All survey data were 
entered into Excel 2010. The descriptive data-analysis was then completed using SPSS 20 and 
Excel 2010. The choice analysis employed NLogit 5.0 and Biogeme (Bierlaire, 2003). 
5.2 Part I. Descriptive analysis 
This part includes an overview of the responses, their demographic distribution and the results 
from the two introductory questions. 
5.2.1 Number of responses 
The overall response rate for the mail survey was 15.6 per cent (Appendix E). However, the 
initial response rate for this survey was relatively low and therefore the respondents for an 
additional online survey were recruited through three independent third-parties (ECan 
Selwyn-Waihora zone workshops, Envirotown Lincoln, Waihora Ellesmere Trust)46. As a 
result, a total of 312 completed surveys were usable for the choice analysis; of these 312 
surveys, 82 per cent were mail responses47. There was little difference in between the number 
of responses across the four survey formats as illustrated in Figure 5-1. This resulted in 
between 1110 and 1215 choice observations per survey as each respondent was asked to 
evaluate 15 choice sets. 
  
                                                 
46 The final response rate is unknown as only the amount of the mail survey invitations were under control by the 
researcher (the independent third parties send unknown number of invitations as they used their own email lists). 
47 All surveys: 255/312 = 0.817 (Appendix E) 
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Figure 5-1: Number of survey responses 
 
5.2.2 Demographics 
The demographics of the respondents are shown in Appendix E. A typical respondent was 
male and between 50 and 59 years of age; New Zealand European; held an undergraduate 
diploma, certificate or degree; was employed/self-employed; had $100,000 or more of total 
household income; and lived in the urban environment, typically in Christchurch. Quota 
sampling resulted, on average, in 11 per cent of Māori respondents including those who 
identified themselves as “Māori + New Zealander”. This is a slightly higher proportion than 
in the census data (7.2%) (Statistics New Zealand, 2006).  
Some between sample variations existed. For example, Citizen Survey A had slightly more 
female respondents, while most respondents in Consumer Survey D belonged in the 
categories of “highest education level” of high school and $60,000 to $80,000 of total 
household income per year. In addition, the proportion of Māori respondents was 14 per cent 
in Consumer Surveys C and D and eight per cent in Citizen Surveys A and B.  
  
Total of 
completed 
surveys 312 
Citizen 
survey
Control 
design 
(N = 74)
Utility design 
(N = 79)
Consumer 
survey
Control 
design 
(N = 78)
Utility design 
(N = 81)
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A comparison with census data (Statistics New Zealand, 2006) using the Chi-square test of 
goodness-of-fit48 showed that the sample was representative in gender (pooled data χ2[1] = 
2.986, p = 0.084), education (pooled data χ2[5] = 1.264, p = 0.868), and geographic spread 
(pooled data χ2[9] = 0.247, p = 1.000) but not in the proportion of Māori (pooled data: χ2[1] = 
7.762, p < 0.05) and age distribution (pooled data: χ2[7] = 170.226, p < 0.05) (Appendix E). In 
addition, the average total household income in Canterbury is $82,055/year (Statistics New 
Zealand, 2012b) and 16.9 per cent of the residents have total household income equal or 
higher than $100,000. In this overall sample, 15 per cent the sample stated their total 
household income was $80,000 to $100,000 and 27 per cent stated this was over $100,000 a 
year; hence it is possible that the higher income people were over-represented in this sample 
and thus the average WTPs may be overestimated. 
The respondents were also asked about the composition of their households (How many 
people live in your household?), their employment sector and whether they belonged to some 
groups or organisations (see Appendix E for details). Fewer than quarter of the respondents 
had children less than four years of age (from 14-23%) and fewer than half had children aged 
5 to 17 (22-39%). Of note, many people left this question unanswered. The respondents who 
chose the option “employed/self-employed” were also asked in which sector they currently 
worked. Overall, twenty per cent of all the employed/self-employed respondents belonged to 
the Agriculture, forestry and fishing -sector, and most of these respondents were involved in 
some type of farming or combination of farming types (Appendix E). Thus it is possible that 
the sample was over-represented by the respondents from this sector. Other common sectors 
included the Professional, scientific, technical, administrative and support services -sector 
(Citizen Survey A); the Construction -sector (Citizen Survey B); and the “Other-sector” 
(Consumer Surveys C and D). Finally, a total 76 respondents stated they belonged to some 
group/organisation (some in more than one), mostly Fish and Game. 
Little is known about those who did not return the survey, or why, because this study did not 
include a non-respondent analysis; although, some observations can be made from the 
returned surveys as in a total 85 of them were returned as “gone-no-address” (e.g. due to the 
Red Zone areas in post-earthquake Christchurch); and, in total, 44 surveys were returned but 
they were insufficiently completed and not able to be used in the analysis.  
                                                 
48 In a chi-square test, if the null hypothesis of the observed proportions equals the expected proportions it is 
rejected as the sample is not representative for this particular characteristic at the five per cent confidence level. 
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5.2.3 Answers to the introductory questions 
The first survey question enquired how familiar people were with the following Canterbury 
Rivers: Ashley, Clarence, Hurunui, Rakaia, Rangitata, Waiau, Waimakariri, Waitaki, Selwyn, 
Avon and Heathcote. In addition, respondents were able to state other rivers; these included, 
for example, the Opihi, Ashburton, Pareora, Halswell and Hinds rivers. Table 5-1 summarises 
the results of the question. Overall, as shown in Table 5-1, all rivers were well known and 
important to Cantabrians with “yes” answers ranging from 77 to 98 per cent and 59 to 92 per 
cent, respectively. The most recognised rivers were the Rakaia and Waimakariri; the most 
important rivers were the Waimakariri and Avon; and the most used rivers were the Rakaia, 
Waimakariri and Avon. The high proportion of people using these rivers were also reflected 
in the results of the knowledge and importance of these rivers. The use of rivers varied across 
the rivers and they included different types of recreational activities and amenity values, such 
as fishing, swimming, boating, walking and scenic values. Christchurch City rivers, the Avon 
and Heathcote, were known from walking or feeding ducks – or just being part of the city. A 
number of respondents did not specify any uses of rivers but rather considered all waterways 
important, or they held a variety of non-use values, such as past use values, existence values, 
option values, altruistic values or bequest values (see Appendix F).  
Table 5-1: Awareness, importance and use of the Canterbury rivers 
River Are you aware of this 
river? 
Is this river important to 
you? 
Do you use this river (e.g. fishing, 
swimming, photographing)? 
 yes no yes no yes no 
Ashley/Rakahuri 86.3% 13.7% 68.1% 31.9% 38.3% 61.7% 
Clarence 76.7% 23.3% 60.3% 39.7% 20.2% 79.8% 
Hurunui 92.5% 7.5% 70.0% 30.0% 31.9% 68.1% 
Rakaia 97.3% 2.7% 75.3% 24.7% 40.4% 59.6% 
Rangitata 90.8% 9.2% 66.0% 34.0% 25.8% 74.2% 
Waiau 80.1% 19.9% 59.1% 40.9% 19.9% 80.1% 
Waimakariri 97.3% 2.7% 83.2% 16.8% 52.8% 47.2% 
Waitaki 84.7% 15.3% 68.6% 31.4% 26.2% 73.8% 
Selwyn/Waikirikiri 88.8% 11.2% 65.4% 34.6% 28.0% 72.0% 
Avon/Ōtākaro 98.0% 2.0% 82.5% 17.5% 47.1% 52.9% 
Heathcote/Opawaho 88.0% 12.0% 69.3% 30.7% 27.8% 72.2% 
  Total (N) 286-299   242-275  236-265  
 
The second survey question provided some background information with 24 statements that 
considered the level of importance of various uses of water. This included statements relating 
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to environmental use, farming and other commercial use, recreation, Māori culture and ways 
to use water, non-uses of water and drinking water quality. The answer options were on a 
scale from very important to very important including a don’t know option. All survey 
formats showed similar distributions which were not surprising as the different formats were 
not included until the choice experiment; thus, these results were aggregated. The results for 
this question were analysed between the Māori and non-Māori respondents as the cultural 
valuation was one of the main interests of this thesis. The full list of these results can be found 
in Appendix G. 
The three most important factors in these results were, first, that uses of water were almost 
uniformly rated as very important by the majority of respondents. Drinking water quality is a 
typical example: this was rated very important almost by 90 per cent of the respondents and 
there was little difference between Māori and non-Māori (Table 5-2). Similar results were 
found within the environmental and recreational-related statements and most non-uses of 
water (Appendix G). 
Table 5-2: Example of a likert-scale question: “Drinking water quality is…” 
 Very 
important 
Important Neither important 
nor unimportant 
Total % (N) 
Māori 88.2% 8.8% 2.9% 99.9% (34) 
Non-Māori 89.6% 9.3% 1.5% 100.4% (269) 
 
Secondly, most variety was observed within the Māori culturally related statements (Figure 5-
2). While most Māori respondents rated these statements from important to very important, 
non-Māori selected a more neutral (neither important nor or unimportant) or unimportant 
option. For example, the knowledge of local Māori names for waterways was rated important 
over by 70 per cent of the Māori respondents but only by just over 30 per cent of non-Māori. 
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Figure 5-2: Māori cultural related statements around water and water use 
 
Thirdly, statements relating to farming and other industrial related water use also had a large 
number of other than very important or important answers, while the distribution between the 
Māori and non-Māori participants was similar (Figure 5-3). The largest proportion of the 
neutral neither important nor unimportant options were with statements about the 
contribution of irrigation to creating jobs, the contribution of irrigation to meeting or 
maximising production goals and possible pollution from farming and other commercial uses 
of water. This was also the case with one of the non-use value statements about “Allocating 
some of the water available for commercial use to future uses that we don't yet know about” 
(Appendix G), which might reflect an uncertainty about the future.  
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Figure 5-3: Farming and other industrial use of water related statements 
 
 
In summary, the majority of the statements about water use were rated either very important 
or important. Overall, there appeared to be little difference between the non-Māori and Māori 
respondents. This was similar to the findings in the literature that Māori and non-Māori 
values, in particular those related to the environment, can be similar (Andersen et al., 2012; 
Harmsworth et al. 2011). Interestingly, Māori participants rated most statements very 
important slightly more often than non-Māori respondents (except the statements related to 
farming and other industrial use of water); while most differences existed around statements 
related to Māori culture and examples of how water was used in Māori culture.  
This question was also used to develop the model of the preferences across the different user 
groups for Study Objective 1. The answers from the 24 likert-scale statements were used to 
identify different water user groups: environmentalists, farmers, recreationalists, non-users 
and general. These groups were based on the maximum average scores for statements the 
respondents considered important (very important was scored highest). The results of this 
analysis are discussed next under user type analysis in Part II (Section 5.3.2). 
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5.3 Part II. Choice analysis: Initial results and Study Objectives 
This part includes the initial results for the discrete choice analysis including the standard 
MNL model assessment, results from the CE follow-up questions and the results for the Study 
Objectives. The first objective focused on the multiple uses of water and the differences 
between the different user groups highlighting the cultural significance. Only the user group 
analysis is included here as the role of the cultural attributes is discussed in Part III with 
welfare estimates. The second objective tested the consumer and citizen preferences. The third 
objective tested the choice set question ordering in the fatigue framework. In these objectives,  
The WTP estimates were calculated indirectly by dividing the parameter estimate for one 
attribute (k) by the parameter estimate for the cost attribute: 
 k
cost
WTP β β= − . 
Based on the results from initial analysis with the IIA-test, the more flexible models were 
used for testing the study objectives. In the RPL models, the cost attribute was kept fixed to 
simplify the WTP estimation (Daly et al., 2012; Train & Weeks, 2005).  
Each choice set included three choice options (J=3): Management Option A, Management 
Option B and a Status quo Option; and five attributes. The attribute levels are listed in Table 
5-3 including “JOBS” for change in number of jobs (financial element of well-being), 
“QMCI” for quality of habitat based on the Quantitative Macroinvertebrate Community Index 
(environmental element of well-being), “SWQ” for swimming water quality in terms of 
percentage of sites graded good or very good quality for swimming (social/recreational 
element of well-being), “CHI” for mahinga kai/food gathering opportunities based on the 
Cultural Health Index (cultural element of well-being), and “COST” for increase in rates 
(NZ$/year). In addition, the design included interaction effects between the three water 
quality attributes that can, therefore, be included in the analysis (Table 5-3). The attributes 
were coded in cardinal-linear form or using effects coding (see Appendix D). 
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Table 5-3: Attributes and attribute levels in the CE design 
Well-being element Attribute Attribute levels for the alternatives 
  A and B Status quo  
Financial JOBS - Number of irrigation related 
jobs 
-173, 0, +173, +346 0 
Environmental QMCI - Quality of habitat 
 
Poor, Fair, Good, Excellent Fair 
Social/recreational SWQ – Swimming water quality: % of 
sites graded good/very good quality  
0, 20, 40, 60, 80% 20% 
Cultural CHI - Mahinga kai/Food gathering 
opportunities 
Poor, Below average, Average, 
Above average,  Exceptional 
Below 
average 
 COST - increase in rates (NZ$/year) 
 
25, 50, 50, 75, 100, 125 0 
Interactions QMCI*CHI, QMCI*SWQ, SWQ*CHI 
 
 
 
The respondents were randomly assigned to answer one of the four survey formats with 15 
choice sets each. This yielded a total of 312 completed surveys (74 in Citizen Survey A, 79 in 
Citizen Survey B, 78 in Consumer Survey C and 81 in Consumer Survey D) and, hence, 
provided between 1110 and 1215 choice observations. The survey formats differed, first, in 
question framing (where CE was introduced either in the citizen or consumer perspective) 
and, secondly, in choice set ordering based on standard experimental design (i.e. control 
design) or ordering the choice sets by their utility balance (i.e. utility design). Otherwise, the 
choice experiments were identical. Methods used to test the differences between the survey 
formats included Swait-Louviere (1993) test and Convolution test (Poe et al., 2001, 2005) as 
described earlier (Section 4.8). 
5.3.1 Initial choice analysis results: Multinomial logit model assessment 
The standard MNL choice model was used for the initial assessment. This was a simple closed 
form model with fixed preference parameters. The utility function was specified as follows: 
MNL: 
5
, , 0,
1
K
A B SQ SQ k k
k
U xβ β ε
=
=
= + +∑  
for β parameter coefficient, J choice alternatives, x levels for k attributes and n respondents. 
Consistent to a common approach, the alternative specific constant (ASC) (parameter β0) 
represents the status quo (SQ) alternatives (Hoyos, 2010). This was specified as one for the 
SQ alternative and zero otherwise. This specification in the deterministic part of utility 
provided an immediate test for the status quo effect between the alternatives with changes and 
the SQ alternative (Hoyos, 2010; Meyerhoff & Liebe, 2009; Scarpa et al., 2005). 
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As can be seen in Table 5-4, all parameters for the attributes and ASC were statistically 
significant mostly at the 99 per cent level of confidence. The signs for the main effects were 
correct as expected in the experimental design, only the cost attribute being negative. 
McFadden’s pseudo R-square from 0.194 to 0.207 indicated a reasonable model fit. Similarly 
across all surveys, the relative attribute weights revealed that people were more likely to 
select an alternative with a higher level of quality of habitat, more sites with good/very good 
swimming water quality, better mahinga kai/food gathering opportunities, and more jobs. The 
negative sign for the cost attribute indicates people were less likely to select an alternative 
with higher cost.  
The ASC can be interpreted in two ways: in technical terms the ASC captures in average the 
effects that are not included in the other terms in the model; in behavioural terms the ASC is 
associated with the status quo bias (Meyerhoff & Liebe, 2009). The status quo bias means that 
people select the status quo option consistently over the other alternatives. Thus, looking at 
Table 5-4, the positive estimate for the ASC indicated some level of a status quo bias, in other 
words, people gained positive utility by remaining in the current situation (Meyerhoff & 
Liebe, 2009). In addition, the interactions between the QMCI and CHI attributes (all surveys) 
and between the SWQ and CHI attributes (Control Design Surveys A and C) were negative 
and statistically significant at the 99 per cent confidence level.  
Table 5-4: Choice modelling estimates (MNL model) 
 Citizen surveys Consumer surveys 
 Survey A:  
control design  
Survey B:  
utility design  
Survey C:  
control design  
Survey D:  
utility design  
 Coefficient estimate (Std. error)  Coefficient estimate (Std. error) 
ASQ (SQ) 0.850***       (0.172) 0.990***       (0.164) 1.703***       (0.199) 0.888***       (0.158)      
JOBS 0.003***       (0.000) 0.003***       (0.000) 0.003***      (0.000) 0.003***       (0.000) 
QMCI 1.405***       (0.178) 1.380***       (0.147) 1.431***      (0.188) 1.418***       (0.143)      
SWQ 0.473***       (0.128) 0.371***       (0.041) 0.734***       (0.143) 0.267***       (0.039)      
CHI 1.037***       (0.149) 0.864***       (0.123) 1.374***      (0.183) 0.831***       (0.119)      
COST -0.005***       (0.001) -0.003***       (0.001) -0.003**       (0.001) -0.003***        
QMCI*CHI -0.198***       (0.050) -0.231***       (0.039) -0.209***       (0.052) -0.221***        
SWQ*CHI -0.067* (0.039)          -0.129***       (0.042)   
Log likelihood -958.719  -1032.81634 -1024.719 -1071.56366 
Pseudo R2 0.2070  0.2004  0.2017  0.1935  
AIC 1933.4  2079.6  2065.4  2157.1  
***, **, * denotes statistical significance at the 1%, 5% and 10% levels 
ASC (SQ)= alternative specific constant for status quo; JOBS = Number of jobs; QMCI= Quality of habitat; SWQ= 
% of sites graded good/very good quality for swimming; CHI= Mahinga kai/Food gathering opportunities; 
COST= increase in rates (NZ$/year) 
 
However, the MNL model has been known to have a number of limitations. These are the 
strict assumptions of IIA and the IID error terms; in addition, misspecification of the model 
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was likely if there were heterogeneous preferences (Swait, 2007). As this was data specific, 
the Hausman-McFadden test for the IIA property was conducted to investigate the 
appropriateness of the MNL model for each data set.  
Independence from Irrelevant Alternatives (IIA) test 
The Hausman-McFadden test was used to test the IIA property. As described in Hensher et al. 
(2005a), this test uses estimates from the two main effect MNL models (i.e. with neither ASC 
nor interactions): one for the restricted model including all the parameters and the other for 
the model excluding one of the alternatives. Testing used the chi-square test statistic with 
degrees of freedom (d.f.) equal to the number of estimated parameters and if the chi-square 
value was higher than the critical value then there was evidence to reject the IIA assumption; 
thus more flexible models were required as the MNL was an inadequate model (Hanley et al., 
2001). The results in Table 5-5 indicated that the MNL model was too restrictive for these 
data. This was based on the exclusion of some (Surveys A and D) or any (Surveys B and C) of 
the alternatives. Thus, more flexible models were required.  
Table 5-5: Independence from Irrelevant Alternatives (IIA)-test  
 Citizen surveys Consumer surveys 
Alternative 
Survey A:  
control design 
Survey B: 
Utility design 
Survey C:  
control design 
Survey D: 
Utility design 
excluded Chi2  P-value Chi2  P-value Chi2  P-value Chi2  P-value 
A 6.474 0.263 14.418 0.013** 27.286 0.000** 8.466 0.132 
B 6.910 0.227 27.567 0.000** 15.834 0.007** 23.329 0.000** 
SQ 21.586 0.001** 41.764 0.000** 61.925 0.000** 31.051 0.000** 
Chi2 critical values with d.f. = 5  11.07 and 15.09 for 5% and 1% levels   
** IIA property rejected; the more flexible models are required. 
The random parameter logit (RPL) and error component (EC) logit models are commonly 
applied alternatives for the MNL model. These models provided flexibility and overcame 
some limitations of the MNL model, such as restrictive IIA and IID assumptions and 
homogenous preference parameters across individuals (Fiebig et al., 2010; Hensher et al., 
2005a; Hensher & Greene, 2003; Swait, 2007; Train, 2003). The RPL models focused on 
individual heterogeneity (i.e. taste differences) by allowing randomness in the parameters 
(Marsh et al., 2011; Train, 2003). This is introduced by a mixing distribution. The EC 
specification, in contrast, focused on the individual specific random effects associated with 
the choices and the correlation between the utilities of different alternatives (Campbell et al., 
2008; Marsh et al., 2011; Train, 2003). 
152 
 
The RPL and RPL-EC models are estimated in NLogit 5.0 using 700 Halton draws. All but 
the cost attribute were treated as random with a normal distribution. The fixed cost attribute 
simplified the WTP estimation as the estimate followed a normal distribution (Train & 
Weeks, 2005). Panel data specifications were used to take advantage of information from the 
multiple choices made by each respondent (Hensher & Greene, 2003; Train, 2003); for the EC 
specification this meant the error component was the same across all choices made by the 
same individual and, thus, relax the independency assumption (Scarpa et al., 2005). 
A number of RPL and RPL-EC base models with main effects were run for each data set 
(Appendix I). The statistical criteria and likelihood ratio (LR) test indicated that the RPL-EC 
model fitted the data better (Tables 5-6 and 5-7). However, the error components between the 
two non-status quo alternatives were not consistently significant across all survey formats. As 
a result, the RPL base models were used in hypothesis testing as a clean test of differences 
between the data sets requires require an equivalent specification for the econometric models.  
Table 5-6: Model comparison: RPL and RPL-EC models 
 Citizen Surveys Consumer Surveys 
 Survey A:  
control design 
Survey B: utility 
design 
Survey C:  
control design) 
Survey D: utility 
design 
RPL main effects (RPL base)    
Log likelihood -811.591 -858.864 -800.961 -910.505 
Pseudo R2 0.3345 0.3403 0.3769 0.3179 
AIC 1643.2 1737.7 1621.9 1841.0 
Interactions - - - - 
Number of parameters 10 10 10 10 
RPL-EC main effects (RPL-EC base)   
Log likelihood -752.186 -810.268 -724.406 -867.289 
Pseudo R2 0.3832 0.3776 0.4364 0.3503 
AIC 1526.4 1642.5 1472.8 1756.6 
Interactions - - - - 
Number of parameters 11 11 12 11 
 
 
Table 5-7: Model comparison: Likelihood ratio test 
 Likehood ratio (LR) test  
RPL base model vs. RPL-EC base model 
d.f. 
Citizen Survey A: control design -2*[-811.591-(-752.186)] = 118.809*** 11-10 = 1 
Citizen Survey B: utility design -2*[-858.864-(-810.268)] = 97.192*** 11-10 = 1 
Consumer Survey C: control design -2*(-800.961-(-724.406)] = 153.110*** 12-10 = 2 
Consumer Survey D: utility design -2*[-910.505-(-867.289)] = 86.432*** 11-10 = 1 
χ2 Critical values: d.f. = 1: 6.64, 3.48, 2.71 at the 1%, 5% and 10% levels 
 d.f. = 2: 9.21, 5.99, 4.60 
d.f. = degrees of freedom; LR test statistics: -2*(LLbase – LLother model) where LL = log likelihood 
***, **, * denotes statistical significance at 1%, 5% and 10% levels 
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5.3.2 Choice experiment follow-up questions 
The validating follow-up questions for the CE may provide some insights into the choice 
modelling results; thus the results of these are presented next. The first follow-up question 
enquired were the choices easy to make, tough to make and whether the respondents liked to 
make these types of decisions. The results are presented in Appendix K. Many of the 
respondents found these choices easy (41-56%) except in Consumer Survey D where the 
distribution was more balanced across the yes, neutral and no options (31.5%, 37% and 
31.5%, respectively). Similar to this results, Kerr and Sharp (2008) found that respondents, in 
general, understood the complex valuation tasks in the Auckland stream study that included 
similar type of trade-offs (to some extent) than this study. When enquiring were the choices 
tough to make, the results were similar. Lastly, 15 to 29 per cent of the participants liked to 
make these types of decisions, 42 to 67 per cent were neutral and 16 to 26 per cent did not 
like making the decisions. 
Secondly, participants were asked whether they followed the given question framing49. As can 
be seen in Table 5-8, three quarters (75%) followed the citizen framing whereas only one third 
(29%) followed the consumer framing. Furthermore, over half of the respondents considered 
the citizen perspective in contrast to task framing in Consumer Surveys C and D.   
Table 5-8: Stated point-of-view 
 Citizen surveys Consumer surveys 
 Survey A:  
control design 
Survey B:  
utility design 
Survey C:  
control design 
Survey D: utility 
design 
Myself or family 19% 18% 29% 29% 
Canterbury as whole 75% 76% 57% 57% 
Other 6% 6% 14% 14% 
Total N 73 78 77 79 
 
Thirdly, attribute attendance was explored in two questions that asked whether there were any 
attributes the respondents either ignored or considered to be the most important in their 
decision making50. Looking at Table 5-9, the most often ignored attributes were CHI and 
JOBS in all surveys. For example, in Citizen Survey B, around half of the respondents stated 
that customary Māori food gathering did not matter in their choice making while almost 40 
                                                 
49 We know you have been told to answer the choice questions from the citizen (consumer) point of view. Did 
you, however, use the consumer (citizen) point of view. 
50 The respondents were able to state more than one attribute 
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per cent thought so in regard to the jobs attribute. The quality of habitat attribute was clearly 
considered as the most important, which was consistent with the choice analysis results. 
Table 5-9: Proportions of the attribute (non)-attendance  
 Citizen Surveys Consumer Surveys 
 Survey A:  
control design 
Survey B:  
utility design 
Survey C:  
control design 
Survey D:  
utility design 
 Counts % Counts % Counts % Counts % 
Ignored attributes 
JOBS 21 28% 31 39% 22 28% 24 30% 
QMCI 6 8% 7 9% 4 5% 7 9% 
SWQ 12 16% 10 13% 17 22% 15 19% 
CHI 34 46% 42 53% 37 47% 32 40% 
COST 15 20% 20 25% 16 21% 21 26% 
Guiding attributes* (most important) 
JOBS  10 14% 6 8% 12 15% 10 12% 
QMCI  49 66% 61 77% 52 67% 64 79% 
SWQ  17 23% 17 22% 8 10% 10 12% 
CHI  4 5% 1 1% 6 8% 5 6% 
COST  15 20% 15 19% 20 26% 11 14% 
Total N 74  79  78  81 100% 
JOBS = Number of jobs; QMCI = Quality of habitat; SWQ = % of sites graded good/very good quality for 
swimming; CHI = Mahinga kai/Food gathering opportunities; COST = increase in rates (NZ$/year) 
*Respondents were able to state more than one most important attribute 
 
Lastly, those respondents who selected the status quo alternative every time were asked to 
state the major reason for this. In all surveys, a total of 25 respondents selected this option and 
the most common reason was “I am opposed to additional rates”.  
5.3.3 Study Objective 1: Multiple and conflicting uses of water 
The multiple and conflicting uses of the water resource were captured by attributes that 
described the different water uses in terms of four elements of well-being. This objective 
highlighted the cultural element of water and how it was valued in relation to the other 
attributes. In addition, a weaker emphasis was given to test the values of water between the 
different user groups of water. The latter is discussed here. 
User group analysis 
The study objective with multiple uses of water included identification of the different user 
groups of water as the values may vary across them. This thesis used an approach where the 
respondent was identified into a user group based on which statements relating to different 
uses of water they considered were most important using a likert-scale. This approach was 
adapted from Andersen et al. (2012) who attempted to measure respondents’ Māori identity 
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and environmental identity. In this thesis, each likert-scale answer was scored from 5 to 1 
(very important to very unimportant) or zero (don’t know). Then each respondent was 
assigned into a group with the highest average score. These groups were based on the pre-
determined groups based on the statements seen in Section 4.4.1. 
As a result, five groups were identified: environmentalists, farmers (and other commercial 
users), recreationalists, non-users, and a general group (for those whose group score was 
equal for two or more different groups). Although overall 11.3 percent of the respondents 
self-stated themselves as Māori (in demographic questions), only one respondent was 
identified into a Māori group using the likert-scale statements. This respondent was assigned 
into his/her second highest user type group (environmentalists) while other Māori were 
included in other user groups as indicated by their likert-scale scores.  
The groups varied in sizes: 85 environmentalists, 85 people in the general group, 82 
recreationalists, 36 farmers and 22 non-users (Appendix L). As each respondent evaluated 15 
choice sets each this provided a sufficient number of choice observations for each group (e.g. 
22*15 = 330 observations within the non-users group). Based on the result from the IIA test 
in the initial analysis, the RPL model was preferred over the MNL model. The EC 
specification was not used as this was not statistically significant with all user groups (e.g. 
farmers). As the models needed to be equal to enable comparisons between samples, the 
options were to include EC and to have no significant attributes or to exclude the EC 
specification. The latter was chosen to obtain more comparable information.  
In addition, effect coding was used to investigate non-linearity in the attribute levels for the 
qualitative attributes of QMCI, SWQ and CHI. Another option to explore the non-linearity in 
the attribute levels would have been used dummy-coding. However, this coding has a 
disadvantage that the parameter coefficient of the dummy coded attribute levels are correlated 
with the intercept (Bech & Gyrd-Hansen, 2005; Hensher et al., 2005a); thus the ASC cannot 
be interpreted meaningfully with the dummy coding (Bech & Gyrd-Hansen, 2005). For this 
reason, effects coding was selected as it overcomes the confounding issue because the 
reference level is internalised in the parameter estimates (Bech & Gyrd-Hansen, 2005; 
Hensher et al., 2005a). 
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The utility function for each samples were specified as follows: 
3; 5
0,
1; 1
J K
ink SQ k ink ni
i k
U xβ β ε
= =
= =
= + +∑  
for β parameter coefficient (β + η for random parameters), J choice alternatives, x levels for k 
attributes, and n respondents. All but the cost attribute were specified as normally distributed 
random parameters. The data sets from the control (Surveys A and C) and utility designs 
(Surveys B and D) were pooled to provide a larger sample. The RPL models with 700 Halton 
draws were estimated for different samples (i.e. groups). These models had a good statistical 
fit (McFadden’s pseudo R-square from 0.376 to 0.457). The lowest model fit was for the 
general group, was not surprising as this group was a combination of different user types. 
Looking at Table 5-10, it was observed that not all parameters for the attributes were 
statistically significant across all user groups. Most noticeable this was within the non-users 
for whom the cultural attribute (CHI) was insignificant. This was a similar result to Rolfe and 
Windle (2003), who found that the cultural attribute was not valued amongst all population 
groups (significant among indigenous people, insignificant amongst the general public). Thus, 
consistent with Rolfe and Windle, this did not mean that cultural values were not valued by 
non-users but in terms of the trade-offs they might be more concerned about the other 
attributes.  
The second observation was that across all samples, excellent water quality for habitat 
(QMCI) was ranked consistently highest; thus, people were more likely to select an 
alternative with excellent environmental water quality. Regarding the SWQ attribute 
environmentalists, recreationalists and non-users were more likely to select an alternative with 
60% of good/very good swimming sites while Farmers and the general group were more 
likely to select level 80% of this attribute. All user groups were more likely to select the 
alternative with CHI as above average (except non-users) and the alternative with increased 
jobs; while the negative cost implied that all user groups were less likely to select an 
alternative with a higher cost. Most attributes had significant coefficients for the standard 
deviation, thus, preference heterogeneity was evident. This meant, for example, that overall 
most respondents preferred the alternative with above average mahinga kai level while some 
respondents also considered the other levels. Thirdly, the sign and significance of ASC varied 
according to the user type group, being significant only among farmers (positive) and non-
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users (negative). In these data, this indicated that while farmers may have preferred the 
current water management, non-users preferred changes.    
Table 5-10: The RPL model estimates for pooled data 
User type Environmentalists Farmers Recreationalists Non-users General group 
 Coefficient Coefficient Coefficient Coefficient Coefficient 
Constant -0.333        1.955*        0.530         -2.540***       -0.222          
JOBS 0.002***       0.011***       0.005***       0.002          0.003***       
QMCI      
Fair -0.090          -0.561          0.037          0.596**        -0.371**        
Good 0.866***       1.072**        0.747**        0.559          0.277          
Excellent 2.087***       3.034***       2.958***       2.154***       2.789***       
SWQ      
20% 0.605*         -1.178*         -0.002          0.262          -0.248          
40% 0.402*         1.182**        0.742***       0.768*         0.680***       
60% 0.922***       1.213***        1.242***       1.594***       0.789***       
80% 0.199          1.449***       1.013***       1.802***       0.890***       
CHI    0.093                   
Below average 0.141        0.842          0.491           -0.173          
average 0.394 1.067*         0.155  -0.058          
Above average 1.231***       2.771***       1.535***        1.198***       
Exceptional 1.010**        -0.298          -0.032           -0.732*         
COST -0.012***       -0.022***       -0.013*** -0.023***       -0.010***       
Random parameter standard deviations 
JOBS 0.003***       0.009***       0.003***       0.003**        0.002***       
QMCI      
Fair  0.561***       1.005***       1.458***       0.381          0.633***       
Good 1.135***       1.063**        1.013***       0.481          0.259          
Excellent 0.833***       2.196***       1.174***       0.918***       1.579***       
SWQ      
20% 1.520***       2.723***       1.503***       1.878***       1.244***       
40% 0.036          0.695          0.074          0.145          0.556**        
60% 1.166***       0.912***       1.137***       0.073          0.832***       
80% 1.306***       1.613***       1.632***       1.494*         1.125***       
CHI    0.504***        
Below average 1.983***       1.722***       1.449***        0.703***       
average 0.249          1.039**        0.262           1.032***       
Above average 0.147          1.608***       0.844**         1.085***       
Exceptional 0.684**        0.145          0.239           0.030          
Log likelihood -845.588 -337.053 -789.964 -197.027 -873.884 
Pseudo R2   0.3963 0.4319 0.4154 0.4565 0.3761 
AIC 1743.2  726.1  1631.9 434.1 1799.8 
Estimation based on      
Individuals 
Observations 
parameters 
85 
1275 
26 
36 
540 
26 
82 
1230 
26 
22 
330 
20 
85 
1275 
26 
***, **, * denotes statistical significance at the 1%, 5% and 10% levels. 
ASC (SQ) = alternative specific constant for status quo (1 if SQ, 0 otherwise); JOBS = Number of jobs; QMCI = 
Quality of habitat; SWQ = % of sites graded good/very good quality for swimming; CHI = Mahinga kai/Food 
gathering opportunities; COST = increase in rates (NZ$/year) 
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Next, WTP was estimated only for the attributes with significant parameter coefficients in the 
RPL models. This is calculated as a ratio between an attribute k and the cost attribute based on 
marginal rate of substitution (MRS). As Table 5-11 shows, the WTP estimates for jobs varied 
from $0.21 to $0.52; this indicated farmers were willing to pay double compared to 
environmentalists for one job. The WTP for excellent water quality for habitat (change from 
poor quality) varied from $96 to $285 and this was highest among the general group. Good 
quality for habitat was valued up to $75 by environmentalist, farmers and recreationalists; and 
the level fair was valued positively ($26) by non-users but negatively (-$38) by the general 
group. The highest WTP for swimming water quality was for the level 60% of swimming 
sites (changed from 0%) from $80 to $101 and this was highest among the recreational users. 
Interestingly, farmers and non-users had a higher WTP for the 80% of swimming sites at $69 
and $79, respectively. The change from 0% to 20% of swimming sites was valued positively 
by environmentalists ($53) but negatively by farmers (-$57). Lastly, the WTP for the cultural 
opportunities was consistent with the overall results that people have the highest WTP for the 
above average level (from $111 to $132), being highest for the farmers, while the variation in 
the estimates across the groups seemed small. In addition, farmers were also willing to pay for 
the average opportunities ($51) and environmentalists were also willing to pay for the 
exceptional opportunities ($90) whereas the general group had a negative WTP for the 
exceptional opportunities (-$75).  
The convolution test (Poe et al., 2001, 2005) was conducted to test if the differences in WTP 
were statistically significant. Testing was conducted across all user groups and the null and 
alternative hypotheses for this test were 
H0: WTPuser group 1 = WTPuser group 2 and  
HA: WTPuser group 1 ≠ WTPuser group 2. 
One should note that not all attributes were significant for all user groups, which meant it was 
impossible to compare some WTP figures. Table 5-12 reports the results of the convolution 
test. 
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Table 5-11: The WTP estimates for the user groups of water 
Environmentalists Farmers Recreationalists Non-users General group 
 Mean WTP (NZ$) (95% Confidence interval*) 
JOBS 0.21 
(0.04; 0.38) 
0.52 
(0.26 –  0.78) 
0.39 
(0.18-0.59) 
- 0.36 
(0.14; 0.57) 
QMCI      
fair - - - 26.03 
(5.15; 46.91) 
-38.20 
(-68.90; -7.50) 
good 75.08 
(75.08; 75.08) 
50.21 
(9.00; 91.41) 
60.19 
(19.05-101.32) 
- - 
excellent 188.70 
(97.69; 279.71) 
145.73 
(73.55; 217.90) 
242.16 
(144.47-339.84) 
96.03 
(57.48; 134.58) 
285.02 
(164.94; 405.10) 
SWQ      
20% 53.40 
(2.52; 104.28) 
-56.59 
(-113.02; -0.17) 
- - - 
40% 35.81 
(-1.81; 73.44) 
55.98 
(13.35 – 98.61) 
60.50 
(18.49-102.52) 
35.94 
(-1.93; 73.82) 
69.11 
(21.15-117.07) 
60% 81.88 
(43.71; 120.05) 
57.41 
(21.51 – 93.31) 
100.77 
(59.77-141.78) 
71.65 
(37.67; 105.64) 
79.95 
(39.50-120.41) 
80% - 68.75 
(14.08 – 123.41) 
82.29 
(22.16-142.43) 
79.44 
(28.48; 130.40) 
- 
CHI      
average - 51.09 
(-3.10; 105.27) 
- - - 
above 
average 
111.69 
(43.69 - 179.70) 
132.20 
(65.66 – 198.74) 
125.70 
(60.23-191.17) 
- 123.16 
(54.31-192.02) 
exceptional 90.08 
(28.66 - 151.50) 
- - - -75.17 
(-149.36-0.98) 
JOBS = Number of jobs; QMCI = Quality of habitat; SWQ = % of sites graded good/very good quality for 
swimming; CHI = Mahinga kai/Food gathering opportunities 
*95% confidence interval is calculated meanWTP+/-1.96*(standard deviationWTP). The WTP estimates were 
adjusted removing 5% of the observations in order to exclude outliers due to the infinite tails in the normal 
distribution.  
 
 
Looking at Table 5-12, the convolution test showed only small statistically significant 
differences at the five per cent confidence level (p-value < 0.025 or p-value > 0.975). The 
WTP differed for quality of habitat between recreationalists and non-users (p = 0.002) and 
between non-users and the general group (p-value = 0.001 and p-value = 0.999); for 
swimming water quality between environmentalists and farmers (p-value = 0.006); and for 
cultural health values between environmentalists and the general group (p-value = 0.001).  
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This means that  
• Recreationalists ($242) and the general group ($285) were willing to pay considerably 
more for the excellent water quality for habitat than Non-users ($96);  
• Non-users ($26) valued the fair quality of habitat positively while the general group 
valued (-$38) this negatively; 
• Environmentalists ($53) valued even the low level of swimming water quality positively 
while farmers (-$57) value this negatively; and 
• Environmentalists ($90) value the highest mahinga kai level positively while the general 
group (-$75) valued this negatively.  
In addition, there was some weaker evidence (at the 10% level) for significantly different 
WTPs for jobs and excellent quality of habitat 
• Farmers were willing to pay more twice ($0.52) as much for jobs than Environmentalists 
($0.21) (p-value = 0.049, Table 5-12); and the 
• General group ($285) was willing to pay almost double for the excellent water quality 
for habitat compared to Farmers ($145) (p-value = 0.039, Table 5-12).  
To conclude, in total of 53 comparisons were made and seven out of these were statistically 
significant (three of them at 5% level and two at 10% level).  
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Table 5-12: Differences in WTP across user type groups: convolution test 
   Farmers Recreationalists Non-users General group 
   p-value        (Standard deviation of difference) 
En
vi
ro
nm
en
ta
lis
t 
JOBS  0.958*  (0.049) 0.881  (0.071) - - 0.834  (0.079) 
QMCI Good 0.158  (0.000) 0.259  (0.000) - - - - 
Excellent 0.255  (0.087) 0.768  (0.081) 0.029  (0.045) 0.876  (0.074) 
SWQ 20% 0.006**     (0.020) - - - - - - 
40% 0.734  (0.086) 0.781  (0.084) 0.506  (0.085) 0.835  (0.081) 
60% 0.210  (0.087) 0.721  (0.087) 0.364  (0.081) 0.473  (0.104) 
CHI above 
average 
0.655  (0.087) 0.611  (0.086) - - 0.586  (0.086) 
Exceptional    - - - - - - 0.001***  (0.010) 
Fa
rm
er
s 
 
JOBS  - - 0.240 (0.097) - - 0.197 (0.077) 
QMCI Good - - 0.617 (0.100) - - - - 
Excellent - - 0.921 (0.056) 0.136 (0.071) 0.965* (0.039) 
SWQ 40% - - 0.553 (0.092) 0.270 (0.091) 0.638 (0.090) 
60% - - 0.917 (0.058) 0.692 (0.099) 0.762 (0.091) 
80% - - 0.614 (0.096) 0.609 (0.088) 0.678 (0.084) 
CHI above 
average 
  0.448 (0.084) - - 0.431 (0.094) 
Re
cr
ea
tio
na
lis
ts
 JOBS  - - - - - - 0.420 (0.098) 
QMCI Excellent - - - - 0.002**    (0.013) 0.686 (0.081) 
SWQ 40% - - - - 0.225 (0.079) 0.591 (0.090) 
60% - - - - 0.172 (0.075) 0.262 (0.086) 
80% - - - - 0.489 (0.093) 0.568 (0.086) 
CHI above 
average 
- - - - - - 0.479 (0.093) 
N
on
-u
se
rs
 QMCI Fair - - - - - - 0.001*** (0.008) 
Excellent - - - - - - 0.999*** (0.008) 
SWQ 40% - - - - - - 0.832 (0.071) 
60% - - - - - - 0.605 (0.082) 
80% - - - - - - 0.583 (0.084) 
***,**,* denotes statistical significance at 1%, 5% and 10% levels  
If the p-value < 0.975, there is no significant difference between WTPuser type 1 and WTPuser type 2 at 5% level. 
 
User group analysis can also benefit from information about how people were trading off 
jobs. Based on MRS, this was estimated by using the same equation than for the WTP, but 
where the jobs attribute was the denominator. This, however, was not possible to be estimated 
for the non-users group as the coefficient estimate of the parameter for jobs attribute was 
insignificant.  Table 5-13 reports the MRS values and Table 5-14 reports the convolution test 
results. 
In general, it was observed that the smallest MRS (i.e. closest to zero) for all attributes was 
found within the farmers while the highest MRS was within the environmentalists, except for 
the 40% of the swimming sites (Table 5-13). Next, looking at the test of significant 
differences between the MRS (Table 5-14), one can notice that most differences occurred 
between environmental users and farmers while there were also some scattered differences 
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such as the exceptional cultural opportunities (environmentalists vs. general group, p-value = 
0.993); excellent QMCI (farmers vs. recreational users, p-value = 0.01, and farmers vs. 
general group, p-value = 0.002); and swimming water quality (farmers vs. recreational users, 
p-value = 0.040). For brevity, the discussion focused on these differences. 
The significantly different MRS estimates indicate that 
• Environmentalists (-1027 jobs), recreationalists (-648 jobs) and the general group (-838 
jobs) are willing to compensate significantly more jobs than farmers (-289 jobs) if the 
quality of habitat was improved from poor to excellent; 
• In terms of irrigated land area this would be 112,300 hectares (recreationalist), -145,200 
hectares (the general group) and 178,000 hectares (environmentalists) versus 50,100 
hectares (farmers);  
• Environmental users (-425 jobs) were also willing to compensate significantly more 
jobs than farmers (-100 jobs) if the quality of habitat was improved from poor to a good 
level (in terms of irrigated land area this would be 73,600 ha vs. 17,000 ha), although 
the number of jobs would be less than required for the excellent quality; 
• Environmental users (-186 jobs) and, even more so, recreationalists (-274 jobs) were 
willing to compensate significantly more jobs, or irrigated land area, than farmers (-110 
jobs) if the proportion of the suitable swimming sites is increased up to 60% of sites; in 
terms of irrigated land area this would be 80,000 hectares (environmentalists) and 
47,500 hectares (recreationalists) versus 20,100 hectares (farmers);  
• whereas if only 20% of sites would be swimmable then farmers would require also gain 
in jobs (107 jobs, or 18,500 ha irrigated land area);  
• Environmental users (-600 jobs) were willing to compensate significantly more jobs (or 
104,000 hectares of irrigated land area) than farmers (-261 jobs, 45,000 ha) if the 
cultural opportunities are improved from poor to above average level; and last 
• Environmentalists (-523 jobs) were willing to compensate jobs or 90,600 hectares of 
irrigated land area to gain exceptional mahinga kai while for the general group (215 
jobs, 37,000 ha).  
To conclude, in total of 32 comparisons were made and nine out of these were statistically 
significant (seven of them at 5% level and two at 10% level). Thus there were slightly more 
differences than in the WTP comparisons. 
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Table 5-13: Average marginal rate of substitution (MRS) for number of jobs across the 
user groups 
  Environmentalists Farmers 
 
Recreationalists General group 
  MRS 
Jobs* 
Hectares
** 
MRS 
Jobs* 
Hectares 
** 
MRS 
Jobs* 
Hectares
** 
MRS 
Jobs* 
Hectares
** 
QMCI Fair -  -  -  110 19060 
 Good -425 73639 -100 -17327 -162 28069 -  
 Excellent -1027 -177946 -289 -50075 -648 -112278 -838 -145199 
SWQ 20% -324 -56139 107 18540 -  -  
 40% -186 -32228 -110 -19060 -159 -27550 -200 -34654 
 60% -464 -80396 -116 -20099 -274 -47475 -240 -41584 
 80% -  -134 -23218 -214 -37079 -258 -44703 
CHI Average -  -97 -16807 -  -  
 Above 
average 
-600 -103961 -261 -45223 -333 -57698 -358 -62030 
 Exceptional   -523 -90619 -  -  215 37253 
*Confidence intervals for jobs are in Appendix L 
**0.0057714 jobs per irrigated ha (Saunders & Saunders, 2012): e.g. 13 013 = 75.2/0.0057714 
JOBS = Number of jobs; QMCI = Quality of habitat; SWQ = % of sites graded good/very good quality for 
swimming; CHI = Mahinga kai/Food gathering opportunities 
 
 
Table 5-14: Differences in MRS for jobs across the user groups: Convolution test 
   Farmers Recreationalists General group 
   p-value        (Standard deviation of difference) 
En
vi
ro
nm
en
ta
l  
 
us
er
s 
QMCI Good 0.980** (0.031) 0.927 (0.053) - - 
Excellent 0.993** (0.012) 0.836 (0.079) 0.627 (0.096) 
SWQ 20% 0.988** (0.021) - - - - 
40% 0.733 (0.068) 0.562 (0.085) 0.427 (0.097) 
60% 0.977** (0.031) 0.786 (0.078) 0.836 (0.085) 
CHI above average 0.955* (0.047) 0.879 (0.068) 0.837 (0.084) 
Exceptional - - - - 0.993** (0.011) 
Fa
rm
er
s 
 
QMCI Good - - 0.224 (0.091) - - 
Excellent - - 0.010** (0.024) 0.002*** (0.011) 
SWQ 40% - - 0.228 (0.083) 0.123 (0.065) 
60% - - 0.040* (0.048) 0.096 (0.065) 
80% - - 0.168 (0.075) 0.073 (0.059) 
CHI above average - - 0.238 (0.082) 0.201 (0.071) 
Re
cr
ea
tio
na
l 
U
se
rs
 
QMCI Excellent - - - - 0.205 (0.078) 
SWQ 40% - - - - 0.316 (0.078) 
60% - - - - 0.625 (0.092) 
80% - - - - 0.320 (0.084) 
CHI above average - - - - 0.429 (0.088) 
If the p-value < 0.975, there is no significant difference between WTPuser type 1 and WTPuser type 2 at 5% level. 
***,**,* denotes statistical significance at the 1%, 5% and 10% levels 
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Discussion 
In conclusion, only handful of the WTP estimates were statistically significantly different 
between the user groups while the most differences on trade-offs between jobs and the 
environmental, recreational and cultural values were found between the environmentalists and 
farmers. The latter result can be expected as the employment was related to irrigation thus it 
would mostly impact on farmers.  
The finding of mainly no evidence for different values is consistent, for example, with 
Andersen et al. (2012), focusing on cultural and environmental values, who found that there 
were potentially more similarities than differences between two respondent groups (Māori and 
non-Māori). In another study, Kerr and Swaffield (2007) found positive and negative values 
for local employment between farmers and anglers. The authors argued that anglers may 
relate jobs increase to more pressure on fishery (more people competing on the same 
resource) or as an indirect pressure on fishery including irrigation; both reasons being typical 
causal-effect examples. Another result from the Kerr and Swaffield (2007) study, however, 
contradicted these results as anglers and farmers both valued swimming water quality highest, 
unlike in this study where quality of habitat was always valued highest.  
5.3.4 Study Objective 2: Citizen versus consumer preferences 
The second study objective concerned the potential differences between citizen and consumer 
preferences in freshwater resource valuation. Economic theory assumes that individuals 
maximise their utility and the aggregated individual benefits reflect the total benefits for 
society (Blamey et al., 1995; Howley et al., 2010). However, it has been suggested in the 
stated preference literature that when making decisions regarding the environment people may 
adopt a citizen (wider society) point-of-view (Sagoff, 1988). A freshwater resource is a good 
example of a good or service that has both private and public good characteristics and, thus, it 
can impact on well-being at the individual and society level. This dichotomy of consumer and 
citizen perspectives/preferences, introduced by Sagoff, may therefore causes problems in the 
accuracy of the results as the WTP may not be an accurate reflection of the total benefits for 
society (Howley et al., 2010).  
The differences between citizen and consumer preferences in this study was explored using 
different question framing (i.e. introduction) in the choice experiment, one for a citizen point-
165 
 
of-view51 and another for a consumer point-of-view52. This was assumed to trigger the 
respondents to evaluate the choice sets in the corresponding motivational perspective.  
The RPL were estimated in NLogit 5.0 using 700 Halton draws. The RPL models, although 
not the best fit for data, provided equivalent model specifications for each survey data53. Table 
5-15 summarises the parameter estimates for these models. As one can observe, there were no 
major differences in the model estimates overall: the signs, statistical significance and relative 
ranking are consistent. As all attributes have highly significant parameter estimates, it was 
possible to estimate WTP values for all attributes. These estimates were used for testing the 
differences on preferences.  
 
Table 5-15: Summary of the individual RPL model estimates 
 Citizen Surveys Consumer Surveys 
 Survey A: 
control design 
Survey B: 
utility design 
Survey C: 
control design 
Survey D: 
utility design 
 Coefficient  
estimate 
Coefficient  
estimate 
Coefficient  
estimate 
Coefficient  
estimate 
ASC (for SQ) 0.583***       0.839***       1.471***       0.757***       
JOBS  0.004***       0.003***       0.004***       0.003***       
QMCI 1.313***       1.032***       1.334***       1.130***       
SWQ 0.370***       0.545***       0.471***       0.377***               
CHI 0.470***       0.357***       0.552***            0.382***       
COST -0.011***       -0.008***       -0.010***       -0.008***       
Random parameters’ standard deviations 
JOBS  0.004***        0.004***       0.003***       0.004***       
QMCI 1.029***       0.794***       0.963***       0.850***       
SWQ 0.458***       0.733***       0.699***       0.627***       
CHI 0.745***       0.567***       0.953***       0.565***       
Log likelihood -811.59052 -858.86429 -800.96089 -910.50491 
Pseudo R2       0.3345 0.3403 0.3769 0.3179 
AIC 1643.2 1737.7 1621.9 1841.0 
Estimation based on number of   
individuals  
observation 
parameters 
74 
1110 
10 
79 
1180 
10 
78 
1170 
10 
81 
1215 
10 
***, **, * denotes statistical significance at the 1%, 5% and 10% levels 
ASC (SQ) = alternative specific constant for status quo (1 if SQ, 0 otherwise); JOBS = Number of jobs; QMCI = 
Quality of habitat; SWQ = % of sites graded good/very good quality for swimming; CHI = Mahinga kai/Food 
gathering opportunities; COST = increase in rates (NZ$/year) 
                                                 
51 ‘Please select the management option you prefer in each of the following 15 set of options. We are interested 
in your personal opinions so please consider the benefits and disadvantages of the alternatives solely from the 
point of view of your own welfare.’ 
52 ‘Please select the management option you prefer in each of the following 15 set of options. We are interested 
in your opinions as a citizen, thinking the society as a whole and keeping in mind the future generations. So 
please consider the benefits and disadvantages of the alternatives for the society as a whole.’ 
53 The significance of error components and non-linear levels vary across the data sets. 
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The dichotomy was tested within, not between, the choice set order designs for a clean test of 
the consumer versus citizen preferences (Figure 5-5). 
Figure 5-4: Citizen Survey vs. Consumer Survey 
 
The first test of the difference between the citizen and consumer surveys employed the Swait-
Louviere (1993) test. This test is based on the LR-test for all parameters estimated with the 
MNL model between two sources of data. This resulted in the following null hypotheses: 
H0: βcitizen framing = βconsumer framing and μcitizen framing = μconsumer framing when control design is 
applied 
H0: βcitizen framing = βconsumer framing and μcitizen framing = μconsumer framing when utility design is 
applied 
Looking at Table 5-16, the LR-test between Surveys A and C (difference in CE framing when 
the control design was applied) revealed that the null hypothesis (β1 = β2) can be rejected at 
the five per cent confidence level (χ2[6] = 12.25 > 12.59) but not at the one per cent confidence 
level  (χ2[6] =12.25 <16.81). This means the scale factor in the data from Citizen Survey A was 
statistically significantly different from the scale factor in the data from Consumer Survey C 
at the five per cent confidence level and with six degrees of freedom. Thus, there was 
evidence for differences in the preferences due the CE questionnaire framing when applying 
control design. In contrast, the second test between Surveys B and D (difference in CE 
framing when the utility design was applied) revealed the null hypothesis cannot be rejected, 
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thus, there was no evidence for different scale factors between the two data sets with different 
question framing when using utility design. 
Table 5-16: Swait-Louviere test: Citizen vs. Consumer surveys 
 Comparison  Likelihood ratio (LR) test 
Control design 
surveys 
Citizen Survey A vs.  
Consumer Survey C  
 
-2*[LLpooled-(LLsurveyA + LLsurveyC)] 
= -2*[-2078.283 - (-987.430-1084.728)] = 12.249 
Utility design 
surveys 
Citizen Survey B vs.  
Consumer Survey D  
-2*[LLpooled-(LLsurveyB + LLsurveyD)] 
= -2*[-2192.983 - (-1076.242 -1114.223)] = 5.035 
 Critical values χ2[d.f. = 6]:  16.81, 12.59 and 10.64 at the 1%, 5% and 10% levels 
LL = log likelihood; d.f. = degrees of freedom; the grid search procedure is in Appendix H 
The more common approach in the literature regarding differences between citizen and 
consumer preferences is based on the sensitivity of the WTP estimates and thus their accuracy. 
In some empirical examples, citizen WTP has been found to be higher for citizen preferences 
than for consumer preferences (Ovaskainen & Kniivilä, 2005) or higher for a public good than 
a private good (Brouwer et al., 1999). The null and alternative hypotheses for this test are as 
follows:  
  H0: There is no difference between the WTP estimates (WTPcitizen = WTPconsumer) 
HA: The WTP estimates differ according to point-of-view (WTPcitizen ≠ WTPconsumer) 
The WTP values were approximated using the Krinsky-Robb (1986) method with 1000 draws 
and the differences between the WTPs in different survey framings were tested using the 
convolution method (Poe et al., 2001, 2005). This test assumed independent empirically 
approximated distributions and estimates a one-sided significance of the differences between 
these two vectors.  
The estimates in Table 5-17 suggest some differences in WTP between the different question 
framings, for example, for the QMCI and SWQ attributes. In contrast to the literature, most 
consumer WTPs were higher than citizen WTPs; the only exception was the swimming water 
quality attribute when a utility design was applied ($70 > $47). The convolution test revealed 
no statistically significant differences (at the 5% level) between the different question 
framings as all the estimated p-values were between 0.025 and 0.975 (Table 5-18). This 
suggests no preference sensitivity was triggered by the question framing. Accordingly, there 
was no evidence for the citizen versus consumer dichotomy.  
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Table 5-17: The WTP estimates for Citizen and Consumer surveys  
 Survey design: Control Survey design: Utility 
 Citizen Survey A Consumer Survey C Citizen Survey B Consumer Survey D 
 Mean WTP (NZ$) 
(Confidence interval*) 
Mean WTP (NZ$) 
 (Confidence interval*) 
JOBS 0.40 
(0.15-0.56) 
0.46 
(0.28-0.63) 
0.42 
(0.22-0.62) 
0.43 
(0.24-0.61) 
QMCI 124.68 
(87.01-162.36) 
137.20 
(91.80-182.60) 
131.64 
(83.82-179.47) 
138.10 
(91.56-184.64) 
SWQ 35.45 
(20.75-50.16) 
48.94 
(26.72-71.17) 
70.30 
(37.04-103.56) 
46.65 
(23.61-69.70) 
CHI 
 
44.79 
(22.40-67.19) 
56.97 
(27.31-86.64) 
45.83 
(19.25-72.41) 
46.94 
(22.06-71.82) 
JOBS = Number of jobs; QMCI = Quality of habitat; SWQ = % of sites graded good/very good quality for 
swimming; CHI = Mahinga kai/Food gathering opportunities 
*95% confidence interval is calculated meanWTP+/-1.96*(standard deviationWTP). The WTP estimates were 
adjusted removing 5% of the observations in order to exclude outliers due to the infinite tails in the normal 
distribution.  
 
Table 5-18: Differences in WTP between Citizen and Consumer surveys: convolution 
test 
Comparisons 
Consumer vs. Citizen WTP 
JOBS QMCI SWQ CHI 
Within control design CE     
Citizen Survey A vs. Consumer Survey C     
p-value 0.654 0.641 0.810 0.711 
(Standard deviation of difference) (0.094) (0.093) (0.081) (0.086) 
 
Within utility design CE 
    
Citizen Survey B vs. Consumer Survey D     
p-value 0.529 0.576 0.148 0.525 
(Standard deviation of difference) (0.094) (0.091) (0.075) (0.093) 
If the p-value < 0.975, there is no significant difference between WTPutility design and WTPcontrol design at 5% level. 
 
Discussion 
This study adds support to the mixed empirical SP literature which has found no evidence for 
the citizen-consumer dichotomy when adopting different motivational points-of-view. The SP 
studies have varied study designs about how to detect the dichotomy. Out of those examples 
that used question framing (introduction to the valuation task) to trigger the respondents 
point-of-view, studies have found clear (Brouwer et al., 1999; Mill et al., 2007; Ovaskainen & 
Kniivilä, 2005) or partial evidence for the dichotomy (van Rensburg et al., 2002) while only 
Howley et al. (2010) found no evidence for difference. The empirical applications also varied 
in the SP method using either choice modelling or contingency valuation. For example, the 
studies reviewed that found support for dichotomy, all applied contingency valuation (Blamey 
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et al., 1995; Brouwer et al., 1999; Mill et al., 2007; Ovaskainen & Kniivilä, 2005), whereas 
the choice modelling applications found no evidence (Suh & Harrison, 2006) or only partial 
evidence of different motivations (Álvarez-Farizo et al., 2007). 
A number of possible reasons can be considered about why there was no evidence for a 
dichotomy. First, it was possible that this dichotomy is not a real threat in the SP valuations 
and the WTP estimates could be usable as such in policy guiding and CBA. For example, van 
Rensburg et al. (2002) found that the differences detected in the general attribute ranking 
(from both points-of-views) diminished in the context of the WTP values. However, these 
authors concluded that the citizen-consumer dichotomy in regard to the public’s preferences 
in the environmental valuation questions was still important and that much information can 
get loss if the focus were only on the WTP estimates.  
Secondly, it was also possible that the survey respondents did not follow the instructions as 
expected by the researcher. This was supported by findings from the CE follow-up question of 
the motivational point-of-view. As reported earlier (Table 5-8), the majority of the 
respondents considered the well-being of Cantabrians as a whole regardless of the framing 
they were given. Thus, the answers were more often aligned with the question framing in the 
citizen surveys (75% of the time) than in the consumer surveys (29% of the time). This 
qualitative result supported Sagoff’s (1988) idea that people were more likely to value 
environmental questions from the perspective of the wider society.  
Thirdly, it was also possible that the question framing may have not been enough to trigger a 
respondent’s motivational point-of-view, which may have compromised the expected citizen-
consumer dichotomy. The question framing here means the CE introduction in the survey 
which was kept short to save the respondent’s effort. Compared to contingency valuation 
examples where, from the approach that was adopted, choice experiments include multiple 
factors impacting on framing effects (Rolfe & Bennett, 2001). Thus as CE uses multiple 
attributes, it was possible this complexity diminished the focus of question framing.  
It was also possible that different attributes can be considered from different points-of-view, 
such as changes in jobs can be considered as a public good (Blamey et al., 1995; Marsh, 
2012). Therefore, these individual attributes and their framing may count more than the 
question framing. Indeed, the question framing approach has been used in neither choice 
modelling examples by Suh and Harrison (2006) and Álvarez-Farizo et al. (2007) where the 
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first used attribute related altruism in a split sample and the second used citizen juries with 
individual and collective decision making. 
Finally, it is possible that the citizen and consumer roles are shared by individual and are not 
always distinguishable (Keat, 1994). This dichotomy might be less clear in some study 
contexts and it was possible those individuals combined their citizen and consumer 
preferences, or that the self-interested (consumer) preferences were influenced by altruism 
(Curtis & McConnel, 2002). Therefore, when enquiring about their personal preferences, 
wider social preferences may also have an impact. For example, some respondents used 
“other view” in answering such as mixture of motivations (“I tried to balance both”, “I 
considered myself family & Cantabrians”) (Appendix K). Likewise, Suh and Harrison (2006) 
concluded that their results supported Keat’s view than Sagoff’s idea of dichotomy. It was 
also possible that the citizen-consumer distinction might be rather a continuous spectrum 
rather than a clear dichotomy and there are many factors (e.g. respondent’s mood, attitudes, 
beliefs, and knowledge) that may impact on the responses (Blamey et al., 2000b). Therefore, 
this might explain why dichotomy was not detected in this study. 
5.3.5 Study Objective 3: Complexity, fatigue and order of the choice sets 
Study Objective 3 concerned the fatigue effect and the differences in the choice set ordering. 
Tests were conducted within the two survey framings (citizen or consumer) to have a clean 
test between the different orders of the choice sets (Figure 5-6). In this study, the CEs applied 
two choice set orderings: one based on the standard D-efficient design with random ordering 
(i.e. control design) and the other based on the same design but where the choice sets were 
ordered according to the utility balance (i.e. utility design). The utility balance was used as a 
proxy of complexity to order the choice sets so that easier choices were shown last. This 
combines two reasons (fatigue54 and complexity) for inconsistent preferences.  
  
                                                 
54 In this study, the focus was on fatigue effect hence learning and other ordering effects were not explored. 
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Figure 5-5: Control design vs. Utility design 
 
 
The comprehensive analysis of fatigue is not straightforward. First, little is known about those 
survey respondents who did not complete CE in the first place, and who may have exhibit 
fatigue unobservable to the researcher55. In the literature, fatigue in CE is typically detected 
analytically by the increasing error variance towards the end of the CE, as when people get 
tired they may make more mistakes. Due to inverse relationship, a higher error variance (σ2) 
equals lower scale (μ) in the logit choice models. This study objective then explored if the 
fatigue effect differ between an alternative choice set order design (i.e. utility design) and a 
standard random design (i.e. control design). The first aim was to test if fatigue exists in these 
designs and then test if the order of the choice sets impacts on the model outcomes. Thus the 
overall study hypotheses for this objective were as follows:  
1. H04: Allowance of the scale differences across choices improves the model fit. 
2. H04: Fatigue trend occurs with control design CE but not with utility design CE. 
3. H04: The error variance is higher in the latter part of the CE indicating fatigue. 
4. H05: No difference between the parameter estimates: βcontrol design = βutility design 
5. H05: No difference between the WTP estimates: WTPcontrol design = WTPutility design 
                                                 
55 The online answers included few respondents who started the CE but did not complete it. 
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The RPL model was used as the IIA test suggested the MNL models to be inadequate for these 
data. Thus for testing the first hypotheses, the main effect RPL models that allowed scale 
differences across the choices were estimated. The utility function for this model is as 
follows: 
RPL Scale:
5
0; SQ
1
U   (  + * )n kni kni ni
k
xµ β β ε
=
= +∑  
where μ is the scale parameter, β is a parameter coefficient for J choice alternatives (β ~ 
normally distributed for all but cost attribute), x levels for k attributes and n respondents. The 
fourth hypothesis was tested using the MNL model while the fifth hypothesis utilised the RPL 
model where scale was normalised (μ = 1).  
The scale estimation was conducted in Biogeme software (Bierlaire, 2003) that offers a 
convenient estimation procedure of the scale factor56; and this has been employed, for 
example, to the RPL model by Carlsson et al. (2012) and to the MNL model by Chintakayala 
et al. (2010). The last two tests employed NLogit software to estimate MNL and RPL models 
(the same models as in Study Objective 2). The RPL base model is useful for the WTP 
estimation as the scale effect is cancelled out in the WTP ratios. Of note, while a panel data 
specification was used in NLogit, it was not included in Biogeme due to difficulties in the 
model specification.  
A number of models were estimated depending on how the data was split according to the 
choice sets (one being a reference group)57: 
1. Scale0: Base model (i.e. no scale)  
2. Scale2: Choice sets grouped into two (sets 1-8 (μ=1) and sets 9-15)  
3. Scale3: Choice sets grouped into three (sets 1-5 (μ=1), sets 6-10 and sets 11-15)  
4. Scale5: Choice sets grouped into five (sets 1-3 (μ=1),  sets 4-6, sets 7-9, sets 10-12,  and 
sets 13-15) 
5. Scale15: Individual choice sets (set 1 (μ=1), and sets 2, 3, …, 15). 
                                                 
56 In Biogeme, the [Scale] and [Group] definitions allow estimation of the scale factor. In this approach, each 
group (here choice set) have their own scale parameter and the utility function for each respondents is multiplied 
by this scale parameter (Bierlaire, 2003). 
57 In this study, the [Group] variable definitions for this study are in Appendix D. 
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Thus each choice set or group of choice sets were estimated their own scale parameter. The 
model specifications were selected according to previous studies of fatigue: Arentze et al. 
(2003) and Carlsson et al. (2012) split the data sets into two groups; Campbell et al. (2011b) 
used three groups of choice sets (keeping the middle group as a reference point); Bradley and 
Daly (1994) used pairs of choice sets; while a number of studies varied the scale across all 
choice sets (Bradley & Daly, 1994; Carlsson, et al., 2012; Czajkowski et al., 2012; Hess et al., 
2012; Yao, 2012).  
The model estimates for the scale models for all four surveys (Survey A, B, C and D) can be 
found in Appendix M. Of note, the model fit in all these models was quite low, pseudo R-
square varying between 0.16 and 0.23. One possible reason is that the panel data specification 
was not utilised in the RPL model58 estimated in Biogeme (unlike the models estimated in 
NLogit) thus the preference heterogeneity may not have been captured. In addition, the 
estimated models involved some abnormalities that could mean that the estimation procedure 
was not working correctly. First, some of the estimated standard deviations for the random 
parameters were negative. Secondly, one of the estimated models (Scale15 model in Consumer 
Survey D) involved some abnormality as all the parameter estimates for attributes and 
standard deviations for the random parameters were statistically insignificant. This is a result 
that the standard error is higher than the parameter estimate for all attributes. Reducing this 
into the MNL model resulted in statistically significant parameter estimates for the attributes 
(except for the cost attribute). Thus this implies some doubts towards of the efficiency in 
estimating 15 groups with their own scales. Possible reasons for this include that, as indicated 
by the insignificant preference heterogeneity, the scale effect cancels out the preference 
heterogeneity and thus RPL model is impractical. It is also possible that the sample size may 
have been too small (74 to 81 respondents per survey).  
  
                                                 
58 One limitation with Biogeme software is that it does not allow using panel specification for the RPL model 
with scale factors. 
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Test 1: Impact on model fit  
First, the likelihood ratio test of model fit improvement was tested between the RPL base 
models and the RPL models with scale (Bradley & Daly, 1994; Hess et al., 2012) where the 
test statistic is chi-square distributed. For example, looking at the test statistics in Table 5-19, 
adding the scale parameters into the model with two groups of choice sets for the Citizen 
Survey A resulted in a likelihood ratio test of  
-2*[-966.184-(-966.158)] = 0.052 
which was lower than the critical value (6.64 > 0.05) with one degree of freedom, thus 
indicating adding the scale parameter does not improve model fit in this case. Moreover, 
looking at Table 5-19, model fit is improved only in some models with scale variations: 
Scale5 and Scale15-models in Control design A; Scale3-model in Utility Design B; Scale2-
model in Control Design C; and finally in all but Scale5-model in Utility Design D. It should 
be noted that the use of Scale15-model in data set D is susceptible as adding the scale 
parameter makes all parameter estimates of the attributes insignificant. Thus, adding the scale 
parameter in the RPL models did not always explain the choices better as the improvement 
was inconsistent across the data sets. This finding was similar to Hess et al. (2012) whereas 
Bradley and Daly (1994) found that including additional scale parameter improved the model 
fit over the base model. The first study included data from five surveys while the latter 
finding was based on a single data set.  
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Table 5-19: Likelihood (LR) test between the base model and model with scales  
 Citizen surveys Consumer surveys 
 Survey A: 
Control design 
Survey B: 
Utility design 
Survey C: 
Control design 
Survey D: 
Utility design 
RPL models Log likelihood Log likelihood Log likelihood Log likelihood 
Scale0 -966.18 -1058.76 -1082.71 -1079.23 
Scale2 -966.16  -1056.38 -1080.73  -1077.09 
LR-test [d.f. = 1] 0.05 4.77 3.94** 4.28** 
Scale3 -965.37  -1055.59 -1080.73 -1075.39 
LR-test [d.f. = 2] 1.62 6.34** 3.94 7.68** 
Scale5 -960.94  -1057.46 -1080.92 -1077.06 
LR-test [d.f. = 3] 10.48** 2.60 3.58 4.34 
Scale15 -943.01  -1055.10 -1081.07 -1059.33 
LR-test [d.f. = 14] 46.35*** 7.30 3.28 39.80*** 
χ2 Critical values:  d.f. = 1:  6.64, 3.48, 2.71 at the 1%, 5% and 10% levels 
 d.f. = 2:  9.21, 5.99, 4.60   
 d.f. = 4:  13.28, 9.49, 7.78   
 d.f. = 14:  29.14, 23.68, 21.06   
***,**,* denotes the test statistic higher than the critical value at the 1%, 5% and 10% levels 
d.f. = degrees of freedom 
 
 
Test 2: Scale dynamics 
In the second test, the scale dynamics were explored by plotting the scale values against the 
group of choice sets in order to observe any significant trend of fatigue. This test was similar 
to the Czajkowski et al. (2012) and Hess et al. (2012) studies. The models with three, five and 
15 scale factors were explored and the first choice set or group of choice sets were kept as a 
reference point. Table 5-20 also included t-ratios which indicated if the scale estimates 
differred statistically significantly from the reference set scale (μ=1) (Carlsson et al., 2012; 
Bierlaire, 2003).  
First, one can observe some fluctuation in the scale parameters across the choice sets, more so 
with the control design Citizen Survey A and utility design Consumer Survey D (Figure 5-7). 
A peak can be observed in the scale factors (i.e. low error variance) with Survey A around 
choice sets 5-7 and 12; and with Survey D, around choice sets 11-14. Furthermore, in order to 
detect fatigue, these figures can be interpreted as follows: decrease in scale in the latter choice 
sets indicated higher error variance and thus a fatigue effect. As can be seen in Figure 5-7, 
none of the choice set order designs suggested the existence of fatigue. This finding was 
similar, for example, to Czajkowski et al. (2012) and Hess et al. (2012) who found no 
evidence for fatigue in up to 26 choice sets.  
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Figure 5-6: Scale dynamics 
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Second, the t-ratios in Table 5-20 indicated that only the Citizen Survey A (with control 
design) and Consumer Survey D (with utility design) showed some significant differences 
between the estimated scales and the reference set.  These differences occurred mostly when 
investigating the scale effect in all choice sets: in the early or middle of the sequence of 
choice sets (sets 8-10 in Citizen Survey A and sets 2-10 in Consumer Survey D). However, in 
order to observe fatigue the scale factors should decrease (i.e. the error variance increases) 
towards the latter choice sets; this trend was not obvious. This confirmed the observation of 
scale dynamics with no clear trend of fatigue towards the end of the choice sets. 
Table 5-20: Scale estimates in control and utility designs (Model: RPL base) 
 Citizen surveys Consumer surveys 
 Survey A: 
control design 
Survey D: 
utility design 
Survey C: 
control design 
Survey D: 
utility design 
Choice sets Scale t-ratio Scale t-ratio Scale t-ratio Scale t-ratio 
1-5 1.00 (fixed)                                                          1.00 (fixed)                                                          1.00 (fixed)                                                         1.00 (fixed)                                                         
6-10 0.721  -0.79           1.09   0.75       1.03   0.19       1.45   1.18       
11-15 1.12   0.23       1.08   0.47       1.06   0.50       11.8   0.71       
1-3 1.00 (fixed)                                                          1.00 (fixed)                                                          1.00 (fixed)                                                         1.00 (fixed)                                                       
4-6 3.17   0.56       0.979  -0.15      1.02   0.09       0.937  -0.24     
7-9 0.563* -1.64      1.03   0.22       1.00   0.00       1.55  0.58       
10-12 0.711  -0.91      1.01   0.00       1.02   0.10            1.74  0.60      
13-15 1.15   0.34       1.07   0.44       1.05        0.31       12.0  0.54      
1 1.00 (fixed)                                                          1.00 (fixed)                                                          1.00 (fixed)                                                         1.00 (fixed)                                                       
2 1.04    0.07       0.996  -0.01      0.981 -0.00      0.188***  -3.07      
3 1.22   0.25       0.950 -0.11      0.989 -0.00      0.159***  -4.46      
4 0.94 -0.05      0.948 -0.12      0.989 -0.00      0.224*** -3.11      
5 4.92   0.53       0.983  -0.04      0.997 -0.00      0.235*** -2.59      
6 3.88   0.82 1.04   0.13       1.03   0.16      0.687 -0.44      
7 4.16   0.67      0.987  -0.04      1.03   0.09            0.125*** -5.74      
8 0.527* -1.82      1.01   0.04       0.974 -0.00      0.455 -0.96      
9 1.08   0.11       1.03   0.12       0.997 -0.00      0.355* -1.63      
10 0.300*** -4.32      1.01   0.01       0.996 -0.05      0.206*** -2.99      
11 0.578 -1.47      1.00   0.00       0.994 -0.08      3.55   0.38       
12 6.19   0.76       1.00   0.00       1.03   0.11 3.02   0.32       
13 1.36   0.39       0.996 -0.01      1.00   0.00       0.501  -0.84      
14 0.994 -0.01           1.06   0.19       1.02   0.07       4.01   0.42       
15 1.76   0.77       1.01   0.04           1.03   0.17       0.208***  -3.00      
***,**,* denotes statistical significance at the 1%, 5% and 10% levels 
 
 
Test 3: The ratio of scale parameters 
The third test explored the difference on scale factor between the first and the second part of 
the CE. This tests if the second part of the survey has more inconsistent choices compared to 
the first part of the survey as detected by a lower scale (higher error variance). The common 
hypothesis states that an increase in the error variance towards the end of the CE implies 
fatigue (Arentze et al., 2003; Carlsson et al., 2012; Savage & Waldman, 2008). 
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The first part of CE here includes choice sets 1-8, and the second part includes choice sets 9-
15. Hence it applied Scale2-model where the first part is kept as a reference point (μ=1). The 
null and study hypotheses are as follows:  
H0: There is no difference in the estimated scale between the first (μ1) and second (μ2) 
parts of the survey: μ1 = μ2 = 1.  
HA: The scale estimated in the second part of the survey is μ1 ≠ 1; μ < 1 (i.e. lower 
relative to the first part of the survey) suggests fatigue towards the last choice sets. 
Looking at Table 5-21, none of the scale factors implied fatigue as they were higher than one. 
A similar results was found in Arentze et al. (2003). In addition, following Carlsson et al. 
(2012), at scale ratio 0.87 implied an error variance in the second part of 87 per cent of the 
total error variance of the model (relative to the first part) in the Citizen Survey A. Thus the 
error variance was reduced by 13 per cent in the second part of the CE. This suggested an 
(institutional) learning effect, rather than fatigue due to less noise (Carlsson et al., 2012). 
However, as the scale parameter was not significantly different from one (p-value = 0.83 > 
0.05) there was no evidence for the ordering effects. This again, supported the findings from 
test 2 of scale dynamics. Overall the result of no evidence for fatigue when comparing the two 
parts of data was also consistent with findings from Arentze et al. (2003), Carlsson et al. 
(2012) and mail surveys in Savage and Waldman (2008). The results from the Citizen Survey 
B and Consumer Survey C were similar.  
The reduction in the error variance was seen even more clearly in the Utility Design Survey D 
where the error variance was reduced by 82 per cent (1 - 0.183 = 0.817) in the second part of 
the CE; however, neither was this scale parameter statistically significant from one (p-value = 
0.33 > 0.05). Of note, estimating the scale parameter for this particular data set proved to be 
difficult with 15 scale parameters indicating possible data specific limitations in using this 
type of scale estimation.   
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Table 5-21: Scale2 models for the first and second part of the CE with scale factor  
 Citizen surveys Consumer surveys 
 Survey A: 
Control design 
Survey B:  
Utility design 
Survey C: 
Control design 
Survey D: 
Utility design 
 Coefficient Coefficient Coefficient Coefficient 
ASC (for SQ) 0.964***     0.214** 0.113     0.808***     
JOBS  0.005*** 0.002*** 0.001***   0.003***   
QMCI 1.22***      0.536*** 0.464***   0.958***     
SWQ 0.357***     0.305*** 0.210***     0.329***     
CHI 0.562***     0.153***          0.189***    0.366***     
COST -0.008*** -0.006*** -0.008*** -0.007*** 
Random parameters’ standard deviations    
JOBS  -0.006*** 0.000   0.000 -0.005***  
QMCI 0.529     -0.005   0.000 -0.329    
SWQ -0.083   0.002   0.005   0.396***              
CHI 1.23***      -0.003 0.003   0.801***     
Final log-likelihood -966.158 -1056.378 -1080.734 -1077.087 
Rho-square 0.208 0.180 0.159 0.193 
Estimation based on number of    
observations 1110 1185 1170 1215 
parameters 11 11 11 11 
 Choice sets 1-8    
Scale coefficient 1.00  (fixed)                                                                   1.00  (fixed)                                     1.00  (fixed)                                     1.00  (fixed)                                     
 Choice sets 9-10    
Scale coefficient (std. error) 1.07    (0.36) 1.11    (0.13) 1.06    (0.12) 2.34  (1.37) 
t-value (p-value) 0.21    (0.83) 0.87    (0.39)      0.50    (0.61) 0.98  (0.33)      
Scale ratio 1/1.072 = 0.873 1/1.112=0.812 1/1.062 = 0.890 1/2.342  = 0.183 
***, **, * denotes statistical significance at the 1%, 5% and 10% levels 
std. error = standard error 
 
 
Test 4: Difference between the two choice set ordering formats 
The fourth and fifth tests were about the differences in between the two choice set ordering 
designs (i.e. control design vs. utility design). The same models that were estimated for the 
Study Objective 2 (in consumer vs. citizen comparison) were used here but now between the 
surveys with different designs (i.e. Survey A vs. Survey C and Survey B vs. Survey D) 
(Figure 5-6). Therefore it tested the choice set ordering rather than fatigue effect. Testing 
began with the Swait-Louviere (1993) test of differences on preferences based on all 
parameters between two sources of data with the following null hypotheses: 
1. H0: βcontrol design = βutility design and μcontrol design = μutility design when using citizen framing 
(society as whole)  
2. H0: βcontrol design = βutility design and μcontrol design = μutility design when using consumer framing  
Looking at Table 5-22, the result of the LR-test indicate that either the null hypotheses cannot 
be rejected, thus, there was no evidence for different scale factors between the two data sets 
when using different design for the choice set ordering. 
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Table 5-22: Swait-Louviere test: Control design vs. utility design 
 Comparison  Likelihood ratio (LR) test 
 
Citizen  
surveys 
Survey A (Control design) vs. 
Survey B (Utility design) 
-2*[LLpooled-(LLsurveyA + LLsurveyB)] 
= -2*[-2066.999 - (-987.430 -1076.242)] = 6.633 
 
Consumer 
surveys 
Survey C (Control design) vs. 
Survey D (Utility design) 
-2*[LLpooled-(LLsurveyC + LLsurveyD)] 
= -2*[-2205.525 - (-1084.728 -1114.223)] = 9.147 
 
 Critical values χ2[d.f. = 6]: 16.81, 12.59 and 10.64 at the 1%, 5% and 10% levels 
LL = log likelihood; d.f. = degrees of freedom; the grid search procedure is in Appendix H 
 
Next, the WTP estimates are compared to test differences in preferences as this comparison 
cancels out the scale effect (Carlsson et al., 2012; Colombo et al., 2009a; Hess et al., 2012). 
Typically, this test is used between the samples; while Carlsson et al. (2012) also applied this 
within the sample. Testing was done using the same RPL models, which were equivalently 
specified for each survey data, as seen in the Study Objective 2 (Section 6.5.2). The null and 
alternative hypotheses for this test are as follows: 
H0: There is no difference between the WTP estimates (WTPcontrol order = WTPutility order) 
HA: WTP differ according to choice set order (WTPcontrol order ≠ WTPutility order) 
Table 5-23 summarises the parameter estimates for these models and, as one can observe, 
there is no major differences in the model estimates in overall: the signs, statistical 
significance and relative ranking were consistent. As all attributes have highly significant 
parameter estimates, it was possible to estimate WTP values for all attributes. These estimates 
were used for testing the differences of preferences. The WTP was estimated from the RPL 
base models without scale (estimated with NLogit 5.0). Similar to earlier, the WTP values 
were approximated using the Krinsky-Robb (1986) method with 1000 draws and the 
convolution test (Poe et al., 2001, 2005) was used as a formal test for the WTP differences 
between the design types. The results of this test is shown in Table 5-24. 
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Table 5-23: Summary of the individual RPL “base” model estimates 
 Control design orders Utility design orders 
 Citizen Survey A Consumer Survey C Citizen Survey B Consumer Survey D 
 Coefficient  
estimate 
Coefficient  
estimate 
Coefficient  
estimate     
Coefficient  estimate 
ASC (for SQ) 0.583***       1.471***       0.839***       0.757***       
JOBS  0.004***       0.004***       0.003***       0.003***       
QMCI 1.313***       1.334***       1.032***       1.130***       
SWQ 0.370***       0.471***       0.545***       0.377***               
CHI 0.470***       0.552***            0.357***       0.382***       
COST -0.011***       -0.010***       -0.008***       -0.008***       
Random parameters’ standard deviations   
JOBS  0.004***        0.003***       0.004***       0.004***       
QMCI 1.029***       0.963***       0.794***       0.850***       
SWQ 0.458***       0.699***       0.733***       0.627***       
CHI 0.745***       0.953***       0.567***       0.565***       
Log likelihood -811.59052 -800.96089 -858.86429 -910.50491 
Pseudo R-square       0.3345 0.3769 0.3403 0.3179 
AIC 1643.2 1621.9 1737.7 1841.0 
Estimation based on number of    
individuals  
observation 
parameters 
74 
1110 
10 
78 
1170 
10 
79 
1180 
10 
81 
1215 
10 
***, **, * denotes statistical significance at the 1%, 5% and 10% levels 
ASC (SQ) = alternative specific constant for status quo (1 if SQ, 0 otherwise); JOBS = Number of jobs; QMCI = 
Quality of habitat; SWQ = % of sites graded good/very good quality for swimming; CHI = Mahinga kai/Food 
gathering opportunities; COST = increase in rates (NZ$/year) 
 
Looking at Table 5-24, the JOBS attribute seems stable across the survey types with small 
absolute differences; whereas the point estimates for QMCI, SWQ and CHI suggest some 
differences in WTP between the design types being mostly higher for the utility design choice 
set order and lower for the control design (random order). The convolution test (Table 5-25) 
indicated that there was no evidence for a statistically significant difference for the WTP 
estimates at the five per cent confidence level as the estimated p-value is higher than 0.975. 
Thus, there was no evidence that the choice set question order based on the utility differences 
matter.  
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Table 5-24: The WTP estimates: Control design vs. Utility design surveys  
 Citizen surveys Consumer surveys 
 Survey A:  
control design 
Survey B:  
utility design 
Survey C:  
control design 
Survey D:  
utility design 
 Mean WTP (NZ$)  
(95% Confidence interval*) 
Mean WTP (NZ$)  
(95% Confidence interval*) 
JOBS 0.40 
(0.15-0.56) 
0.42 
(0.22-0.62) 
0.46 
(0.28-0.63) 
0.43 
(0.24-0.61) 
QMCI 124.68 
(87.01-162.36) 
131.64 
(83.82-179.47) 
137.20 
(91.80-182.60) 
138.10 
(91.56-184.64) 
SWQ 35.45 
(20.75-50.16) 
70.30 
(37.04-103.56) 
48.94 
(26.72-71.17) 
46.65 
(23.61-69.70) 
CHI 44.79 
(22.40-67.19) 
45.83 
(19.25-72.41) 
56.97 
(27.31-86.64) 
46.94 
(22.06-71.82) 
**95% confidence interval is calculated meanWTP+/-1.96*(standard deviationWTP). The WTP estimates were 
adjusted removing 5% of the observations in order to exclude outliers due to the infinite tails in the normal 
distribution.  
JOBS = Number of jobs; QMCI = Quality of habitat; SWQ = % of sites graded good/very good quality for 
swimming; CHI = Mahinga kai/Food gathering opportunities; COST = increase in rates (NZ$/year) 
 
 
Table 5-25: Differences in WTP between Control design and Utility design surveys: 
Convolution test 
Comparisons JOBS QMCI SWQ CHI 
Within citizen survey – across design     
p-value: Control vs. utility design (A vs. B) 0.529 0.568 0.9685 0.511 
(Standard deviation of difference) (0.089) (0.087) (0.045) (0.094) 
 
Within consumer survey – across design 
    
p-value: Control vs. utility design (C vs. D) 0.412 0.509 0.447 0.328 
(Standard deviation of difference) (0.102) (0.089) (0.102) (0.093) 
If the p-value < 0.975, there is no significant difference between WTPutility design and WTPcontrol design at 5% level. 
 
 
Discussion 
Fatigue has been of considerable concern in choice experiment literature as if the number of 
choice sets is large and, thus, the survey is long, this may lead to boredom and tiredness. 
Moreover, the sequence of similar type of valuation sets with complexity and cognitive 
burden can lead to a loss of interest and more mistakes being made towards the end of the 
survey. Thus, showing people 15 choice sets it could be anticipated that the respondents 
would experience fatigue. 
This study objective focused on two matters: first, the fatigue effect in choice experiments 
and secondly, difference between the designs with different choice set order where the utility 
design was argued to reduce the fatigue effect as the easier choices are left last. Subsequently, 
if fatigue could be reduced this would lead to improved choice consistency. The results 
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indicated no evidence that fatigue was present in any of the four CEs nor that control and 
utility design -orders of the choice sets resulted in different WTP estimates. 
Empirical CE literature includes mixed evidence for fatigue: while some studies found fatigue 
becoming strongest from the 10th set onwards, a number of studies have found no evidence. 
For example, Hess et al. (2012) were surprised that the empirical evidence for fatigue was 
little and that the impacts on the models were generally small. This study adds to the literature 
of no evidence for fatigue as supported by observations from all four data sets. One possibility 
is that fatigue may not be a real issue in biasing the CE results. Fatigue might also be 
diminished by other factors such as familiarity with the study context or the small number of 
choice sets. Besides these factors, the diversity of results may depend on design differences or 
the methods used for detecting fatigue (Czajkowski et al., 2012), or that fatigue occurs only 
within some respondents (Campbell et al., 2011b). In addition, Hess et al. (2012) speculated 
about whether the self-administrated surveys (i.e. non-interviews) had any impact. For 
example, people can fill these surveys at any time convenient for them. This is aligned with 
Savage and Waldman (2008) finding of fatigue effect in online but not in mail surveys, if one 
assumes online surveys are completed in one go while mail surveys can take several attempts. 
Of the survey respondents in this thesis, 82 per cent used the mail survey option which hence 
may explain the result of no fatigue.  
In addition, fatigue is not a mutually exclusive from other possible complexity related effects. 
Fatigue can co-exist, for example, with attribute non-attendance (Carlsson et al., 2012) or 
learning (Sawage & Waldman, 2008). This study also showed existence of ANA, in particular 
within the jobs and cultural attributes; and, while learning was not tested in this study, some 
qualitative results suggested a such effect: “It was very interesting to answer the questions 
about options A, B etc., and I found as time went on I became more sure of what options I 
would prefer…” (a respondent in Survey D) and “The format of the triple questions was 
horrible to answer I found it hard. Saying that the process made the prioritising and in turn I 
understood why you asked then in that manner…” (a respondent in Survey D). 
The second part of this discussion focused on complexity of the choice sets and whether taken 
this into account would matter in the choice set question order. In general, the results for the 
CE follow-up questions showed that between 32 and 56 per cent of the respondents in the four 
surveys considered the choices were easy and between 26 and 38 per cent considered they 
were tough. In addition, some respondents’ comments indicated that CE can be perceived 
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complex: “Found format of questions difficult to respond to” (a respondent in Survey D) and 
that “Not easy to understand or follow!! Probably many people will give up after first choice 
set - I nearly did!” (a respondent in Survey C). 
In this study, the complexity was measured by utility balance metric based on Campbell et al. 
(2011a) and Olsen et al. (2011). This measure was then used to order the choice sets either 
randomly (i.e. control design) or based on lowering complexity (i.e. utility design). The effect 
of the choice set order was tested using the convolution test (Poe et al., 2001, 2005) between 
the WTP estimates. The results showed no evidence for different preferences between these 
choice set order designs. This indicates that the choice set order may not impact on the 
average WTPs and there was no evidence that the design that was hypothesised to take 
account respondents’ fatigue would make difference. This result supports the recommended 
practice of randomising the choice sets across the respondents (i.e. not all respondents see the 
choice sets in the same order) in order to minimise anchoring, framing or strategic effects, 
counterbalance the ordering effects, or break down the correlation between the scale variation 
across choice sets and attributes (Czajkowski et al., 2012; Hess et al., 2012; Louviere et al., 
2008). 
As mentioned, this study found no evidence that choice set order would matter if this was 
based on the presenting them in the order that reflects the complexity. This was similar to the 
finding of Carlsson et al. (2012) and Alpizar and Carlsson (2003) who found no difference on 
the alternatives chosen when the choice set from the first part of the CE was repeated in the 
second part of the CE. Likewise, Day et al. (2012) found no evidence that position-
dependence (i.e. order of two blocks of choice sets) would be associated with fatigue effect. 
In contrast, utility difference has been found to matter in choice making in the status quo 
effect framework (Campbell et al., 2011a) and choice uncertainty framework Olsen et al. 
(2011). Thus, utility balance is a potential contributor to the perceived complexity and one 
possible reason that this thesis found no significant evidence for the complexity related order 
effect is that the underlying design was based on statistical criteria of D-efficiency. The D-
efficient design may not have included the choice sets with highest variation of utility balance 
across the choice sets. The investigation of a real life problem required usable choice set data, 
and this was of higher importance than determining the difference in the utilities of the 
alternatives.  
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5.4 Part III. Choice analysis: welfare estimates 
This chapter describes the attempts to calculate different welfare estimates. These included 
willingness-to-pay estimates for the improvement in different freshwater attributes, 
willingness-to-forgo irrigated land area for improved level of the environmental, recreational 
and cultural attributes, and compensating variation (i.e. compensating surplus) estimates for 
the different attribute combinations based on the impacts from four irrigation scenarios. In 
addition, the impact of attribute non-attendance is tested and finally the significance of the 
cultural attribute was discussed. In contrast to Part II (testing study objectives), this part uses 
pooled data set of all survey data from Citizen Surveys (A and B) and Consumer Surveys (C 
and D). This provided clarity for a discussion of the welfare estimates and the data pooling is 
justified as in Part II there were little evidence for the differences between the different survey 
formats.  
5.4.1 Random parameter logit models with error component 
The analysis in this section used the random parameter logit with error component 
specification (RPL-EC) models for the pooled data set. This model specification was used as 
the initial model assessment indicated a need for more flexible models while the EC 
component improved the model fit. 
A number of RPL-EC models were run in NLogit 5.0 using 700 Halton draws. The fixed cost 
attribute simplified the WTP estimation. The simplest model was the RPL-EC main effects 
model (RPL-EC base). The second model (RPL-EC 1 & 2) tested the main and two-way 
interactions as defined in the experimental design. Interactions of CHI*SWQ and CHI*QMCI 
turned out to be statistically significant and negative. The negative interaction can be 
interpreted as a possible substitute relationship between the attributes (Day et al., 2012). This 
means respondents may attach less value to improvements in one water quality attribute if 
more improvements in another water quality attribute were offered. The third model included 
a further exploration of the interactions and detailed level information about the qualitative 
attributes QMCI, SWQ and CHI (RPL-EC best). A number of interactions were tested 
between different socio-demographic characteristics (SDC) and the cultural attribute (being a main 
objective) and between SDC and alternative specific constant (ASC); of these, the significant 
interactions were included in the final model. Statistical criteria and the likelihood ratio tests 
indicated that the third model fitted the data best (Table 5-26). Therefore, this model is 
discussed in more detail and used to calculate the WTP estimates. 
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Lastly, recent literature has discussed the impact of attribute non-attendance (ANA) and how 
it may bias the welfare estimates (Carlsson et al., 2010; Hensher et al., 2005b; Kaye-Blake et 
al., 2009; Scarpa et al., 2011). Therefore, an additional model was run to take into account 
this effect and this was tested for the RPL-EC “best model” that was used to estimate the 
average WTP. The impact of ANA is discussed in Section 5.4.3. 
Table 5-26: Model comparison for pooled data 
 RPL-EC main effects  
 
(RPL-EC base model) 
RPL-EC main & 
interaction effects  
(RPL-EC 1&2 model) 
RPL-EC with interactions 
& non-linear levels  
(RPL-EC best model) 
Log likelihood -3172.324 -3084.185 -2992.132 
Pseudo R2 0.3830 0.4001 0.4180 
AIC 6366.6 6194.4 6048.3 
Interactions - Yes Yes 
Number of parameters 11 13 32 
Likelihood ratio tests: -2*(base – other model) 
RPL-EC base vs. RPL EC 1&2 -2*[-3172.324-(-3084.185)]=176.279***       
degrees of freedom 13-11 = 2 
χ2 Critical values: 
 
9.21, 5.99, 4.60 at the 1%, 5% and 10% levels 
RPL-EC base vs. RPL EC best -2*[-3172.324-(-2992.132)]=360.386***  
degrees of freedom 32-11=21  
χ2 Critical values: 38.93, 32.67, 29.62 at the 1%, 5% and 10% levels  
 
The RPL-EC “best” model with interactions and non-linear levels 
For brevity, only the RPL-EC “best model” is discussed here (Table 5-27); other models can 
be found in Appendix J. This model had the best fit for the choice data based on the statistical 
criteria of the highest McFadden’s pseudo R-square of (0.418), lowest AIC (6048) and log 
likelihood nearest to zero (-2992.13). Also, the LR-test showed an improvement over the 
other RPL-EC specifications (Table 5-26).  
The utility function for the RPL-EC “best” model was specified as follows: 
3; 5
0, , ,
1; 1 1 1
* *
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ink SQ k ink n SQ SQ n SQ in ink ni i in in
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U x ASC S x S Eβ β ϖ δ σ ε
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for β parameter coefficient, J choice alternatives, x levels for k attributes, n respondents, S 
socio-economic characteristics, ω is the parameter for ASC interactions and δ is the parameter 
for interactions with attribute x, and E is the error component with zero mean and variance σ 
equal to one. This model included linear specification for JOBS and COST attributes and non-
linear specifications for the qualitative attributes QMCI, SWQ and CHI with reference levels 
of “poor”, “0%” and “poor” respectively, as the focus was on improvements. In general, 
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effects coding has been preferred in choice analysis as this did not confound the overall mean 
(Bech & Gyrd-Hansen, 2005; Hensher et al., 2005a). All but the cost attribute were assumed 
to be normally distributed. As mentioned, the observed heterogeneity was explored with a 
number of SDC interacting with the CHI attribute and ASC. These interactions provided more 
insight about preference heterogeneity, in particular, of the cultural element. The interactions 
between attributes (CHI*SWQ and CHI*QMCI) were insignificant in this model. 
First, as Table 5-27 shows, most of the parameter coefficients for the attributes were 
statistically significant (at the 99% level) with the correct signs. The insignificant levels 
include 20% of sites (SWQ) and other than above average mahinga kai opportunities (CHI). 
These levels can be interpreted as statistically the same as the reference levels (poor CHI and 
0% SWQ) (Hensher et al., 2005a). This finding was similar to the empirical freshwater 
literature in New Zealand in that not all non-linear levels turn out to be significant (e.g. 
Marsh, 2012; Bell et al., 2012). Most signs were positive indicating that the respondents 
wanted an improvement in the number of jobs, water quality for habitat, swimming water 
quality and mahinga kai opportunities as these provide positive utility to them.  
Secondly, looking at the relative magnitudes of the significant parameters, the respondents 
were more likely to select the alternative with excellent quality of habitat than the good or fair 
level. They were also more likely to select the alternative with 60% of sites rather than with 
40% or 80% of sites with good/very good swimming water quality. Moreover, the alternative 
with above average mahinga kai opportunities was less likely to be selected than the 
alternative with excellent water quality for habitat, but more likely than 60% of sites with 
good/very good swimming water quality. The jobs attribute had the lowest positive weight on 
the probability of selecting the alternatives while the negative signs for the cost attribute and 
fair QMCI indicated that the respondents were less likely to select alternatives with higher 
costs or alternatively with fair environmental quality. Finally, while QMCI has an increasing 
marginal utility with improved quality levels; the marginal utility increases only until levels 
were 60% of the sites with the SWQ attribute and above average for the CHI attribute. This 
can be seen as a peak in Figure 5-8 which provided an illustration of the observed non-
linearity in these attributes. Most of the standard deviations for the random parameters were 
significant and, in a few cases, they were higher than the coefficient estimate indicating high 
preference heterogeneity (e.g. SWQ 80% of sites).  
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Thirdly, the statistically significant interactions between the SDC and the CHI attributes or 
between the SDC and ASC (for the status quo alternative) indicated some observed 
heterogeneity. This meant that females and Māori59 were more likely to select an alternative 
with a higher CHI level (positive interaction). Overall, a positive ASC for the status quo 
alternative suggested a status quo bias where people derived positive utility from choosing the 
status quo alternative. There might be different reasons for this, which one typical one was 
avoiding costs. For example, one respondent noted that “Basically I voted against any 
change/increase in rates. If you want to adopt any changes for the better then you should also 
look at reallocating money rather than just fleecing people who can't afford it!” (a respondent 
in Citizen Survey B). However, the Māori respondents and those with a higher income or with 
children were more likely to select the non-status quo alternative (as indicated by the negative 
interaction with ASC). Also, the significant error component between the two non-status quo 
alternatives suggested a correlation between these alternatives and, thus, this was evidence for 
a status quo bias in the stochastic part of the model (Olsen et al., 2011; Scarpa et al., 2005). 
One possible explanation for a status quo bias in the water valuations was loss aversion, as 
suggested by Marsh et al. (2011) and Marsh and Phillips (2012b). Loss aversion is defined as 
the “disutility of giving up an object is greater that the utility associated with acquiring it” 
(Kahneman et al., 1991, p. 194). An alternative explanation was choice complexity where the 
status quo might be the “easy option” (Colombo et al., 2009a). The follow up question used in 
the survey indicated that the status quo was mostly selected because people were opposed to 
an increase in rates (see Section 5.3.2). 
Compared to the literature, Marsh and Phillips (2120b) also found that people preferred to 
remain with the status quo in the Hurunui River study. Tait et al. (2011) found that people 
with higher household income or females were more likely to choose alternatives with 
changes. Bell et al. (2012) found evidence for positive status quo effects if the river was 
currently “mainly in natural state”, but both positive and negative status quo effect if the 
current state of the river was “highly modified”. In addition, Marsh et al. (2011) tested 
differences between the provided and the respondents’ own status quo levels and found that 
people wanted change when the status quo was provided (negative ASC) but no change if 
they compared the alternatives to their own perception of the status quo (positive ASC).  
 
                                                 
59 Note, the self-stated indicator was used here instead of the Māori identification that was used in the user group 
analysis. 
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Table 5-27: Choice analysis results: RPL-EC “best” model for pooled data 
  Coefficient estimate (Standard error) p-value 
ASC (for SQ)  1.500***       (0.529) 0.005       
JOBS  0.003***       (0.000) 0.000 
Quality of habitat (QMCI)  fair     -0.254***       (0.077) 0.001      
  good    0.328**        (0.141) 0.020 
  excellent   2.374***       (0.205) 0.000 
Swimming water quality   20% 0.183          (0.171) 0.286      
(SWQ): % of sites  40% 0.554***       (0.127) 0.000       
  60% 0.768***       (0.101) 0.000       
  80% 0.398***       (0.139) 0.004       
Cultural health (CHI) and   below average 0.144          (0.175) 0.413      
Mahinga kai/Food gathering   average -0.147          (0.168) 0.384      
  above average 0.739***       (0.166) 0.000       
  exceptional -0.234          (0.239) 0.327      
COST  -0.013***       (0.001) 0.000      
ASC (SQ) *  income -0.326***       (0.088) 0.000      
 Kids -0.299***       (0.099) 0.003     
 Māori -2.071***       (0.742) 0.005     
CHI* female 0.222***       (0.068) 0.001       
 Māori 0.215*         (0.131) 0.100      
Random parameters’ standard deviations    
JOBS  0.003***       (0.000) 0.000       
Quality of habitat (QMCI) fair     0.287***       (0.110) 0.009       
 good    0.373**        (0.168) 0.027       
 excellent   0.963***       (0.111) 0.000       
Swimming water quality  20% 0.316**        (0.151) 0.037       
(SWQ): % of sites 40% 0.298          (0.189) 0.114      
 60% 0.598***       (0.134) 0.000       
 80% 0.894***      (0.124) 0.000       
Cultural health (CHI) and  below average 0.686***       (0.143) 0.000       
Mahinga kai/Food gathering  average 0.298  (0.267) 0.264     
 above average 0.267  (0.194) 0.170      
 exceptional 0.060  (0.358) 0.866 
Error components A vs B 2.948***       (0.185) 0.000      
Model fit criteria Log likelihood -2992.13168   
 Pseudo R-square       0.4180   
 AIC 6048.3   
Estimation based on number of individuals  
observation 
parameters 
312 
4680 
32 
  
***, **, * denotes statistical significance at the 1%, 5% and 10% levels. 
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Figure 5-7: Marginal utilities for QMCI, CHI and SWQ attribute levels 
 
 
 
 
5.4.2 Welfare estimates and trade-offs 
The choice analysis provided quantitative information (i.e. parameter estimates) that can be 
used to calculate different trade-offs between the attributes. The most common trade-off is 
known as WTP; yet on the basis of the marginal rate of substitution (MRS) trade-offs between 
any two attributes were possible to identify using the estimated coefficients (Colombo et al., 
2009a; Kerr & Sharp, 2008), everything else being equal. In addition, the estimated utility 
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weights for the attributes can be used to calculate consumer surpluses which communicates 
the change in society’s well-being due to changes in resource management.  
Willingness to pay  
A key objective in NMV studies is often to estimate respondents’ WTP for a good or service 
that is not traded in the market. This is calculated based on MRS where WTP is a ratio 
between a parameter estimate for attribute k and the parameter estimate for the cost attribute: 
 k
cost
WTP β β= − . 
In this study, the payment vehicle was an annual increase in rates for the next five years. 
While Canterbury residents already pay an amount in their rates for water, it is possible that 
the cost of the future freshwater management may increase this amount. The marginal WTP 
values were estimated for the statistically significant parameters in the RPL-EC “best” model. 
The unconditional WTP estimates and confidence intervals were obtained using the Krinsky-
Robb (1986) method with 1000 draws. These estimates were adjusted by excluding some 
outliers (2.5% of observations from each tail).  
Looking at Table 5-28, the key result was that people were willing to pay for all but a fair 
quality of habitat, for which people wanted to have $19 compensation. The highest WTP was 
to improve the environmental quality from poor to excellent and this was $182 per household 
a year. This was much higher than the WTP for good environmental quality ($25). The second 
highest WTP ($59) was for good/very good swimming water quality in 60% of the sites over 
the zero sites. This was also very close to the improved mahinga kai opportunities for which 
people were willing to pay $57 for the change from poor to above average level. Other WTP 
estimates were $42 ($31) for a change from zero swimming sites to 40% (80%) of swimming 
sites in which, interestingly, people were willing-to-pay less for the highest level of 
improvement than lower level of improvement. Finally, people were willing to pay $0.26 per 
additional job, or $45 for an additional 173 jobs or -$45 for loss of 173 jobs.  
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Table 5-28: The WTP estimates for the freshwater attributes 
Element of well-being Attribute  Average 
WTP (NZ$) 
 95% Confidence interval* 
Financial JOBS  0.26 (0.18;  0.34) 
Environment Quality of habitat  fair     -19.27 (-30.06; -8.47) 
 (QMCI) good    25.31 (6.82;  43.80) 
  excellent   181.75 (149.26; 214.25) 
Recreation Swimming water  40% 42.46 (25.60; 59.33) 
 quality (SWQ):  60% 58.79 (45.01; 72.58) 
 % of sites 80% 30.77 (11.32; 50.22) 
Culture Cultural health 
(CHI): Mahinga kai 
above 
average 
56.55 (33.45; 79.66) 
*95% confidence interval is calculated meanWTP+/-1.96*(standard deviationWTP). The WTP estimates were 
adjusted removing 5% of the observations in order to exclude outliers due to the infinite tails in the normal 
distribution.  
 
The high WTP for excellent environmental quality of habitat was consistent with the 
estimates for good ecology ($84) in all Canterbury rivers in Tait et al. (2011) and good 
tributaries (overall river health indicator) ($242) for the Hurunui River in Marsh and Phillips 
(2012b), which were both valued highest. The latter study also included good ecological 
health (WTP $74), which was valued nearly the same way as recreational values ($76) 
(Marsh & Phillips, 2012b). In contrast, Kerr and Sharp (2008) found a highest WTP for the 
swimming water quality. Examples from elsewhere in New Zealand shared similar findings to 
some extent: water clarity and healthy ecosystems were valued highest in Andersen et al. 
(2012) and the WTP for the largest changes from the status quo was approximately $200 a 
year for improved natural character of the rivers in Bell et al. (2012).   
Studies have found that different recreational swimming attributes have been valued at $27 
for the risk of 10 people getting sick from recreational contact with water a year (Tait et al., 
2011) to $76 for good swimming and recreation (Marsh & Phillips, 2012b); and between $68 
and $299 for safe swimming (Kerr & Swaffield, 2007) in Canterbury. Moreover, Kerr and 
Swaffield (2007) and Marsh (2012), in a study of the Waikato lakes, found that swimming 
water quality was valued highest. Bell et al. (2012), in contrast, found their swimming days 
attribute may have suffered from the attribute description resulting in insignificant attributes 
and, thus, the WTP was impossible to calculate.  
The number of jobs was valued lowest in the relative ranking of parameter estimates (i.e. had 
a relatively lower utility weight). This was similar, for example, to Andersen et al. (2012), 
Kerr and Swaffield (2007), and Marsh and Phillips (2012b). However, it should be noted jobs 
(and cost) was a linear attribute unlike the others. Overall, the relative magnitude of the jobs 
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parameter estimate was lowest, yet the WTP for 173 new jobs scaled the WTP figure closer to 
the other estimates. Similar to the latter, Marsh and Phillips (2012b) found that people were 
willing to pay $45 for 500 new jobs related to land use changes ($27 for 250 new jobs, and -
$220 for loss of 250), although their results considered the Hurunui region and not all of 
Canterbury.  
In one study, Marsh (2012) discussed that employment is often considered as a public good as 
a society gains utility from “more jobs”, and he found that fewer reductions (-5% of jobs) 
were valued higher than having more reductions (-10% of jobs). As Marsh speculated, it 
could be that people support the dairy industry and/or that they generally did not like the idea 
of job losses as this might lead to unemployment in the region. In another study, Kerr and 
Swaffield (2007) found that jobs can be valued differently between stakeholders (farmers 
valued jobs highly while Anglers valued them negatively) and one possible reason for this 
was that anglers, for example, did not value employment per se, but the impact it may have on 
another attribute. As the authors noted, this was an example of the causal-effect relation in 
water resource valuations.  
Next part of this discussion regards to another type of trade-offs: How much people are 
willing to compensate jobs, or the underlying irrigated land area, for changes in water quality. 
Trade-offs against irrigated land area 
The second type of trade-offs explored how much irrigation, in relation to jobs, people were 
willing to trade off for better environmental, recreational and cultural values. As mentioned 
earlier, MRS can be applied to calculate trade-offs between any two attributes and the trade-
offs for jobs were calculated, as follows: 
 kjobs
jobs
MRS β β= −  
The same Krinsky-Robb (1986) method was used as in the WTP calculations. This stated how 
many jobs needed to be forgo to offset an increase in attribute k. One limitation of this 
calculation was that both parameters (β) (in the RPL-EC best model) were specified as 
normally distributed random parameters and, therefore, it was possible that some moments of 
the WTP distribution are non-existent (Daly et al., 2012). As the authors explained, this may 
happen if the denominator has a coefficient close to zero resulting in arbitrarily large 
estimates. 
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The estimated MRS values resulted in trade-offs as seen in Table 5-29. The number of jobs 
was translated into changes in the irrigated land area by applying the conversion rate from 
Saunders and Saunders (2012) who estimated that one irrigated hectare equalled 
approximately 0.0058 jobs. Looking at Table 5-29, people are willing to forgo 99 jobs to 
improve the quality of the habitat from the reference level of poor to good. In other words, 
people were willing to compensate up to 99 jobs for a good quality of habitat. These 99 jobs 
also equalled 17,000 hectares of irrigated land area which is 3.4 per cent of the total 500,000 
hectares60 of the irrigated land area in Canterbury. This trade-off resulted because the utility 
weight for jobs (β = 0.003, Table 5-29) is much smaller than the utility weight for a good 
quality of habitat (β = 0.328, Table 5-29). The remaining results are discussed in terms of 
irrigated land area rather than number of jobs.  
The remaining results showed that people were willing to forgo close to 25 per cent of the 
irrigated land if they received an improvement to an excellent water quality and habitat (from 
the poor level); but they would want 2.6 per cent compensation in land (i.e. more irrigated 
land) if the water quality for habitat was only fair. Likewise, it was necessary to reduce up to 
eight per cent of the total irrigated land area to gain an improvement in swimming sites, and 
more so for a change from zero sites to 60% of sites. For above average cultural opportunities, 
people were willing to forgo 7.6 per cent of the total irrigated land area.  
Table 5-29: Marginal rate of substitution (MRS) for number of jobs 
  Comparison to the irrigated land area 
Model: RPL-EC “best” Average no. of 
jobs 
(95% confidence 
interval) 
Number of jobs = 
hectares* 
% of the total irrigated 
land in Canterbury** 
Quality of habitat(QMCI)   
fair      75 (34; 116) 13,013 2.6% 
good    -99 (-172; -26) 17,119 3.4% 
excellent  -712 (-884; -539) 123,332 24.7% 
Swimming water quality (SWQ): % of swimming sites 
40% -166 (-100; -232) 28,763 5.8% 
60% -232 (-312; -151) 40,112 8.0% 
80% -118 (-176; -59) 20,359 4.1% 
Cultural health (CHI): Mahinga kai  
above average -221 (-309; -133) 38,240 7.6% 
*0.0057714 jobs per irrigated ha (Saunders & Saunders, 2012): e.g. 13 013 = 75.2/0.0057714 
**e.g. 0.026 = 13013/500000  
 
Irrigation provides a variety of direct and indirect benefits in Canterbury. For example, one 
study estimated that a 60 per cent increase in irrigated land area (for 500,000 ha) would yield 
                                                 
60 The same baseline than in Saunders and Saunders (2012) 
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$4.4 billion in revenue for New Zealand and over 12,000 jobs, mostly in dairying (Saunders 
and Saunders, 2012). However, the other side of this discussion is the possible negative 
environmental impacts on the freshwater resource from agricultural and other industrial uses. 
The evidence from this study showed that the general public of Canterbury would be willing 
to compensate for irrigated land area if an increase in environmental, recreational and cultural 
water quality would be gained. Therefore, it was useful to estimate how increases (decreases) 
in irrigation, and it consequences on the water quality, will impact on society’s well-being in 
Canterbury. 
Comparison of the irrigation scenarios 
This study explored how the future irrigation scenarios would impact society’s well-being in 
the Canterbury region. In Canterbury, the Central Plains Water (CPW) scheme included a 
proposed additional 30,000 hectares of irrigated land in the area between the Waimakiriri and 
the Rakaia Rivers. This scheme, while providing more irrigation opportunities may have 
negative impacts on the freshwater resource and, hence, on the well-being of Cantabrians. 
Water quality, as used in this subsection, considers all elements of environmental, recreational 
and cultural elements of water quality. 
Five scenarios of irrigated land area are used here to estimate the various impacts. The 
attribute levels used in these scenarios are described in Table 5-30. The base scenario was 
business-as-usual, which maintained the current irrigated land area and management practices 
(Scenario 0 in Table 5-30). If this business-as-usual scenario continued in the CPW area (in 
Selwyn-Waihora water management zone), this can have adverse impacts on the environment 
such as elevated nutrient levels in the lowland streams which means the habitat is less suitable 
for some species; a reduction in recreational uses due to decrease in water quality and river 
flows; and unsafe mahinga kai around Lake Ellesmere/Te Waihora (ECan, n.d. a,b). Scenario 
0 would have no impact on employment here as this was assumed to change according to the 
irrigated land area.  
Scenarios 1-3 included an additional 30,000 hectares of irrigated land area, thus intensified 
land use. The current irrigated land area in this particular region is approximately 100,000 
hectares in the Central Plains area (ECan, n.d. a) which is 20 per cent of the total estimate 
(500,000 ha) of the irrigated land area in Canterbury (Canterbury Mayoral Forum, 2009). 
Thus, the irrigated land area would increase in the Central Plains area by 30 per cent and in 
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Canterbury by six per cent61. The possible impacts of the increase in irrigation included, for 
example, increases in nitrate concentrations and, thus, impact on habitat quality, a further 
decline in recreational opportunities and adverse effects on mahinga kai (ECan, n.d. a,b).  
In this study, Scenarios 1-3 vary in their impact on water quality including environmental, 
recreational and cultural impacts. Scenario 1 assumed reduced water quality; Scenario 2 
assumed maintained water quality; and Scenario 3 assumed increased water quality. The 
maintained or increased water quality was based on the assumption that on-farm good 
management practices (GMP) including advanced mitigation and stock exclusion of water 
ways can reduce pollution in rivers and streams (ECan, n.d. a). The impact on employment 
would be positive in these scenarios. Saunders and Saunders (2012) estimated 173 more jobs 
per 30,000 hectares of irrigated land area. 
Scenario 4 was different to other scenarios as in this the irrigated land area was assumed to 
reduce by 30,000 hectares which would, subsequently, reduce the irrigated land area by 30 per 
cent in the Central Plains area and by six per cent in Canterbury62. Under this scenario, the 
environment, recreational and cultural outcomes were assumed to improve most, but at the 
cost of the irrigated land area. This contrasts the typical discussion around irrigation 
development in Canterbury, and utilising, again, the study by Saunders and Saunders (2012), 
this would lead to 173 job losses.  
 
Table 5-30: Policy scenario assumptions: attribute levels and WTP 
 Scenario 0 Scenario 1 Scenario 2 Scenario 3 Scenario 4 
Irrigation No change +30,000 ha +30,000 ha +30,000 ha -30,000 ha 
Water quality No change Reduced Maintain Increased  Increased  
JOBS No change  
(N/A) 
+173  
($45) 
+173  
($45) 
+173  
($45) 
 -173  
(-$45) 
QMCI (b) Fair  
(-$19) 
Poor 
(N/A) 
Fair  
(-$19) 
Good  
($25) 
Good  
($25) 
SWQ (a) 20% 
(N/A) 
20% 
(N/A) 
20% 
(N/A) 
40%  
($42) 
60%  
($59) 
CHI (a, b) Below   average 
(N/A) 
Poor 
(N/A) 
Below   average 
(N/A) 
Average 
($0) 
Above average  
($57) 
QMCI = Quality of habitat; SWQ = Swimming water quality % of swimming sites; CHI = Cultural health: Mahinga 
kai opportunities 
N/A = WTP can be only estimated for the significant attribute levels 
(a) Level 20% was insignificant in SWQ; Levels Below average and Average were insignificant in CHI  
(b) Level poor was a reference level in effects coding  
                                                 
61 130000ha/100000ha = 1.3 and 530000ha/500000ha =1.06 
62 30000/100000 = 0.3 and 30000/500000 = 0.06 
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The impact on society’s well-being was estimated with a compensation variation of the type of 
Hicksian consumer surplus (i.e. compensation surplus [CS]), a measure of welfare changes, 
which was obtained as follows: 
[ ]1 0
1
cost
V V
β
− −  
where βcost is the marginal utility of income, V0 is the observed utility before the change (status 
quo) and V1 is the observed utility with a change. Thus, the compensation variation maintains 
the current level of utility with a reference point of before the assumed change.  
Given the assumed levels (Table 5-30), the utility functions for the scenarios are as follows: 
• V (Scenario 0) = βjobs*0 + βQMCI fair + βSWQ 20% + βchi below average   
• V (Scenario 1) = βjobs*173 + βQMCI poor + βSWQ 20% + βCHI poor   
• V (Scenario 2) = βjobs*173 + βQMCI fair + βSWQ 20% + βCHI below average  
• V (Scenario 3) = βjobs*173 + βQMCI good + βSWQ 40% + βCHI average   
• V (Scenario 4) = βjobs*(-173) + βQMCI good + βSWQ 60% + βCHI above average  
A few notes are required here: first, if the aimed attribute level was insignificant then the 
coefficient weight for this was set as zero (i.e. not significantly different from zero). Secondly, 
if the aimed attribute level was used as a reference level in the effect coding, then this was 
calculated as a negative sum of the (significant) estimates of the other levels (Bech & Gyrd-
Hansen, 2005). The CS was estimated by using the same Krinsky-Robb method as for MRS 
(WTP and jobs). 
Looking at Table 5-31, the compensation surplus for Scenario 1 (increased irrigation; reduced 
water quality) is -$180 per house hold a year. Aggregated across all households in Canterbury 
this would be -$41 million a year63. The compensation surplus for Scenario 2 (increased 
irrigation; maintained water quality) was $45 per house hold a year and $10 million a year for 
all households. The compensation surplus for Scenario 3 (increased irrigation; increase water 
quality) was $132 per house hold a year and $30 million a year for all households. The 
compensation surplus for Scenario 4 (reduced irrigation; increased water quality) was $115 
per house hold a year and $26 million a year for all households. As can be observed, the 
                                                 
63 This estimate has not been adjusted to the sample of the total population. 
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compensation surplus was positive if the water quality was maintained or not affected 
adversely. However, if the increased irrigation resulted in a further loss in water quality, then 
the compensation surplus was negative.   
The compensation surplus estimates can also be compared to the benefits from irrigation. For 
example, Saunders and Saunders (2012) estimated the benefits of irrigation and based on their 
model 30,000 hectares of irrigated land area would yield total revenue of $55 million for the 
region in the first year (at 2014) of the implementation of new irrigation structure, and 
between $270 and $250 million when the system is fully functional between years 2018 and 
2031 (Appendix N). Of the range, $250 million was used in comparison to show a 
conservative estimate. The model included four types of land uses: mostly dairying but also 
sheep and beef, high value arable and arable farming. This included direct benefits (change in 
purchases), indirect benefits (change in purchases of suppliers), induced benefits (e.g. changes 
in consumer spending) and total monetary and employment effects associated with the land 
use change (Saunders & Saunders, 2012). In contrast, converting 30,000 hectare of irrigated 
land area to dryland pastoral farming (i.e. reduction in the irrigated land are) would result in 
losses between -$238 and -$215 a year estimated from 2014 to 2031. 
Compared to these figures, it was obvious that the benefits of the irrigation ($250 million) 
were greater than the disutility of negative outcomes if the water quality was affected 
adversely (-$41 million). Moreover, one can also observe that the absolute welfare change 
from the status quo was greater in Scenario 1 compared to all other scenarios. Scenario 1 
involved increases in irrigation but at a cost to the environment, recreation and cultural water 
quality; and this might indicate that people were more reluctant to give up something they 
already have (i.e. the current irrigated land area or the current level of water quality) rather 
than being compensated what they might gain (i.e. better water quality). This was an example 
of the endowment effect, which can be partly explained by loss aversion (Kahneman et al., 
1991). Moreover, the reduction in the irrigated land area can also have wider impacts on the 
society’s well-being than just job losses.  
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Table 5-31: Compensating surplus (CS) estimates for the irrigation scenarios 
 Scenario 1 Scenario 2 Scenario 3 Scenario 4 
 +30,000 ha +30,000 ha +30,000 ha - 30,000 ha 
 Reduced water 
quality 
Maintain water 
quality 
Increased water 
quality 
Increased water 
quality 
Estimated CS (NZ$) 
per household/a 
year(a) 
-180.19 
(-216.62; -143.76) 
44.85 
(31.66; 58.03) 
131.95 
(91.27; 172.63) 
115.20 
(81.17; 149.22) 
Estimated CS (NZ$) 
per household/5 
years 
900.95 224.25 659.75 576.00 
Aggregated CS (NZ$) 
in Canterbury/a 
year(b) 
-$40,921,149 $10,185,435 
 
$29,965,845 
 
$26,161,920 
 
Irrigation revenue in 
Canterbury (NZ$) (c) 
$250,260,000 $250,260,000 $250,260,000 -$215,570,000 
(a) Krinsky-Robb method; adjusted by excluding 2.5% of the observations from each tail 
(b) Projected number of Canterbury households in 2011: 227,100 (Statistics New Zealand, n.d. b);  
For example -$180.19*227,100 = -$40,921,149 
(c) At year 2031, based on irrigation model from Saunders & Saunders (2012) (Appendix N) 
 
 
Compared to literature, Tait et al. (2011) estimated a compensating surplus of up to $187 per 
household for a lower level of improvement and up to $206 for s higher level of improvement 
in rivers. Marsh (2012) compared policy scenarios, regarding impacts of dairying on water 
quality and employment of the Waikato Lakes, where the environmental quality improvement 
was accompanied either with or without job losses in dairying. He found that “welfare gain is 
much reduced when environmental improvement is accompanied by the job losses in 
dairying” (Marsh, 2012, p. 42). Marsh’s result was supported by the qualitative interviews in 
which people were generally against job losses and that in the literature employment was 
often considered as a public good as society gains utility from “more jobs”.  
5.4.3 The impact of the attribute non-attendance 
In addition, recent literature has highlighted the role of attribute non-attendance (ANA) in 
choice surveys and so exploring attribute ignorance will make the choice analysis more 
inclusive. This is important because all attributes matter in the analysis and not taking into 
account the ANA can lead to biased welfare estimates, while incorporating ANA can improve 
the model fit and provide more plausible welfare estimates (Carlsson et al., 2010; Kaye-Blake 
et al., 2009; Scarpa et al., 2011). The impact of attribute non-attendance was tested here on 
the RPL-ECE “best model” which was used to estimate the overall WTP values. An analytical 
approach used the self-stated serial ANA from the follow-up questions. The ignored attributes 
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were recoded -888 in NLogit which imposed a zero restriction for the parameters (β) of the 
ignored attributes (Greene, 2012; Kaye-Blake et al., 2009). 
Incorporating ANA in the models changes the significance of the model estimates within the 
pooled data set where, interestingly, all CHI levels become significant (see Appendix J). This 
may suggest that those who did attend to the cultural attribute considered all levels and not 
just the above average level. With the self-stated serial ignorance, however, it is not possible 
to know whether the respondents truly ignored the attribute or just put less weight on it, or if 
they ignored attribute in all choice sets (Carlsson et al., 2010). This substantial change can 
also be explained by the large proportion of people who stated ignorance about the cultural 
attribute. This was consistent with Carlsson et al. (2010) who found that attribute ignorance 
had a significant impact if the proportion of those who ignored it was large. Including ANA 
did not improve the model fit which was in contrast to findings in the literature (e.g. Hensher 
et al., 2005b; Kaye-Blake et al., 2009; Kragt, 2012). 
The typical concern of the non-attended attributes is on the accuracy of the WTP estimates. 
Table 5-32 presents the estimated WTP values for those attributes that were significant in the 
models without (the first column) and with ANA (the second column). Looking at Table 5-32, 
the WTP estimates were higher for the model with ANA for all but QMCI (excellent) and for 
CHI (above average) attributes out of those attributes levels that can be compared (i.e. were 
significant). Therefore, these WTP estimates showed no consistency in whether the ANA 
biased the WTP estimates upwards or downwards. A formal test was needed to test if these 
estimates were significantly different.  
Table 5-33 reports the WTP differences between the model with and without ANA using the 
convolution test (Poe et al., 2001, 2005). This test can be only applied with estimates that 
were statistically significant. The convolution test showed no evidence of statistically 
significant differences in any of the WTP distributions. Overall, although some differences in 
survey specific WTP estimates were observed, there was no consistent evidence that the ANA 
would have an impact on the welfare estimates in this choice data.  
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Table 5-32: The WTP estimates with and without attribute non-attendance (ANA) 
  RPL-EC “best model” RPL-EC “best model” with ANA 
  Average WTP (NZ$) 
(95% Confidence interval*) 
Average WTP (NZ$) 
(95% confidence interval) 
JOBS  0.26 
(0.18;  0.34) 
0.29 
(0.14-0.44) 
QMCI Fair     -19.27 
(-30.06;  -8.47) 
- 
 Good    25.31 
(6.82; 43.80) 
33.85 
(8.14-59.56) 
 Excellent   181.75 
(149.26; 214.25) 
127.64 
(81.77; 73.51) 
SWQ 
 
40% 42.46 
(25.60; 59.33) 
- 
 60% 58.79 
(45.01 - 72.58) 
74.00 
(51.06-96.95) 
 80% 30.77 
(11.32 - 50.22) 
36.07 
(6.53-65.60) 
CHI Below average - 24.03 
(10.22-37.83) 
 Average 
 
- 
 
17.91 
(5.12-30.69) 
 Above average 
 
56.55 
(33.45 - 79.66) 
50.49 
(34.00-66.98) 
 Exceptional 
 - 
27.06 
(10.85-43.27) 
JOBS = Number of jobs; QMCI = Quality of habitat; SWQ = % of sites graded good/very good quality for swimming; 
CHI = Mahinga kai/Food gathering opportunities 
*95% confidence interval is calculated meanWTP+/-1.96*(standard deviationWTP). The WTP estimates were adjusted 
removing 5% of the observations in order to exclude outliers due to the infinite tails in the normal distribution.  
 
 
Table 5-33: Differences in WTP: Convolution test (impact of ANA)  
  RPL-ECE “best” models: without ANA vs. with ANA 
  p-value (Standard deviation of difference) 
JOBS  0.599 (0.091) 
QMCI good 0.676 (0.093) 
 excellent 0.058 (0.053) 
SWQ 60%  0.838 (0.068) 
 80%  0.600 (0.092) 
CHI above average 0.356 (0.097) 
If the p-value < 0.975 (or > 0.025), there is no significant difference between WTPutility design and WTPcontrol design  
at 5% level.; ***,**,* denotes statistical significance at the 1%, 5% and 10% levels 
5.4.4 Cultural values of Canterbury Rivers 
This section includes the discussion of the significance of the cultural attribute. Canterbury 
rivers, among other waterways in New Zealand, are highly significant for Māori culture. 
Water is considered taonga, a treasure, which should be treated with respect for now and in 
the future (TRONT, n.d.). Waterways have spiritual values while they also provide food and 
resources for cultural products; however, of concern were the impacts on water quantity and 
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quality such as mixing waters, taonga species and native biodiversity (ECan, 2011b). Cultural 
values are also part of the legislative framework in New Zealand with four elements of well-
being (Dalziel et al., 2006; RMA 1991). In this study, the cultural significance of waterways 
was included in the choice experiment alongside other elements of well-being. This approach 
is novel in the New Zealand freshwater valuation context. The cultural attribute was measured 
by Cultural Health Index (CHI) and, in particular, its mahinga kai component. 
Of interest was the possible preference differences between the Māori and non-Māori 
populations. In the survey, two attempts to identify the Māori respondents were made. These 
were firstly, the self-stated ethnicity question in the demographics section, and secondly the 
attitudinal likert-scale questions that were used to categorise respondents into different user 
groups. Despite the use of quota sampling (of Māori), the proportion of Māori respondents 
was relatively small (11%), thus the use of split sample comparison was not statistically 
reliable. Likewise, scoring used in the user group identification resulted in few Māori as they 
were most often associated with an equal environmentalists score (thus included in the 
general group). Therefore, the influence of Māori ethnicity on the choices was incorporated as 
an interaction term in the RPL-EC model. This section summarises the findings from the 
pooled data relating to the cultural attribute including the significance and signs of the 
coefficient estimates, relative preference ranking, possible non-linear effects in the attribute, 
WTP estimates, interaction effects, and finally findings from relevant follow-up questions.  
First, the cultural attribute was valued positively and significantly but only at the level of 
above average mahinga kai/food gathering opportunities. Thus, similar to Zander and Garnett 
(2011) only one of the levels of the cultural attribute were statistically significant. The user 
group analysis (see later part of this Section) showed similar results; that above average was 
valued highest; except within non-users who had no significant value for this attribute. 
The relative ranking of the attributes revealed that the cultural attribute was valued after 
excellent water quality for habitat but before swimming water quality. Similar to an 
Australian example (Zander et al., 2010), the environment, recreational and cultural services 
were highly valued whereas irrigation income from agriculture was less important. In contrast 
to other international examples (Campbell, 2007; Carlsson et al., 2010, 2011), the cultural 
attribute in this data set was not valued lowest.  
Second, a large number of socio-demographic interactions were tested relating to the cultural 
attribute. However, only a few of the interactions were statistically significant, such as 
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females and Māori64 may care more about the cultural attribute while Māori participants were 
also more likely to choose the alternative with management changes. Therefore, it might be 
reasonable to focus on the similarities rather than differences between Māori and non-Māori 
cultures in the case of the natural environment and values about water (Andersen et al., 2012). 
Furthermore, it was not possible to compare the Māori and non-Māori samples due to the 
relatively smaller proportion of the Māori participants (11.3% of all respondents). 
Third, although the cultural attribute was significant, it was also the most often ignored 
attribute in choice making. Figure 5-9 (next page) illustrates this was more common with the 
non-Māori respondents as around half of them stated they ignored this attribute. The 
contradiction was provided that while the cultural attribute was the most ignored attribute, it 
still had relatively high WTP estimate. This is in contrast, for example, with Carlsson et al. 
(2010) who found that while the cultural attribute in their study was the most ignored 
attribute, it also had the lowest WTP. Therefore, it was important to explore the impact of 
ANA on the WTP estimates. For example, it was possible that those respondents who ignored 
the CHI attribute had different preferences from those who did not ignore this attribute. The 
differences, however, were not significant. Therefore, it was not possible to confirm for some 
respondents if the cultural attribute, or all its levels, were not as salient as for other 
respondents. Yet, Colombo et al. (2009b) and Birol et al. (2006a) found that culture may not 
be significant within all respondent groups (latent class analysis). 
In addition, there was also a possibility of a causal-effect relationship between some of the 
freshwater attributes, although they were insignificant within the RPL-EC best model. The 
simpler model (RPL-EC 1 & 2, Appendix J) included a negative interaction effect between the 
cultural attribute and other water quality attributes (quality of habitat and swimming water 
quality). This may suggest the possibility of a substitute relationship (Day et al., 2012). This 
means the respondents may attach a lower value for improvements in one water quality attribute 
and a higher level when they were offered another water quality attribute. Thus, the cultural 
attribute may have to be considered together with other water quality attributes 
                                                 
64 Note, the self-stated indicator was used here instead of the Māori identification that was used in the user group 
analysis. 
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Figure 5-8: Attribute attendance: cultural attribute (CHI) 
 
Proportion of those who ignored the cultural 
attribute 
 
Proportion of those who for the cultural attributes was 
the most important 
 
  
 
5.5 Summary of the key results  
The key findings from the study objectives and welfare estimates are summarised next. The 
summary is supported with three tables. Table 5-34 concludes the study objectives including 
the hypotheses, testing method, applied econometric model and results. Table 5-35 concludes 
the WTP estimates and trade-offs for the irrigated land area. Table 5-36 displays the 
compensation surplus estimates. 
Study Objective 1 
The first study objective focused on the multiple uses of water, in particular the significance 
of the cultural attribute and the differences between values held by different user groups. First, 
an empirical investigation of the general public’s preferences towards Māori cultural values 
was explored by including a cultural specific attribute in the choice experiment. The key 
finding was that the above average level of the cultural attribute was significant with WTP of 
$57 for improvement from the base level poor (Table 5-34). In addition, Māori ethnicity was 
found to be a significant (and positive) covariate with the cultural attribute. On the other hand 
the cultural attribute was found to be the most often ignored attribute and taking this into 
account resulted in more attribute levels to be significant. This, however, did not alter the 
result that the level above average was valued the highest nor it would impact on the WTP for 
this particular level. In conclusion, these results imply that the cultural values matter for 
people’s choices and are thus important component for freshwater CEs and for the policy 
analysis. 
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Secondly, five user groups were identified based on the attitudinal statements: farmers and 
other commercial users, environmentalists, recreationalists, non-users, and a general group. 
The study hypothesis was that values for water attributes differ across user groups (Table 5-
34) and WTP and MRS ratios for jobs were estimated for each group. The results show little 
significant difference in the attribute ranking by the different user groups although the values 
differed for a few. The convolution tests (Poe et al., 2001, 2005) were used to test the 
differences and only handful of the WTP estimates were significantly different between the 
user groups while the most differences on trade-offs between jobs and the environmental, 
recreational and cultural attributes were found between the environmentalists and farmers.  
Study Objective 2 
The second study objective focused on the consumer versus citizen preferences. The study 
hypothesis was that the CE framed in different perspectives result in different WTP estimates 
(Table 5-34). The results from the convolution test, however, provided no evidence for this 
dichotomy. Thus this study adds to the mixed empirical SP literature with no support for the 
citizen-consumer dichotomy. The possible reasons for this result include that, the survey 
respondents may not have followed the instructions as expected by the researcher. In other 
words, although they were asked to act as consumers they more often acted as citizens. It is 
also possible that CE contains more framing effects than CVM and thus the influence of the 
question framing diminished in the complexity of the valuation tasks. Finally, people may 
combine these point-of-views in their choice making being another possible explanation for 
these results. 
Study Objective 3 
The third study objective focused on two issues: fatigue in choice experiments and designs 
with different choice set orders where utility design was expected to reduce the fatigue effect. 
The study hypotheses, as in Table 5-34, were that fatigue effects are present in the CE and that 
control and utility design -orders of the choice sets results in different WTP estimates; 
however, the results show no evidence to support either hypothesis. The fatigue effect was 
tested by estimating a scale parameter for each choice set or group of choice sets relative to 
the first choice set (or first group). Differences between the two choice set order designs were 
tested using the convolution tests (Table 5-34).  
The possible reasons for these results include that the mail surveys (82% of this sample) 
might be less prone to fatigue effect compared to online surveys (Savage & Waldman, 2008). 
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In addition, fatigue may co-exist with other CE complexity related phenomena such as 
learning or attribute non-attendance. As neither of the choice set orders supported fatigue, the 
expectation of utility design diminishing the fatigue effect cannot be confirmed. Moreover, 
there was no indication that these two choice set orders would results in different WTP 
estimates. Possible reasons the latter result include that the order in which the choice sets are 
presented to the respondents may not impact on the average WTP estimates. The choice sets 
were ordered based on the complexity of choosing between the choice alternatives which was 
measured through utility balance. In the literature, utility balance (or utility differences) has 
been found as a significant factor impacting on the respondents’ choices; yet in this study, the 
role of utility balance may have been diminished as the choice sets were created using 
statistically efficient experimental design which lead to a little differences in utility balances 
across some choice sets.  
 
Table 5-34: Summary of the study objectives 
Study 
Objective 
Study hypothesis Formal test  Econometric 
model 
Findings 
1. Multiple 
uses of 
freshwater 
Cultural attributes are 
valued by Cantabrians. 
Significance of the 
cultural attribute 
RPL-CE model WTP $57: change from 
poor to above average 
level. This was only 
significant level. 
WTP values and MRS for 
jobs for water attributes 
differ across user groups. 
Poe et al. test RPL model Little difference in 
attribute rankings, some 
difference in WTP and 
MRS for jobs 
2: Consumer 
versus 
citizen 
preferences  
 
Citizen or consumer 
framed CE result in 
different welfare 
estimates. 
1) Swait-Louviere test 
2) Poe et al. test 
MNL model 
and RPL 
model 
 
No evidence for 
differences between 
citizen and consumer 
surveys 
3: Choice set 
question 
ordering in 
the fatigue 
framework  
Fatigue effects are 
present in the CE.  
 
1) Scale dynamics 
across choice sets or 
group of choice sets.  
2) Scale in the first 
part in CE vs. scale 
the in last part of CE 
RPL model, 
logit scaling 
approach 
No evidence for fatigue 
Control design and 
Utility design (choice- 
set-orders) result in 
different WTP estimates. 
1) Swait-Louviere test 
2) Poe et al. test 
MNL model 
and RPL 
model 
 
No evidence for 
differences between two 
choice set order designs 
CE = choice experiment; EC = error component; MNL = multinomial logit; MRS = Marginal rate of substitution; 
RPL = random parameter logit; WTP = willingness-to-pay 
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Welfare estimates 
Three types of welfare estimates are presented in Tables 3-35 and 3-36 including willingness-
to-pay estimates for the improvement in different freshwater attributes, willingness-to-forgo 
irrigated land area for improved level of the environmental, recreational and cultural 
attributes, and compensating surplus (CS) estimates for the different attribute combinations 
based on the impacts from four irrigation scenarios. For clarity, these values were estimated 
were based on the pooled data set and this was justified from the results of little difference 
between the different survey formats.  
As shown in the first column of Table 5-35, the estimated WTP ranges from up to: $182 
(increase in rates per year) for the improved water quality and habitat, $59 for improved 
swimming water quality, $57 for the above average cultural quality and $45 for 173 more jobs 
in the region as a result of additional irrigation. Moreover, the WTP for the levels fair 
environmental quality and loss of 173 jobs would reduce the consumer surplus as they were 
negative. These WTP estimates were not impacted by attribute non-attendance. 
How much people were willing to forgo irrigated land area was calculated as how many jobs 
people were willing to give up for improvement in other freshwater attributes. The resulted 
number of jobs was then transformed as irrigated land area. These estimates are summarised 
in the last two columns in Table 5-35 and it can be observed that the MRS for the estimated 
land area followed the pattern of the relative magnitudes of the WTP estimates. People were 
willing to forgo most irrigated land area if environmental water quality would reach excellent 
level and this estimate (25% of the total irrigated land) was greater than the estimate for the 
other attributes and attribute levels. Secondly, people were willing to forgo 8 per cent of the 
total irrigated land area if proportion of swimmable sites would increase from zero per cent to 
60 per cent and if cultural values would improve at the above average level. In order to 
improve the other attribute levels (expect change from poor to good environmental quality) 
people were willing to forgo from three to six per cent of total irrigated land area (Table 5-35). 
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Table 5-35: Summary of the welfare estimates: WTP and number of jobs to forgo 
    Trade-offs for irrigated land area 
Well-being attribute 
 Average WTP 
(NZ$) 
Number of jobs  % of the total 
irrigated land  
Financial JOBS +173 44.98 - - 
  -173 -44.98 - - 
Environmental QMCI  fair     -19.27  75 2.6% 
  good    25.31 -99 3.4% 
  excellent   181.75 -712 24.7% 
Social/ SWQ  40% 42.46 -166 5.8% 
Recreational  60% 58.79 -232 8.0% 
  80% 30.77 -118 4.1% 
Cultural CHI above average 56.55 -221 7.6% 
JOBS = Number of irrigation related jobs; QMCI = Quality of habitat; SWQ = Swimming water quality % of 
swimming sites; CHI = Cultural health: Mahinga kai opportunities 
   
 
The compensating variation, or compensating surplus (CS), values were calculated to 
scenarios that involved changes from the current amount of irrigation to show the impact on 
society’s welfare from the future land use. Four scenarios were explored here: scenarios 1-3 
were based on additional 30,000 hectares of irrigated land area related to the Central Plains 
Water scheme; in contrast scenario 4 was based on reduction of 30,000 hectares of irrigated 
land area. Table 3-56 presents the assumptions and results for these scenarios. The highest CS 
values (between $26 and $30 million a year) were obtained from the scenarios which were 
driven by better water quality and either reduced or increased irrigated land area. However, 
these may not be the most realistic as on one hand irrigation is often associated with rather 
negative impacts on environmental recreational and cultural water quality and on the other 
hand it is unlikely that the existing amount of irrigated land area would be reduced. The 
alternative scenarios of increase in irrigation resulted in positive CS ($26 million) if water 
quality was maintained but negative CS (-$41) if water quality is further deteriorated. 
However, the total benefits from the additional revenue from 30,000 hectares irrigation ($250 
million a year) are clearly higher than the negative compensation estimate. 
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Table 5-36: Summary of compensating surplus for irrigation scenarios 
 Irrigation scenarios 
 Scenario 1 Scenario 2 Scenario 3 Scenario 4 
Assumed land use changes +30,000 ha more 
irrigation 
+30,000 ha more 
irrigation 
+30,000 ha more 
irrigation 
-30,000 ha  
less irrigation 
 Changes from status quo 
JOBS (financial) increased  increased  increased  reduced  
QMCI (environmental) reduced maintained increased  increased  
SWQ (social/recreational) reduced maintained increased  increased  
CHI (cultural) reduced maintained increased  increased  
CS  in region (NZ$ million) -40,92 10,19 29,97 26,16 
Irrigation revenue in 
Canterbury (NZ$ million)* 
250,26 250,26 250,26 -215,57 
JOBS = Number of irrigation related jobs; QMCI = Quality of habitat; SWQ = Swimming water quality % 
swimming sites; CHI = Mahinga kai opportunities; CS = compensation surplus 
*Based on Saunders & Saunders (2012) Appendix N 
 
5.6 Conclusion 
This chapter presented the data-analysis and results for the Canterbury rivers survey to the 
general public where the aim was to elicit people’s preferences for different freshwater 
attributes. The choice experiment explored the choices among three water management 
alternatives which were described by five attributes. The attributes were based on four 
elements of well-being including economic, social, environmental and cultural elements. A 
cost attribute enabled WTP estimation. One main objective was exploration of people’s 
preferences towards the cultural attribute, its significance and relative value. Another 
objective involved identification of different freshwater user groups and testing the 
differences in their preferences towards the freshwater attributes. 
A split-sampling approach was used to test the other objectives of this thesis. First, the CEs of 
Canterbury rivers were evaluated from both consumer and wider societal perspectives. 
Second, in the control design survey and in the utility design survey, the choice sets were 
presented in differing order to the respondents, where utility design was expected to reduce 
the fatigue effect. The mail and online surveys results in total of 312 surveys that were usable 
in the data-analysis.  
The results were discussed in three parts. Firstly, people were familiar with Canterbury rivers, 
considered them important and used them in many ways. The sample was representative in 
terms of gender, education and geographical spread but not in terms of age, Māori population. 
In addition, perhaps the total household income was skewed towards to the higher end of the 
income range. Secondly, the assessment from the initial choice modelling was reported and 
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the decision was to use the RPL and RPL-EC models in the subsequent analysis. The study 
objectives, apart from the cultural valuation, were reported in the second part and the answers 
from the follow-up questions were included in the result discussions were relevant, such as 
which point-of-view (citizen or consumer) the respondents stated they used in their decision 
making. The third part presented WTP estimates, trade-offs between the irrigated land area 
and other freshwater attributes and compensation surplus estimates for the future irrigation 
scenarios. Finally, a summary of the key results were provided such as the significance of the 
cultural attribute.  
The final chapter (Chapter 6) describes the conclusions and implications from these results in 
terms of potential value to policy makers, general public and DCM practitioners.  
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Conclusions 
6.1 Introduction 
This study focused on Canterbury freshwater resource which has many uses. These uses 
include environmental, recreational, agricultural, industrial, domestic and, specific to New 
Zealand, Māori cultural uses. Scarcity of clean freshwater makes allocation decisions between 
these different uses difficult. In particular, the intensification of agriculture and future 
irrigation scenarios affect on the allocation decisions in the freshwater management.  
Of these many uses some can be valued through market such as agricultural or industrial uses, 
and others not such as recreational or Māori cultural uses. Therefore, economic valuation of 
freshwater uses required a non-market valuation method. This study used discrete choice 
modelling (DCM) method to elicit people’s preferences for different freshwater uses and the 
associated trade-offs. The key reasons to apply choice modelling included, firstly, that it uses 
a stated preference model where both use and non-use values can be included. Both use and 
non-use (or passive-use) values can exists in freshwater resource and when combined they 
provide total economic value of the resource. Secondly, choice modelling is particularly 
suited in the situations with multiple trade-offs, such as freshwater. The outcomes can be used 
to calculate WTP indirectly and consumer surplus estimates consistent with welfare theory. 
Here the compensating variation, a type of Hicksian consumer surplus, was used and is 
referred as compensating surplus (CS). 
In choice modelling, also known as choice experiments (CE), alternatives are defined by a 
numbers of attributes and attribute levels. The choices are repeated in a sequence of choice 
sets. The underlying principle is that people select the alternative each time that gives them 
the highest utility in a manner that satisfies the assumptions of completeness, reflexivity and 
consistency of choices. The probability for selecting an alternative depends on the estimation 
of the detailed utility functions of the alternatives. The outcomes provide an understanding 
why these alternatives were selected (Hensher et al., 2005a). 
In this study, the CE was designed around three alternatives of possible water management 
outcomes for the rivers of Canterbury. One of the alternatives was status quo which assumed 
the future state in the freshwater resource if no change in the water management occurred. 
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The status quo alternative was added to increase realism of the experiment and giving the 
respondents an opportunity to choose an alternative with no cost involved. The status quo 
alternative also provides the current level of utility (using these fixed attribute levels) that can 
be used in estimation of welfare changes. The attributes were selected to reflect the changes in 
four elements of well-being – environment, social, cultural and financial (economic) – that are 
part of the policy decisions in New Zealand. The financial attribute measured changes in 
number of jobs related to irrigated land area; environmental attribute measured changes in the 
overall measure of stream health using the Quantitative Macroinvertebrate Community Index 
(QMCI); social attribute measured recreation as the proportion of popular swimming sites 
graded with good or very good quality based on the suitability for recreation grade (SFRG); 
and the cultural attribute measured the mahinga kai (food gathering) element of the Cultural 
Health Index (CHI). Changes in these attributes were traded off against changes in rates for 
the household. In particular, inclusion of the cost attribute enables WTP calculations.  
Choice modelling has been used to value freshwater resources in New Zealand and 
Canterbury but unlike previous studies, the application here with a Māori cultural-specific 
attribute is novel. In this study, cultural values were not embedded within the other attributes, 
they were given the same emphasis as the other elements of well-being. This was important as 
the Resource Management Act (RMA) and Canterbury Water Management Strategy (CWMS) 
states cultural values should be recognised alongside the other values of water. Thus, this 
thesis provides important information how these Māori values are valued by the general 
public in Canterbury which would be then useful for decision makers as they needed to 
consider all costs and benefits when making changes in freshwater management.  
Emphasis was also given on the exploration of the values across different user types of water. 
Different users of freshwater have varying needs and it is important to know to what extent 
their preferences vary. The user groups were identified with a method adapted from Andersen 
et al. (2012) that used a series of likert-scale statements to identify the respondents in 
different groups. The cultural values and user group analysis, together, formed the first Study 
Objective exploring the multiple and conflicting uses of Canterbury freshwater.  
Another Study Objective tested if the values of water varied between the citizens and 
consumers points-of-view. In environmental valuations, it is possible that people may adopt 
different point-of-view where they consider values for society rather than their personal 
benefits (Sagoff, 1988). This is not consistent with the economic theory, which assumes 
consumer (not citizen) based preferences, that choice modelling is based on. Freshwater 
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valuation provided a suitable framework for this question due to its multiple values that can 
be approached from either point-of-view. For example, enjoying the aesthetics of rivers may 
not impact on other uses of water; whereas abstracting water for irrigation potentially impacts 
on other uses. In this study, the citizen-consumer dichotomy was tested by introducing (i.e. 
framing) one CE on a citizen’s point-of-view and another on a consumer’s point-of-view and 
the results from these surveys were tested in a split sample analysis.  
The final Study Objective considered complexity of the choice experiments. Choice 
experiments were considered to be a robust method for estimating trade-offs in environmental 
resources, however, they can be complex for the respondent. Often complexity is referred to 
the multiple dimensions (e.g. attributes, alternatives) in the choice sets which can be then 
cognitively demanding or time consuming for the respondents. Here, complexity was 
discussed in the fatigue framework which can impact on choice consistency. Fatigue is known 
as one of the ordering effects that are some systematic changes in preferences (Day et al., 
2012). The key element was to measure complexity by the utility differences in the 
alternatives (Campbell et al., 2011a; Olsen et al., 2011) and to use this measure to create an 
alternative design (of choice set order) where the easier choices were left to the end when the 
respondents may be tired. This was labelled as utility design. Of interest was to test, first, the 
respondents’ consistency when they made choices (i.e. did they suffer from fatigue) and, 
secondly, whether the order of the choice sets made a difference. Utility design was compared 
against a standard random order (i.e. control design). 
The survey was constructed to meet the above mentioned study objectives. The survey was 
framed to consider all rivers in Canterbury and it was sent to the general public in Canterbury. 
In total, four different versions were created to allow for hypothesis testing of the study 
objectives: Citizen-framed CEs with a control design (Survey A) and utility design (Survey 
B), and consumer-framed CEs with a control design (Survey C) and utility design (Survey D). 
Control design referred standard choice set ordering and utility design referred to choice set 
ordering based on complexity. Otherwise the surveys were similar including introductory 
questions, the CE and validating questions for the CE, and demographics. The random 
parameter logit (RPL) model and the error component (EC) model that allowed testing for 
preference heterogeneity were used to analyse the data. In addition, the model specifications 
included information about respondents’ differences (e.g. socio-demographic characteristics 
or attitudinal questions) in order to explain the choices. This was important as freshwater has 
not only many uses but also many users.   
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In designing of the empirical application in this thesis, the policy relevancy was emphasised. 
The freshwater attributes in the choice experiment related to the four elements of well-being 
and were, where possible, based on scientific data where the Selwyn River was used to guide 
the status quo levels. The Selwyn River has existing data and research about the possible 
impacts from the land use changes. Changes in the combination of attributes were used to 
explore four irrigation scenarios. Three of these scenarios related to the increase in irrigation 
that is current policy topic of the Central Plains Water (CPW) irrigation scheme. The 
contrasting fourth scenario explored the welfare impacts if water quality is increased but the 
irrigated land area is reduced. Policy makers would benefit from the information from these 
scenarios that explored land use changes. 
6.2 Summary of the results  
In 2012, the choice experiment survey was distributed to the general public in Canterbury. A 
total of 2000 mail survey invitations were sent including an option to complete the survey 
online. The sampling list was provided by the general and Māori Electoral Roll where quota 
sampling was used to include Māori participants. Additional online survey recruiting was 
required as the initial response rate remained relatively low. A total of 312 surveys were 
usable in the analysis. The survey was representative in terms of gender, education and 
geographical spread; however, the sample was potentially biased in terms of age, Māori 
population and average income.  
The answers to the introductory questions showed that, in general, people were well aware of 
a number of rivers in Canterbury. They also considered them important and used them in 
various ways, typically for recreation. The answers to the second question (likert-scale 
statements) about the importance of different uses of water generally showed little variation 
and most statements about freshwater were considered as either important or very important. 
The most variability occurred among those questions that reflected different Māori cultural 
characteristics or agricultural and industrial use of water. For example, while the most Māori 
respondents rated these statements important to very important, non-Māori selected also more 
neutral or unimportant options. In addition, the farming (and other industrial use) related 
water-use statements also had a number of other than very important or important answers, 
for example, regarding irrigation for creating jobs is, and irrigation to meet or maximise 
production goals.  
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The aim of this survey was to provide data for the choice analysis. The choice analysis 
provided understanding about what values public held for freshwater and how people traded-
off one attribute against another. The estimated utility weights showed that all attributes were 
considered significant; yet some only at a few levels. These significant attributes were number 
of jobs; fair, good and excellent levels of quality of habitat (i.e. environmental quality); levels 
40%, 60% and 80% of good/very good swimming sites; above average mahinga kai/food 
gathering (i.e. cultural opportunities); and cost attributes. All but fair environmental quality 
and cost had a positive sign indicating the people were less likely to select an alternative with 
a fair level of water quality and habitat or a higher cost. 
The key results of this thesis are summarised in Table 6-1. These results showed firstly that 
people were willing to pay for improvement (over the reference level) for all but a fair level of 
environmental quality. People were willing to pay $182 per household a year for excellent 
environmental quality and $25 for good environmental quality. Change from poor to fair 
water quality was valued negatively (-$19). For recreational opportunities, people were 
willing to pay $59 for 60% of swimming sites being suitable and less for 40% or 80% of the 
sites. For cultural opportunities, people were willing to pay $57 for a change from poor to 
above average level. Last, people were willing to pay $0.26 per job, which equals $45 for 
additional 173 jobs and -$45 for loss of 173 jobs. These WTP estimates also reflected to the 
respondents’ preferences where a higher WTP indicates, on average, a higher preference 
ranking of this attribute. In general, people were willing to pay more for the higher level of 
improvement in an attribute; one exception was that people valued 60% of the good quality 
swimming sites higher than 80% of the sites.  
Secondly, trade-offs included how much irrigation people would be willing to forgo for 
improved environmental, recreational and cultural quality. This was calculated as a trade-off 
between the jobs attribute and the environmental, recreational and cultural attributes. The 
estimate based on Saunders and Saunders (2012) was applied to approximate how many 
irrigated hectares were associated with the number of jobs. The results (Table 6-1) showed 
that people were willing-to-compensate a much larger proportion of the irrigated land area if 
excellent quality and habitat would be gained in all Canterbury rivers (up to 25%) compared 
to if the level of improvement would be good quality and habitat (3.4%). In contrast, if the 
outcome would be fair habitat and quality, people would prefer an increase in irrigated land 
area. In order to gain good/very good swimming quality at 60% of sites over zero sites people 
are willing to compensate eight per cent of the total irrigated land area; similar to WTP, fewer 
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trade-offs were required for 40% and 80% levels. Lastly, in order to have above average 
cultural opportunities over poor opportunities, the respondents were willing to give up 7.6 per 
cent of the total irrigated land area in Canterbury.  
Table 6-1: Trade-offs: WTP estimates and trade-offs for irrigated land area 
   Trade-offs for irrigated land area 
Well-being attribute 
 Average WTP 
(NZ$) 
Number of jobs 
= hectares* 
% of total irrigated 
land in Canterbury** 
Financial JOBS -173  
+173 
-45 
 45 
- 
- 
- 
- 
Environment Quality of habitat   fair     -19.27  13 013 2.6% 
 (QMCI)  good     25.31 -17 119 3.4% 
   excellent    181.75 -123 332 24.7% 
Recreation Swimming water   40%  42.46 -28 763 5.8% 
 quality (SWQ)  60%  58.79 -40 112 8.0% 
 % of sites  80%  30.77 -20 359 4.1% 
Culture Cultural health 
(CHI): Mahinga kai 
above 
average 
 56.55 -38 240 7.6% 
* 0.0057714 jobs = 1 irrigated ha based on Saunders and Saunders (2012); **Compared to 500,000 ha  
This is a repeat of Table 5-35 
 
The estimated utility weights can also be used to derive compensation surplus as a measure of 
how a society was impacted by the changes regarding the environmental resource. Four 
different policy scenarios with either an increase or decrease of 30,000 hectares irrigated land 
area were compared to the business as usual scenario with the current irrigated land area, 
employment situation and water quality. Water quality included environmental, recreational 
and cultural attributes. The results summarised in Table 6-2 showed that the scenarios 
maintaining or improving the water quality lead to positive CS of up to $30 million a year 
(aggregated over all households in Canterbury ). In contrast, if the increase in irrigation would 
result in more jobs but with a decrease in water quality, this leads to a negative compensation 
surplus -$41 million in Canterbury. This is an example of loss aversion (Kahneman et al., 
1991), as people may be more reluctant to give up something they already have (i.e. the 
current irrigated land area or the current level of water quality) rather than being compensated 
for what they might gain (i.e. better water quality). Overall, these results indicated, on the one 
hand, that society gained the highest welfare if the water quality increased, even though this 
may impact on employment. On the other hand, when compared to the benefits from 
irrigation of $250 million total revenue from an additional 30,000 hectares of irrigated land 
(Saunders & Saunders, 2012, irrigation model as in Appendix N), this was much greater than 
any of these estimated compensation surpluses.  
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Table 6-2: Compensating surplus estimates for the irrigation scenarios (NZ$) 
 Scenario 1. Scenario 2. Scenario 3. Scenario 4. 
Land use change 
and assumptions 
+30,000 ha +30,000 ha +30,000 ha - 30,000 ha 
More jobs,  
reduced water 
quality 
More jobs, 
maintain water 
quality 
More jobs, 
increased water 
quality 
Job losses, 
increased water 
quality 
CS per household -$180.19/year 
 
$44.85/year $131.95/year $115.20/year 
Aggregated CS in 
Canterbury 
-$40.9 million/year $10.2 million/year $29.97 million/year $26.2 million/year 
This is a modification of Table 5-36 
 
A central study objective was to estimate the relative values of freshwater uses in relation to 
the cultural attribute and values across the multiple user groups of water. The general 
hypothesis was that the cultural attribute is valued by Cantabrians overall. In addition an 
attempt was made to identify Māori respondents in demographics as a self-stated ethnicity, 
and in the attitudinal likert-scale questions used for grouping people into different user groups 
of water. However both attempts were unsuccessful, resulting in few identifying as Māori, or 
as members of the Māori user group. Therefore, a Māori influence on choices was 
incorporated as an interaction variable with CHI attribute and as a covariate with the ASC. 
The hypothesis of the cultural attribute being valued by Cantabrians was confirmed by the 
results that showed that the general public was willing-to-pay $57 for the improvement to 
above average conditions over the poor level. Alternatively, they were willing-to-trade-off 7.6 
per cent of the total irrigated land area in Canterbury to gain the above average mahinga kai 
level. Thus, the cultural attribute, when above average, was valued by Cantabrians. Māori 
participants (11% of the sample as indicated by the self-stated ethnicity) and females (48% of 
the sample) were more concerned about the cultural attribute as indicated by the significant 
interaction with this attribute. This implies that the cultural attribute is positively valued by 
Cantabrians overall, and higher by those with Māori heritage. 
Another part of the multiple uses objective focused on to what extent preferences differed 
across the user groups for water. Five user groups were identified: environmentalist, farmers, 
recreationalists, nonusers and a general group. The study hypothesis was that the value for the 
water attributes differed across these user groups. The key finding was that while there were 
some differences, the most differences were not significant: there were seven statistically 
significant differences out of the 54 comparisons of the WTP estimates, and nine statistically 
significant differences out of the 32 comparisons of the compensated irrigation area; for 
example, all groups valued the excellent environmental quality highest. These significantly 
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different trade-offs are summarised in Table 6-3. Thus in contrast to the hypothesis, splitting 
the sample this way resulted in little systematic differences among the user groups. One 
difference was the non-users group who valued neither jobs nor cultural attributes 
significantly. Other differences were the negative values for good quality of habitat and 
exceptional mahinga kai by the general group, and 20% of swimming sites by farmers.  
Table 6-3 shows the WTP per job varied from $0.21 to $0.52 (and $36 to $90 per 173 jobs) 
between environmentalists and farmers. As this difference was also statistically significant, 
one can conclude that in this sample farmers valued jobs twice as much as the 
environmentalists. There was also evidence that recreationalists ($242) and the general group 
($285) were willing to pay more for excellent water quality for habitat than non-users ($96), 
or that the general group was willing to pay more than farmers ($145). Another significant 
difference existed between non-users and the general group who valued the level good of 
environmental quality positively ($26) and negatively (-$38), respectively. Furthermore, Table 
6-3 shows that the increase in suitable swimming sites was valued highest by recreationalists 
(up to $101); however, the only significant difference was found between the 
environmentalists and farmers for the level 20% of sites ($53 vs. -$57). Last, other than Non-
users were willing to pay up to $132 (farmers) for the level above average mahinga kai 
opportunities; yet, the only significant difference was found between environmentalists ($90) 
and the general group (-$75) for exceptional mahinga kai.  
The user group analysis was also expanded to explore trade-offs between irrigated land area 
and improved environmental, recreational and cultural attributes (non-users were excluded 
from this calculation65). Table 6-3 shows that, in general, user groups were willing to trade-
off irrigated land area for gains in environmental, recreational and cultural attributes except 
for excellent mahinga kai (general group), 20% swimming sites (farmers) and fair quality 
(general group) as these were valued negatively. In particular, environmentalists (178,000ha), 
recreationalists (112,000ha) and the general group (145,000ha) were willing to compensate 
significantly more irrigated land area than farmers (50,000 ha) if the quality of habitat was 
improved from poor to excellent. The most differences were found between environmentalists 
and farmers, as the first group was willing to forgo significantly more irrigated hectares for all 
but 40% of the swimming sites attribute, while there were a few scattered differences between 
other user groups (e.g. 60% swimming sites between farmers and recreationalists). Another 
                                                 
65 Non-users did not value jobs significantly, thus, for them it was implausible to calculate the trade-offs 
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differences occurred mainly if one group had a positive value and another group had a 
negative value (e.g. WTP for fair QMCI between non-users and the general group). 
 
Table 6-3: Summary table: significantly different trade-offs across the user groups 
   Average WTP Irrigated hectares (a) 
JOBS (per job)  Environmentalists vs.  $0.21 -  
  Farmers*  $0.52 -  
Quality of habitat 
(QMCI) 
fair Non-users vs.  $26.03 -  
 General group*** -$38.20 -  
good Environmentalists vs. - 73,639  ha 
 Farmers** - -17,327 ha 
excellent Environmentalists vs. - -177,946 ha 
 Farmers** - -50,075  ha 
excellent Farmers vs. - -50,075  ha 
 Recreationalists** - -112,278 ha 
excellent Farmers vs.  $145.73 -50,075  ha 
 General group***  $285.02 -145,199  ha 
excellent Recreationalists vs.  $242.16 -  
 Non-users**  $96.03 -  
excellent Non-users vs.  $96.03 -  
 General group***  $285.02 -  
Swimming water 
quality (SWQ): % 
of sites good/ 
very good  
20% Environmentalists vs.  $53.40 -56,139  ha 
 Farmers** -$56.59 18,540  ha 
60% Environmentalists vs. - -80,396  ha 
 Farmers** - -20,099  ha 
60% Farmers vs. - -20,099  ha 
 Recreationalists*  - -47,475  ha 
Cultural health 
(CHI): Mahinga 
kai/ food 
gathering  
above average Environmentalists vs. - -103,961 ha 
 Farmers* - -45,223  ha 
exceptional Environmentalists vs.  $90.08 -90,619 ha 
 General group** -$75.17 37,253  ha 
***,**,* denotes statistical significance at the 1%, 5% and 10% levels  
(a) 0.0057714 jobs per irrigated ha (Saunders & Saunders, 2012): e.g.. 13 013 = 75.2/0.0057714 
 
The second study objective was the citizen-consumer dichotomy. The study hypothesis was 
that the citizen and consumer perspectives result in different welfare estimates. The question 
framing, the way the CE was introduced in the surveys, was worded either in citizen or 
consumer point-of-view in a split sample approach. However, there was no evidence for 
significantly different WTP estimates between the different motivational points-of-view. A 
possible practical implication of this is that the freshwater valuation tasks could be framed 
either point-of-view. The citizen “what does society want” framing has been considered to be 
more approachable in the environmental context (Sagoff, 1988); and also most respondents in 
this survey followed the citizen point-of-view even though they would have been provided 
with the consumer point-of-view in the introduction. Hence, if this was considered as a more 
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comfortable framing, according to Rolfe et al. (2002), this could be used as a good design 
practice. More generally, this evidence supported that choice experiments were a robust 
method in environmental valuation studies even though in such valuations the problem 
framing did not necessarily follow the underlying economic theory of consumer preferences. 
However, it was impossible to say how much the attributes in the choice sets mattered 
compared to the motivational point-of-view given in the instructions. This is left for future 
research. 
The third and last study objective was complexity in CEs. Here, complexity referred to the 
multiple dimensions that were repeated in multiple choice sets, which may cause cognitive 
burden to the survey respondents. In this study, complexity was discussed within a fatigue 
framework, which was considered to cause choice inconsistency towards the end of the choice 
experiment and, thus, bias the valuation outcomes. Complexity was measured by the utility 
differences across the choice alternatives, and it was examined as to whether the two different 
orders of complexity impacted the outcomes.  
Thus, the primary hypothesis of that fatigue existed in a choice experiment was, however, not 
confirmed. Thus, the results implied that those who answered these 15 choice sets answered 
them as reliably as possible as fatigue did not cause an increase in random choices towards 
the last choice sets. However, these results only detected fatigue measured in the error 
variance and not, for example, as self-stated fatigue (which was not asked within the survey). 
The secondary hypothesis for this objective was that the way choice sets were ordered in the 
experiment resulted in different WTP estimates. The different orders were based on the 
complexity of choice sets; the result showed that, unexpectedly, no evidence was found for a 
significant difference. This result suggested it did not matter where in the choice experiment 
the more complex or less complex choices were presented. Thus, if an efficient design is used, 
some typical practices in choice modelling research are appropriate such as randomising the 
choice sets or use of blocking where respondents are shown only a subset of choice sets.  
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6.3 Policy implications 
This study resulted in four policy implications that can help freshwater managers in their 
difficult decision making. These implications are:  
1. Overall value of irrigation; 
2. Significance of the attributes and relation to the policy targets;  
3. Public’s WTP for improvements in the state of rivers; and  
4. Information about trade-offs to help allocation decisions. 
The first policy implication was about the overall value of irrigation. This study showed the 
increase in 30,000 hectares of irrigated land area would lead to compensation surplus, a 
measure of welfare impacts, between -$41 million and $30 million a year depending on the 
assumptions placed on the impacts on water quality66. The worst case scenario included 
reduction (from status quo) in water quality leading to a negative compensation surplus. The 
best case scenario included an increase (from the status quo) in water quality leading to a 
positive compensation surplus. Based on the model from Saunders and Saunders (2012), the 
total revenue an additional 30,000 hectares of irrigated land was (including the direct, 
indirect, induced, and monetary and employment effects) $250 million a year for the whole of 
Canterbury. Therefore, when comparing the compensation surplus with the benefits from 
additional irrigation it was clear, even in the worst case scenario, that the value of additional 
irrigation was greater than compensation for the reduced water quality ($250 million > $41 
million).  
The second policy implication resulted from that all attributes considered in this study were 
significant, at least at some level and, thus, they all should be considered in policy making 
and in future valuation studies of freshwater. For example, the significance of above average 
mahinga kai opportunities show that Māori values of water were important for the general 
public, including both Māori and non-Māori, and hence they should not be neglected either in 
future research or in policy decisions. The results also confirmed some of the policy targets 
set in Canterbury Water Management Strategy (Canterbury Water, n.d.) while some of them 
could be slightly modified. For example, consistent with the policy targets, the improvement 
in the environmental quality of rivers should be of high importance. This was supported from 
                                                 
66 Including environmental, recreational and cultural water quality/conditions 
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the evidence both in the attitudinal questions and the choice analysis. The recreational policy 
target has been set so that 80 per cent of the river swimming sites should be swimmable by 
2015 (Canterbury Water, n.d.); in contrast, the results in this study implied that 60 per cent of 
sites (with good/very good quality) might be a satisfactory target from the public’s point-of-
view. Finally, the policy targets also included consideration of Māori cultural values on the 
understanding that these values should be increased (Canterbury Water, n.d.). People were 
willing to pay for improving mahinga kai from the level poor to an above average level, 
which confirmed policy target of increasing the abundance of, access to and use of mahinga 
kai. 
The third policy implication was that the (mainly) positive WTP estimates showed that people 
were willing to pay the protection of environmental, recreational and cultural conditions of 
freshwater as well as to increase jobs related to the irrigated land area. In addition, there were 
not as many differences across the user groups as could have been expected. For example, 
consistent with the overall findings, all user groups valued excellent environmental quality 
highest and were willing to pay for the improvement from the poor level to the excellent 
level. This implied that, although generally there might exist conflicts between the different 
users of freshwater, the environmental quality was valued consistently highest. The key 
conflicts across the user groups included that the cultural attribute was not valued 
significantly by the identified non-users, indicating that mahinga kai resource gathering may 
be more relevant for those who related some use value for this. Another conflict was that 
farmers valued jobs higher than environmentalists and this observation was confirmed with 
the trade-offs between jobs and water quality attributes. The remaining results showed little 
systematic differences in WTP between the identified user groups. Thus, this suggested there 
were potentially more similarities than differences in the values held between these user 
groups; a result similar to Andersen et al. (2012). Thus this also consistent with holistic and 
integrated approach in freshwater resource management. 
The fourth and last policy implication relates to balancing the four elements of well-being in 
the allocation decisions. These decisions can be difficult as allocation of freshwater cannot be 
left to the market due to the multiple reasons of market failure. The information about trade-
offs can help policy makers to take into account the general public’s preferences: how much 
they are willing to forgo A to gain B where the loss of A is known as the cost of the trade-offs. 
The WTP estimates can be used as a guide for the preference ranking, thus, which elements 
should be given a higher priority in the allocation decisions. In this case, it was protection of 
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the rivers so they would reach an excellent environmental quality. This is quite obvious as 
healthy environment is base for the life, culture, society and strong economy (ECan, 2011b).  
Although increase in irrigation related employment was valued positively, people were also 
willing to forgo irrigated land area in order to gain good or excellent environmental quality, 
more suitable swimming sites, and above average mahinga kai (cultural) opportunities. If 
these higher outcomes would be reached, the opportunity cost would be between three and 25 
per cent loss of the total 500,000 hectares of irrigated land area. Thus, although irrigation has 
the public’s support, there were also trade-offs in that the public would be willing to forgo 
some irrigated land area for better environmental quality; if it would be possible to reduce the 
irrigated land area. This might be another option looking into the future water management 
options. The different policy scenarios indicated what benefits society gains from the change 
in different combinations of attributes. The key result was the highest welfare gains were 
obtained from improved or maintained water quality whereas reduction in water quality 
resulted in negative compensation surplus. Thus the ideal outcome would be to increase 
irrigation (and hence employment) while, somehow, an increase in water quality is managed. 
However, this outcome is not necessarily easy to achieve through allocation decisions. Neither 
the reduction in irrigation (resulting in improved water quality) might a viable option in 
Canterbury where agriculture makes a highly significant contribution to the economy. Lastly, 
the allocation where an increase in irrigation was allowed while the water quality was 
maintained might, thus, be more realistic scenario which also provided for a positive surplus. 
Thus, policy makers could use these results to weight their decision making in regard to the 
additional irrigated land area, how this will be managed and what impacts it has for society’s 
well-being. 
6.4 Limitations 
This study had a number of limitations which some are common in choice modelling studies, 
such as the difficulty in defining the most relevant attributes or the complexity of the choice 
sets for the respondent; and some are specific to this study.  
The first limitation referred to the attributes chosen for the choice experiments where it is 
preferred to describe the alternatives as completely as possible while the attributes should 
remain distinctive from each other. Therefore a careful definition of these attributes was 
important as the results were sensitive to how the choice experiment was designed (e.g. the 
range of attribute levels). However, this can be difficult in environmental resource valuations 
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with possible causal-effect relationships (Blamey et al. 2002; Cleland & McCartney, 2010). 
This meant that when the respondent was looking at one attribute, instead of considering that 
attribute only he/she may consider its impact on another attribute.  
In this study, a major disadvantage was the attempt to measure each element of well-being 
with only a single attribute. This potentially excluded some key factors that were of 
importance for the state of freshwater resource and, thus, may lead to an omitted attribute 
bias. For example, river flows are important for the overall river health and balancing uses of 
water; the use of irrigation related jobs excluded other commercial uses of water such as 
factories or potable water; the assumption that swimming captured “all” recreation uses 
potentially overlooked other recreational interests such fishing or activities that do not require 
contact with water; and mahinga kai attribute included only one of the three components of 
CHI. In general, the cultural measures are not as well established compared to the western 
scientific measures and can be difficult to measure while these measures may overlap with the 
non-indigenous values.  
There was also a trade-off between the science behind the attributes and how much was 
included in the attribute description. Some attributes may have not been sufficiently described 
and so their impacts were not clear for some respondents. However, including more 
explanation would not have been possible without increasing the amount of reading and the 
effort required by the respondents. Finally, the causal-effect limitation may have been 
highlighted in this study context. As instituted in the focus group session, many of the 
characteristics of the water were applied in the different uses around freshwater and, 
therefore, some of the attribute limits can be a little artificial. The results showed some 
indication of a negative interaction effect between the cultural and recreational attributes, and 
between the cultural and environmental attributes, which should, therefore, be considered 
together.  
The second limitation for this study was the high uncertainty and lack of scientific knowledge 
about the state of the resource in the future. This made the definition of the future irrigation 
scenarios challenging as the information of the impact of the land use changes was uncertain. 
For example, understanding how the cultural values were impacted was uncertain as mahinga 
kai component in CHI is based mainly on people’s perceptions. In addition, the calculation of 
the compensating surplus included a comparison of changes to the hypothetical status quo 
levels, which were necessarily neither uniform across all Canterbury rivers, nor would the 
respondents necessarily agree with these levels. Another limitation regarding the estimated 
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compensation surplus is that these values did not take into account the possible aggregation 
bias (Morrison, 2002), and instead all socio-demographic groups were explored collectively 
while no assumptions were made of those who did not participate in the survey. 
The third limitation related to the cultural valuation, which was a main objective in this study. 
Critics against the cultural valuation have mainly been concerned about the monetary 
valuation of cultural values using stated preference methods and whether this is appropriate. 
Uncertainty about these price-based approaches related to indigenous values stems mainly 
from valuation methods being developed and often applied within western (i.e. non-
indigenous) cultures (Adamowicz et al., 1998a; Venn & Quiggin, 2007). Adamowicz et al. 
(1998a), focusing on indigenous people in North America, provide a list of possible concerns 
in a CVM application to cultural valuation including a lack of substitutability between goods, 
property rights, satiation, and difficulties aggregating values within indigenous culture and 
between indigenous and non-indigenous cultures. Other issues can include language barriers 
or decision-making systems between the indigenous and western cultures. Venn and Quiggin 
(2007) revise this list in the context of Australian Aborigines. These authors emphasise how 
substitutability between goods is critical in NMV and that indigenous cultures hold so-called 
taboo or spiritual values that can be resistant to price-based trade-offs (Adamowicz et al., 
1998a; Venn & Quiggin, 2007). Critics have also been concerned whether the cultural values 
are properly represented in these valuations as they may include more non-use and indirect 
values (e.g., sacred values) than non-indigenous culture (Venn & Quiccin, 2007).  
In regard to New Zealand it is doubtful that a dollar value can easily be placed on the 
intangible Māori cultural values (Awatere, 2005; Steensra, 2009). According to Steensra 
(2009), the accuracy of valuation and incorporating the indigenous knowledge can be 
challenging while reducing the cultural values to a dollar value as it may undervalue cultural 
values. Awatere (2005) suggested not to disregard economic valuation but to recognise 
possible concerns to the incorporation of cultural values. In this study, these limitations were 
recognised and addressed first by acknowledging the potential difficulty of measuring the 
cultural attribute and secondly by balancing all attributes so that all four elements of well-
being were given only one measure while the trade-offs were made across multiple attributes 
and not just against cost. Thus, no element of well-being was given more initial emphasis than 
others and, hence, if some indigenous values were under represented so were some western 
values as well. 
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The fourth limitation was about focusing in all Canterbury’s rivers in one survey. This can be 
considered as a limitation because of people’s attitudes about the values of rivers may depend 
on where they live, what they know about the rivers and how they use them; thus the results 
may depend on which reference point people use when answering the survey. As all the rivers 
are different, some of the attributes (or levels) may seem irrelevant for some respondents or 
for some rivers. Also, the results, being on a generalised and aggregated level, may be less 
informative if the policy makers were interested in catchment level information. Focusing all 
rivers also required the sample population of whole Canterbury, which thus increased the 
demand on the representative sample as the sampling frame included a larger number of 
individuals.  
The fifth limitation concerned the user group identification. This study adapted the approach 
from Andersen et al. (2012) where multiple likert-scale statements were used to identify 
which user group (set of statements created for each user group of water) the respondent 
consider closest to very important. A key limitation in this approach was the small number of 
statements designed for each user groups (four to five) whereas Andersen et al. (2012) 
included 12 to 14 statements. Therefore, the major user types may have not been identified 
strongly enough. However, including more than five statements for each group would have 
increased the survey length. Another limitation in this approach was that people were not able 
to state for themselves what user types they mostly identified with. Thus, some respondents 
may have been mistakenly been assigned to the group they did not connect the most. It should 
be noted that there could be additional groups that have not been included here (e.g. tourists). 
Therefore the group boundaries might be artificial yet they generally describe the main 
importance to emphasis the issue of multiple and conflicting uses of this scarce resource. 
Finally, these groups could have been validated for example by exploring group 
demographics, or utilising either a latent class choice analysis or principal component analysis 
(PCA); however, these are left for the future research. 
The sixth limitation was the complexity of the choice experiments. For respondents, choice 
experiments include much information to be processed and one consequence is fatigue. 
Fatigue in choice experiments is considered as respondents’ loss of interest towards the last 
choice sets and this may reduce choice consistency and data quality; thus causing inaccuracy 
in the results. The investigation of fatigue was not straightforward, as also noted by 
Czajkowski et al. (2012). The first issue was that the scale approach used here (and 
commonly in the literature) only accounted for fatigue related to increased error variance (i.e. 
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random choices) and neither self-stated fatigue nor those who got so tired that they never 
completed the survey. For example, the online version of the survey recorded a few 
respondents who saw the choice experiment but did not complete it. The second issue is that 
the use of heteroscedastic models (where scale varies) is not entirely clear as the literature is 
evolving and includes variable examples while some econometric software can be limited in 
their easiness of the scale applications.  
This study used a modelling approach where each choice set (or group of choice sets) were 
estimated their own scale parameter using the “Group” definitions in Biogeme software 
(Bierlaire, 2003). However, this estimation method is susceptible as, first, all estimated RPL 
models had a relatively poor model fit based on the pseudo R-square criteria. Moreover, some 
of the models resulted in negative standard deviations for the random parameters which 
indicated the models were not working correctly. One of the estimated models involved 
abnormality as all the parameter estimates for the attributes were insignificant, which was not 
an issue if the model was reduced into the MNL model. Possible reasons are the 
misspecification of the random parameters (e.g. the underlying statistical distribution) or that 
the scale effect cancels out the preference heterogeneity in the RPL model. It may also be a 
result of the lack of panel data utilisation, which may be large in this survey because of the 
number of choice sets (15) per respondent. Another possible reason is that using the approach 
of estimating scale for each group is inefficient when there are as many as 15 groups (choice 
sets); this may have also been limited due to small sample sizes as the separate data sets 
included between 74 and 81 observations. Therefore, a better approach might have been to 
use heteroscedastic logit models where the scale parameter is re-parameterised as a function 
of some exogenous information (e.g. number of the choice sets). This could be an alternative 
way for identifying the scale, in particular in the case with many choice sets which may have 
complicated the scale estimation for the groups.   
This study also tested whether the complexity of the choice sets mattered in terms of which 
order the choice sets were presented to the respondent. Complexity of the choice sets was 
measured by utility balance (i.e. the difference between utilities of the choice alternatives) 
based on the MNL model using the design priors. However, the use of D-efficient design may 
have limited this testing as it created fractional factorial design with choice sets that were 
most informative and hence can reduce the impact of the utility difference in the choice sets. 
Thus, there may have been little difference in complexity between the first choice set and the 
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last choice set. This design, however, was required as the investigation of a real life problem 
required a usable choice set data and, thus, a state-of-art design method was used.  
Final limitations concern the survey method which is prone to some general survey biases. 
Two types of aggregation biases are likely in this study. Firstly, the completed sample was 
biased towards some socio-economic groups such as those with higher income compared to 
average income in the region. As the sample was not adjusted to allow these differences 
between the population and the sample, it is then possible that the WTP values were 
overestimated (Morrison, 2000). Another aggregation bias that is likely in this thesis results 
from that no assumptions were made from the preferences of non-respondents when 
calculating the region-wide compensating surplus (Morrison, 2000). In addition, although the 
proportion of Māori respondents was higher compared to census figures, the sample size of 35 
Māori was not enough to run the econometric models; thus it was not appropriate to compare 
the Māori and non-Māori populations to explore the differences in preference’s towards the 
cultural attribute that was a main study objective. 
6.5 Future research 
This research could be extended to a number of future research directions. First, those 
involved in Canterbury freshwater management need to consider a number of issues, rules and 
regulations when making decisions about the resource allocation. While this thesis provided 
useful information about the public’s values for freshwater and how they traded-off between 
them, future research could benefit from a more detailed analysis utilising the data from this 
survey. One interesting question was the differences in the values given between the urban 
and rural populations and a similar example can be found in (Yao, 2012). This could be tested 
by comparing the values across those respondents who lived in the urban area (51% of 
respondents), rural area (29%) and semi-urban/rural area (20%). Moreover, it could be 
possible to compare the values between the respondents who worked in the “Agriculture, 
forestry and fishing” sector (20%) and those who worked in other sectors (or were not 
employed/self-employed).  
Secondly, as mentioned earlier, future research could focus on exploring how the estimated 
surplus with negative $41 million implying compensation could be divided between the 
different elements of protecting the rivers in Canterbury including its environmental, 
recreational and cultural values. Moreover, future research could also further explore the 
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avenue of reduction in irrigation and what alternatives there exist for sustainable water 
management in Canterbury. 
Thirdly, this study could be used as an example to study the preferences of freshwater 
management at the catchment level in ten water management zones in Canterbury. For 
example, future research would benefit from the findings from this introductory question as it 
indicated that the majority of the respondents were aware, used and considered the range of 
Canterbury rivers as important. However, in catchment level studies, not all attributes are 
equally relevant in each zone. For example, some rivers may be used more intensively for 
irrigation (e.g., Rakaia and Waimakiriri) while other rivers are known for their specific 
recreational opportunities such as white water kayaking. Thus some additional or redefined 
attributes could be introduced which, however, would require another focus group 
consultation. Thus, the attributes in this thesis are vulnerable to an omitted attribute bias in the 
zone base valuation.  
Fourthly, in order to investigate if the public’s preferences were aligned with policy targets an 
approach of testing between experts and lay people could be used. This could provide 
knowledge of a potential information gaps between freshwater management and the general 
public. The literature includes examples from Sweden (Carlsson et al., 2011) and Australia 
(Rogers, 2011) while van Rensburg et al. (2002) who, in a CVM study, tested the citizen-
consumer dichotomy but also included the dichotomy of expert versus lay preferences stating 
that “good environmental decision-making is not simply a matter of which set of preferences 
are used; it also requires an understanding of the reality of the system under consideration” 
(van Rensburg et al., 2002, p. 233).   
Fifthly, the citizen-consumer dichotomy could be further explored in terms of how much the 
respondents mixed their preferences, for example by utilising a continuous spectrum as 
suggested by Blamey et al. (2000b). This type of spectrum takes into account to what extent 
the respondents used citizen or consumer motivation in the valuation task rather than an 
absolute dichotomy. Thus, instead of split sampling, this could be used as an explanatory 
factor in the choice model. Depending on the survey format, the range could be asked using a 
1 to 10 scale (1 being consumer and 10 being citizen), or by using online tools where the 
respondents could choose their range by clicking the mouse on the arrow line. In addition, it is 
left to future research how much the attributes in the choice sets mattered over the 
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motivational point-of-view given in the instructions and whether the question framing has 
then less impact than the actual valuation task as a result.  
Sixthly, the results from the complexity related choice inconsistency showed no evidence for 
fatigue, which seemed to be a common finding in the literature (e.g. Arentze et al., 2003; 
Carlsson et al., 2012; Hess et al., 2012; Hole, 2004; Marsh & Phillips, 2012a). However, as 
discussed in the limitations, future research could benefit from different econometric methods 
to identify the scale, such as re-parameterising the scale parameter and comparing the 
outcomes from these different methods. In addition, it could be useful to test if the panel data 
specification has an impact on estimation of the scale parameter used to detect fatigue in CEs. 
In addition, the field could benefit from a redevelopment of the idea of complexity based 
orders for the choice sets. Although this study showed no impact on the choice set order, other 
studies have shown that utility differences were a significant explanatory factor for choice 
complexity (e.g. Campbell et al., 2011a; Olsen et al., 2011). Therefore, one could use a design 
that was not based on the statistical D-efficiency but having a high variation in the level of 
utility balance. This design would then be applied to order the choice sets in the similar 
manner as in this study. In other words, at the beginning of the choice experiment the choice 
alternatives would be almost the same while at the end there would be a dominant option. 
This ordering could be tested against the standard random order of the choice sets to explore 
the impacts of choice complexity and choice set order. If this test showed significant 
differences in the choice set order, then fatigue testing could be conducted to see whether 
there would be support for the argument given in this study that if the easier choices (based on 
the utility balance) were shown at the end of CE this would reduce the impacts of fatigue on 
the choice consistency. Alternatively, the choice sets shown to the respondents could be 
ordered so that easier choices are provided first. Adding then a third split-sample would 
provide a more complete test of the ordering effects including both fatigue and learning that 
can be associated with the choice set complexity. Thus future research could test all three 
possible orders of the choice sets. 
Finally, the future research of freshwater valuation in New Zealand could benefit from the 
insights of the limitations that were identified in this study. Firstly, the relevance of different 
attributes and its impact on omitted attribute bias could be explored in the context of multiple 
freshwater attributes. For example, the river flow attribute was excluded from the CE in this 
study which, however, has strong association with the withdrawn irrigation water. The recent 
literature has discussed the omitted attribute bias (e.g. Longo et al., 2010) and this is another 
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interesting research topic for the future research. Secondly, the welfare impacts from the land 
use changes as studied within the irrigation scenarios could benefit from accounting the 
aggregation bias and how these impacts vary between different socio-demographic groups; 
for example Morrison (2002) study could be used to guide this analysis. Thirdly, the user 
group analysis could be developed by utilising latent class analysis or PCA, or alternatively 
use additional information from the survey respondents’ demographics such as employment 
sectors or whether the respondents belonged to some organisations (e.g. Fish & Game, 
Federated Farmers). Fourthly, the cultural valuation was given a specific emphasis in this 
study. As the results show, the general public considered cultural attribute significant. Thus in 
response to Steenra’s  (2009) comment of NMV method undervaluing the cultural values, the 
results from this study suggests that the cultural values are important and should not be 
neglected in the future freshwater valuation studies in New Zealand context. Moreover, the 
importance of the cultural attribute could be tested in a split sampling with a large sample size 
of Māori respondents enable a better comparison of these values. Lastly, regarding to the CE 
specific study objectives in this thesis, the analytical detection of fatigue turned to be 
challenging as the applied method used to estimate the scale factor may not have been the 
most appropriate method. As discussed in the limitations and again in this section of future 
research, it can be concluded that future research could benefit from a practice of testing the 
fatigue effect in CE and that as it may be appropriate to test between the different practical 
methods included in the literature that are used to estimate the scale factor and thus provide a 
discussion of the differences from these approaches and clarity on which may be the more 
appropriate approach. 
6.6 Concluding remarks 
This study focused on the Canterbury freshwater resource which is scarce. Thus the allocation 
decisions are difficult as the water management needs to consider multiple uses and users of 
freshwater in order to promote the well-being of society. In applying the choice modelling 
method, this research provided information of the importance of a range of freshwater 
attributes and how people traded-off between these. The trade-offs were calculated between 
monetary compensation and jobs. Furthermore, different future irrigation scenarios were 
explored to show what affects the increase (decrease) in irrigation with varying impacts on 
water quality may have on society. Thus this research provided valuable information for those 
who are responsible for the decision making in Canterbury.  
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The results implied that people have positive WTP for the freshwater attributes included in 
this study. This was also reflected in the WTP estimates calculated for different user groups 
which were mainly positive. A few significant differences between the user groups’ WTPs 
were observed. The explored irrigation scenarios indicated highest welfare gains if the water 
quality was increased or maintained, and lowest if water quality was reduced.   
A novelty of this thesis was provided by the exploration of the cultural attribute, reflecting on 
Māori cultural values around the Canterbury freshwater resource. Cultural values are an 
important element in the wide range of values that freshwater resource can provide and their 
significance has been noted at the policy level. The results showed that the general public 
considered this attribute significant and, therefore, it should be included in the future 
valuation studies of freshwater, and other work, concerning of multiple uses of water.   
Another set of results indicated that the estimated willingness-to-pay values were not sensitive 
to the consumer–citizen dichotomy which could mean that environmental valuations using 
choice modelling could be framed from either motivational point-of-view while; 
acknowledging that the underlying economic theory is based on consumer preferences. The 
final results tested the impacts on complexity in the fatigue framework and how the in which 
order the choice sets were presented. These results from these data showed no evidence for 
fatigue or differences in the choice set order. These results, although did not confirm the study 
hypotheses, add to the non-market valuation literature of these specific questions providing 
another context into the discussion why or why not these might be issues in the result 
accuracy and validity. 
Finally, this thesis showed that applying choice modelling to a freshwater context came with a 
number of challenges that should be noted. First were the challenges in the attribute 
definitions, the lack of scientific knowledge supporting some of the assumptions and that 
marginal utilities did not always indicate that the higher level was considered better. 
Significant preference heterogeneity was observed, so more flexible econometric models were 
required to analyse the data. However, these models required more assumptions to be made 
about the preferences, such as the underlying distributions. In addition, the choice modelling 
method has been criticised for its complexity by respondents. This research also opened a 
number of future research questions to further explore these issues. In conclusion, the 
individual choices were a complex but worthwhile way to explore the public’s preferences 
about what they would want from freshwater management in Canterbury.  
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      Appendix A 
Summary of findings from the focus groups 
Attribute  Thoughts from the focus group 
Environment • Environment (as well as the financial) attribute were both thought of as 
resource. Water is needed for survival (we all are part of the environment) 
and wasting water is an unpleasant practice.  
• Rivers/water and their clean, green image are impacted by pollution. This can 
be seen, for example, in an increase in algae, of which one consequence is 
unclear water; Lake Ellesmere is an example. The sources are largely from 
farming but also tourism. These latter both have financial benefits as well. 
• People also value the conservation and habitat aspects of rivers. 
Finance • Financial attribute was also thought of as resource. This had really two parts 
of it: tourism and farming, and their benefits for the economy.  Tourism 
includes Clean, green image and its need for better management. Irrigation 
and power generation were thought of as a necessity. Damming was 
questioned for its necessity. (No one wants their river to be dammed).  
• The issues of exporting water, wasting water, and using water were also 
discussed. 
Recreation • Everyone agreed that recreation is part of social attribute providing 
opportunities for swimming, fishing, picnics, kayaking, dogs and children, and 
simply spending time by the river and leisure.  
• Many cities are built around great rivers, spending time around it, and good 
for wellbeing. This is part of Kiwis’ upbringing and morals (also crossing over 
with cultural attribute). 
Culture • People felt the cultural attribute is about society. This includes clean, green 
image, natural state of rivers, and habits of use (e.g. paying for water and 
wasting water). Partly, this due to upbringing and morals (as also in the social 
attribute). 
• Other part of culture is about Māori values, which people did think were 
important (depending on the values) and the state of Lake Ellesmere was 
noted again (as with the environment attribute) 
Payment • Payment of water was quite confusing for a start, people thought examples 
of fishing licence or taxing boat owners. 
• Rates were thought to be ok if people could see some results, and how that 
would affect them, and that there should be some flow of paying money for 
government. Some agree that everyone should pay for water use; while some 
agree only business use would pay (not domestic). 
 
 
      Appendix B 
Calculating the utility balance and  
ordering the choice sets in control and utility designs 
The following calculations are carried out with Excel 2010. Choice sets are from the NGene 
design using the priors as below. The D-error for this design was 0.0096.  
Attribute Point priors Based loosely on 
JOBS - Number of jobs 0.04 Kerr & Swaffield (2007) ; Marsh & 
Phillips (2012a,b) 
QMCI - Quality of habitat 0.3      Tait et al. (2011, 2012) 
SWQ - % of sites that are graded good/very good 
quality for swimming 
0.9 Kerr & Swaffield (2007); 
Marsh & Phillips (2012a,b) 
CHI - Mahinga kai/Food gathering opportunities: 0.04 - 
COST - increase in rates (NZ$/per year in next 5 
years) 
-0.02 Kerr & Swaffield (2007); Marsh & Phillips 
(2012a,b); Tait et al. (2011, 2012) 
 
Attribute levels & descriptions: 
 Choice set 1  Choice set 2  Choice set 3 
Alternative A B SQ*  A B SQ*  A B SQ* 
JOBS -173 173 0  0 -173 0  346 346 0 
QMCI 2 2 2  1 4 2  1 3 2 
SWQ 3 1 2  2 5 2  4 2 2 
CHI 4 2 2  4 5 2  2 2 2 
COST 100 50 0  100 50 0  25 125 0 
 
 Choice set 4  Choice set 5  Choice set 6 
Alternative A B SQ*  A B SQ*  A B SQ* 
JOBS 346 173 0  173 -173 0  0 173 0 
QMCI 2 1 2  2 4 2  4 1 2 
SWQ 4 3 2  3 3 2  3 2 2 
CHI 2 4 2  4 3 2  2 2 2 
COST 125 25 0  50 100 0  25 125 0 
 
 Choice set 7  Choice set 8  Choice set 9 
Alternative A B SQ*  A B SQ*  A B SQ* 
JOBS 346 0 0  -173 0 0  0 -173 0 
QMCI 1 2 2  4 2 2  4 4 2 
SWQ 1 4 2  5 3 2  1 5 2 
CHI 1 4 2  5 2 2  3 3 2 
COST 50 100 0  50 100 0  75 75 0 
 
 Choice set 10  Choice set 11  Choice set 12 
Alternative A B SQ*  A B SQ*  A B SQ* 
JOBS 346 0 0  0 -173 0  346 346 0 
QMCI 2 4 2  4 3 2  3 1 2 
SWQ 2 5 2  5 5 2  2 1 2 
CHI 3 5 2  5 2 2  4 1 2 
COST 25 125 0  100 50 0  75 75 0 
 
 Attribute levels & descriptions (continued): 
 Choice set 13  Choice set 14  Choice set 15 
Alternative A B SQ*  A B SQ*  A B SQ* 
JOBS 0 0 0  173 0 0  173 0 0 
QMCI 1 2 2  3 1 2  1 4 2 
SWQ 5 1 2  4 1 2  1 4 2 
CHI 4 4 2  2 1 2  1 3 2 
COST 75 75 0  125 25 0  125 25 0 
* The status quo (SQ) alternative was added afterwards 
Utility balance (UB) calculation 
Use a simple main effect MNL model with prior β estimates and use the design levels (as only 
the difference in the level of utilities matter). 
MNL = 
1 1
exp{ }Pr( )
exp{ }
i i
J J
j j
j j
V xi
V x
β
β
= =
= =
∑ ∑
 where J = {1,..,i,,..j} = {1,2,3} 
Step one: Calculate the observed utility for each alternative Vi; and then Exp(Vi). 
Vi = 
,
, ,
, 1
' *
J K
i k i k
i k
xβ
=
∑  where β’ is point prior value for attribute k 
, , , , ,' * ' * ' * ' * ' *i jobs jobs i qmci qmci i swg swg i chi chi i cost costx x x x xβ β β β β⇒ + + + +  
See for example Choice Set 1: 
 Alternative A Alternative B Status quo alternative 
Vi 0.04*(-173) + 0.3*2 + 0.9*3 
+ 0.04*4 -0.02*100 = -5.46 
0.04*(173) + 0.3*2 + 0.9*1 + 
0.04*2  - 0.02*50 = 7.5 
0.04*(0) + 0.3*2 + 0.9*2 + 
0.04*2 -0.02*0 = 2.48 
Exp(Vi) Exp(-5.46) = 0.004254 Exp (7.5) = 1808.042 Exp( 2.48) = 11.94126 
 
Others likewise (see next page) 
  
   Alternative A Alternative B Status quo alternative 
Choice set 2 Vi 0.26 -2.02 2.48 
 Exp(Vi) 1.29693 0.132655 11.94126 
Choice set 3 Vi 17.32 14.12 2.48 
 Exp(Vi) 33264456 1355933 11.94126 
Choice set 4 Vi 15.62 9.58 2.48 
 Exp(Vi) 6076868 14472.42 11.94126 
Choice set 5 Vi 9.38 -4.9 2.48 
 Exp(Vi) 11849.01 0.007447 11.94126 
Choice set 6 Vi 3.48 6.6 2.48 
 Exp(Vi) 32.45972 735.0952 11.94126 
Choice set 7 Vi 14.08 2.36 2.48 
 Exp(Vi) 1302766 10.59095 11.94126 
Choice set 8 Vi -2.02 1.38 2.48 
 Exp(Vi) 0.132655 3.974902 11.94126 
Choice set 9 Vi 0.72 -2.6 2.48 
 Exp(Vi) 2.054433 0.074274 11.94126 
Choice set 10 Vi 15.86 3.4 2.48 
 Exp(Vi) 7725213 29.9641 11.94126 
Choice set 11 Vi 3.9 -2.44 2.48 
 Exp(Vi) 49.40245 0.087161 11.94126 
Choice set 12 Vi 15.2 13.58 2.48 
 Exp(Vi) 3992787 790167.3 11.94126 
Choice set 13 Vi 3.46 0.16 2.48 
 Exp(Vi) 31.81698 1.173511 11.94126 
Choice set 14 Vi 9 0.74 2.48 
 Exp(Vi) 8103.084 2.095936 11.94126 
Choice set 15 Vi 5.66 4.42 2.48 
 Exp(Vi) 287.1486 83.09629 11.94126 
 
Step two: Calculate the sum of Exp(Vj) (Note, this is equal across the alternatives). See for 
example Choice Set 1: Sum Exp(Vj) = 0.004254 + 1808.042 + 11.94126 = 1819.988; others 
likewise. 
 Sum Exp(Vj) 
Choice Set 2 13.37085 
Choice Set 3 34620401 
Choice Set 4 6091352 
Choice Set 5 11860.96 
Choice Set 6 779.4962 
Choice Set 7 1302788 
Choice Set 8 16.04882 
Choice Set 9 14.06997 
Choice Set 10 7725255 
Choice Set 11 61.43087 
Choice Set 12 4782966 
Choice Set 13 44.93175 
Choice Set 14 8117.121 
Choice Set 15 382.1862 
 
  
 Step three: Calculate Pr(i) using the MNL model. See, for example, Choice Set 1:  
Probability(Alternative A) = 0.004254/ 1819.988 = 2.34E-06; 
Probability(Alternative B) = 1808.042/ 1819.988 = 0.993436; 
Probability(Status quo Alternative) = 11.94126/ 1819.988 = 0.006561. 
Others likewise. Note: check the sum of the probabilities equals one; for example: 
0.096996832 + 0.009921 + 0.893082 = 1 
 Alternative A Alternative B Status quo alternative 
Choice set 2 0.096996832 0.009921 0.893082 
Choice set 3 0.960833946 0.039166 3.45E-07 
Choice set 4 0.997622144 0.002376 1.96E-06 
Choice set 5 0.998992602 6.28E-07 0.001007 
Choice set 6 0.041641926 0.943039 0.015319 
Choice set 7 0.999982705 8.13E-06 9.17E-06 
Choice set 8 0.008265745 0.247676 0.744059 
Choice set 9 0.146015452 0.005279 0.848706 
Choice set 10 0.999994576 3.88E-06 1.55E-06 
Choice set 11 0.804195767 0.001419 0.194385 
Choice set 12 0.834793046 0.165204 2.5E-06 
Choice set 13 0.708117873 0.026118 0.265764 
Choice set 14 0.998270668 0.000258 0.001471 
Choice set 15 0.751331807 0.217424 0.031245 
 
Step four: Calculate utility balance (UB)  
UB = 
1
Pr( )
(1/ )
J
J
i
i
J=
∏ = 3
0.096996832*0.009921*0.893082 4.1131E 07
(1/ 3)
= − = 0.0000004.  
Others likewise. 
 Utility balance (UB) 
Choice set 2 0.023204849 
Choice set 3  3.50458E-07 
Choice set 4  1.25457E-07 
Choice set 5 1.70488E-08 
Choice set 6 0.016242785 
Choice set 7  2.01184E-09 
Choice set 8 0.041127865 
Choice set 9  0.017662852 
Choice set 10 1.61878E-10 
Choice set 11  0.005988581 
Choice set 12 9.29645E-06 
Choice set 13 0.1327089 
Choice set 14 1.02385E-05 
Choice set 15  0.137808967 
 
 Step five: Ordering the choice sets 
Control order  Utility order (by largest to smallest) 
 UB   UB 
Choice set 1 0.0000004  Choice Set 15 0.1378090 
Choice set 2 0.0232048  Choice Set 13 0.1327089 
Choice set 3 0.0000004  Choice Set 8 0.0411279 
Choice set 4 0.0000001  Choice Set 2 0.0232048 
Choice set 5 0.0000000  Choice Set 9 0.0176629 
Choice set 6 0.0162428  Choice Set 6 0.0162428 
Choice set 7 0.0000000  Choice Set 11 0.0059886 
Choice set 8 0.0411279  Choice Set 14 0.0000102 
Choice set 9 0.0176629  Choice Set 12 0.0000093 
Choice set 10 0.0000000  Choice Set 1 0.0000004 
Choice set 11 0.0059886  Choice Set 3 0.0000004 
Choice set 12 0.0000093  Choice Set 4 0.0000001 
Choice set 13 0.1327089  Choice Set 5 0.0000000 
Choice set 14 0.0000102  Choice Set 7 0.0000000 
Choice set 15 0.1378090  Choice Set 10 0.0000000 
 
  
      Appendix C 
Example of the final survey and the reminder card 
Note: This is an example of the Citizen Survey A with Control design (i.e. the standard choice 
set order). The other three surveys differ from this as follows:  
• Citizen Survey B uses the same choice experiment framing and cheap talk reminder but 
differs in the order of the choice sets (i.e. utility design with a complexity based order). 
• Consumer Survey C uses the same order of the choice sets but differs in the choice 
experiment framing and cheap talk reminder (Consumer framing). 
• Citizen Survey B differs in both, the choice experiment framing and cheap talk reminder 
(Consumer framing) and the order of the choice sets (i.e. utility balance design with 
complexity based order).  
 
 
 Introduction 
You are invited to answer a survey about Canterbury’s rivers. Please take a moment to fill out 
this questionnaire. You can complete this survey: 
a) Online67 at http://tinyurl.com/CantyRiversA  
or  
b) if you prefer, you can fill out this paper questionnaire and return it in the free post 
envelope that is provided. 
Important decisions about water management are being made at present. The opinions of 
Canterbury residents are important in this process so answering this survey will help us 
understand your views.  
 
Please share your view, even if it may not seem to be your area of expertise. There are no 
wrong or right answers – the aggregated results will provide a valuable insight of the 
preferences of Cantabrians and help inform freshwater management. We need answers from 
all types of people to ensure we are representing the views of most residents.   
 
All information you provide is entirely anonymous and your identity is not connected with 
the information you provide. All the results are reported only in totals or aggregated numbers. 
Answering and returning this survey is considered as consent to use the information for results 
and publications. 
 
If you wish to withdraw your response, please let us know either the Questionnaire Number 
(top left corner) or your residential address. This can be done until 31.12.2012. 
 
  
                                                 
67 Each survey had their own link (i.e. CantyRiversA, CantyRiversB, CantyRiversC and CantyRiversD) 
 QUESTIONNAIRE 
 
1.  Canterbury’s rivers are important for people for many reasons (e.g., fishing, swimming, or 
scenery). Which Canterbury Rivers are you aware of, and/or use? Please use the space below 
answer either YES or NO, and then describe the importance with more detail. 
 
 Are you 
aware of 
this river?  
Is this river 
important 
to you?  
Do you use this 
river (e.g. fishing, 
swimming, 
photographing)?   
Why is this river important to you and/or 
how do you use it?   
 (yes/no) (yes/no) (yes/no) Please describe. 
Ashley/ 
Rakahuri 
 
    
Clarence   
 
  
Hurunui   
 
  
Rakaia   
 
  
Rangitata   
 
  
Waiau   
 
  
Waimakariri   
 
  
Waitaki    
 
  
Selwyn/ 
Waikirikiri 
  
 
  
Avon/ 
Ōtākaro 
  
 
  
Heathcote/ 
Opawaho 
  
 
  
Other,  
please specify 
    
 
 
    
 
  
 2. What is the level of importance to you of each of the following uses of water? Please rate 
them using the displayed range (very important – important – neither important nor unimportant – 
unimportant – very unimportant). Note there is also Don’t know –option. 
 
 Very  
important 
neither important 
nor unimportant 
Very  
unimportant 
Don’t 
know 
 5 4 3 2 1 0 
Knowing that the rivers exists and are in satisfactory 
quality is… □ □ □ □ □ □ 
Knowing that the rivers exists and are in satisfactory 
quality for others to use and enjoy them is… □ □ □ □ □ □ 
Drinking water quality is… 
 □ □ □ □ □ □ 
Environmental protection of Canterbury rivers is…  
□ □ □ □ □ □ 
For my personal wellbeing, the state of Canterbury 
rivers is... □ □ □ □ □ □ 
Water quality for recreation, e.g. swimming, is… 
□ □ □ □ □ □ 
Knowledge of local Māori names of waterways is… 
 □ □ □ □ □ □ 
Understanding the impacts on human actions to 
environment and water quality is… □ □ □ □ □ □ 
The efficiency of irrigation and other commercial 
uses of water is… □ □ □ □ □ □ 
The contribution of farming to the economy and 
community is… □ □ □ □ □ □ 
The contribution of irrigation to creating jobs is… 
□ □ □ □ □ □ 
The contribution of irrigation to meet or maximise 
production goals is… □ □ □ □ □ □ 
 
 
 
  Very  
important 
neither important 
nor unimportant 
Very  
unimportant 
Don’t 
know 
 5 4 3 2 1   0 
Access to the rivers for recreation is… 
□ □ □ □ □ □ 
For me, the use of rivers for recreation (e.g. for 
walking, picnicking, swimming) is… □ □ □ □ □ □ 
For me, the use of rivers for specific water sports 
(e.g. fishing, kayaking) is… □ □ □ □ □ □ 
For me, hunting, gathering or collecting food/kai 
are… 
 
□ □ □ □ □ □ 
Meaning of Māori values in how I live my life are… 
 □ □ □ □ □ □ 
For me, knowledge and speaking Te Reo Māori 
(Māori language) is … □ □ □ □ □ □ 
For me, involvement with iwi or hāpu is… 
 □ □ □ □ □ □ 
I think that maintaining the “Clean green image” of 
New Zealand is… □ □ □ □ □ □ 
Although, there may be pollution from farming and 
other commercial uses of water, these uses are… □ □ □ □ □ □ 
Making sacrifices for the sake of reducing pollution in 
rivers are… □ □ □ □ □ □ 
Preserving the rivers, even if people must 
compromise their current standard of living, is… □ □ □ □ □ □ 
Allocating some of the water available for 
commercial use to future uses that we don't yet 
know about is… 
□ □ □ □ □ □ 
 
  
 YOUR OPINION 
 
To help determine how the community would like to see rivers managed, you will be 
presented with 15 sets of possible water management options.  
 
Option A Option B Status quo 
 
We would like to know which management option you prefer most in each set of questions. 
Each management option is described with five characteristics: 
 
1. Changes in number of jobs related to agriculture and irrigation 
2. The quality of habitat provided for fish and other species  
3. % of popular swimming sites are suitable for swimming and other contact recreation  
4. Water quality at traditional mahinga kai sites (customary Māori food gathering) 
5. Cost to Canterbury households (increase in rates) for the next 5 years 
You can find more information about these characteristics at the end of the survey. 
 
Please select the management option you prefer in each of the following 15 set of options. 
We are interested in your opinions as a citizen, thinking the society as a whole and keeping in 
mind the future generations. So please consider the benefits and disadvantages of the 
alternatives for the society as a whole. 
  
Often some combinations of outcomes may appear a little strange; they are in fact quite 
possible. Please remember that even though this is a hypothetical case, there could be real 
implications on rates if change in management occurs. An example of a choice question is 
shown on the next page. 
  
  
 
 
 
 
 
 
Example of a choice set 
 
 
 
Which management option do you prefer? 
 
 
QUESTION  
 Option A Option B Status quo 
Number of jobs 
 + 173 jobs - 173 jobs No change 
Quality of habitat 
 Fair  Excellent Poor 
% Sites suitable for 
swimming 40 % 80 % 60 % 
Food gathering – 
Mahinga kai  Poor Above average Below average 
Increase in rates  
 $25/year $50/year No increase 
 
I choose 
 
 
 
√ 
 
 
 
 
 
 
In this example, option B was chosen because a person prefers 
• improvement in water quality (habitat and recreation) and in Mahinga kai 
• in return there will be some job losses and an increase in annual rates.  
 
  
 Which management option do you prefer? Remember, we are interested in your views 
while considering the society as a whole. Please also remember that even though this is 
made-up, there could be real impacts on the rates if changes in management happen. 
 
QUESTION 1 
 Option A Option B Status quo 
Number of jobs 
 - 173 jobs + 173 jobs No change 
Quality of habitat 
 Fair Fair Fair 
% Sites suitable for 
swimming 40 % 0 % 20 % 
Food gathering – 
Mahinga kai  Above average Below average Below average 
Increase in rates  
 $100/year $50/year No increase 
I choose 
 
 
 
 
 
 
 
    
QUESTION 2 
 Option A Option B Status quo 
Number of jobs 
 No change - 173 jobs No change 
Quality of habitat 
 Poor Excellent Fair 
% Sites suitable for 
swimming 20 % 80 % 20 % 
Food gathering – 
Mahinga kai  Above average Exceptional Below average 
Increase in rates  
 $100/year $50/year No increase 
I choose 
 
 
 
 
 
 
 
    
QUESTION 3 
 Option A Option B Status quo 
Number of jobs 
 + 346 jobs + 346 jobs No change 
Quality of habitat 
 Poor Good Fair 
% Sites suitable for 
swimming 60 % 20 % 20 % 
Food gathering – 
Mahinga kai  Below average Below average Below average 
Increase in rates  
 $25/year $125/year No increase 
I choose 
 
 
 
 
 
 
 
 
 Which management option do you prefer?  
 
 
QUESTION 4 
 Option A Option B Status quo 
Number of jobs 
 + 346 jobs + 173 jobs No change 
Quality of habitat 
 Fair Poor Fair 
% Sites suitable for 
swimming 60 % 40 % 20 % 
Food gathering – 
Mahinga kai  Below average Above average Below average 
Increase in rates  
 $125/year $25/year No increase 
I choose 
       
    
QUESTION 5 
 Option A Option B Status quo 
Number of jobs 
 + 173 jobs - 173 jobs No change 
Quality of habitat 
 Fair Excellent Fair 
% Sites suitable for 
swimming 40 % 40 % 20 % 
Food gathering – 
Mahinga kai  Above average Average Below average 
Increase in rates  
 $50/year $100/year No increase 
I choose 
       
    
QUESTION 6 
 Option A Option B Status quo 
Number of jobs 
 No change + 173 jobs No change 
Quality of habitat 
 Excellent Poor Fair 
% Sites suitable for 
swimming 40 % 20 % 20 % 
Food gathering – 
Mahinga kai  Below average Below average Below average 
Increase in rates  
 $25/year $125/year No increase 
I choose 
       
 
  
 Which management option do you prefer? Remember, we are interested in your views 
while considering the society as a whole. Please also remember that even though this is 
made-up, there could be real impacts on the rates if changes in management happen. 
 
QUESTION 7 
 Option A Option B Status quo 
Number of jobs 
 + 346 jobs No change No change 
Quality of habitat 
 Poor Fair Fair 
% Sites suitable for 
swimming 0 % 60 % 20 % 
Food gathering – 
Mahinga kai  Poor Above average Below average 
Increase in rates  
 $50/year $100/year No increase 
I choose 
       
    
QUESTION 8 
 Option A Option B Status quo 
Number of jobs 
 - 173 jobs No change No change 
Quality of habitat 
 Excellent Fair Fair 
% Sites suitable for 
swimming 80 % 40 % 20 % 
Food gathering – 
Mahinga kai  Exceptional Below average Below average 
Increase in rates  
 $50/year $100/year No increase 
I choose 
       
    
QUESTION 9 
 Option A Option B Status quo 
Number of jobs 
 No change - 173 jobs No change 
Quality of habitat 
 Excellent Excellent Fair 
% Sites suitable for 
swimming 0 % 80 % 20 % 
Food gathering – 
Mahinga kai  Average Average Below average 
Increase in rates  
 $75/year $75/year No increase 
I choose 
       
 
 Which management option do you prefer?  
 
 
QUESTION 10 
 Option A Option B Status quo 
Number of jobs 
 + 346 jobs No change No change 
Quality of habitat 
 Fair Excellent Fair 
% Sites suitable for 
swimming 20 % 80 % 20 % 
Food gathering – 
Mahinga kai  Average Exceptional Below average 
Increase in rates  
 $25/year $125/year No increase 
I choose 
       
    
QUESTION 11 
 Option A Option B Status quo 
Number of jobs 
 No change - 173 jobs No change 
Quality of habitat 
 Excellent Good Fair 
% Sites suitable for 
swimming 80 % 80 % 20 % 
Food gathering – 
Mahinga kai  Exceptional Below average Below average 
Increase in rates  
 $100/year $50/year No increase 
I choose 
       
    
QUESTION 12 
 Option A Option B Status quo 
Number of jobs 
 + 346 jobs + 346 jobs No change 
Quality of habitat 
 Good Poor Fair 
% Sites suitable for 
swimming 20 % 0 % 20 % 
Food gathering – 
Mahinga kai  Above average Poor Below average 
Increase in rates  
 $75/year $75/year No increase 
I choose 
       
 Which management option do you prefer? Remember, we are interested in your views 
while considering the society as a whole. Please also remember that even though this is 
made-up, there could be real impacts on the rates if changes in management happen. 
 
QUESTION 13 
 Option A Option B Status quo 
Number of jobs 
 No change No change No change 
Quality of habitat 
 Poor Fair Fair 
% Sites suitable for 
swimming 80 % 0 % 20 % 
Food gathering – 
Mahinga kai  Above average Above average Below average 
Increase in rates  
 $75/year $75/year No increase 
I choose 
       
    
QUESTION 14 
 Option A Option B Status quo 
Number of jobs 
 + 173 jobs No change No change 
Quality of habitat 
 Good Poor Fair 
% Sites suitable for 
swimming 60 % 0 % 20 % 
Food gathering – 
Mahinga kai  Below average Poor Below average 
Increase in rates  
 $125/year $25/year No increase 
I choose 
       
    
QUESTION 15 
 Option A Option B Status quo 
Number of jobs 
 + 173 jobs No change No change 
Quality of habitat 
 Poor Excellent Fair 
% Sites suitable for 
swimming 0 % 60 % 20 % 
Food gathering – 
Mahinga kai  Poor Average Below average 
Increase in rates  
 $125/year $25/year No increase 
I choose 
       
A few follow up questions regarding the choices you just made.  
 1. What did you think about the previous choice questions? Please tick (√) one box in 
each statement. 
 Yes Neutral No Don’t know 
The choices were easy to make. □ □ □ □ 
The choices were tough to make. □ □ □ □ 
I like to do these types of decisions. □ □ □ □ 
 
2. We know you have been told to answer the choice questions from the citizen point of 
view. Did you, however, mainly consider your personal wellbeing? (Please tick (√) one 
only) 
 I considered the wellbeing of myself or my family 
 I considered the wellbeing of Cantabrians as a whole 
 
 
Other reason, please specify 
 
3. Are there any attributes that didn’t matter you at all in the choice making? Please tick 
(√) one or more 
 The quality of habitat 
 Sites suitable for swimming 
 Customary Māori food gathering 
 Number of jobs 
 Costs to households of water management 
 
4. Was there one or some attribute(s) that mattered most to you? State the most 
important (1) and second important (2) attribute. 
 The quality of habitat  
 Sites suitable for swimming  
 Customary Māori food gathering  
 Number of jobs  
 Costs to households of water management  
 
5. Please answer this question ONLY if you chose ‘Status quo management’ as your preferred 
options in ALL of the choice sets. Otherwise, move on to the next page. 
If in the previous 15 choices, you selected “Status quo” for every question, which statement most 
closely describes your reason for making this choice? (Please tick (√) one only) 
 I believe the current state of freshwater is good enough 
 I can’t afford to contribute to the cost 
 I am opposed to additional rates 
 I didn’t know which option was best so I selected Status quo option 
 I got bored or tired towards the end of the survey 
 Other reason, please specify 
 
 
 A LITTLE ABOUT YOU 
To finish up we would like to ask a few questions about you. These questions allow us to check that 
we have a representative sample of people in Canterbury. Your answers are strictly anonymous. 
Please tick (√) for the most applicable option. 
 
1. Gender  
 Male 
 Female 
 
2. Which age group do you belong to? 
 19 or under 
 20 to 29 
 30 to 39 
 40 to 49 
 50 to 59 
 60 to 69 
 70 to 79 
 80 or over 
 
3. Which ethnic group do you belong to?  
 New Zealand European       
 Māori       
 Pacific Island       
 Asian       
 Other, please specify       
 
4. How many people (within the following age range) live in your household? (Please write a number in each 
of the applicable boxes. For example, if you have two children under the age of 4, write ‘2’ in the top box) 
 0 – 4 years of age 
 5 – 17 years of age 
 18+ years 
 
5. Please choose the highest level of formal education you have completed (or the equivalent outside of New 
Zealand).  
 None 
 High school  
 Trade/technical qualification or similar  
 Undergraduate diploma/certificate/degree  
 Postgraduate degree  
 
6. Do you belong to any the following groups? Tick (√) any that applies. 
 Forest & Bird 
 Fish &  Game 
 Federated farmers 
 Waihora Ellesmere Trust 
 Canterbury Environmental Trust 
 Mana whenua  
 Other, please specify 
 
 
 
 
 
  
 
7. Are you…? 
 Employed or Self-employed  
 Unemployed  
 Student  
 Retired  
 None of these  
 
8. If you chose other than Employed or Self-employed, please go to question No. 10  
If you chose Employed or Self-employed,  
a) Please specify which sector you work in?   
 Agriculture, forestry and fishing 
 Construction 
 Education and Training 
 Electricity, Gas, Water and Waste Services 
 Financial and Insurance Services 
 Health Care and Social Assistance 
 Information Media and Telecommunications 
 Manufacturing 
 Professional, Scientific, Technical, Administrative and Support Services 
 Retail Trade, Accommodation and Food services 
 Tourism 
 Other, please specify 
 
 
9. If you chose other than Agriculture, horticulture and fishing, please go to question No. 10 
If you chose Agriculture, horticulture and fishing, please specify what kind of farming you do?  
 Sheep-beef cattle farming 
 Sheep farming 
 Beef cattle farming 
 Dairy farming  
 Pig farming 
 Crop and plant growing 
 Forestry 
 Not farming or other, please specify 
 
 
10. Is the area you live in….?  
 Urban  
 Rural  
 Semi-rural/urban  
 
9. What is the total income annual for your HOUSEHOLD from all sources, before tax ($NZ/year) 
 Up to $20 000 
 $20 000 to $40 000 
 $40 000 to $60 000 
 $60 000 to $80 000 
 $80 000 to $100 000  
 $100 000 or more 
 
 
 Thank you very much  
 
for your time, cooperation and contribution to this project. If you have additional thoughts 
or comments regarding this survey, could you please write them below. 
 
 
 
 
 
 
 
 
 
 
 
Also, if you wish to see a summary of the survey results, please fill in you contact details 
(name, mail and/or email address). 
 
 
 
 
Example of the reminder card 
 
  
 More information for the choice questions 1 to 15 
Number of jobs  
Irrigation and other commercial uses of water support economic growth which provides jobs to 
the region. 
 
Water quality and habitat for plants and animals 
Rivers provide a habitat for plants and animals. Water enrichment and pollution are threats to this 
habitat. The type and amount of macro-invertebrates, the species that live in rivers, can be used to 
indicate the river health and habitat: pollution-sensitive species exist in high quality water, 
pollution-tolerant species exist in reduced quality water, and only a few species survive in highly 
polluted water. Based on this, the quality of habitat can be scored from Excellent to Poor. 
QMCI score Habitat Description 
6 or higher    Excellent  Clean, pristine water and habitat that is un-enriched with no algae. Often 
well shaded and disturbed river in its natural state. 
5 to 6             Good  
 
Good water quality and habitat, potential mild pollution 
4 to 5             Fair  
 
Fair water quality and habitat with moderate pollution 
Less than 4   Poor  Habitat with severe water quality issues: a high level of nutrient 
enrichment and algae, sedimentation and pollution from variety of 
sources. River is high in temperature and low in oxygen causing decrease in 
diversity and number of species. 
 
 
Water quality for swimming and other contact recreation: % of popular swimming sites those 
are swimmable 
Rivers provide a variety of recreational opportunities: such as swimming, fishing, picnics, and 
kayaking. Contact with polluted water is a potential health risk as it may cause, for example, diarrhea 
or abdominal pain. Suitability for Recreation Grade (SFRG) provides information for swimming water 
quality for the popular recreation sites in Canterbury. The assessment is based on the E.coli bacteria 
and sanitary measurements. The proportion of swimmable sites include those sites that are graded 
very good and good, meaning water is satisfactory for contact recreation at all times or most times, 
respectively. 
 
Water quality for Mahinga kai (customary Māori food gathering) 
Mahinga kai is a traditional element of Māori culture. This means gathering food (kai) from the 
waterway environment. There are number of culturally significant species. This attribute, measured 
by an index, takes account the amount and variety of these species: The index level of 5 indicates 
exceptional site where an abundant and good range of mahinga kai species are present, thus site is 
significant for customary food gathering purposes. The level of 1 indicates a poor site where mahinga 
kai species are absent. 
Index:   5 = Exceptional  4 = Above average     3 = Average     2 = Below average    1 = Poor 
 
Cost to households 
Improvements in Canterbury’s water management policy could be funded by increasing household 
rates for a period of five years. 
 
  
     Appendix D 
Coding used in the choice data-analysis 
Choice set alternatives: Management Option A (with changing attribute levels), 
Management Option B (with changing attribute levels), Status quo Option (no changes) 
Choice set attributes:  
Attribute levels Attribute description 
JOBS -173, 0, + 173, + 346 Change in number of jobs 
QMCI  
 
Poor, Fair, Good, Excellent Quality of habitat based on the Quantitative 
Macroinvertebrate Community index (QMCI),  
SWQ 
 
0, 20, 40, 60, 80% Swimming water quality: % of sites graded good or very good 
quality for swimming, 
CHI  
 
Poor, Below average, Average, Above 
average,  Exceptional 
Mahinga kai/Food gathering opportunities based on the 
cultural health index (CHI) 
COST   (0), 25, 50, 50, 75, 100, 125 Increase in rates (NZ$/year). 
 
Effect coding levels for the qualitative attributes:  
Attribute   
QMCI Poor Reference level 
 Fair, Good, Excellent 1 if selected, otherwise -1 
SWQ 0% Reference level 
 20, 40, 60, 80% 1 if selected, otherwise -1 
CHI Poor Reference level 
 Below average, Average, Above average,  Exceptional 1 if selected, otherwise -1 
 
Covariates: 
Code Gender  Ethnicity  Kids  
0 Female non-Māori no kids 
1 Male Māori  yes kids 
Code Age Education Household income 
1 19 or under None Up to $20,000 
2 20 to 29 High school  $20,000-$40,000 
3 30 to 39 Trade/technical qualification or similar  $40,000-$60,000 
4 40 to 49 Undergraduate diploma/ certificate/degree  $60,000-$80,000 
5 50 to 59 Postgraduate degree  $80,000-$100,000  
6 60 to 69 - $100,000 or more 
7 70 to 79 - - 
8 80 or over - - 
 
  
 User group analysis 
code User group 
1 Environmentalists 
2 Farmers 
3 Recreationalist 
4 Non-users 
5 General group (combination of two or more groups) 
0 None  
 
Definitions of the Group variable used in Biogeme 
Model RPL Base  RPL: Scale2 RPL: Scale3 RPL: Scale5 RPL: Scale15 
 Choice 
sets 
Scale Choice 
sets 
Scale Choice 
sets 
Scale Choice 
sets 
Scale Choice  
sets 
Scale 
Group 1 1-15 - 1-8 μ=1 1-5 μ=1 1-3 μ=1 1 μ=1 
Group 2   9-15 μ>0 6-10 μ>0 4-6 μ>0 2 μ>0 
Group 3     11-15 μ>0 7-9 μ>0 3 μ>0 
Group 4       10-12 μ>0 4 μ>0 
Group 5       13-15 μ>0 5 μ>0 
Group 6         6  μ>0 
Group 7         7 μ>0 
⁞         ⁞ ⁞ 
Group 15         15 μ>0 
Group1 = reference group; Groups 2-15 = scale free; RPL = random parameter logit model 
 
  
      Appendix E 
Results: survey responses and sample demographics 
A survey number of survey responses  
 Citizen surveys Consumer Surveys  
 Survey A: 
control design 
Survey B: 
utility design 
Survey C: 
control design 
Survey D: 
utility design 
All 
surveys 
Answered mail 60 59 66 70 255 
Response rate (Mail only) 12% 11.8% 13.2% 14% 15.6% 
Answered online 14 20 12 11 57 
Answered total 74 79** 78 81** 312 
Choice observations 1110 1185 1170 1215 4680 
Gone-no-address  22 24 15 20 85 
Withdrawn 20 31 23 14 88 
Incomplete/unfinished*  11 15 9 12 44 
* Including those with two or more missing choice sets or the one that were received after the data analysis 
was completed/started. 
**Note: Surveys B and D both included one observation that had only the choice sets completed, not the 
demographic questions etc. 
 
Sample distribution for gender and ethnicity  
 Citizen Surveys Consumer Surveys All 
surveys 
Canterbury 
region*  Survey A: 
control design 
Survey B: 
utility design 
Survey C: 
control design 
Survey D: 
utility design 
Gender       
Male 44.6% 62.0% 51.3% 56.3% 53.7% 48.8% 
Female 55.4% 38.0% 48.7% 43.8% 46.3% 51.2% 
Total (N) 74 79 78 80 311 521 832 
Test of goodness-of-fit      
Chi-square(a)  
(p-value) 
0.524    
 (0.469) 
5.530  
(0.019)    
0.192   
(0.661) 
1.777  
(0.183)    
2.986     
(0.084) 
 
Ethnicity       
Māori 8.1% 8.9% 14.1% 13.9% 11.3% 7.2% 
Total (N) 74 79 78 79 310 508 182 
Test of goodness-of-fit      
Chi-square(a)  
(p-value) 
0.091    
(0.762) 
0.326 
(0.568)     
5.562 
(0.018)     
5.346   
(0.021) 
7.762   
(0.005) 
 
*Source:  Statistics New Zealand (2006);  
 
 
  
 Sample distribution for age and education 
 Citizen Surveys Consumer Surveys All 
surveys 
Canterbury 
region*  Survey A: 
control design 
Survey B: 
utility design 
Survey C: 
control design 
Survey D: 
utility design 
Age**       
19 or under 2.7% 1.3% 1.3% 2.5% 1.9% 7.2%  
20 to 29 10.8% 7.6% 5.1% 17.5% 10.3% 12.4% 
30 to 39 17.6% 16.5% 12.8% 5.0% 12.9% 14.3% 
40 to 49 12.2% 20.3% 21.8% 15.0% 17.4% 15.1% 
50 to 59 20.3% 21.5% 28.2% 22.5% 23.2% 12.7% 
60 to 69 16.2% 21.5% 16.7% 18.8% 18.3% 8.5% 
70 to 79 17.6% 11.4% 10.3% 15.0% 13.5% 6.2% 
80 or over 2.7% - 3.8% 3.8% 2.6% 2.2%  
Total (N) 74 79 78 80 311 521 832 
Test of goodness-of-fit      
Chi-square(b)  
(p-value) 
43.072   
(0.000) 
49.651 
(0.000)    
50.163 
(0.000)     
52.899 
(0.000)     
170.226     
(0.000) 
Education       
None 1.4% - 2.6% 3.8% 1.9% 23.5% 
High school(1) 24.7% 24.4% 20.5% 30.0% 24.9% 41.3% 
Trade/technical 
qualification or 
similar(2) 
20.5% 25.6% 30.8% 27.5% 26.2% 9.1% 
Undergraduate 
diploma/certificate
/ degree(3) 
35.6% 42.3% 34.6% 25.0% 34.3% 9.1% 
Postgraduate 
degree (4) 
17.8% 7.7% 11.5% 13.8% 12.6% 4.0% 
Total (N) 73 78 78 80 309 419343 
Overseas secondary 
school qualification 
or Other (5) 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
54648 
Test of goodness-of-fit      
Chi-square(c)  
(p-value) 
1.434    
(0.838) 
1.593    
(0.810) 
1.433    
(0.838) 
0.929    
(0.920) 
1.264    
(0.868) 
 
*Source:  Statistics New Zealand (2006);  
**the youngest/oldest age groups were compared to 15-19 years and 80-84 years 
(a) 1 degree of freedom; (b) 7 degrees of freedom; (c) 5 degrees of freedom  
(1) Levels 1-4 Certificate; (2) Levels 5-6 Diploma; (3) Bachelor Degree and Level 7 Qualification; (4) Post-
graduate, Honours, Masters, and Doctorate Degree; (5) These were not included in the chi-square test 
 
  
 Respondents’ occupation and employment sectors 
 Citizen Surveys Consumer Surveys ALL 
surveys 
Canterbury 
region*  Survey A: 
control 
design 
Survey B: 
utility 
design 
Survey C: 
control 
design 
Survey D: 
utility 
design 
Occupation        
Employed or Self-employed 63.5% 78.2% 74.4% 65.0% 70.3% N/A 
Unemployed 4.1% 1.3% 2.6% - 1.9% 
Student 6.8% 1.3% 2.6% 8.8% 4.8% 
Retired 23.0% 19.2% 15.4% 23.8% 20.3% 
None of these 2.7% - 5.1% 2.5% 2.6% 
Total (N) 74 78 78 80 310 
If you chose Employed or Self-employed, please specify which sector you work in? 
Agriculture, forestry, & fishing 
& mining (a) 
17.8% 20.3% 16.7% 25.5% 20.0% 7.5% 
Construction 4.4% 16.9% 14.8% 10.6% 12.2% 10.7% 
Manufacturing + Electricity, 
Gas, Water & Waste services(a) 
2.2% 11.9% 5.6% 6.4% 6.8% 12.7% 
Education & Training 4.4% 5.1% 5.6% 10.6% 6.3% 8.2% 
Financial & Insurance services - 8.5% 3.7% - 3.4% 3.2% 
Health care & Social assistance 11.1% 5.1% 14.8% 6.4% 9.3% 9.3% 
Information Media & 
(Tele)communications 
4.4% 5.1% - - 2.4% 1.0% 
Professional, scientific, 
technical, administrative & 
support services(a) 
20.0% 11.9% 9.3% 10.6% 12.7% 11.3% 
Retail trade & accommodation 
& food services (a) 
17.8% 3.4% 7.4% 10.6% 9.3% 13.6% 
Tourism 2.2% - 1.9% - 1.0% - 
Other 15.6% 11.9% 20.4% 19.1% 16.6% - 
Wholesale trade - - - - - 5.0% 
Transport, postal & 
warehousing 
- - - - - 6.3% 
Rental, hiring, & real estate 
services 
- - - - - 1.2% 
Public administration &safety - - - - - 4.3% 
Arts, recreation, and other 
services (a) 
- - - - - 5.5% 
Total (N) 45 59 54 47 205 306700 
If you chose Agriculture, horticulture and forestry, please specify what kind of farming you do? (Counts) 
Sheep-beef cattle farming      N/A 
Dairy farming 2 1 0 2 5 
Pig farming 2 0 2 3 7 
Crop and plant growing 0 0 0 1 1 
Forestry 1 1 1 1 4 
Other** 0 1 0 0 1 
*Source: Statistics New Zealand (2012c) 
** Others include, e.g. combinations of different farming types 
(a) These are combined categories  
 
  
 Households: Total household income (NZ$ ‘000) and households with children 
 Citizen Surveys Consumer Surveys All 
surveys 
Canterbury region* 
 Survey A: 
control 
design 
Survey B: 
utility design 
Survey C: 
control 
design 
Survey D: 
utility design 
Total Household income 
Up to $ 20  7.1% 5.3% 6.1% 4.1% 5.6% $20 or Less 8.9% 
$20 to $40 15.7% 9.3% 15.2% 17.6% 14.4% $20 - $30  9.4% 
$40 to $60  18.6% 16.0% 25.8% 17.6% 19.3% $30 - $50  16.5% 
$60 to $80 8.6% 22.7% 16.7% 25.7% 18.6% $50 - $70  16.6% 
$80 to $100  21.4% 17.3% 7.6% 13.5% 15.1% $70 - $100  15.9% 
$100 or more 28.6% 29.3% 28.8% 21.6% 27.0% $100 or More 16.9% 
      Not Stated 15.8% 
Total 70 75 66 74 285 Total 505,422 
Households with children     
Ages 0 – 4 23.0% 21.5% 16.7% 13.6% 18.6% N/A  
Ages 5 – 17 32.4% 39.2% 29.5% 22.2% 30.8%   
Total  74 79 78 81 312   
*Source: Statistics New Zealand (n.d. b) 
 
Respondents’ living area  
 Citizen surveys Consumer surveys All 
surveys 
Canterbury 
region*  Survey A: 
control design 
Survey B: 
utility design  
Survey C:  
control design 
Survey D:  
utility design 
Living area     
Urban 42.5% 61.0% 51.9% 49.4% 51.3% N/A 
Rural 34.2% 27.3% 29.9% 24.1% 28.8% 
Semi-urban/rural 23.3% 11.7% 18.2%  26.6% 19.9% 
Total (N) 73 77 77 79 306 
Territorial Local Authority     
Ashburton 5.2% 3.3% 7.6% 11.1% 6.8% 5.2% 
Christchurch City 41.3% 52.5% 45.5% 41.3% 45.2% 63.5% 
Hurunui 5.2% 5.1% 4.5% 4.8% 4.8% 1.9% 
Kaikoura  3.4% - 3.1% - 1.6% 0.7% 
MacKenzie  5.2% 1.7% 1.5% - 2.0% 0.7% 
Selwyn  13.8% 15.3% 7.6% 19.0% 13.8% 7.0% 
Timaru  10.3% 1.7% 15.1% 3.2% 7.7% 7.8% 
Waimakiriri  13.8% 15.3% 13.6% 14.3% 14.2% 8.3% 
Waimate  1.8% 4.8% 1.5% 6.3% 3.7% 1.3% 
Waitaki  3.4% - - 11.1% 3.7% 3.7% 
Total (N) 58 59 66 63 246 473400 
test of goodness-of-fit      
Chi-square[9] 
p-value 
0.629 
(1.000) 
0.445 
(1.000) 
0.337     
(1.000) 
0.715     
(1.000) 
0.287   
(1.000) 
 
*Source: Statistics New Zealand (n.d. a): Aged 15 – 65 and over, Year at 30 June, 2012 
 
Group memberships* (counts) 
 Citizen surveys Consumer surveys All 
surveys  A:control design B:utility design C:control design D:utility design 
No. of respondents* 20 22 17 17 76 
Forest & Bird 2 4 1 3 10 
Fish & Game 10 12 6 7 35 
Federated Farmers 3 3 3 5 14 
Waihora Ellesmere Trust  - 4 - - 4 
Other** 8 7 9 6 30 
* Some respondents mentioned more than one group; **e.g. Canterbury Environmental Trust; Mana whenua 
      Appendix F 
Introductory question: Knowledge, importance and uses of 
Canterbury Rivers 
Examples of the comments regarding all waterways were considered important: 
• “All rivers are important. They need to be kept clean for the health and wellbeing of insects, animals 
and people.” 
• “All our rivers are important as they form our environment and enhance our existence.” 
• “All these river[s] are important in their own aspects. Water is THE most important asset in the world; 
predicts that in say 50-100 years from now, water will be more valuable than gold. You can't eat gold, 
but you cannot exist without water.” 
• “All these rivers are important to me and to the ecosystem I enjoy them all visually.” 
• “All these rivers and others require water flow at regular levels in order that New Zealanders can 
enjoy these facilities for swimming, fishing, camping, etc.”  
• “All rivers should be clean for swimming and fishing and drinking.” 
Examples of the comments relating to non-use values: 
• “Use to swim in my youth” (Ashley, Rakahuri River) 
• “Don't use it, just like it.” (Hurunui)  
• “All rivers are important, seen or unseen, in our daily lives – Mostly at present I use these rivers as 
scenery but with young children we hope to use them more in the future for fishing & recreation. To 
know now that we are presenting & protecting our rivers for the future generations is of utmost 
importance.” 
• “May use it one day” (Clarence, Hurunui, Waiau and Selwyn/Waikirikiri) 
• “All rivers are environmentally essential even if I personally don't use them” 
• “Don't frequent any rivers but consider those that do” 
• “All waterways are important to me. I want my children and grandchildren to be able to enjoy the 
recreational benefits of unpolluted rivers.” 
 
  
      Appendix G 
Introductory questions: Likert-scale statements 
Note: Māori respondents include those who stated their ethnic group as Māori or New 
Zealander + Māori. Non- Māori includes New Zealand Europeans, and other ethnicities. 
 
Statements related to environment (in user group identification) 
 Very 
important 
Important Neither important 
nor unimportant 
unimportant Very 
unimportant 
Don't 
know 
Total 
Environmental protection of Canterbury rivers is... 
Māori 90.3% 9.7%  - - - - 100% 
Non-Māori 78.5% 19.0% 2.6%  - - - 100% 
Total (N) 243 55 7 - - - 305 
For my personal wellbeing, the state of Canterbury rivers is... 
Māori 74.2% 19.4% 3.2% 3.2% -  - 100% 
Non-Māori 65.2% 25.0% 8.3% 1.1% - 0.4% 100% 
Total (N) 203 75 24 4 - 1 307 
Understanding the impacts on human actions to environment and water quality is... 
Māori 80.6% 16.1% 3.2% - - - 100% 
Non-Māori 64.1% 26.8% 8.3% 0.4% 0.4% - 100% 
Total (N) 202 79 24 1 1 - 307 
 I think that maintaining the “Clean green image” of New Zealand is… 
Māori 74.2% 19.4% 6.5% - - - 100% 
Non-Māori 73.3% 18.8% 6.9% 0.7% 0.4% - 100% 
Total (N) 226 58 21 2 1 - 308 
Making sacrifices for the sake of reducing pollution in rivers is… 
Māori 83.9% 16.1% - - - - 100% 
Non-Māori 60.5% 31.5% 6.2% 0.7% - - 100% 
Total (N) 193 92 17 2 3 - 307 
 
  
 Statements related to farming (in user group identification) 
 Very 
important 
Important Neither important 
nor unimportant 
Unimportant Very 
unimportant 
Don't know Total 
The efficiency of irrigation and other commercial uses of water is… 
Māori 74.2% 22.6% - 3.2% - - 100% 
Non-Māori 63.5% 23.0% 9.5% 0.7% 2.9% 0.4% 100% 
Total (N) 197 70 26 3 8 1 305 
The contribution of farming to economy and community is... 
Māori 35.5% 45.2% 16.1% 3.2% - - 100% 
Non-Māori 50.0% 30.8% 12.3% 3.6% 1.8% 1.4% 100% 
Total (N) 149 99 39 11 5 4 307 
The contribution of irrigation to creating jobs is...  
Māori 26.7% 36.7% 13.3% 20.0%  - 3.3% 100% 
Non-Māori 32.2% 26.4% 25.7% 7.2% 6.5% 1.8% 100% 
Total (N) 97 84 75 26 18 6 306 
The contribution of irrigation to meet or maximise the production goals is... 
Māori 16.1% 35.5% 22.6% 16.1% 9.7%  - 100% 
Non-Māori 27.6% 33.1% 19.6% 12.0% 6.2% 1.5% 100% 
Total (N) 81 102 61 38 20 4 306 
Although, there may be pollution from farming and other commercial uses of water, these uses are... 
Māori 19.4% 29.0% 29.0% 6.5% 12.9% 3.2% 100% 
Non-Māori 26.5% 32.7% 23.5% 9.2% 4.0% 4.0% 100% 
Total (N) 78 98 73 27 15 12 303 
 
 
Statements related to Māori culture (in user group identification) 
 Very 
important 
Important Neither important 
nor unimportant 
Unimportant Very 
unimportant 
Don't know Total 
Knowledge of local Māori names of waterways is   
Māori 45.2% 29.0% 12.9% 3.2% 9.7% - 100% 
Non-Māori 9.2% 22.0% 31.5% 12.5% 24.2% 0.7% 100% 
Total (N) 39 69 90 35 69 2 304 
For me, hunting, gathering or collecting food/kai are…   
Māori 61.3% 22.6% 12.9% - 3.2% - 100% 
Non-Māori 22.5% 23.6% 29.0% 10.9% 13.8% 0.4% 100% 
Total (N) 81 72 84 30 39 1 307 
Meaning of Māori values in how I live my life are   
Māori 38.7% 41.9% 12.9% 0.0% 6.5% - 100% 
Non-Māori 2.2% 13.4% 32.6% 18.8% 32.2% 0.7% 100% 
Total (N) 18 50 94 52 91 2 307 
For me, knowledge and speaking Te Reo Māori (Māori language) is …  
Māori 35.5% 35.5% 12.9% 9.7% 6.5% - 100% 
Non-Māori 1.4% 11.2% 30.7% 14.8% 40.4% 1.4% 100% 
Total (N) 15 42 89 44 114 4 308 
For me, involvement with iwi or hāpu is  
Māori 25.8% 45.2% 12.9% 9.7% 6.5% - 100% 
Non-Māori 1.5% 7.3% 31.5% 20.1% 38.5% 1.1% 100% 
Total (N) 12 34 90 58 107 3 304 
 
 
  
 Statements related to recreational use (in user group identification) 
 Very 
important 
Important Neither important 
nor unimportant 
Unimportant Very 
unimportant 
Don't know Total 
Water quality for recreation, e.g.  swimming, is... 
Māori 93.5% 3.2% 3.2% - -  - 100% 
Non-Māori 72.2% 19.8% 7.7% - - 0.4% 100% 
Total (N) 226 55 22 - - 1 304 
Access to the rivers for recreation is...  
Māori 80.6% 16.1% 3.2%  - - - 100% 
Non-Māori 70.9% 23.6% 5.1% 0.4% - - 100% 
Total (N) 220 70 15 1 - - 306 
For me, the use of rivers for recreation (e.g. for walking, picnicking, swimming) is… 
Māori 77.4% 16.1% 6.5% - - - 100% 
Non-Māori 65.3% 25.3% 8.3% 0.7% - 0.4%  
Total (N) 205 75 25 2 - 1 308 
For me, the use of rivers for specific water sports (e.g. fishing, kayaking) is… 
Māori 59.3% 25.9% 14.8% - - - 100% 
Non-Māori 56.1% 26.1% 11.7% 3.8% 1.9% 0.4%  
Total (N) 164 76 35 10 5 1 291 
 
Statements relating to non-use values (in user group identification) 
 Very 
important 
Important Neither important 
nor unimportant 
Unimportant Very 
unimportant 
Don't know Total 
Knowing that the rivers exist and are in satisfactory quality is... 
Māori 90.3% 9.7%  - - - - 100% 
Non-Māori 76.8% 19.1% 4.0%  - -  -  100% 
Total (N) 237 55 11 - - - 303 
Knowing that the rivers exist and are in satisfactory quality for others to use and enjoy them is...  
Māori 90.3% 6.5%  - 3.2% - - 100% 
Non-Māori 78.6% 18.5% 2.5% 0.4%  - - 100% 
Total (N) 245 53 7 2 - - 307 
Preserving the rivers, even if people must compromise their current standard of living, is  
Māori 74.2% 19.4% 3.2%  -  - 3.2% 100% 
Non-Māori 45.1% 38.3% 13.0% 2.2% 0.4% 1.1% 100% 
Total (N) 148 112 37 6 1 4 308 
Allocating some of the water available for commercial use to future uses that we don't yet know about is…  
Māori 22.6% 29.0% 29.0% 3.2% 6.5% 9.7% 100% 
Non-Māori 24.7% 35.6% 20.7% 4.4% 5.8% 8.7% 100% 
Total (N) 75 107 66 13 18 27 306 
 
 
  
      Appendix H 
Swait-Louviere test: MNL model with main effects 
 Pooled data sets 
Varying 
scale (μ) 
Citizen Survey A  
(μ =1) vs.  
Citizen Survey B 
Citizen Survey A  
(μ =1) vs.  
Consumer Survey C 
Consumer Survey C  
(μ =1) vs.  
Consumer Survey D 
Citizen Survey B vs.  
(μ =1)  
Consumer Survey D 
Log likelihood     Log likelihood     Log likelihood     Log likelihood     
0.3 -2160.86105 -2177.60703 -2276.46332 -2290.74084 
0.4 -2129.79039 -2147.71625 -2249.56648 -2258.22208 
0.5 -2106.71588 -2124.92712 -2230.38356 -2234.17352 
0.6 -2090.35304 -2108.14489 -2217.50903 -2217.17897 
0.7 -2079.29990 -2096.17302 -2209.50362 -2205.72853 
0.8 -2072.33660 -2087.96241 -2205.15722 -2198.52609 
0.9 -2068.48561 -2082.66362 -2203.52494 -2194.54207 
1 -2066.98866 -2079.60985 -2203.89029 -2192.98256 
1.1 -2067.26458 -2078.28332 -2205.71559 -2193.24173 
1.2 -2068.86921 -2078.28282 -2208.59824 -2194.85814 
1.3 -2071.46274 -2079.29686 -2212.23625 -2197.47976 
1.4 -2074.78445 -2081.08285 -2216.40251 -2200.83729 
1.5 -2078.63366 -2083.45113 -2220.92571 -2204.72401 
2 -2101.44103 -2099.79714 -2245.31921 -2227.64111 
 Separated data set sets 
 Log likelihood     Log likelihood     Log likelihood     Log likelihood     
Rivers A  -987.43026 -987.43026 - - 
Rivers B -1076.24170 - - -1076.24170 
Rivers C - -1084.72808 -1084.72808 - 
Rivers D - - -1114.22346 -1114.22346 
Surveys A and C with control design; Surveys B and D with utility design 
 
  
      Appendix I 
Random Parameter Logit (RPL) and RPL-Error Component 
(RPL-EC) models for the separate data sets 
ASC (SQ) = alternative specific constant for status quo (1 if SQ, 0 otherwise) 
JOBS = Number of jobs 
QMCI = Quality of habitat 
SWQ = % of sites that are graded good/very good quality for swimming 
CHI = Mahinga kai/Food gathering opportunities 
COST = increase in rates (NZ$/year) 
RPL and RPL-EC models: Survey A (Citizen framing with control design) 
 RPL “base model” RPL-EC “base model” 
 Coefficient 
estimate 
(Standard 
error) 
p-value Coefficient 
estimate 
(Standard 
error) 
p-value 
ASC (SQ) 0.583***       (0.179) 0.00       -0.068  (0.540)      0.90     
JOBS  0.004***       (0.001) 0.00       0.004***       (0.001) 0.00       
QMCI 1.313***       (0.176)    0.00            1.202***       (0.149)      0.00       
SWQ 0.370***       (0.076) 0.00       0.342***       (0.072)      0.00       
CHI 0.470***       (0.114) 0.00       0.331***        (0.095)      0.00       
COST -0.011***       (0.002) 0.00      -0.011***       (0.002)     0.00      
Random parameters’ standard deviations 
JOBS  0.004***        (0.001) 0.00       0.0049***       (0.001)      0.00       
QMCI 1.029***       (0.149) 0.00       0.774***       (0.166)      0.00        
SWQ 0.458***       (0.077) 0.00       0.184*         (0.097)      0.06      
CHI 0.745***       (0.113) 0.00 0.498***       (0.114)      0.00       
Error components 
A vs B    2.579***       (0.322) 0.00      
Log likelihood -811.59052   -752.18581   
Pseudo R2       0.3345   0.3832   
AIC 1643.2   1526.4   
Estimation based on number of 
individuals 
observation 
parameters 
74 
1110 
10 
  74 
1110 
11 
  
***, **, * denotes statistical significance at the 1%, 5% and 10% levels. 
 
  
 RPL and RPL-EC models: Survey B (Citizen framing with utility design) 
 RPL “base model” RPL-EC “base model” 
 Coefficient 
estimate 
(Standar
d error) 
p-value Coefficient 
estimate 
(Standard 
error) 
p-value 
ASC (for SQ) 0.839***       (0.176)      0.00       0.384       (0.480)       0.43      
JOBS  0.003***       (0.001)      0.00       0.003***       (0.001)      0.00       
QMCI 1.032***       (0.128)      0.00       0.913***       (0.094)      0.00       
SWQ 0.545***       (0.102)      0.00       0.531***       (0.097)      0.00      
CHI 0.357***       (0.093)      0.00       0.284***       (0.083)      0.00      
COST -0.008***       (0.002)   0.00     -0.008***       (0.001)     0.00      
Random parameters’ standard deviations 
JOBS  0.004***       (0.001)      0.00           0.003***       (0.001)      0.00       
QMCI 0.794***       (0.132)       0.00       0.486***       (0.105)      0.00      
SWQ 0.733***       (0.096)      0.00       0.460***       (0.085)     0.00      
CHI 0.567***       (0.088)      0.00       0.293***       (0.096)      0.00       
Error components      
A vs B    1.969***       (0.240)      0.00     
Log likelihood -858.86429   -810.26816  
Pseudo R2       0.3403   0.3776   
AIC 1737.7   1642.5   
Estimation based on number of 
individuals 
observation 
parameters 
79 
1185 
10 
  79 
1185 
11 
  
***, **, * denotes statistical significance at the 1%, 5% and 10% levels. 
 
 
RPL and RPL-EC models: Survey C (Consumer framing with control design) 
 RPL “base model” RPL-EC “base model” 
 Coefficient 
estimate 
(Standard 
error) 
p-value Coefficient 
estimate 
(Standard 
error) 
p-value 
ASC (SQ) 1.471***       (0.194) 0.00     0.514          (0.763)       0.50      
JOBS  0.004***       (0.001)      0.00 0.004***       (0.001) 0.00      
QMCI 1.334***       (0.152) 0.00      1.225***       (0.140) 0.00      
SWQ 0.471***       (0.096) 0.00      0.420***       (0.076) 0.00     
CHI 0.552***            (0.130) 0.00       0.427***             (0.105) 0.00      
COST -0.010***       (0.002) 0.00      -0.011***       (0.002)     0.00      
Random parameters’ standard deviations 
JOBS  0.003***       (0.001) 0.00       0.003***      (0.001)      0.00       
QMCI 0.963***       (0.141) 0.00       0.595***       (0.141)      0.00       
SWQ 0.699***       (0.101) 0.00       0.275***       (0.108) 0.01       
CHI 0.953***       (0.129) 0.00      0.376***       (0.120)      0.00       
Error components     
A vs B    3.451***       (0.565) 0.00      
A vs SQ    0.579***       (0.188) 0.00       
Log likelihood -800.96089   -724.40571   
Pseudo R2       0.3769   0.4364   
AIC 1621.9   1472.8   
Estimation based on number of 
individuals 
observation 
parameters 
78 
1170 
10 
  78 
1170 
12 
  
***, **, * denotes statistical significance at the 1%, 5% and 10% levels. 
 
 
  
 RPL and RPL-EC models: Survey D (Consumer framing with utility design) 
 RPL “base model” RPL-EC base model 
 Coefficient 
estimate 
(Standard 
error) 
p-value Coefficient 
estimate 
(Standard 
error) 
p-value 
ASC (for SQ) 0.757***       (0.171) 0.00       0.116   (0.479) 0.81      
JOBS  0.003***       (0.001) 0.00       0.003***       (0.001)       0.00      
QMCI 1.130***       (0.124) 0.00       1.026***       (0.111)       0.00      
SWQ 0.377***               (0.082) 0.00       0.345***       (0.075)       0.00      
CHI 0.382***       (0.089) 0.00       0.274***       (0.079)       0.00       
COST -0.008***       (0.002) 0.00      -0.008***       (0.001) 0.00      
Random parameters’ standard deviations  
JOBS  0.004***       (0.001) 0.00       0.004***       (0.001) 0.00       
QMCI 0.850***       (0.118) 0.00       0.643***       (0.100) 0.00       
SWQ 0.627***       (0.086) 0.00       0.385***       (0.088) 0.00       
CHI 0.565***       (0.084) 0.00      0.286***       (0.106) 0.01       
Error components 
A vs B    2.075***       (0.260) 0.000      
Log likelihood -910.50491   -867.28886   
Pseudo R2       0.3179   0.3503   
AIC 1841.0   1756.6   
Estimation based on number of   
individuals 
observation 
parameters 
81 
1215 
10 
  81 
1215 
11 
  
***, **, * denotes statistical significance at the 1%, 5% and 10% levels. 
 
 
  
      Appendix J 
Random Parameter Logit-Error Component (RPL-EC) models 
for the pooled data 
ASC (SQ) = alternative specific constant for status quo (1 if SQ, 0 otherwise) 
JOBS = Number of jobs 
QMCI = Quality of habitat 
SWQ = % of sites that are graded good/very good quality for swimming 
CHI = Mahinga kai/Food gathering opportunities 
COST = increase in rates (NZ$/year) 
The RPL-EC (base) model and the RPL-EC (1&2) model 
 RPL-EC base model RPL-EC main & interactions (RPL-EC 1&2) 
 Coefficient  
Estimate 
(Standard 
error) 
p-value Coefficient   
Estimate 
(Standard 
error) 
p-value 
ASC (for SQ) 0.201 (0.244)       .4095      0.774***       (0.236)      0.001       
JOBS 0.003***       (0.000)     0.000       0.004***       (0.000)     0.000 
QMCI 1.088***       (0.056)     0.000       1.870***       (0.123)     0.000      
SWQ 0.388***       (0.036)     0.000       0.834***       (0.081)     0.000       
CHI  0.324***       (0.039)      0.000       1.376***       (0.089)      0.000      
COST -0.009***       (0.001)    0.000       -0.009***       (0.001)    0.000      
SWQ*CHI    -0.128***       (0.025)     0.000      
QMCI*CHI    -0.210***       (0.033)     0.000      
Random parameters’ standard deviations 
JOBS 0.003***       (0.000)     0.000       0.003***       (0.000)     0.000       
QMCI  0.642***       (0.054)     0.000       0.682***       (0.061)     0.000       
SWQ 0.353***       (0.043)      0.000       0.371***       (0.044)      0.000       
CHI 0.333***       (0.048)      0.000       0.297***       (0.049)      0.000       
Error components      
A vs B 2.545***       (0.153)     0.000       2.470***       (0.152)     0.000      
Log likelihood -3172.32447  -3084.18503  
Pseudo R2       0.3830   0.4001  
AIC 6366.6   6194.4    
Estimation based on number 
of 
     
individuals  
observation 
parameters 
312 
4680 
11 
  312 
4680 
13 
  
***, **, * denotes statistical significance at the 1%, 5% and 10% levels. 
  
 The RPL-EC (best) model and the RPL-EC (best with ANA) model 
  RPL-EC best RPL-EC best with attribute 
non-attendance (ANA) 
 
  Coefficient  
Estimate 
(Standard 
error) 
p-value Coefficient  
Estimate 
(Standard 
error) 
p-value 
ASC (SQ)  1.500***       (0.529) 0.005       1.137***       (0.409)      0.005       
JOBS  0.003***       (0.000) 0.000 0.004***       (0.001)      0.000       
QMCI fair     -0.254***       (0.077) 0.001      -0.051  (0.211)      0.809      
 good    0.328**        (0.141) 0.020 0.482**        (0.223)      0.031       
 excellent   2.374***       (0.205) 0.000 1.796***       (0.273)      0.000      
SWQ 20% 0.183          (0.171) 0.286      -0.090 (0.094)      0.343      
 40% 0.554***       (0.127) 0.000       0.151 (0.097)      0.118      
 60% 0.768***       (0.101) 0.000       1.040***       (0.106)      0.000       
 80% 0.398***       (0.139) 0.004       0.511**        (0.253)      0.043       
CHI            below average 0.144          (0.175) 0.413      0.339***       (0.107)      0.002       
   average -0.147          (0.168) 0.384      .251***       (0.096)      0.009       
above average 0.739***       (0.166) 0.000       0.710***       (0.086)      0.000       
exceptional -0.234          (0.239) 0.327      0.382***       (0.120)      0.002       
COST  -0.013***       (0.001) 0.000      -0.014***       (0.002)     0.000      
ASC (SQ) *  Income -0.326***       (0.088) 0.000      -0.334***       (0.076)     0.000      
 Kids -0.299***       (0.099) 0.003     -0.187*         (0.102)     0.068      
 Māori -2.071***       (0.742) 0.005     -2.674***         (0.638)     0.000     
CHI* female 0.222***       (0.068) 0.001       0.059  (0.060)       0.320      
 Māori 0.215*         (0.131) 0.100      0.150 (0.117)      0.197      
Random parameters’ standard deviations 
JOBS  0.003***       (0.000) 0.000       0.003***      (0.001)      0.005       
QMCI fair     0.287***       (0.110) 0.009       0.441 (0.330)     0.181      
 good    0.373**        (0.168) 0.027       0.294  (0.481)      0.541      
 excellent   0.963***       (0.111) 0.000       0.921***       (0.322)      0.004       
SWQ 20% 0.316**        (0.151) 0.037       0.287**        (0.134)      0.033       
 40% 0.298          (0.189) 0.114      0.156 (0.240)       0.516      
 60% 0.598***       (0.134) 0.000       0.599***       (0.095)      0.000       
 80% 0.894***      (0.124) 0.000       0.671***       (0.213)      0.002      
CHI            below average 0.686***       (0.143) 0.000       0.405***       (0.157)      0.010       
 average 0.298  (0.267) 0.264     0.116 (0.326)       0.722      
above average 0.267  (0.194) 0.170      0.352**        (0.174)      0.044       
  exceptional 0.060  (0.358) 0.866 0.805***       (0.118)      0.000       
Error components 
 A vs B 2.948***       (0.185) 0.000      2.361***       (0.137)     0.000      
Log likelihood  -2992.13168   -3258.72868  
Pseudo R2       0.4180    0.3662   
AIC 6048.3    6581.5   
Estimation based on number of      
individuals  
observation 
parameters 
312 
4680 
32 
   312 
4680 
32 
  
***, **, * denotes statistical significance at the 1%, 5% and 10% levels. 
  
      Appendix K 
Results from the follow-up questions  
Follow-up question 1: What did you think about the previous choice questions? 
 Citizen Surveys Consumer Surveys 
 Survey A: 
control design 
Survey B: 
utility design 
Survey C: 
control design 
Survey D: 
utility design 
The choices were easy to make    
Yes 41.4% 55.8% 44.4% 31.5% 
Neutral 32.9% 18.2% 33.3% 37.0% 
No 24.3% 26.0% 22.2% 31.5% 
Don’t know 1.4% 0.0% 0.0% 0.0% 
Total 70 77 72 73 
The choices were tough to make.    
Yes 33.3% 29.7% 25.7% 37.5% 
Neutral 34.8% 27.0% 43.2% 36.1% 
No 27.5% 41.9% 31.1% 26.4% 
Don’t know 4.3% 1.4% 0.0% 0.0% 
Total 69 74 74 72 
I like to do these types of decisions.    
Yes 27.7% 15.3% 26.4% 28.8% 
Neutral 41.5% 66.7% 44.4% 42.4% 
No 26.2% 16.7% 26.4% 24.2% 
Don’t know 4.6% 1.4% 2.8% 4.5% 
Total 65 72 72 66 
 
Follow-up question 2: Stated point-of-view 
 Citizen Surveys Consumer Surveys 
 Survey A: 
control design 
Survey B: 
utility design 
Survey C: 
control design 
Survey D: 
utility design 
Myself or my family 19% 18% 29% 29% 
Canterbury as whole 75% 76% 57% 57% 
Other* 6% 6% 14% 14% 
Total N 73 78 77 79 
 
  
 *“Other, please specify” 
Survey A ▪ I considered the wellbeing of Cantabrians as a whole, including the wellbeing of flora, 
fauna, and natural systems 
 ▪ Maintain good water quality at bearable cost 
 ▪ River wellbeing 
Citizen 
Survey B 
▪ I tried to balance both.  I think the care we take of the health of rivers and waterways 
and environment are good indicators of societal health (including spiritual health) and 
how well we care for ourselves and treat other people.  Jobs and individual wealth are 
important but should not be gained at the cost of our environment and our social and 
spiritual well being 
 ▪ Basically I voted against any change/increase in rates. If you want to adopt any changes 
for the better then you should also look at reallocating money rather than just fleecing 
people who can't afford it! 
 ▪ considered wellbeing of the water mostly as has huge impact on all peoples,flora,fauna 
wellbeing 
 ▪ I considered myself family & Cantabrians 
 ▪ Both point-of-views 
Consumer 
Survey C 
▪ I believe that whilst I considered myself that river health is important longterm for 
everyone and outweighs any short term loss or gain of jobs 
 ▪ I was thinking of the wellbeing of Canterbury and the environment which are important 
to me 
 ▪ I considered the wellbeing of Cantabrians as a whole including my family 
 ▪ wellbeing of habitat 
 ▪ I considered the environment 
 ▪ Both point-of-views 
Consumer 
Survey D 
▪ I tried to place the habitat first while minimising the impact on Cantabrians and realising 
that we can't just continue to endlessly increase productivity. 
 ▪ The wellbeing of Cantabrians now + future and animals + visitors 
 ▪ Everyone also effects non Cantabrians 
 ▪ Myself and the inhabitants of streams 
 ▪ Myself, my family & Māori 
 ▪ Wellbeing of Cantabrians and environment; Wellbeing of Canterbury if cost not too high 
 ▪ Both point-of-views 
 
Follow-up questions 3 and 4: Attribute (non)-attendance:  
 Citizen Surveys Consumer Surveys 
 Survey A: 
control design 
Survey B: 
utility design 
Survey C: 
control design 
Survey D: 
utility design 
Ignored attributes  
 Māori Non-Māori Māori Non-Māori Māori Non-Māori Māori Non-Māori 
JOBS 33% 27.9% 57.1% 37.5% 45.5% 25.4% 46% 27.9% 
QMCI - 8.8% 14.3% 8.3% 9% 4.5% 9% 8.8% 
SWQ 17% 16.2% 14.3% 12.5% 18.2% 22.4% 9% 20.6% 
CHI - 50% 28.6% 55.6% 9% 53.7% 9% 44.1% 
COST 50% 17.6% 42.9% 23.6% 36.4% 17.9% 64% 19.1% 
Guiding attributes* (most important) 
JOBS  - 14.7% - 8.3% - 17.9% 9.1% 13.2% 
QMCI  83.3% 64.7% 71.4% 77.8% 81.8% 64.2% 90.9% 76.5% 
SWQ  33.3% 22.1% 28.6% 20.8% 9.1% 10.4% - 13.2% 
CHI  - 4.4% - 1.4% 18.2% 6.0% 18.2% 4.4% 
COST  - 22.1% 14.3% 19.4% 9.1% 28.4% 18.2% 13.2% 
Total N 6 68 7 72 11 67 11 68 
JOBS = Number of jobs; QMCI = Quality of habitat; SWQ = % of sites graded good/very good quality for 
swimming; CHI = Mahinga kai/Food gathering opportunities; COST = increase in rates (NZ$/year); 
*Respondents were able to state more than one most important attribute 
 
 Follow-up question 5: Reasons if the status quo alternative was selected everytime 
(counts) 
Reason Citizen Surveys Consumer Surveys All 
surveys Survey A: 
control design 
Survey B: 
utility design 
Survey C: 
control design 
Survey D: 
utility design 
I believe the current state of 
freshwater is good enough. 
2 1 - - 3 
I can’t afford to contribute 
to the cost. 
- - 1 - 1 
I am opposed to additional 
rates. 
4 3 5 2 14 
I didn’t know which option 
was best so I selected Status 
quo option. 
- - - - - 
I got bored or tired towards 
the end of the survey. 
- - 1 - 1 
Other reason* 1 1 1 3 6 
Total 7 6 8 5 25 
* Survey A: Reason 2 + water management should not be paid for by rates; Survey B: Mixture of reasons 1-3; 
Survey C: The questions repeat out don't draw on any conclusions; Survey D: Mixture of reasons 1-5; This 
whole survey to me appears pro irrigation as the hypothetical jobs would only come from that 
 
 
  
      Appendix L 
User group analysis 
 Citizen Surveys Consumer Surveys All 
surveys  Survey A: 
control design 
Survey B: 
utility design 
Survey C: 
control design 
Survey D: 
utility design 
Environmentalists 18 (1 Māori*) 24 19 24 85 
Farmers (and other commercial uses) 9  9 5 13 36 
Recreationalists 19 22 19 22 82 
Non-users 5 4 5 8 22 
Combination group 23 19 29 14 85 
   (Environmentalists and Recreationalists) 7 9 - 3 19 
   (Environmentalists and Non-users) 4 1 - 1 6 
   (Environmentalists and Farmers) 1 1 1 2 5 
   (Farmers and Recreationalists) 3 - 16 - 16 
   (Farmers and  Non-users) - - 2 - 2 
   (Recreationalists and Non-users) - - 2 1 3 
   (Three or more user types) 8 8 8 7 31 
None - 1 1 - 2 
Total 74 79 78 81 312 
* There was only one “Māori culture” observation, which was moved into the environmentalist group as this 
was this participants second highest group score 
 
Marginal rate of substitution for number of jobs and 95% Confidence intervals (CI) 
  Environmentalists Farmers 
  No. of   jobs    (95% CI) No. of   jobs    (95% CI) 
QMCI Good -425 (-811; -39) -100 (-182; -18) 
Excellent -1027 (-1801;-252) -289 (-419; -159) 
SWQ  20% -324 (-811; -164) 107     (17.41; 196.94) 
40% -186 (-389; 18) -110 (-183; -37)          
60% -464      (-918.82; -9.69) -116 (-199; -33) 
80% - - -134 (-220; -47) 
CHI  Average - - -97 (-191; -4) 
Above average     -600 (-1063;-137) -261 (-370; -151) 
Exceptional   -523 (-1136; 90) - - 
      
  Recreationalists  General group  
  No. of   jobs    (95% CI) No. of   jobs    (95% CI) 
QMCI Fair -  110 (32; 189) 
Good -162      (-277; -46.83) - - 
Excellent -648 (-883; -413) -838       (-1177; -499) 
SWQ 40% -159  (-247.55; -70.50) -200 (-316; -83) 
60% -274 (-414; -134) -240 (-394; -87) 
80% -214 (-329; -100) -258 (-377; -140) 
CHI  Above average     -333 (-471; -195) -358 (-528; -188) 
Exceptional   - - 215 (28; 402) 
QMCI = Quality of habitat; SWQ = % of sites graded good/very good quality for swimming; CHI = Mahinga 
kai/Food gathering opportunities 
 
      Appendix M 
Models used in the fatigue testing  
Survey A (Citizen framing with control design): RPL models with scale 
 RPL base Models: Scale0 RPL: Scale2 RPL: Scale3 RPL: Scale5 RPL: Scale15 
Software Nlogit Biogeme Biogeme Biogeme Biogeme Biogeme 
 Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
ASC_SQ 0.970***       
(0.249)     
0.987***   
(0.263)  
0.964***     
(0.280) 
1.04***      
(0.470) 
1.29***      
(0.466) 
1.16***      
(0.496) 
JOBS  0.004***     
(0.001)      
0.005***  
(0.001)   
0.005*** 
(0.001) 
0.005*** 
(0.002) 
0.005*** 
(0.002) 
0.003***  
(0.001) 
QMCI 1.123***  
(0.215)      
1.23***   
(0.209)      
1.22***      
(0.211) 
1.47***      
(0.686 ) 
1.19***     
( 0.477)   
0.808***   
( 0.342 ) 
SWQ 0.346***   
(0.067)  
0.365***     
(0.069)     
0.357***   
(0.076) 
0.411***     
(0.190)    
0.357***    
(0.147) 
0.284***     
(0.116)    
CHI 0.528***      
(0.126)   
0.565***     
(0.13)      
0.562***     
(0.132) 
0.662***    
( 0.314 )   
0.683***    
(0.269) 
0.496***    
(0.227) 
COST -0.007***  
(0.003)     
-0.008***   
(0.003)  
-0.008***  
(0.003) 
-0.010**   
(0.006) 
-0.006 
(0.004) 
-0.001  
(0.003) 
Random parameters’ standard deviations 
JOBS  0.006***   
(0.002)      
-0.006***  
(0.002)    
-0.006*** 
(0.002) 
-0.007*  
(0.004) 
-0.006** 
(0.003) 
-0.002**  
(0.001 ) 
QMCI  0 .219         
(0.802)      
0.504     
(0.357)      
0.529    
(0.366)      
0.752    
( 0.640) 
0.571    
0.408) 
0.309     
(0.233) 
SWQ 0.000    
(0.230)     
-0.083   
(0.214)     
-0.0827   
(0.209) 
-0.229    
(0.417) 
-0.240   
(0.405) 
-0.048 
(0.145) 
CHI 1.136*** 
(0.266)    
1.23***      
(0.276)      
1.23***     
(0.276) 
1.43**     
(0.669)   
1.09**      
(0.503) 
0.665**    
(0.326) 
Log likelihood   -966.961 -966.184 -966.158 -965.373 -960.944 -943.009 
Pseudo R2  0.207 0.208 0.208 0.208 0.212 0.227 
iterations  58  77 41 60 1000 
draws 500 500 500 500 500 500 
Estimation based on number of 
observations 1110 1110 1110 1110 1110 1110 
parameters 10 10 10 12 14 24 
Reference set: scale1  1.00 1.00 1.00 1.00 
Scale2   1.07 0.721  3.17  1.04* 
Scale3    1.12   0.563*  1.22   
Scale4     0.711  0.940  
Scale5     1.15   4.92   
Scale6      3.88   
Scale7      4.16   
Scale8      0.527*  
Scale9      1.08   
Scale10      0.300***  
Scale11      0.578  
Scale12      6.19   
Scale13      1.36   
Scale14      0.994  
Scale15      1.76   
Note: ***, **, * denotes statistical significance at the 1%, 5% and 10% levels 
Coeff = coefficient estimate; Std. error = Standard error 
  
 Survey B (Citizen framing with utility design): RPL models with scale 
 RPL base Models: Scale0 RPL: Scale2 RPL: Scale3 RPL: Scale5 RPL: Scale15 
Software Nlogit Biogeme Biogeme Biogeme Biogeme Biogeme 
 Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
ASC_SQ  
 
0.960***      
(0.209) 
0.218***    
(0.133)   
0.214***     
(0.128)      
0.220***    
(0.130)      
0.210***    
(0.143)      
0.205***     
(0.188) 
JOBS  0.003***      
(0.001) 
0.002*** 
(0.000)      
0.002***   
(0.000) 
0.002***  
(0.000)  
0.002***   
(0.000)  
0.002***  
(0.001)    
QMCI 0.854***      
(0.096)     
0.545***    
(0.050)     
0.536***     
(0.050)      
0.534***     
(0.057) 
0.539***    
0.065) 
0.539***     
(0.233)    
SWQ 0.425***      
(0.052)      
0.308***    
(0.038)     
0.305***     
(0.037)     
0.301***     
(0.039) 
0.310***     
(0.031) 
0.312***     
(0.079)    
CHI 0.417***      
(0.091)  
0.156***    
(0.0439)        
0.153***     
(0.0418)     
0.154***     
(0.042) 
0.154***    
( 0.044) 
0.157***    
(0.0780) 
COST -0.006***      
(0.002) 
-0.006*** 
(0.001)     
-0.006*** 
(0.001)   
-0.006*** 
(0.001)  
-0.006*** 
(0.001) 
-0.006 
(0.004) 
Random parameters’ standard deviations    
JOBS  0.003         
(0.002) 
0.000  
(0.001)    
0.000  
(0.001)    
0.000 
(0.001) 
0.000  
(0.001)    
0.000  
(0.001)    
QMCI 0.015         
(0.669) 
-0.005 
(0.258)      
 -0.005 
 (0.211) 
-0.005  
(0.228) 
-0.004  
(0.220) 
-0.004  
(0.187)   
SWQ 0.002 
(0.286)   
0.002 
(1.80e+308)  
0.002  
(0.476)      
0.002  
(1.80e+308) 
0.002 
(1.41) 
0.002 
(0.219)    
CHI 0.959***      
(0.184) 
-0.003 
(1.80e+308)  
-0.003 
(1.80e+308)  
-0.003  
(1.80e+308) 
-0.003 
(1.80e+308)  
-0.003 
(1.80e+308)   
Log likelihood   -1050.342 -1058.762 -1056.378 -1055.593 -1057.463 -1055.103 
Pseudo R2  0.2033 0.187 0.189 0.189 0.188 0.190 
Inf.Cr.AIC   2120.7      
iterations  1000 1000 1000 1000 1000 
draws 500 500  500 500 500 500 
Estimation based on number of   
observations 1200 1185 1185 1185 1185 1185 
parameters 10 10 11 12 14           24 
Scale   Choice sets    
Reference set: scale1  1.00 1.00   1.00   1.00   
Scale2   1.11    1.09   0.979  0.996  
Scale3    1.08   1.03   0.950  
Scale4     1.01  0.948  
Scale5     1.07   0.983  
Scale6      1.04   
Scale7      0.987  
Scale8      1.01   
Scale9        1.03   
Scale10      1.01   
Scale11      1.00   
Scale12      1.00    
Scale13      0.996  
Scale14      1.06   
Scale15      1.01   
Note: ***, **, * denotes statistical significance at the 1%, 5% and 10% levels 
Coeff = coefficient estimate; Std. error = Standard error 
 
 
 Survey C (Consumer framing with control design): RPL models with scale 
 RPL base Models: Scale0 RPL: Scale2 RPL: Scale3 RPL: Scale5 RPL: Scale15 
Software Nlogit Biogeme Biogeme Biogeme Biogeme Biogeme 
 Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
ASC_SQ  
 
1.746***      
(0.319)  
0.113    
(0.123)      
0.113    
(0.121)       
0.109       
(0.126) 
0.114    
(0.150) 
0.108     
(0.116)    
JOBS 0.004***       
(0.001)  
0.001***  
(0.000)   
0.001***   
(0.000)    
0.001***     
(0.000) 
0.001***  
(0.000) 
0.001***   
(0.000) 
QMCI 1.226***       
(0.201)  
0.467***    
(0.049)     
 0.456***       
(0.057)  
0.466***    
(0.056) 
0.460***     
(0.052)    
SWG 0.427***       
(0.073)  
0.214***    
(0.038)     
0.210***    
(0.038)       
0.210***       
(0.038)    
0.212***    
(0.039) 
0.216    
(1.80e+308 )    
CHI 0.583***       
(0.129)  
0.190***    
(0.044)     
 0.189***    
(0.043) 
0.188***       
(0.043) 
0.188***    
0.047) 
0.193***     
(0.032)    
COST -0.007***      
(0.002)  
-0.008*** 
(0.001)    
-0.008*** 
(0.001)  
-0.008***    
(0.001) 
-0.008*** 
(0.002) 
-0.008***  
(0.001) 
Random parameters’ standard deviations 
JOBS 0.004**       
(0.002)     
0.000  
(0.001)    
0.000  
(0.001)   
-7.84e-005  
(0.001)   
0.000 
(0.001) 
0.000 
(0.001) 
QMCI 0.917***      
(0.303)  
0.001  
(0.324)      
0.001 
(0.385)      
0.001   
(0.332) 
0.001  
(0.292) 
0.001 
(0.252)   
SWG 0.082         
(0.523)  
0.005  
(1.80e+308)  
0.005  
(1.80e+308)  
0.005    
1.80e+308) 
0.005  
1.80e+308) 
0.005  
(1.80e+308) 
CHI 1.181***      
(0.262)  
0.003  
(1.80e+308)  
0.003 
(1.80e+308)    
0.003    
(1.80e+308 )    
0.003  
(1.80e+308) 
0.003 
1.80e+308) 
Log likelihood   -1040.444 -1082.706 -1080.734 -1080.918 -1080.998 -1081.067 
Pseudo R2  0.191 0.158 0.159 0.159 0.159 0.159 
iterations 1000 1000 1000 1000 1000 1000 
draws 500 500 500 500 500 500 
Estimation based on number of 
observations 1170 1170 1170 1170 1170 1170 
parameters 10 10 11 12 14 24 
Scale       
Reference set: scale 1  1.00   1.00   1.00   1.00 
Scale2   1.06   1.03    1.02    0.981  
Scale3    1.06    1.00    0.989 
Scale4     1.02    0.989 
Scale5     1.05    0.997  
Scale6      1.03   
Scale7      1.03   
Scale8      0.974 
Scale9        0.997 
Scale10      0.996   
Scale11      0.994   
Scale12      1.03   
Scale13      1.00   
Scale14      1.02  
Scale15      1.03   
Note: ***, **, * denotes statistical significance at the 1%, 5% and 10% levels 
Coeff = coefficient estimate; Std. error = Standard error 
 
 
  
 Survey D (Consumer framing with utility design): RPL models with scale 
 RPL base Models: Scale0 RPL: Scale2 RPL: Scale3 RPL: Scale5 RPL: Scale15 
Software Nlogit Biogeme Biogeme Biogeme Biogeme Biogeme 
 Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
Coeff. 
(Std. error) 
ASC_SQ  
 
1.125***      
(0.283) 
1.15***      
(0.289) 
0.808***    
(0.262)   
0.751***    
(0.229)      
0.777***     
(0.304) 
3.48     
(4.54) 
JOBS 0.004***      
(0.001) 
0.004***   
(0.001) 
0.003***  
(0.001) 
0.003***  
(0.001) 
0.003***   
(0.001) 
0.010 
(0.013) 
QMCI 1.106***      
(0.240) 
1.15***      
(0.220) 
0.958***    
(0.181)    
0.874***    
(0.154)      
1.03***      
(0.215) 
2.70     
(3.27) 
SWG 0.362***      
(0.080) 
0.380***     
(0.082) 
0.329***    
(0.064) 
0.301***    
(0.060)    
0.332***     
(0.080) 
1.10     
(1.36) 
CHI 0.492***      
(0.131) 
0.488***     
(0.127) 
0.366***    
(0.107) 
0.325***    
(0.088)     
0.356***     
(0.109)      
1.50     
(1.81) 
COST -0.006**       
(0.002) 
-0.006***  
(0.002)  
-0.007*** 
(0.002) 
-0.006*** 
(0.001)    
-0.008*** 
(0.002)   
-0.014  
(0.014) 
Random parameters’ standard deviations 
JOBS 0.006***      
(0.002) 
-0.006***  
(0.002) 
-0.005*** 
(0.001) 
-0.004*** 
(0.001) 
-0.004***  
(0.001) 
-0.010 
(0.013) 
QMCI 0.444         
(0.462) 
-0.533    
(0.351)      
-0.329   
(0.324)   
-0.337**   
(0.173)   
-0.411***    
(0.179) 
-1.70    
(2.34) 
SWG 0.401*        
(0.231)  
0.424*     
(0.245)      
0.396**    
(0.183) 
0.411***    
(0.131)   
0.480***    
( 0.162) 
-0.800   
(1.15) 
CHI 0.993***      
(0.280) 
1.02***      
(0.270) 
0.801***    
(0.217) 
0.712***    
(0.188) 
0.863***     
(0.235) 
1.31     
(1.93) 
Log likelihood   -1092.785 -1079.227 -1077.087 -1075.388 -1077.058 -1059.329 
Pseudo R2  0.191 0.191 0.193 0.194 0.193 0.206 
iterations 30 731 45 1000 1000 1000 
draws 500 500 500 500 500 500 
Estimation based on number of 
Observations 1230 1215 1215 1215 1215 1215 
Parameters 10 10 11 12 14 24 
Scale       
Reference set Scale1  1.00   1.00   1.00   1.00   
Scale2   2.34   1.45   0.937   0.188***  
Scale3    11.8   1.55   0.159***  
Scale4     1.74    0.224*** 
Scale5     12.0    0.235*** 
Scale6      0.687  
Scale7        0.125***  
Scale8      0.455  
Scale9        0.355*  
Scale10      0.206***  
Scale11      3.55   
Scale12      3.02   
Scale13      0.501 
Scale14      4.01   
Scale15      0.208***  
Note: ***, **, * denotes statistical significance at the 1%, 5% and 10% levels 
Coeff = coefficient estimate; Std. error = Standard error 
 
 
 
 
      Appendix N 
Economic impact from changes in irrigated land area 
Output from the Canterbury Irrigation model (based on Saunders & Saunders, 2012) 
 30,000ha increase in irrigation (a) 30,000 decrease in irrigation (b) 
Farm 
Type 
Dairy Sheep 
& Beef 
High 
Value 
Arable 
Arable Total Dairy Sheep 
& Beef 
High 
Value 
Arable 
Arable Total 
Year Total revenue (million NZ$) Total revenue (million NZ$) 
2014 44.83 1.66 3.23 5.34 55.05 -190.22 -6.78 -15.08 -25.45 -237.54 
2015 89.21 3.30 6.43 10.62 109.57 -189.28 -6.75 -15.01 -25.34 -236.38 
2016 133.08 4.92 9.60 15.86 163.46 -188.23 -6.71 -14.94 -25.22 -235.10 
2017 176.57 6.53 12.75 21.05 216.91 -187.30 -6.67 -14.88 -25.11 -233.97 
2018 219.88 8.13 15.89 26.23 270.14 -186.59 -6.65 -14.84 -25.03 -233.10 
2019 219.16 8.10 15.85 26.15 269.26 -185.97 -6.62 -14.80 -24.95 -232.34 
2020 218.43 8.07 15.80 26.07 268.38 -185.34 -6.60 -14.76 -24.87 -231.57 
2021 217.32 8.03 15.63 25.75 266.73 -184.39 -6.56 -14.59 -24.57 -230.11 
2022 216.21 7.99 15.46 25.43 265.08 -183.44 -6.53 -14.43 -24.26 -228.66 
2023 215.10 7.95 15.28 25.10 263.44 -182.49 -6.49 -14.27 -23.95 -227.21 
2024 213.99 7.91 15.11 24.78 261.79 -181.54 -6.46 -14.11 -23.65 -225.75 
2025 212.88 7.87 14.94 24.46 260.14 -180.59 -6.43 -13.95 -23.34 -224.30 
2026 211.77 7.83 14.76 24.13 258.49 -179.63 -6.39 -13.78 -23.04 -222.84 
2027 210.65 7.79 14.59 23.81 256.85 -178.68 -6.36 -13.62 -22.73 -221.39 
2028 209.54 7.75 14.42 23.49 255.20 -177.73 -6.32 -13.46 -22.42 -219.94 
2029 208.43 7.71 14.24 23.17 253.55 -176.78 -6.29 -13.30 -22.12 -218.48 
2030 207.32 7.67 14.07 22.84 251.91 -175.83 -6.25 -13.14 -21.81 -217.03 
2031 206.21 7.63 13.90 22.52 250.26 -174.88 -6.22 -12.97 -21.50 -215.57 
(a) Length of uptake 5 years. 
(b) Losses from converting from 30,000ha of irrigated land to dryland pastoral farming 
Source: Canterbury Agriculture model developed by Agricultural and Economics Research Unit (AERU), Lincoln 
University: Lincoln New Zealand 
 
 
 
 
