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The purpose of this paper is to present new upper bounds for code distance and 
covering radius of designs in arbitrary polynomial metric spaces. These bounds and 
the necessary and sufficient conditions of their attainability were obtained as the 
solution of an extremal problem for systems of orthogonal polynomials. For 
antipodal spaces the behaviour of the bounds in different asymptotical processes i
determined and it is proved that this bound is attained for all tight 2k-design. 
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I .  INTRODUCTION 
During the last few years significant progress has been made on the 
problem of finding upper bounds for the covering radius of codes as 
designs in certain spaces. For  the Hamming space Tietfivfiinen [35-37]  
gave an upper bound for the covering radius of a code as a function of its 
dual distance. So16 [32]  considered this problem for the unit Eucl idean 
sphere S '~-1 of R n and, using the Sidelnikov inequality [28]  for even 
powers of an inner product,  he obtained upper bounds on the covering 
radius of spherical designs as a function of their strength. 
This paper  is concerned with the same problem in a more general setting. 
Both the Hamming spaces and the unit Eucl idean spheres serve as special 
examples of po lynomial  metric spaces. The concept of polynomial  metric 
spaces allows us to treat very different combinator ia l  objects and construc- 
tions in a unified manner. In part icular,  the not ion of combinator ia l  and 
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spherical designs has been generalized [7, 10] to the case of an arbitrary 
polynomial metric space. So it is natural to pose the question of a general 
upper bound, hoping that this approach improves on the results in many 
special cases. Using the technique and results elaborated by the second 
author [19-23] we have obtained a new upper bound for the covering 
radius of designs in arbitrary polynomial metric space. 
In this paper we call polynomial metric spaces both finite polynomial 
metric spaces which are P- and Q-polynomial association schemes [7, 18, 
1, 6, 34] and the infinite ones [38, 8, 10, 17, 30, 26, 14, 23] which are the 
compact connected two-point homogeneous spaces totally classified by 
Wang [38] as the Euclidean unit spheres, the real, complex, and quater- 
nionic projective spaces or the Cayley projective plane. There is no com- 
plete classification for the finite case, but we mention the most important 
examples: 
(a) The Hamming space H(n, r) consists of all n-tuples with com- 
ponents from the alphabet {0, 1, ..., r -1}  and the Hamming distance 
between two elements x, y ~ H(n, r) equals the number of positions where 
they differ. 
(b) The Johnson space J(n, w) is the set of all w-subsets of a n-set 
and the distance between two elements x,y~J(n, w) is defined as 
w-  lx c~ y]. 
(c) The Grassmann space J(n, w, q) is the set of all w-dimensional 
subspaces of the vector space Fq over the finite field Fq and the distance 
between two elements x, y ~ J(n, w, q) is w-dim (x r~y). 
Every polynomial metric space ~ is a compact metric space with certain 
additional properties. The metric defined on 931 and the diameter of 9)l will 
be denoted by d(x, y) and by D=D(928)=maxx, y~ d(x,y). In the finite 
case ~ is a distance-regular g aph [7, 1, 6] and the distance function 
d(x, y) takes values 0, 1, ..., D. 
Each polynomial metric space 99l is endowed with a unique normalized 
measure #( )=/1~( ) so that the measure of an arbitrary closed metric ball 
of radius d, 0 ~< d~< D, does not depend on its center and so it can be 
denoted simply by/~[d] (/~[D] = 1). In the finite case/~ can be the usual 
normalized counting measure and/~ [ d] = 19)ll - 1 Zs ~ a ks, where k s is the 
number of points at a distance i from an arbitrary fixed point of gJl; i.e., 
/~[d] is a step function having D jumps (D + 1 values). The function/~[d] 
is absolutely continuous in the infinite case. 
Consider the Hilbert space ~2(gJ~,p) of complex-valued quadratic 
integrable functions with the usual inner product 
( u, v) = f~. u(x) v(x) d/4x). 
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For any polynomial metric space ~2(9Jl, #) decomposes into a direct sum 
of mutually orthogonal finite dimensional subspaces Vi, i = 0, 1 .... , where 
the decomposition consists of exactly D + 1 members if 93l is finite. 
Moreover, there exist polynomials Qi(t) of degree i, i = 0, 1, ..., in a real 
variable t and a continuous real-valued function t(d) taking different values 
at the different values of d(x, y) such that for any x, y e 9Jl and i = 0, 1, ..., 
1 ~' 
Qi(t(d(x,Y))) =-  L v,,i(x) vi, J(Y) (1.1) 
rij=l 
holds, where dim Vi= r~, i=0 ,  1 ..... and the system {vi, j (x), j= 1, 2, ..., ri} 
constitutes an orthonormal basis of V~. Sometimes 9~ is said to be polyno- 
mial with the substitution l(d). 
Throughout this paper, we restrict ourselves to the case of polynomial metric 
spaces with monotone substitutions t(d). Since t(d) can be chosen up to a linear 
transformation we can assume without loss of generality that it satisfies 
t(D(~D2))=-l<,t(d(x,y))<~t(O)=l for all x, yegJt. (1.2) 
Then t(d) will be referred to as a standard substitution for 9Jr. The inverse 
of t(d) will be denoted by t - l (  ); i.e., t l ( t )= d if and only if t=  t(d). For 
example, in the case of the Hamming space H(n, r) the appropriate system 
of polynomials Qi(t) are obtained from the Krawtchouk polynomials by 
the substitution t(d)= 1-2(d/n) and, for the Euclidean sphere S n-1 the 
standard substitution t(d)= 1-d2/2 transforms the Euclidean distance 
between points into the inner product and the polynomials Q~(t) are equal 
to the Gegenbauer polynomials. 
Now we recall several fundamental facts about the polynomial system 
Q~(t) related to a polynomial metric space. From (1.1) and from our 
assumption (1.2) it follows that for all x, z~99~ and i,j=O, 1, ..., 
fgJ~ Qi(t(d(x, y))) Qj(t(d(y, z))) dot(y) = ~ijQ~(t(d(x, z))) ri 
holds (6i, j is the Kronecker symbol). Taking x = z we can see that the poly- 
nomials Qi(t) satisfy the condition of orthogonality and normalization, 
1 
r~j Qi(t) Qi(t) dr(t)=c~,,j, Q~(1) = 1, i=0,  1 ..... (1.3) 
- -1 
where v(t)= 1- /z [ t - l ( t ) ]  is a nondecreasing left-continuous function and 
the integral is taken in the Lebesque-Stieltjes sense. We note that for a 
finite 99l, v(t) is a step function with D jumps and (1.3) turns into 
D 
rilM[ -~ • Q~(t(d))Qj(t(d))ka=cS,.j, Q~(1)=I ,  i=0,1 , . . . ,D ,  (1.4) 
d=0 
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where ka is the number of points at distance d from a fixed one. In the 
infinite case v(t) is absolutely continuous and (1.3) takes the form 
1 
rif Qi(t)Qj(t)w(t)dt=6gj, Qi (1)=I ,  i=o ,  1 .... , (1.5) 
- -1  
where w(t) = v'(t). 
A finite nonempty subset W of a metric space 9)l is said to be a code. The 
code distance, i.e., the minimal distance between distinct elements of W, and 
the diameter of W, i.e., the maximal distance between elements of W, will 
be denoted by d(W) and D(W), respectively, Moreover l(W) denotes the 
number of different distances between distinct code elements. A code 
W~ 9)l is called maximum if for every W' __ 9J~, d(W'/> d(W) implies 
]W] >~ [W'[. A code W___~91 with d(W)>>,d will be referred to as a d-code 
and W_c 9J~ is called diametrical if D(W) = D(gJl). The covering radius of W 
is denoted by p(W) and it is defined by p (W)=maXy~ minx~ w d(x, y). 
Other words, p(W) is the minimum number p such that the metric balls of 
radius p with centers in elements of W cover the whole space 9J~. 
For a polynomial metric space g)l with substitution t(d) we introduce the 
following denotations. A nonzero polynomial f(t) is called annihilating for 
a code W_~gJI if f(t(d(x,y)))=O for every pair x, yEW(x~y).  An 
annihilating polynomial for W of minimal degree (i.e., of degree l(W)) is 
denoted by fw(t)- If y e 9J~\ W then let fy, v/(t) be a nonzero polynomial of 
minimal degree, satisfiing fy, w(t(d(x, y))) = 0 for all x e W. Clearly, fw(t) 
and f,, w(t) are determined up to a constant factor. Therefore we assume 
afterwards that the relation fw(t)=f(t) (and respectively f , w(t)=f(t)) 
means that the sets of zeros of these polynomials coincide. 
A code W_~ 93l is called a v-design (r = 0, 1 .... ) if 
v (x )=0 forall  v(x)E 0 Vi. (1.6) 
xEW i=1  
Let v(W) be the maximal number v for which W constitutes a v-design. 
This definition of v-design [7, 9-11, 16] is a generalization of the classical 
ones [4]. Indeed, a subset W of the Johnson space J(n, w) is a z-design if 
and only if every v-subset of the basic n-set is contained in the same num- 
ber of members of W. In the Grassmann space J(n, w, q) a subset W forms 
a v-design if and only if every v-dimensional linear subspace of the vector 
n space Fq is contained in the same number of elements of W. A r-design W 
in the Hamming space H(n, r) is the same as an orthogonal array of 
strength v; i.e., if we associate W with an array whose rows are all the 
n-tuples from W then any v of its columns contains each ordered v-tuple 
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exactly ]W[ r -~ times. Finally we note that a finite subset Wc S "-~ forms 
a z-design [ 10] if and only if the cubature formula 
-~ f(x)  d#(x) - 1WI x f (x)  (1.7) 
is exact for every polynomial f (x)  of degree at most ~ in variables 
Xl, x2, ..., x~, where x = (Xl, x2 .... , xn) e S " -  1. 
Let We 92R be a code and le t f ( t )= Z~=of~Q~(t) be an arbitrary polyno- 
mial of some degree l. Then, obviously, 
1 
f~=r~f f(t)  Qi(t)dv(t) for i=O, 1,...,L (1.8) 
--1 
For all polynomials f(t)  of degree at most I and for all codes We 9)t from 
(1.1) and (1.2) there follows the equality 
r i 2 
IWI / (1 )+ ~ f ( t (d(x ,y) ) )=lWl2fo+ ~ ~ ~. vi, j(x) (1.9) 
x ,y~W i= l  Fi j= l  xe IV  
x¢y  
which has been proved fundamental for the investigation of the cardinality 
of codes and designs in polynomial metric spaces. 
It should be noted also that if the code W forms a v-design in ~Jt then 
for every polynomial f(t)  of degree at most v and for every y e ~R, there 
follows immediately from (1.1) that 
1 
x ~f(t(d(x'~w y))) =fo (1.10) I Wl 
This relation is a characteristic property of r-designs [10] since from 
(1.10), (1.8), and (1.9) for each polynomial Qj(t) , j=l ,2, . . . , r ,  (1.6) 
follows. We note also that f0 = ~1 1 f(t)  dr(t) and (1.10) obviously means a 
natural generalization of the cubature formula (1.7). 
To formulate known results on the cardinality of codes and designs 
with given parameters r(W), d(W), l(W), following [22, 23 ], we consider 
certain adjacent systems {QT'b(t), i=0,  1 .... }(a, b=0,  1, ...) of the system 
{Qi(t),i=O, 1,...}. First we introduce the weight functions vaob(t) as 
follows: If v(t) is a step function (case of finite 9Jr) then let va'b(t) be also 
a step function, obtained from v(t) by multiplying its jumps ki in the points 
t(i) (i = O, 1, ..., D) by c a' b(1 -- t(i)) a (1 + t(i)) b and, if v(t) is absolutely con- 
tinuous then let v a' b(t) be also an absolutely continuous function satisfying 
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(va 'b ( t ) )  = ca 'b (1  - -  t) a (1 + t )  b w(t). In both cases c "'b is a positive constant 
normalizing the Lebesque-Stieltjes measure so that 
f C 1 
1 dv'b(t) =c"'b (1--t )a( l+t)bdv(t)  =1 
-i  3 -1 
holds. Now, the normalized measure uniquely determines the sequence of 
a b( l  positive constants r•' b and polynomials Qi' ) of degree i such that 
a,b a,b f l  r i C i Qa 'b ( t )  Q] 'b ( t )dva 'b ( t )=(~i , j ,  Q~'b(1)=l, i , j=O, 1,.... 
--1 
(1.11) 
If 93l is finite then the system Q~'b(t) is also finite and by (1.2) it consists 
of D - I  +6,,O+6b, 0 elements. Moreover, it is clear that Q°'°(t)=Qe(t) 
0,0 and r~ = r~, so we can omit the double zero upper indices in the sequel. 
Let tT'b=t~'~(ffJl) be the largest zero of the polynomial Q~,b(t). Some 
separation theorems on the distribution of the t~' b are of great importance 
in the following. In particular, in [21 ] it was proved that 
t~ '-I1 <t~'°<t~,  t~ '°<t~"<t° ' l<tk+l .  (1.12) 
For the kernels 
i 
K~.'a(t, s)= Z ry'bQj'b(t) Qj'b(s), i=0,  l, ..., (1.13) 
j=0  
the Christoffel-Darboux formula [ 33 ] 
(t--s) K~'b(t s) ~,b ,,b a,b ,, i , , =ri mi (Qi+l(t) Oi b(s) - QT'b(t) Qa'+bl(s)) (1.14) 
is valid, where rnT' b denotes the ratio of the highest coefficient of Q7 ° b(t) to 
that of Q~'fl(t). From (1.11), (1.13), and (1.14) it follows that 
K°'°(t, --1) K°'°(t, 1) g° i ' l ( t ,  1) 
Q°' l(t)-KO, O(1, _ l ) ,  Q]'°(t) Q]'l(t) = K°'°(1, 1)' K,°' 1(1 , 1) 
(1.15) 
for all i for which the functions in (1.15) are determined [23]. 
Bound for z-Designs (Delsarte [7], Dunkl [12]). For every W_~9~ it 
holds that 
I k 
ri if r(W) = 2k, (1.16) 
li1 ° 
I W[ ~ Mr(gJ~ ) = Q~,O( _ 1) ~ k 
-Qk+, ( -1 ) ]  ~ ri if z (W)=2k+l  (1.17) 
i=0 
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Moreover, the bounds are attained if and only if fw(t)=Ql'°(t) and 
fw(t) = l ( t+ 1) Q1, l(t), respectively. 
Delsarte [7] observed that if w_cgJI is a v-design and f(t) is an 
arbitrary polynomial of degree at most r taking only nonnegative values 
over [-1,1] then (1.9)yields 
IV/} >~ O(f)  = f(1). (1.18) 
fo '  
moreover, he used the polynomial f(t)= (Qk(t)) 2 to obtain (1.16). Dunkl 
[12] used the polynomial f(t)= (t + 1)Q~" l(t) to obtain (1.17). v-designs 
with cardinality M~(93t) are called tight v-designs in 93t. 
Bound for d-Codes (Levenshtein [ 19-23 ] ). Let W_~ 93t and s = t(d(W)). 
Then (1 Q~'°~(--Q-s)-~ k~l tl,1 o, 
= ( Qk( S ) /i~O Fi if 
l~S~t  1' (1.19) 
1,0 IWI<<'B(s) Ok (s)~ ~r  i if t~'°<s<t~'l; (1.20) 
1 
Ok (s)] /=0 
in particular, 
1 0 11 k 
[W]<<.B(t£ )= 1-- 2 ri if s=t~ "1 (1.21) 
Qk+l(--1)] ,=o 
k 
I o (1 .22)  IWl~B(tk' ) ~ re if s=t~ °
i=0 
Moreover, B(s) is a continuous increasing function and the bounds 
(1.19)-(1.22) are attained for a code Wc 93~ if and only if 
{(t-s)K~'°l(t,s) if 1,1 <~s<~tl.O _ tk_ l  , 
fw( t )= ( t+l ) ( t -s )  1,1 Kk_l(t,s ) if t~'°<s<t 1'1, 
and 
f 1,0 2k-1  if tl'll<-..S<tk, 
z(W)= 2k if t~'°<~s<t~ "1. 
For the proof of this bound there was used the following inequality of 
Delsarte which is a consequence of (1.9). If W___ 991 and t(d(I47)) = s then 
for any polynomial f ( t )  = ~ ~ = o fi Qi (t) such that 
f(t)<~O for -l<~t<~s, (1.23) 
f~>O, i=  1, 2, ..., l, (1.24) 
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we have 
I WI < f2(f) =f(1)/fo. (1.25) 
The bounds for d-codes are obtained from (1.25) by using the polynomials 
(x) f(,)(t)=~f2k_ l(t) if t~'l_l <<,s~tlk '°,
(s )  0 ' [f2k(t) if t~' <s<t~"  (1.26) 
where s = t(d) and 
f~k~_ l(t) = (t--s)(K~'°l(t, s)) 2, (1.27) 
f2k(t)(s) = (1 + t)(t -- s)(K~'_ 1 ,(t, S))2; (1.28) 
i.e., B(s) = £2(f(~)(t)). These polynomials atisfy (1.23) and for t~'_ 11 ~< s ~< t~, o 
the polynomial f~)_  l(t) satisfies (1.24) so that the bounds (1.19) and their 
special cases (1.21) and (1.22) that are significant for us are valid [21] in 
any polynomial metric space gJl with a standard substitution. The property 
(1.24) for the polynomial fzk(t),(~) where t~ '°<s< t~' 1, and, hence, the 
bounds (1.20) were proved for antipodal spaces [21] for all infinite 
polynomial metric spaces and for the so-called finite decomposable 
polynomial metric spaces [23, 24]. Note that almost all classical distance- 
regular graphs, in particular H(n, r), J(n, w), J(n, w, q), are decomposable. 
We note also that the above-mentioned bound is an improvement of the 
bound [25] obtained by using in (1.25) the polynomials (t--s)(Kk(S, 0) 2 
for tk < s < tk+ 1. Moreover, for any polynomial f(t) such that f(t) <~ 0 
for -1  <<.t<<.s and degf(t)~<degf(~)(t) the inequality O(f ) )B(s )  holds 
[29, 23]. 
Let 9Jl be a polynomial metric space with the standard substitution t(d). 
From the bounds for r-designs and d-codes we get the following. 
THEOREM 1. For every code We_ ?Ol, 
d(W)<;t-l(t~k "° ) .  if r (W)=2k,  (1.29) 
[ t - i ( t~ '1) if r (W)=2k+ 1; (1.30) 
moreover, the bounds (1.29) and (1.30) are attained if and only if fw(t )= 
1,0 Qk (t) andfw(t) = ((t + 1)/2) Q~' l(t), respectively. 
The main result of the present paper is Theorem 2. 
THEOREM 2. For every code W~_ gJl, 
--1 0 1 p(W)<< ;t_ (ti; ) if r (W)=2k,  (1.31) 
--1 0,0 It  (tk+l) if r (W)=2k+l ;  (1.32) 
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moreover, the bounds (1.31) and (1.32) are attained if and only if there exists 
a point y e 9Ji\W such that fy, w(t) = ((t + 1)/2)/Q °' l(t) and fy, w(t) = 
0,0 Qk + 1(0, respectively. 
We remark that, in fact, we gave upper bounds for the quantities 
d~(gJl)= max d(W), (1.33) 
wcgx 
p~(gX)= max p(W). (1.34) 
W~_gJ~ 
In order to prove Theorem 2, in connection with the covering radius 
problem we consider an extremal problem for the system of orthogonal 
polynomials in Section 2. This problem is similar to that considered by 
Tietfiv~iinen [35-37] for the Hamming space H(n, r). Moreover, we intro- 
duce the notion of the optimal polynomial and show that, as in the case 
of packing problems, the polynomials (1.2)-(1.28) (for certain values of the 
parameter s) are optimal in the covering problem of r-designs. In the case 
of Hamming space our bound coincides with Tiet/iv/iinen's bound but the 
attainability conditions and the asymptotical bound of Theorem 4 are new 
in this case as well. Moreover, from our proof it turns out that this bound 
can be improved for none of the polynomial metric spaces inside the frame 
of the extremal problem considered. As far as the case of the Euclidean 
sphere is concerned, for r >/3 our bound and its asymptotical variants are 
stronger in comparison with the corresponding ones in [32]. In terms of 
our considerations applied in the present paper this can be explained by 
the fact that the polynomial t2k-const corresponding to the approach in 
[31, 32] is not optimal for the r-design covering problem. 
In Section 3 the case of antipodal spaces will be more deeply examined, 
including the binary Hamming space H(n, 2) and the unit Euclidean sphere 
S" - 1 in R ". It is clear that the bounds in Theorem 1 will always be attained 
if W is a tight design. Here it is proved that the bound of Theorem 2 is also 
always attained for any tight 2k-design in an arbitrary antipodal polyno- 
mial metric space and some further examples of the attainability of the 
bounds are presented as well. We note also that the so-called Norse bound 
[15, 31, 32] for the covering radius of antipodal 2-designs in antipodal 
spaces (which are all really 3-designs due to (3.3)) is a special case of our 
bound for the 3-design. 
Furthermore we describe certain asymptotic results, especially upper 
asymptotic estimations for p~(S "-1) in the cases when any one of the 
parameters i fixed and the other tends to infinity. 
The bounds of Theorem 1 and the asymptotic estimations for the code 
distance of r-designs are special cases of the results published in [21 ] and 
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are included here for the sake of comparability with the corresponding 
bounds for the covering radius of r-designs. The results of the present 
paper were announced earlier in [ 13 ]. 
2. OPTIMAL POLYNOMIALS FOR v-DESIGN COVERING PROBLEM 
In this section, following Tiet/ivfiinen's idea for Hamming space, we 
formulate an extremal problem (see [23]) for the system of orthogonal 
polynomials { Qi(t), i --0, 1, ...} of an arbitrary polynomial metric space. 
This problem is connected with the estimation of covering radius for 
r-designs in polynomial metric spaces. We introduce the notion of the 
optimal polynomial for this problem and give a general construction of 
such polynomials in explicit form. Finally, we show that Theorem 2 is a 
consequence of the obtained results. 
Let us consider a polynomial metric space 99l with the standard substitu- 
tion t(d) (see (1.2)) and the polynomial system { Qi(t), i=  0, 1 .... }. For any 
numbers , - 1 ~< s < 1, and r, r = 1, 2 ..... let T~(r) be the set of all polyno- 
mials f ( t )  = Z ~= o f/Q~ (t) satisfying the conditions fo > 0 and f ( t )  ~< 0 for all 
- 1 ~< t ~< s. For a fixed r let st = s~(~) be the supremum of all numbers 
such that the set T~(r) is nonempty. This definition is valid since, as is easy 
to check, 
t+  1 =2 Q,( t ) -Qz( -1)  2Q1(-  1) 
1 -Q I ( -1 )  ' f °= l -Q1( -1 )  
and, consequently, f(t) = t + 1 e T~()J) holds for s = -1.  
~0 
LEMMA 1. 
holds. 
Proof 
For every v-design Wc 928 the inequality 
t(p( W) ) >>- sdgJl ) (2.1) 
Let s, -1  ~< s < l, be any number such that there exists a poly- 
nomial f(t) of degree at most r with the properties f0 > 0 and f(t)<~ 0 for 
- 1 ~< t ~< s. Applying the equality (1.10) to this polynomial we can conclude 
that for every y sgJ/there exists x =x(y)  e Wsuch that t(d(x, y)) >s. Since 
t(d) is a decreasing function it means that p(W) < t- '(s) or t(p(W)) > s. 
If for some r, r=  1, 2, ..., there exists a polynomial g(t)=~2~=0 giQi(t) 
such that go=0,  g(t)<~O if -1  <<.t<<.s~(gJl) and g( t )>0 if sdg J / )<t~ 1 
then we shall call it optimal for the z-design covering problem and we 
denote it by g(~)(t). Later we show the existence of an optimal polynomial 
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for any z. Moreover,  from the proofs given below there follows the unique- 
ness of the optimal polynomials up to a constant factor. 
LEMMA 2. Suppose there exists an optimal polynomial g(~(t) for the 
z-design covering problem. Then the equality in (2.1) is attained for a 
>design Wc 9J~ if and only if there exists a point y e 9~ such that for every 
x E I/V 
g(~(t(d(x, y))) = 0 (2.2) 
holds. 
Proof. Let t(p(W)) = s~(93~). Since p(W) is the minimal covering radius, 
there exists a point yeg J /  such that d(x,y)>~p(W) for any xe  W and, 
hence, t(d(x, y)) <~ s~(92il). Considering (1.10) with this point y e 93l and with 
the optimal polynomial  g(~)(t) and taking into account that go = 0 and 
g(~)(t) ~< 0 for -1  ~< t ~< s~(93t), we obtain (2.2). On the other hand, suppose 
there exists a point y ~ 9J/ satisfying g(~)(t(d(x, y) ) )= 0 for all x e W. Since 
g(~)(t) > 0 for &(9)l) < t ~< 1, we obtain t(d(x, y)) <~ sdg.R ) for any x e W and, 
hence, t(p(W)) <<.s~(fi2R). By Lemma 1 it follows that t(p(W)) =sdgJ~). 
The proofs of Lemmas 3 and 5 can be found in the papers of Sidelnikov 
[28] and Levenshtein [23].  
LEMMA 3 [28, 23]. Let k>~l and t~ "1_ 1,1 1~< <s<l ,  where t o =-1 .  
Then the polynomial 
(1 t ) ( t - s )  1, o - Kk_ l ( t , s  ) 
has k+ 1 simple roots c%, o~1, . . . ,  O~ k such that -1  ~<ao<Cq <... <~k 1 = 
S < ~ = 1 and for any poIynomialf(t) =ZZk o 1 fiQi(t), 
1 k 
fo= f f ( t )  dv(t) = ~ Pif(ai) 
--1 i=0 
holds, where 
pi=(cl"°(1--o~i)Kl '°_ l (O; i ,o: i ) ) - l ,  i=0 ,  1 .... , k - l ,  
and 
- Qk(S) 
Pk- -  
Kk_ l(S, 1) -- Ok(s) Kk_1(1, 1)' 
Furthermore, Pi > 0 for i = 0, 1 ..... k -  1 and sgn Pk = sgn(t l~-s).  
LEMMA 4. For any k = 1, 2, ..., 
s2k l(9~)=tk 
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and the polynomial (s) f 2k_l(t) (see (1.27)) with s=tk  is optimal for the 
(2k -1) -des ign  covering problem and it coincides with (Qk( t) )2/( t - tk) up to 
a constant factor. 
Proof For every s, with t1'_11 ~<s< 1, the polynomial  f ( t ) -  (~) - - f  2k- 1(t) 
satisfies f(t)<<.O for -l<<.t<~s and by Lemma 3 its zeroth Fourier 
1 (s) coefficient fo = ~ -1 f :k -1 ( t )  dr(t) - (~) sign(tk - s), -pk f2k_ l (1 ) .  Since sign Pk = 
t~" I_1 < t k < 1 (~) and f2k - 1( 1 ) > 0, it follows that s:~_ l(Y)l) i> tk. TO prove the 
converse inequality we apply Lemma 3 for s = tk. I f  s'~> tk then for every 
polynomial  f ( t )  = ~.~o 1 ~Qe(t)  such that f ( t )  ~ 0 for - 1 ~ t ~ s', 
k 
fo = ~ P,f(~,)  <- 0 
i--O 
holds, since Pi > O,  - -  1 <<. o~ i <<. s <~ s',i = 0, 1 .... , k -  1, and Pk = O. Thus 
s2k 1(92/)=tk and for s= tk the polynomial  f~_ l ( t )  is optimal for the 
(2k -  1)-design covering problem. To complete the proof  we observe that, 
by (1.14), (1.15), and (1.13), 
( t - s )  K 1"° (t s) Qk(t)  Q 1'°_ / - I I ' 0  (t) k-- 1' ' I(S) -- Qk(S) ~k-- 1~ 
m 
n l ' °  ~s) Q~,O (1 s )K  1,° rl s) Qk( 1 )~k- l t  -- -- k - l ,  , Qk(s) 1(1) 
which coincides with Qk(t) for s = t k. 
LEMMA 5 [28, 23]. Let k~ 1 and t l " °<s< 1. Then the polynomial 
(1 - t)(1 + t ) ( t - s )  K~'l,(t,  s) 
has k + 2 simple roots f lo , /~1 . . . .  , flk + 1 such that flo = - 1 < fla < ... < flk = 
S <f lk+l  = 1 and for every polynomial f (  t) = Z/2~o f~Qi(t), 
1 k+l  
f f ( t )  dv(t) = ~, ~if(fle) f0 
= --1 i=0 
holds, where 
K~(s, 1) 
Yo --Kk(-- 1, --1) Kk(s, 1)--Kk(1, --1) Kk(S, --1)' 
~i=(c l ' l ( i - - t~2)  Klk ' l (~i , J~i)) - - I  , i=1 ,2  ..... k, 
K~(s, - 1) 
7k+l--Kk(1,  1) Kk(s, -- 1)--Kk(1, --1)Kk(s, 1)" 
Furthermore, ~/> 0, i = 0, 1, ..., k, and sign ?k+ 1 = sign( t°' 1 _ s). 
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LEMMA 6. For every k = 1, 2, ..., 
s2k(9~) = t °" ' 
and the polynomial (s) f2k(t) (see (1.28)) with s=t  °'' is optimal for the 
2k-design covering problem and it coincides with (QO. l(t))2/( t o., - t  k ) up to a 
constant factor. 
Proof For any s , t~ '°<s<l ,  the polynomial f ( t )=f~( t )  satisfies 
f(t)<~O for - l<~t<~s and by Lemma 5 its zeroth Fourier coefficient 
, (s) (s) )co = I-1 fzk(t) dr(t) = yk+lf2k(1). Since sign ~k+l = sign( t°'l --s), t~ '° < 
t o, 1 < 1, and f~k)(1) > 0, it follows that s2k(gJt)/> t°' 1. To prove the converse 
o, ~ then for every polyno- inequality we apply Lemma 5 for s = t o' ~. If s'/> t k 
mial f ( t )  = ZZ~of~Q~(t) such that f(t)  ~<0 for -1  ~< t<<,s', 
k+l  
)Co = ~ ?~f(fl,) <<. 0 
i=0  
holds, since ~i>O, -l<~lqi<~s<~s', i=0,1, . . . ,k ,  and ?g+l=O. Thus 
s2k(~J~)= t °'1 and for s t °'' the polynomial (~) = f2k(t) is optimal for the 
2k-design covering problem. To complete the proof we note that by (1.14), 
(1.15), and (1.13) 
(t - -s)  Klk'l_l(t,s) Q°' l(t) Q~,l_l(S)-Q°,l(s ) Qlk'l_l(t )
(1-s)K~,~_~(1, s) Q°, ~(1) , , ,  ,,, Qk- i(s) - QO, i(s ) Qk- 1(1) 
which coincides with QO, '(t) for s = t o' 
Now we are able to derive Theorem 2 from the results obtained, taking 
into account he introduced notation sd~Dt). 
THEOREM 2. Let W be a r-design in 9)t. Then 
t (p (w) )>~s~(~)=~t  if  r=2k-1 ,  (2.3) 
I t  °'l if r=Zk.  (2.4) 
Moreover, the bounds (2.3) and (2.4) are attained if and only if there exists 
= Qk (t) and fy. w(t) = ((t + 1)/2) QO, l(t), a point y~gJ~ such that fy, w(t) o,o 
respectively. 
Proof The bounds (2.3) and (2.4) and the sufficiency of the conditions 
for their attainability follow from Lemmas 1, 2, 4, and 6. To prove the 
necessity of the conditions we use the fact that, by Lemma 2, there exists 
a point y ~ J t  such that for every x~ W the equality g(*)(t(d(x, y ) ) )=0 
holds, where g(*)(t) is the optimal polynomial for the r-design covering 
problem. It remains to be checked only that for each root fl of g~*)(t) 
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(-l~<2~<s~(gJ/)) there exists a point xe  W such that t(d(x, y))= 2. 
Otherwise the polynomial f(t)=g(~)(t)/(t-2) 2 of degree r -2  or f(t)= 
g(~)(t)/(t+l) of degree r - l ,  if r is odd and 2=-1 ,  would satisfy 
Ex~wf(t(d(x,y)))=O, f (2 )<0,  and, by virtue of Lemmas 4 and 6, 
fo = ~ 1_ 1 f(t) dv(t) < 0, in contradiction with the equality (1.10). 
3. ON CODE DISTANCE AND COVERING RADIUS OF 
DESIGNS IN ANTIPODAL SPACES 
In this section we investigate more deeply the attainability conditions of 
the bounds of Theorems 1 and 2 for v-designs in antipodal spaces and the 
behaviour of these bounds in different asymptotical processes. A finite or 
infinite polynomial metric space 9)l with the standard substitution t(d) will 
be called antipodal if for every x ~ 9J~ there exists an Y ~ 93/such that 
t(d(x,y))+t(d(:~,y))=O for any y E 9X. (3.1) 
(3.1) and the standardization of t(d) imply that for any point x of an 
antipodal metric space 93l the point Y is uniquely determined by 
d(x, :~)= D(gX) and it will be called the opposite to x. A code W in an 
antipodal space 9J~ is called antipodal if x ~ W implies that :?~ W. We 
remark that there is a more general definition of antipodality for distance- 
regular graphs but, in the case of polynomial metric spaces, by virtue of 
Theorem 8.24 of [6] it coincides with the definition adopted above. It can 
be shown (see [1, 6, 23]) that for antipodal metric spaces 991, 
Qi(-t)=(-1) iQi(t) ,  i=0,  1, ..., (3.2) 
and for every x ~ 93~, 
v(N)=(-1)iv(x) if v(x)~Vi, i=O, 1,.... (3.3) 
Moreover, note that (1.15), (1.13), and (3.2) imply that 
k 
Kk(1, 1) 1,0 Qk (-t)=Kk(--t ,  1)= ~ riQ~(-t ) Q~(1) 
i=0 
k 
= 2 riQi(t) Q,(-1)=Kk(t, --1)=Xk(1, --1) Q°'l(t). 
i=0 
(3.4) 
The binary Hamming space H(n, 2) and the Johnson space J(2w, w) 
provide examples for finite antipodal polynomial metric spaces. For the 
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Hamming space 93l= H(n, 2) it is known [7] that D(gJ~)=n, k i=r ,= ('}), 
t(d) = 1 - 2d/n, and 
:,) 
where 
PT(d) :  ~ ( -1} j (d '~(n -d '~,  i :0 ,  1, n, (3.6) 
j=o \ j  / \  i - - j  / "'" 
are the Krawtchouk polynomials. Furthermore [ 12, 21-23 ], 
QO, l(t ) P~ ~((n/2)(1-t) )  ~ P~-~( (n /Z) (1 - t ) - l )  
i=0  
QI# ~(t) = P;-2((n/2)(1 - t) - 1) 
i=o  i 
Consequently, if d~(n) is the smallest zero of (3.6) then 
t o' °(H(n, 2))= 1 2dk(n) o, t(g(n, 2)) = 1 2d~(n-  1) 
- -  - - ,  t k , 
?l ?l 
t~'°(H(n, 2)) =1 2(dk(n- -1)+l) ,  'k'~'~(H(n, 2 ) )= l -2 (dk(n -2)+ l  
72 Y/ 
The lower bounds sdg~), 1 ~< r ~< 7, for the quantities t(pdgJ~)) in the case 
9)l = H(n, 2) are presented in Table I. The corresponding upper bounds for 
the covering radius p(W) of r-designs W~_ H(n, 2) have the form p(V/) ~< 
(n/2)(1 - sdH(n ,  2))). 
The unit Euclidean spheres S "-1 in R" are the unique examples for 
infinite antipodal polynomial metric spaces. In the case 9)l = S" ~ it is 
(/+~,-2) ti+,, 3~ t(d)= 1 d2/2, and known [10, 17] that D(gJl)=2, r,.=~ , -2  +~ ~-2 , 
PT" ~(t) n - 3 Qi(t)-p~,/~(1), where c~=f l=-~- ,  i=0 ,  1, ..., (3.7) 
and P~'~(t) are the Jacobi polynomials. Let p~'/~ be the largest zero of 
P~'~(t). Since the polynomials Qi(t) constitute an orthogonal system on 
[ -1 ,  1] with respect o a weight function, which equals (1 -  t2) (n-3)/2 up 
to a constant factor, we have 
a,b n--1)__r j (n- -3) /2+a,(n--3) /2+b t k (S - -rk , a ,b=O, 1 ..... (3.8) 
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TABLE I 
Strength Euclidean sphere S" ~ in R" Binary Hamming space H(n, 2) 
of design t( d) = 1 - d2/2 t( d) = 1 - 2din 
75 sT(a n-1 ) s~(H(n, 2) )  
1 t°'°=0 t°'°=0 
1 1 2 t l  0'1 =-  t l  0'1 =-  
n n 
1 
3 t ° '°-  
4 t20,1 ~/, + 3 + 1 
n+2 
5 to, o=~ n 3 
;2  
6 t o' 
7 t° '°=~/3(n-z)+x/6(n+l)(n+2) 
(n + 2)(n + 4) 
1 t0 ,0=__  
to, 1 nxf~- 1+ 1 
rt 
to, 0 .~/~ -- 2 
n 
to, 1 ~-5+1 
~/3n -- 4 + ~/6n  2 -- 18n + 16 
tO, 0 _ 
n 
We note (see (1.16)-(1.17)) that 
I ( k+; -1 )+(k+n-2~ 
if r = 2k, 
if r=2k+ 1. 
(3.9) 
The lower bounds s~(gX), 1 <~ r ~< 7, for the quantities t(p(~Jl)) in the case 
9J/= S ' - i  are also included in Table I. The related upper bounds for the 
covering radius p(W) of spherical r-designs Wc S ' -1  can be written in the 
form p(W) ~< ~/2(1 - s~(S"-1)) .  
As has already been mentioned in the Introduction, the bound of 
Theorem 1 for the code distance of r-designs in an arbitrary polynomial  
metric space is attained for all tight z-designs (and only for them). Below 
we prove that, in the case of antipodal spaces, the bound of Theorem 2 for 
the covering radius of z-designs is also attained for all tight 2k-designs, but 
for (2k + 1)-designs this is not necessarily true. 
THEOREM 3. For every tight 2k-design W in an antipodal polynomial  
metric space there holds 
t(p( w)  ) = t o' '. 
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Proof Let W be a tight 2k-design in an antipodal polynomial metric 
space. From the attainability condition of the bound (1.16) it follows that 
fw( t )=Ql"° ( t ) .  Considering for a point xe  W, its opposite point 2, and 
using (3.1), (3.4), we obtain f~. w(t) = (t + 1 ) QO, l(t). In virtue of Theorem 
2 this completes the proof. 
Consider the question of the attainability of the bound of Theorem 2 for 
some tight r-designs in the spaces S n 1 and H(n, 2). Some of the examples 
given below for r ~< 3 were presented earlier in [ 15 ]. 
First, note that for every r = 1, 2, ... there exist tight r-designs attaining 
the bound of Theorem 2. Indeed, a regular (r + 1)-polygon W is a tight 
z-design in S n 1 (n  = 2) and the bound of Theorem 2 is attained for W by 
Theorem 3 if r = 2k and by Theorem 2 if ~ = 2k + 1, since in the latter case 
t(d)=cos~b, where ~b is the angular distance, Qk+l(cos~b)=cos(k+l)q~ 
and for any point x of S 1 at the angular distance z~/(2k + 2) from a vertex 
of W there holds fx, w(t) o, o = Qk+l(t). By similar arguments, the set W of all 
binary vectors having even weight and length n=z + 1 form a tight 
r-design in H(n, 2). The bound of Theorem 2 is attained for W by 
Theorem 3 if ~ = 2k and by Theorem 2 if r = 2k + 1, because in the latter 
case t (d )= l  d / (k+l ) ,  oo - Q#+l(t(d)) = Q°d°(t(k+ 1))= Q°'°(0) is equal to 
zero only for all odd d, and, consequently, fx, w(t )= Qk+l(t) for every 
vector x ~ H(n, 2) of odd weight. 
Furthermore, we remark that if r ~< 3 then the bounds of Theorem 3 for 
H(n, 2) and S n 1 coincide, because the corresponding polynomials 
Ql(t) = t, QO, l(t ) = (n t -  1)/(n - 1), Qz(t) = (nt 2 - a)/(n - 1) coincide. For 
= 1, a tight r-design consists of a pair of opposite points and the bound 
of Theorem 2 is attained for every n in the case 9)1 = S n 1 and only for 
even n in the case 93l = H(n, 2). For r = 2 the n + 1 vertices of a regular sim- 
plex inscribed into S " -  1 form a tight 2-design in S n- 1 and the set of rows 
obtained by removing a constant column from a Hadamard matrix of 
order n + 1 forms a tight 2-design in the space H(n, 2). For these 2-designs 
the bound of Theorem 2 is attained by Theorem 3. For r = 3 a generalized 
octahedron, i.e., a set W of 2n vertices having all coordinates zero except 
one coordinate _+ 1 constitutes a tight 3-design in S ~- 1. For any vector 
x¢  W with all coordinates + 1/xfn the equality fx, w( t )= Q2(t) holds and, 
hence, the bound of Theorem 2 is attained. In the case 9J~ =H(n, 2) the 
analog of this construction is the Hadamard code W consisting of the n 
rows of an n-order Hadamard matrix and of the n opposite rows. 
Observe that this code constitutes a tight 3-design in H(n, 2), but that the 
bound of Theorem 2 is not attained if n is not a square. In the case 
n = 22m this code consists of all linear boolean functions of 2m variables 
and for any bent function x (and only for a bent function) fx, w(t) = Q2(t) 
holds (see [24]). This means that the bound of Theorem 2 is attained 
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and p( IV ) - - (n -  x/~)/2. For ~--4 there are two spherical tight 4-designs. 
One is in S 5 and the other is in S 21. From Theorem 3 and Table I we can 
conclude that t(p(IV)) = 1 and t(p(W)) = ¼, respectively. It is known that 
the GoIay (23, 11, 8) code constitutes a tight 6-design in H(23, 2). From 
Theorem 3 and Table I it follows that t (p(W))= 9 and, hence, p (W)= 
(n/2)(1 - t (p (W)) )= 7. We note also that for the well-known [10] spheri- 
cal tight 11-design W with parameters n -- 24, [ W[ = 196560, d(14/) = 1, our 
bound gives p(W) ~< 0.9197. 
Now we determine the behaviour of the bounds of Theorems 1 and 2 in 
certain asymptotical processes. Table I shows how surprisingly close the 
values of t~'b(H(n, 2)) and t~'b(s "-1) are to each other for small k. 
Consider the Hermitian polynomials HK(Z) defined by the recurrence 
relation Hk+l(Z)=2zHk(z) -2kHg_l (z) ,  H_ l (Z)=0,  Ho(z )=l .  It is 
known, (see, for example, [5]) that {Hk(z)} is a system of orthogonal 
polynomials on the whole line ( -o% oo) with respect to the weight 
function exp(-z2),  and the largest root hk of Hk(z) satisfies h i=0,  
h2=l/x/ /2,  h3=x/~,  h4=N/(3+,v//6)/2, and hk=v/~+O(k  -1/6) if 
k~oo.  
LEMMA 7 [21 ]. In the cases 99l = H(n, 2) and ~Jt = S ~- 1 for any fixed 
integers k, a, and b (k >~ 1, a >~ O, b ~ O) and n --, 0% 
t~'b(gJ~)= (X/(X/(X/(X/(X/(X/(~hk a-b--+O (1 )  
n n ~75"  
This lemma has been proved (see Lemmas 4.1 and 6.1 in [21]) with 
a = b. The general case can be proved in a similar way using Lemma 2.9 in 
[21 ]. From Theorems 1 and 2 and Lemma 7 we have Theorem 4. 
TrmORBM 4. In the cases 9Jl = H(n, 2) and 9Jl = S ~- 1 for any fixed r 
(T = 1, 2, ...) andn--+oo, 
t(d,(9)~)) >/~ h[~/2 ] - l+2[z /2 ] -v  ( 1 ) +0 where h o=0, 
n ~ ' 
t(/)T(~J~)) ~ N/ (2 /n)  hE(r+ 1)/2] "~- +O n 
In the other process, when r/n tends to some positive constant 7 while 
and n tend to the infinity, the asymptotical behaviour of values t(d~(gJl)) 
and t(pdg)l)) depends on the antipodal space under consideration. Indeed, 
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taking into account Theorems 1 and 2, Lemma 6.2 of [21 ], and Lemma 4 
in [ 17], we obtain Theorem 5. 
THEOREM 5. Provided v/n converges to some positive constant 7:, while v 
and n tend to infinity, 
t (p~(H(n ,Z) ) )>2x/7(1 -? )  ~f 0<7<~,  
t(p,(S"-l))>~ 2x/~(( l+7) if 0<y< oo. 
1 +27 
The first bound of Theorem 5 is due to Tiet/iv~iinen [35-37]. Although 
the same asymptotic bounds are valid [21 ] for the corresponding values of 
t(d~(gJl)) they do not imply Theorem 5 because the inequality p(W) ~< d(W) 
that is satisfied by all the maximum codes W is not true, in general, for 
r-designs. 
Note that z(W) ~< n for any W~_ H(n, 2). On the other hand, for any n 
and r (n = 2, 3 .... ; r = 1, 2, ...) there exists [27] a T-design W~ S ~-1. Since 
both r(W) and p(W) characterize the accuracy of the approximation by the 
cubature formula (1.7), it is natural to examine also the asymptotical 
behaviour of the maximal covering radius p~(S ~- 1) of spherical v-designs 
while n is fixed and v tends to infinity. From the theory of special functions 
it is known [ 33 ] that for fixed real 0c and fl (0~, fl > - 1 ), 
arcc°spT' ~ j (c~)  when k--* 0% (3.10) 
k 
where j(v) is the smallest positive zero of the first-order Bessel function 
J~(z). Recall that j( - 1/2) = re/2, j(0) = 2.4048 ..... j(½) = n, x / /~+ 2) < 
j (v)< ~/2(v + 1)(v+3) for n>0 and j (v )~v i fv-~ ~ [5, 39]. 
Using Theorems 1 and 2, (3.8), and (3.10) we have the following. 
THEOREM 6. For any fixed n (n=2,3  .... ) and r--* oo 
n-1  
pv(S,l- 1) 2. [n -3"~/  z 
(3.11) 
(3.12) 
Now we obtain bounds for d~(S n- l )  and p~(Sn-1), which would be 
attained if the r-designs were perfect packing and covering by metric balls. 
582a/70/2-8 
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Let N~(S ~-1) be the minimum cardinality of r-designs in S n-1  and (see 
(3.9)) 
M¢(S"- 1) 
A(r, n) = 
N,(S"-  1)" 
Clearly A(v, n) ~< 1 and the bound can be attained only for tight r-designs 
in S " -  x. But spherical tight r-designs can exist only for r ~< 11 (see [2, 3]). 
Consider the following equation with respect o the angle ~, 
N.c(S  n - 1) O-n -- 1(~ b) ~-- O'n--1,  (3.13) 
where O-,_l(~b) is the surface area of a spherical cap on S "-1 of angular 
radius ~b and O-,-1 is the surface area of the whole sphere S n- 1 (o-,_ 1---- 
20-n--1(ZC/2))- Using definitions (1.33), (1.34) of d~(S "~ 1) and palS"-1) it is 
easy to show that the (unique) solution ~b of Eq. (3.13) tends to 0, 
d,(S ~-1) < 2~b, and p~ (S "-1) > ~b when n is fixed and r ~ oo. By the usual 
arguments (see, for example, the proof of Theorem 4.4 in [21 ]) Theorem 
7 follows. 
TI-mOI~M 7. For fixed n (n = 2, 3, ...) and r ~ oo 
d~(S.-') <8 (~(T,n) r: (n2-1-)) l/("-l)/r (3.14) 
V2 n+ 1 1/(n-1) pT(sn-1)>~4(A(r,.) (-~--)) fT. (3.15) 
A comparison of the asymptotical bounds (3.12) and (3.15) gives that 
p~(S"-l)~rc/z for n=2,  as would be expected, and 4x/ /~, ,n ) / r< 
p,(Sn-1)<~4.8096/z for n=3.  Provided that A(v ,n )=l  and n---, 0% the 
ratio of the numerators of the bounds (3.15) and (3.12) converges to 2/e 
and the bound (3.11) is 4/e times stronger than (3.14). However, the proper 
asymptotical behaviour of A(v, n) is unknown and it provides a very 
interesting problem for further research. Moreover, the natural analogs of 
(3.15) for asymptotical processes considered in Theorems 5 and 6 also 
depend on the asymptotical behaviour of A(T, n). 
We remark also that the methods of [21] allow us to get asymptotical 
estimations not only for antipodal spaces. For example, from [21] and 
from Theorems 1 and 2 it follows that for fixed ~ and n ~ 0% 
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r - I  d~(H(n, r)) <~ 
r 
n(1 - x/2/(n(r - 1)) hE~/21) +O(1 ), 
p~(H(n, r)) r - I  -n(1 -x /2 / (n( r -  1))hE(~+ 1)/21)+ O(1), 
r 
w(n - w) W d~( J (n 'w) )<<' - - (1 -  if ~c~,  
- -  W P~(J(n'w))<~W(nn w~)(1-- 2x/~hE(~+a)/21)+O(1)' if 7 -+oo.  
The accuracy of similar estimations depends significantly on the 
asymptotic behaviour of the minimum cardinality N~(gJI) of >designs in 9X. 
Therefore, the problem of asymptotic mprovement of bounds (1.16), (1.17) 
is one of the most important open problems in the theory of polynomial 
metric spaces. 
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