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ABSTRACT
We present a rapid design methodology that combines au-
tomated hyper-parameter tuning with semi-supervised train-
ing to build highly accurate and robust models for voice
commands classification. Proposed approach allows quick
evaluation of network architectures to fit performance and
power constraints of available hardware, while ensuring good
hyper-parameter choices for each network in real-world sce-
narios. Leveraging the vast amount of unlabeled data with a
student/teacher based semi-supervised method, classification
accuracy is improved from 84% to 94% in the validation
set. For model optimization, we explore the hyper-parameter
space through population based training and obtain an op-
timized model in the same time frame as it takes to train a
single model.
Index Terms— Voice Commands, Semi-supervised train-
ing, Population Based Training
1. INTRODUCTION
Recognition of short speech utterances, keywords, or voice
commands as will be referred to in this paper is of interest in
multiple domains. We already are experiencing an increase of
speech interactions with devices around us through voice user
interfaces [1]. However, high power and processing require-
ments for accurate and robust detection of voice commands
can limit human interaction. Thus, it is of great interest to be
able to rapidly design models that can fit within a given hard-
ware with best possible performance. Re-purposing a deep
neural net model for new hardware constraints usually require
re-tuning of hyper-parameters and re-training which can be
very time consuming. Besides hardware constraints for such
applications, there is still the typical problem of not having
enough labeled data to realize a robust system. Even in the
presence of vast amount of labeled data, the environments in
which these systems are deployed may have a different dis-
tribution of inputs compared to the training data, leading to
significant decrease in accuracy and robustness.
In this work we tackle these problems through a combi-
nation of techniques. First, we show that robust and accu-
rate voice recognition systems can be trained through a semi-
supervised technique which has been shown to be very effec-
tive in the vision domain[2]. This approach also allows for
systems to continually learn after deployment from unlabeled
data, although this aspect of semi-supervised training is be-
yond the scope of this current study, and is a part of our future
work. Second, automated hyper-parameter tuning of model
parameters with Population Based Training [3] can match or
exceed the validation accuracy of hand-tuned models. This
automated approach helps rapid customization of model size
to fit a specific hardware constraint while ensuring high vali-
dation accuracy.
We demonstrate the effectiveness of our approach on a
classification task using the Speech Commands Dataset [4].
This dataset contains one-second long utterances for a set of
30 words, with varying quality and different accents. Models
are evaluated according to the classification accuracy in the
validation set, defined as correctly labeling an input sample
into one of twelve possible classes (yes, no, up, down, left,
right, stop, go, on, off, unknown word, silence). The amount
of unlabeled data (>150k utterances) is greater compared to
the labeled data (about 65k) in the dataset, and the unlabeled
data contains words that have not been included in the labeled
dataset, making it realistic for deployment.
In Section 2 we review the related work. In Section 3
we present our data processing, model selection, and semi-
supervised training methodology for training our model and
present our results. In Section 4 we present our methodol-
ogy for hyper-parameter tuning and model adaptations based
on population based training and also present the results. In
Section 5 we conclude with a discussion of the strengths and
weaknesses of the techniques used, and possible future direc-
tions for this work.
2. RELATEDWORK
Usually to improve the accuracy and robustness of a model
an ensemble of models are used. In one such example[5], au-
thors used an ensemble of many strong neural network models
(VGG16, Xception, ResNet50, InceptionV2, InceptionV3) in
order to achieve a high performing model on the Speech Com-
mands Dataset [4]. However, deployment of such a model
with varying hardware requirements is unrealistic from both
an inference and training perspective for practical applica-
tions.
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Our work on the semi-supervised part is closely related
to [2], where the authors show that using a combination of
noise augmentation and student-teacher model results in very
sample efficient models for vision workloads. The work on
population based training for hyper-parameter tuning and
model adaptation is inspired by the work done by [3], in
which they show that evolutionary techniques can beat hand
tuning of deep neural net models and the time taken for the
technique is not any longer than training a single model given
the computational resources.
3. SEMI-SUPERVISED DEEP NEURAL NET
TRAINING FOR VOICE COMMANDS
When training a deep learning model for speech, there are
multiple options for signal representation. Using spectro-
grams have been shown to be effective features in speech
processing [6]. Thus after some experimentation, we also
chose to pre-process the raw audio signal using mel scaled
spectrograms. Comparing this route to using the raw data
(model resulted in being too complex) or using MFCC fea-
tures (saw a degradation of performance) as the input to the
model, we saw an increase in final performance.
Following content-preserving data augmentation tech-
niques are used to increase model robustness: a) Noise su-
perposition (0.1, 0.15, 0.20, 0.25) b) Time stretch (0.81, 0.93,
1.07, 1.23), c) Pitch shift (-3.5, -2.5, -2.0, -1.0, 1.0, 2.0, 2.5,
3.5). Both the background noise sounds provided with the
dataset and generated random Gaussian noise are used as
noise sources.
Due to the temporal brevity of our signal we chose to base
our model on a 2D convolutional network. Our general ap-
proach in finding the final network topology was to start with
simple networks and add network capacity until observing
diminishing returns on validation accuracy. We also exper-
imented with and incorporated several popular network mo-
tifs present in literature based on the measured performance
gains on our dataset. One of these is using residual connec-
tions in the network [7], and as expected, we observed the
ability to increase the depth of our network to improve per-
formance by enabling the flow of the gradient signal from the
output. Second, we used an attention module in our convo-
lutional network (similar to [8]) in order to attend to specific
components of the output feature maps at each stage. The
resulting architecture used for this work is shown in Figure 1.
We used the Speech Commands Dataset [4] for training
our network. Using purely supervised training the top model
validation accuracy was 84%. We were able to improve the
performance to 94% through a variant of the semi-supervised
technique that was previously shown to work well for vision
applications [2]. Briefly, the technique used is a combina-
tion of the two different ways of extracting information from
unlabeled data: a) If two different noisy version of the same
signal are introduced to the model, the model is supposed to
Fig. 1. Proposed network has five identical blocks (top
of the figure) followed by two fully connected (FC) layers.
Block: Consists of two attention sub-blocks and a max pool-
ing layer to reduce the height and width of the feature maps
by 2. Attention Sub-block: Filter is a convolutional filter
with a ReLU output, whereas Gate is also a convolutional fil-
ter of the same size but with a sigmoid output. The output
of the Filter and the Gate are element-wise multiplied. Be-
cause the output of the Gate is between 0 and 1, this could be
thought as gating (attending to, or ignoring) certain portions
of the Filter output. Gated output is followed by batch norm
and dropout.
give the same answer. Hence, the distance of the model out-
put distributions between these two noisy inputs can be used
as a signal to train the model b) Assuming a teacher model
that performs slightly better than the model being trained is
available, it is possible to use the output of the teacher model
as a label to training (student) model in the absence of labels.
The teacher model is realized by the exponential moving av-
erage of the parameters (weights) of the model being trained
(student). The basic intuition is that this teacher network is
formed by ensembling the trained network in time, hence per-
forms marginally better than the model (student) that is being
trained.
Figure 2 shows our training procedure. A minibatch of
data is introduced with mixed labeled and unlabeled data. For
samples that lack the labels the distance (KL divergence) be-
tween the output distributions of the teacher network and the
trained network is used as a loss signal. This is called the
consistency loss, enforcing consistency between the student
and the teacher. For data that is labeled a cross entropy loss
between the model output and the label (classification loss) is
used in addition to the consistency loss. Because the total loss
is a linear combination of these two losses, the weighting of
these losses is another hyper-parameter for the model (which
is tuned using population based training presented in Section
Fig. 2. Scheme for semi-supervised training. The network
being trained (student) is represented as θ, and the teacher
network is the exponential moving average of θ, represented
as θ′. A differently augmented version of the same signal is
fed into both the student and teacher networks.
4).
The validation accuracy as a function of training epochs
of the same network being trained using supervised versus
semi-supervised technique is shown in Figure 3. Using semi-
supervised training, we both get higher final accuracy, and
also faster convergence to top accuracy. The main failure
mode of the supervised model is the confusion of the speech
commands with silence and unknown words (Figure 3). This
is not surprising given that the model never sees any of the
words that are not labeled which are in the test set. This prob-
lem is mostly alleviated in the semi-supervised approach as
the model is trained on a much more diverse set of commands
owing to the ability of being able use the unlabeled data.
4. POPULATION BASED TRAINING FOR
HYPER-PARAMETER TUNING AND MODEL
ADAPTATION
We have used population based training for tuning some
of the hyper-parameters for our model. Briefly, 50 models
are launched to train in parallel, each having their hyper-
Fig. 3. Confusion plots for supervised and semi-supervised
training of the same model. The top plot shows the results
of supervised technique and the bottom one shows the semi-
supervised technique.
parameters of interest initialized randomly in a predeter-
mined range. In this specific study we aimed to tune three
critical hyper-parameters - dropout, consistency weight and
the learning rate of the model.
At the end of every 2 epochs of training each of the mod-
els that are being trained in parallel are evaluated on a hold-
out data set (not the final validation set), and the best 10%
of the population (5 models) are selected. Another 50 mod-
els are launched to trained in parallel, but initialized with the
weights of these chosen individuals, with the hyper-parameter
being tuned slightly perturbed for this population. This is
very similar to mutating the parameters as done in genetic
algorithms, but in this case the perturbation is directly on the
hyper-parameter (not on vectorized representations) and there
is no cross-over being used. Because each model is concur-
rently trained, within the time it takes to train a single model
we can have a model that is nearly optimally trained - al-
though at the expense of computational resources. Another
advantage of using this method is that hyper-parameters are
(a) Hyper-parameter trajectory (schedule)
(b) Final distribution of population
Fig. 4. (a)Visualization of the trajectory of the population in
the hyper-parameter space. Red dot is the starting point, black
lines represents the trajectory taken through training and the
blue dots represent the final locations of the current popula-
tion. (b) Final distribution of the validation scores for the
trained population.
dynamically adjusted, because a new value can be assigned
every 2 epochs. Hence, there is no need for experimenting
with a hand designed hyper-parameter schedule for these pa-
rameters.
The trajectory of the population in the hyper-parameter
space can be visualized to gain intuition into the process as
shown in Figure 4 (a). Interestingly, best schedule found for
the hyper-parameters seems to have a specific direction in-
stead of a fully random walk, and studying this behavior fur-
ther can provide additional insight into the training process.
We have used this technique to ensure a good set of hyper-
parameters and associated schedules, and studying the spe-
cific behavior was not pursued further for this study, but is an
interest for future work.
Figure 4 (b) shows the distribution of validation scores for
the final population, and the best individual in the population
surpasses 94% final accuracy, which is also used as the final
model.
Besides using population based training for rapidly tun-
ing a given model as done in this case, it could also be used
for the purposes of re-purposing the model for a different de-
vice. Usually this is done through compression techniques
[9]. However when the size of the network has to be down-
sized dramatically, these techniques may not be enough. We
used population based training to reduce the size of the model
(250 Mb) down to (1.5 Mb) to fit on an edge device, with a
performance hit of only 4% (down to 90% from 94%). Specif-
ically a relatively shallow convolutional network was trained
by the same methodology highlighted above to achieve this
result.
5. DISCUSSION
We presented a deep learning model and associated methods
to alleviate challenges in training and deploying systems for
speech commands recognition. Specifically we showed that
using semi-supervised training significantly improves the ac-
curacy and robustness of the model compared to using only
supervised training, resulting in an increase of accuracy from
84% to 94% on the Speech Commands Dataset. Using the
semi-supervised method outlined here also allows the possi-
bility of learning after deployment for added robustness by
periodic re-training on the (unlabeled) data observed during
deployment. Although demonstrating this capability is out of
the scope of our current work, it is a subject of our future
work.
Further, we showed that population based training can be
an effective tool for rapidly iterating through different mod-
els as it allows hyper-parameter tuning and schedule finding
with no extra training time, which in turn allows to investigate
and try out different network topologies rapidly without hav-
ing to worry about tuning. One such advantage is to be able
to change the model to fit the constraints of a given hardware
for the specific application. Using population based training
comes with significant demands for computational resources,
as it is assumed that each individual in the population can be
trained in parallel. Also, the technique only allows for search
in the hyper-parameter space and not in the architecture space.
The methodology for mutating the current parameter (picking
the next set of parameters) can be improved by accounting for
the past history of the individual to be mutated. Thus, despite
the improvements in tackling the challenges in deployment
and performance for voice commands recognition presented
here, there is still room for improvement and these are sub-
jects of our future work.
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