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Introduction.
This paper is the first arising from our project announced in [19] aiming at establishing
a new paradigm for mirror symmetry. At the center of this approach is residual data
associated to certain maximally unipotent degenerations f : X → S of Calabi-Yau vari-
eties. The residual degeneration data consists of the central fibre X0 of the degeneration
together with the log-structure induced from the inclusion X0 ⊂ X , a polarization, and
an element of a “log Ka¨hler moduli space”. We claim that mirror symmetry comes down
to an involution acting on residual degeneration data. In particular, degenerating families
should be mirror-dual if and only if they have dual expressions in terms of residual data.
The deepest result that we prove here is a basic duality between logarithmic complex and
Ka¨hler moduli of central fibres of degenerations as log spaces. Finer consequences for
mirror symmetry will be addressed in a sequel to this paper.
The central idea is to restrict attention to what we call toric degenerations of Calabi-
Yau varieties (Definition 4.1). Roughly put, these are degenerations in which the singular
fibre is a union of toric varieties and the map to the base is log smooth off of some bad set
Z. In this context, we define a dual intersection complex capturing key data about the
degeneration. The dual intersection complex we construct is an affine manifold B with
singularities together with a polyhedral decomposition P. The affine structure depends
on both the irreducible components of X0 and on information about the structure of f at
the most singular points of X0.
If in addition, X is polarized with a choice of relatively ample line bundle L, then the
dual intersection complex B comes equipped with a convex multi-valued piecewise linear
function ϕ. This function can be used to define a discrete Legendre transform, which
gives a new affine manifold Bˇ which is, in a suitable sense, dual to B. In addition Bˇ
carries a new convex multi-valued piecewise linear function ϕˇ. Then Bˇ should be the dual
intersection complex of a mirror degeneration.
This part of the construction is relatively simple and conceptual, but it covers only the
discrete part of mirror symmetry. It is the treatment of moduli that makes this paper
so long. One apparent source of moduli is a change of gluing of the components of X0.
However, an essential insight of this paper is that the correct limiting version of complex
moduli also involves a choice of logarithmic structure. More justification for doing this
will come from the study of deformation theory in the sequel of this paper. On the other
hand, the source of the moduli on the Ka¨hler side is perhaps less clear. In this paper
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we have fairly much reverse-engineered from the complex moduli side. The fact that the
Ka¨hler moduli space is then related (in an expected fashion) to the logarithmic Picard
group should be seen as the first striking verification of our approach. In the sequel to
this paper, we will connect the Ka¨hler moduli more directly to a logarithmic version of
H1,1 and couple this with a base-change theorem, justifying our definition further [21].
Let us consider a simple example of the phenomena we have just outlined. Consider
X ⊆ P3 × A1 defined by the equation
f4 + tx0x1x2x3 = 0
for f4 a general choice of homogeneous polynomial of degree four, with t the coordinate on
A1. Let f : X → A1 be the projection. Then X0 is a union of toric varieties (P2’s) meeting
along toric strata, and the map is generically normal crossings, except at 24 points in X0
where the total space X is singular; call this set of points Z.
We can build the dual intersection complex B of X as follows. Because X0 is normal
crossings, B will be a simplicial complex and coincide with the traditional dual intersection
complex: we have a vertex for each irreducible component of X0, and if v0, . . . , vk are
vertices corresponding to components Xv0 , . . . , Xvk , then 〈v0, . . . , vk〉 is a simplex of the
dual intersection complex if and only if Xv0 ∩ · · · ∩ Xvk 6= ∅. Thus in this case, B is
the boundary of a tetrahedron. B carries a polyhedral decomposition P, namely the
collection of simplices of this simplicial complex. To make B an affine manifold with
singularities, we remove the midpoints of each edge; these will be singularities of the affine
structure. Identify each face with the standard simplex in R2; this gives an affine structure
in the interior of each face. Standard simplices appear here because f : X \ Z → A1 is
normal crossings; in the more general case we will replace simplices by lattice polytopes.
To define affine charts in a neighbourhood of each vertex v, we specify a fan structure
at v. This means we choose a complete rational polyhedral fan Σv in R
2, and a homeo-
morphism between an open neighbourhood of v and an open neighbourhood of 0 in R2,
giving a one-to-one correspondence between cells of P containing v and cones in Σv, so
that in the interior of each maximal cell of P containing v, the homeomorphism is an
element of Aff(Z2). To construct the dual intersection complex, we take the fan Σv to be
the fan defining the irreducible component Xv. This gives the following picture:
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To construct the intersection complex Bˇ of X , we need to choose a polarization on X0,
say given by the restriction of OP3(n) for some n to X0. Then restricting this line bundle
to each irreducible component of X0, we take the Newton polytope of this line bundle,
giving in our example the standard simplex of R2 rescaled by a factor of n. These are
glued together in the obvious way to reflect the intersections of the components of X0,
again yielding a tetrahedron in this example. This gives a polyhedral decomposition Pˇ
on Bˇ which is dual to P. Finally we specify an affine structure with singularities by
specifying a fan structure at each vertex. This time we take as fan the normal fan to
the corresponding (maximal) cell of the dual intersection complex. The example of the
quartic is perhaps misleading though because Bˇ is the same thing as B, rescaled by a
factor of n. We will see in §4, however, that it is always true that B and Bˇ are related
by a discrete Legendre transform.
Now going from a toric degeneration to its intersection complex or dual intersection
complex is easy; going backwards is more difficult, and we do not complete this task in
this paper. Rather, we only show how to go from (B,P) to a family of log Calabi-Yau
spaces. To illustrate this, consider the case that B is two dimensional, as above, and the
polyhedral decomposition P subdivides B into standard simplices. Then to each vertex
v ∈ P is associated a fan Σv, obtained by looking at P in a small neighbourhood of v in
B. We then obtain a corresponding toric variety Xv. These varieties can then be glued
together in a way whose combinatorics is specified by B and P: we want to construct a
scheme or algebraic space X0 whose dual intersection complex is (B,P). There is some
moduli to this gluing, say specified by some data s. We then obtain spaces X0(B,P, s)
given by this gluing. In this simple case, X0(B,P, s) is normal crossings, and as studied
by Friedman in [12], the deformation theory of X0(B,P, s) is controlled partly by a sheaf
ND = Ext1(Ω1X0(B,P,s),OX0(B,P,s)), a line bundle on the singular locus D of X0(B,P, s).
It turns out this sheaf can be calculated in terms of B and s, and in particular, the
restriction of ND to any irreducible component of D, corresponding to an edge τ of P,
is OP1(n), where suitably defined monodromy of the affine structure is
(
1 n
0 1
)
around
the singular point in the interior of τ . (See Example 3.30. In the quartic example above,
n = 4 for each singular point.) In order for X0(B,P, s) to be smoothable, ND must
have a section not generically zero along any component (and the zeroes will be related
to the singular set Z mentioned above). This places restrictions on both the numbers
n (obviously we need n ≥ 0, which is the positivity condition of §1.5) and s. It turns
out in this case specifying a section of ND with no zeroes at singular points of D is the
same thing as choosing a log structure on X0(B,P, s) and a morphism to a log point.
Thus the full moduli space we are interested in is, in this example, the moduli space of
pairs X0(B,P, s) and sections of ND not vanishing at any singular point of D. This can
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be viewed as a rough approximation to the moduli space of a smoothing of X0(B,P, s):
they in fact have the same dimension.
For more general B,P or more general types of toric degenerations (not just normal
crossings) the situation is much more complicated. This is the difficulty alluded to above
which makes this paper so long. It is necessary to consider more general degenerations,
for if we restricted to normal crossings degenerations, the mirror degenerations could only
involve irreducible components isomorphic to Pn.
As much more motivation was already given in [19], we will end this discussion here
and rather give a summary and reader’s guide to the paper. A lot of the content is quite
technical, so a good deal can be skipped on a first reading, and we will try to explain
what is or is not essential for absorbing the basic ideas of the paper.
Section 1 is devoted entirely to affine manifolds, and the structures on them which
will play a role in the remainder of the paper. Section 1.1 is intended as a warm-up,
reminding the reader of basic concepts of affine manifolds, simple examples, and a review
of the Legendre transform in this context. This provides important motivation, as the
Legendre transform is key to Hitchin’s elaboration of the SYZ (Strominger-Yau-Zaslow)
approach to mirror symmetry [47], [24]. As we replace the Legendre transform with
the discrete Legendre transform, we are able to argue that our approach is an algebro-
geometric version of SYZ.
Section 1.2 introduces affine manifolds with singularities, and gives some basic exam-
ples, such as Example 1.18. These first two sections are straightforward and are essential
reading.
In §1.3, we introduce the basic combinatorial objects: polyhedral decompositions of
integral affine manifolds with singularities. This is essentially just a decomposition of
an integral affine manifold with singularities into lattice polytopes, though there is some
subtlety in how such polytopes are allowed to interact with the singular set of the affine
manifold. The definition, Definition 1.22, is essential for this paper, and Construction 1.26
is the prime example: we will use this to construct the discrete Legendre transform and
the dual intersection complex. We note that both this definition and construction have
already been given in [19]. The remainder of the section explores properties of polyhedral
decompositions and auxiliary constructions. These are all quite important for the paper,
but proofs may be skipped without great harm.
Section 1.4 describes the discrete Legendre transform and its properties: Proposition
1.50 and Proposition 1.51 summarize these. We make connections with the standard
discrete Legendre transform on Rn in Example 1.52, and with Batyrev duality in Example
1.53.
Section 1.5 defines two properties of affine manifolds with singularities. The first is a
positivity property, a generalisation of the phenomenon which occurs in elliptic fibrations
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which forces suitably normalized monodromy around Kodaira-type In fibres to be positive
in a certain sense. The second is simplicity, an analogue of the notion introduced for torus
fibrations in [15]. These definitions, especially that of simplicity, are a bit technical, and
the whole section could be skipped until these definitions are used in §§4 and 5.
In §2, we begin the process of constructing toric log Calabi-Yau spaces from pairs
(B,P), where B is an integral affine manifold with singularities and P is a polyhedral
decomposition on B. We actually give two dual constructions in §§2.1 and 2.2, depending
on whether we view (B,P) as the intersection complex or dual intersection complex of
the degeneration. The former case, which we refer to as the cone picture, is technically
easier and in fact produces a projective scheme (if B is compact), whereas the latter
case, which we refer to as the fan picture, is technically harder and produces only an
algebraic space. In fact, most of §2.2 is devoted to constructing an explicit e´tale open
cover of this algebraic space, which we will need for later aspects of the construction. This
construction has a number of subtleties having to do with the role of the singularities in
B. We recommend strongly reading §2 through Example 2.17, as this will illustrate these
subtleties. Most of the rest of the section is devoted to the details of the construction of
an algebraic space X0(B,P, s) starting with data (B,P) and so-called open gluing data
s (Definition 2.25). This can be skimmed, but open gluing data will play an important
role. At the end of §2.2, we compare the fan and cone pictures, and compute the dualizing
sheaf and basic invariants of X0(B,P, s). These statements should be read.
Section 3 introduces log structures. The main new idea in this paper is the significance
of log structures in mirror symmetry. While the definition of a log structure is very simple,
learning to work with them can take some time. So §3.1 provides an introduction to the
sorts of log structures we use. Given a toric degeneration f : X → S, the special fibre X0
inherits a canonical log structure from the inclusion X0 ⊆ X . This log structure should
be thought of as providing key information about the smoothing. Furthermore, while our
construction of the dual intersection complex as an affine manifold depends not just on
X0 but the map f : X → S, in fact all the information needed about f is contained in
the log structure on X0. So our dual intersection complex construction makes sense not
just for toric degenerations, but also for what we call toric log Calabi-Yau spaces, log
spaces which look like degenerate fibres of toric degenerations, defined over the standard
log point. Thus, if one wants to understand mirror symmetry by studying singular fibres
of degenerations, one cannot work just with the singular fibres, but must also involve the
log structure. In fact, the discrete Legendre transform will interchange information about
the irreducible components of a toric log Calabi-Yau space with information about the log
structure of its mirror. Hence, log structures lie at the heart of our construction. Section
3.1 is thus essential reading.
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In §§3.2 and 3.3 we begin to address the question: given an affine manifold with singu-
larities B with polyhedral decomposition P and open gluing data s, how do we put a log
structure on X0(B,P, s) in order to make it a log Calabi-Yau space? We are able to con-
struct a sheaf of sets on X0(B,P, s) whose sections define suitable log structures. This
construction is explained in §3.2, and in §3.3, we actually compute this sheaf explicitly.
This latter section is the technical heart of the paper, and can probably be skipped on a
first reading. The eventual goal is to identify global sections of this sheaf; this is finally
accomplished in the case that B is positive and simple in Theorem 5.2, with one of the
main theorems of the paper being Theorem 5.4. This allows us, in the simple case, to cal-
culate the moduli space of log Calabi-Yau spaces with a given dual intersection complex
(B,P). This moduli space will play the role of complex moduli in mirror symmetry for
toric log Calabi-Yau spaces.
Section 4 introduces the notions of toric degenerations and log Calabi-Yau spaces, and
in §4.1 we give these definitions and the construction of the dual intersection complex,
reversing the constructions of the previous two chapters. The construction of the dual
intersection complex was already explained in less detail in [19]. A brief §4.2 discusses
the polarized case and the intersection complex. Section 4.3 makes the connection with
positivity: we show the dual intersection complex of a toric degeneration of Calabi-Yau
varieties is always positive, hence justifying the definition of positive. Finally, in §4.4, we
continue some of the calculations leading up to the proof of Theorems 5.2 and 5.4. This
is again technical, but Examples 4.28 and 4.29 should prove informative.
Section 5 ties together all the strands so far. We complete the calculation of the moduli
of log Calabi-Yau spaces with a given dual intersection complex in the simple case. The
proof relies on most of the technical aspects developed so far in the paper. However, the
answer is elegant: the moduli space in fact coincides with a cohomology group of a natural
sheaf on B, determined canonically by the affine structure. Furthermore, this is precisely
the group expected from previous experience with the Strominger-Yau-Zaslow conjecture.
In §5.2, we compute the log Picard group; this can probably be skipped altogether as
it merely provides motivation for the definition of the log Ka¨hler moduli space in §5.3.
The log Ka¨hler moduli space will be canonically isomorphic to the moduli space of log
Calabi-Yau spaces for the mirror. There is no technical content in §5.3, and in fact the
reader may wish to read this section early on! There we also describe the many aspects
of this program left undone.
Remark 0.1. Contrary to [37] or [13], we use the following convention. Let Σ be a fan
defining a toric variety X, with toric Weil divisors D1, . . . , Dn corresponding to rays
R1, . . . , Rn of Σ with primitive generators v1, . . . , vn. If D =
∑
aiDi is a Cartier divisor,
we take the piecewise linear function ψ on the fan Σ corresponding to D to take the
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values ψ(vi) = ai, rather than ψ(vi) = −ai, as in [37] or [13]. This will affect various signs
throughout. 
We would like to thank Klaus Altmann, Robert Friedman, Maxim Kontsevich, Marco
Ku¨hnel, Arthur Ogus, Martin Olsson, Simone Pavanelli, Stefan Schro¨er, Balazs Szendro¨i,
Richard Thomas, and Ilia Zharkov for useful conversations during the progress of this
work.
Part of this work has been done while the first author visited RIMS in Kyoto and
the second author stayed at the Institut de Mathe´matiques de Jussieu in Paris. They
thank these named institutions for hospitality, and in particular their respective hosts,
Kyoji Saito and Claire Voisin. We would also especially like to thank the referee for his
invaluable comments.
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1. Affine Manifolds
1.1. Affine Manifolds and Invariants. We will start by reviewing some basic notions
concerning affine manifolds and their relation to mirror symmetry. For basic information
on affine manifolds, we follow Goldman and Hirsch’s paper [14].
We fix M = Zn an abelian group, N = HomZ(M,Z), MR = M ⊗Z R, NR = N ⊗Z R.
Then N = M ∗ and NR = M
∗
R if Λ
∗ = HomZ(Λ,Z) and V
∗ = HomR(V,R) for an abelian
group Λ and an R-vector space V respectively, and ⊗ZR is viewed as functor taking
abelian groups to R-vector spaces.
We set
Aff(MR) = MR ⋊GLn(R)
to be the group of affine transformations of MR, with subgroup
Aff(M) =M ⋊GLn(Z).
If M and M ′ are two different lattices, then we denote by Aff(MR,M
′
R) the R-vector
space of affine maps between MR and M
′
R. Here
Aff(MR,M
′
R) = M
′
R × Hom(MR,M ′R).
Similarly
Aff(M,M ′) = M ′ ×Hom(M,M ′)
is the Z-module of affine maps between M and M ′.
Definition 1.1. Let B be an n-dimensional manifold. An affine structure on B is given by
an open cover {Ui} along with coordinate charts ψi : Ui → MR, whose transition functions
ψi ◦ ψ−1j lie in Aff(MR). The affine structure is integral if the transition functions lie in
Aff(M). If B and B′ are (integral) affine manifolds of dimensions n and n′ respectively,
then a continuous map f : B → B′ is (integral) affine if locally f is given by elements of
Aff(Rn,Rn
′
) (Aff(Zn,Zn
′
)). If in addition f is a local diffeomorphism, we say f is e´tale
(integral) affine.
Remark 1.2. In other papers on the role of affine manifolds in mirror symmetry [31], [23],
affine manifolds with transition maps in MR ⋊ GLn(Z) are considered. We restrict to
the integral case here because these are the affine manifolds which arise when studying
degenerations; this is roughly equivalent on the mirror side to focusing on symplectic
manifolds with integral symplectic forms. Dual intersection complexes arising from toric
degenerations are integral affine manifolds with singularities, as are intersection complexes
arising from a choice of ample line bundle on a toric degeneration. In particular, the
examples given in the introduction associated to the quartic are integral.
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Proposition 1.3. Let π : B˜ → B be the universal covering of an (integral) affine manifold
B, inducing an (integral) affine structure on B˜. Then there is an e´tale (integral) affine
map δ : B˜ → MR, called the developing map, and any two such maps differ only by an
(integral) affine transformation.
Proof. This is standard, see [14], pg. 641 for a proof. 
Note that there is no need for the developing map to be injective or a covering space;
it is only a local isomorphism in general.
Definition 1.4. The fundamental group π1(B) acts on B˜ by deck transformations; for
γ ∈ π1(B), let Ψγ : B˜ → B˜ be the corresponding deck transformation with Ψγ2 ◦ Ψγ1 =
Ψγ1γ2 . Then by the uniqueness of the developing map, there exists a ρ(γ) ∈ Aff(MR)
such that ρ(γ) ◦ δ ◦ Ψγ = δ. The map ρ : π1(B) → Aff(MR) is called the holonomy
representation. If the affine structure is integral, then im ρ ⊆ Aff(M).
Recall that we compose loops γ1 and γ2 in π1(B) so that γ1γ2 is obtained by first follow-
ing γ1 and then γ2. Hence Ψγ1γ2 = Ψγ2 ◦Ψγ1 , from which it follows we have defined ρ to be
a group homomorphism. A different way to view this is by observing that B is naturally
endowed with an affine connection (as opposed to the ubiquitous linear connections) by
pulling back the standard affine connection on MR ∼= Rn via charts. Then ρ(γ) is given
by parallel transport along γ−1 with respect to the affine connection. (See [14].)
Note conversely that given an immersion δ : B˜ →MR and a representation ρ : π1(B)→
Aff(MR) such that ρ(γ) ◦ δ ◦Ψγ = δ, these data induce an affine structure on B.
Example 1.5. (1) If B is an (integral) affine manifold and G is a group acting properly
and discontinuously on B via (integral) affine transformations, then B/G inherits an
(integral) affine structure from B.
(2) As MR is naturally an affine manifold, with the developing map being the identity,
if Γ ⊆ MR is any lattice acting by translations on MR, we obtain an affine structure on
MR/Γ. Here for λ ∈ π1(MR/Γ) = Γ, ρ(λ) is translation by −λ. Thus the affine structure
is integral if and only if Γ ⊆ M .
(3) This example is from [5]. Take M = Z2, and consider the subgroup G ⊆ Aff(MR)
defined by
G = {A ∈ Aff(MR)|A(m1, m2) = (m1 + vm2 + u+ v(v − 1)/2, m2 + v) for u, v ∈ R}.
(This is not quite the form given in [5], but rather G has been conjugated by translation
by (0,−1/2) to obtain better integrality properties). G is isomorphic to R2, and if we
choose any lattice Γ ⊆ G, then Γ acts properly and discontinuously, so that MR/Γ is an
affine manifold, topologically a two-torus. This is the only other affine structure on the
two-torus obtained from MR by dividing out by a properly discontinuous group action.
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(See [5], Theorem 4.5). Note the affine structure is integral with respect to the integral
structure M ⊆ MR if and only if
Γ ⊆ {A ∈ Aff(MR)|A(m1, m2) = (m1 + vm2 + u+ v(v − 1)/2, m2 + v) for u ∈ Z, v ∈ Z}.

We recall the notion of radiance obstruction from [14].
Definition 1.6. Let Lin : Aff(MR) → GLn(R) and Trans : Aff(MR) → MR be the
projections. Here Lin is a homomorphism, but Trans is a crossed homomorphism with
respect to the regular representation of GLn(R) on MR, i.e.
Trans(A1A2) = Lin(A1)(Trans(A2)) + Trans(A1).
Given an affine representation ρ : G → Aff(MR) of a group G, set ρ˜ = Lin ◦ρ. Then
Trans ◦ρ can be interpreted as an element cρ ∈ H1(G,M ρ˜R), where M ρ˜R denotes the G-
moduleMR defined by the representation ρ˜. The class cρ is called the radiance obstruction
of ρ. If B is an affine manifold and ρ : π1(B)→ Aff(MR) is the holonomy representation
of B, then the radiance obstruction of B is cB0 := cρ. 
The radiance obstruction is an important invariant of an affine manifold. It can be
viewed as being analogous to the cohomology class of the symplectic form on a symplectic
manifold.
Theorem 1.7. Two affine representations ρ1, ρ2 : G→ Aff(MR) with ρ˜1 = ρ˜2 are conju-
gate by a translation if and only if cρ1 = cρ2.
Proof. [14], page 631. 
This is important for the following reason. If we compose an affine structure with a
translation, i.e. replace δ with τa ◦ δ where τa denotes translation by a, then the holonomy
representation ρ is replaced by ρ′ with ρ′(γ) = τa ◦ ρ(γ) ◦ τ−1a , and then Trans ◦ρ and
Trans ◦ρ′ are cohomologous:
Trans(ρ′(γ)) = a− ρ˜(γ)(a) + Trans(ρ(γ)).
Thus holonomy representations from affine structures related by translation are conjugate
by a translation, so the radiance obstruction helps classify holonomy representations. In
particular, this allows us to identify integral affine structures:
Proposition 1.8. An affine representation ρ : G→ MR⋊GLn(Z) ⊆ Aff(MR) is conjugate
by a translation to a representation ρ′ : G→ Aff(M) if and only if the radiance obstruction
cρ ∈ H1(G,M ρ˜R) is in the image of H1(G,M ρ˜)→ H1(G,M ρ˜R).
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Proof. If ρ is conjugate to a representation ρ′ : G → Aff(M) then u = Trans ◦ρ′ : G →
M is a crossed homomorphism representing an element of H1(G,M ρ˜) whose image in
H1(G,M ρ˜R) is cρ. Conversely, if cρ is in the image of H
1(G,M ρ˜), then u is cohomologous
to a v : G→M ρ˜, i.e. there exists a ∈MR such that u(g)−v(g) = a− ρ˜(g)a. If τa denotes
translation by a, then this says τ−1a ◦ ρ(g) ◦ τa is in Aff(M) for all g ∈ G. 
The radiance obstruction in fact also plays a role in understanding the Legendre trans-
form, as we shall see, and this is the primary reason for introducing it here.
Definition 1.9. If B is an affine manifold, there is a flat linear connection ∇ on TB, where
if y1, . . . , yn are local affine coordinates, ∂/∂y1, . . . , ∂/∂yn are a frame of flat sections of
TB. Denote by ΛR the local system of flat sections and ΛˇR the dual local system of flat
sections of the dual connection on TB. If furthermore the holonomy of B is contained in
MR ⋊ GLn(Z), rather than MR ⋊ GLn(R), then there exist integral subsystems Λ ⊆ ΛR
and Λˇ ⊆ ΛˇR coming from the inclusions M ⊆MR and N ⊆ NR.
We note that the monodromy of the local system ΛR is precisely the linear part of the
holonomy representation. Thus the radiance obstruction can be viewed as measuring the
difference between the monodromy of ΛR and the holonomy representation.
Remark 1.10. [14] gives a number of ways of realising the radiance obstruction. The Cˇech
realisation will also be of use to us.
Choose an open covering {Ui} of B along with affine charts ψi : Ui → MR. Such a chart
allows us to identify TUi canonically with Ui×MR and the graph of ψi can be viewed as a
section si ∈ Γ(Ui, TUi), which is parallel for the affine connection, and hence is independent
of ψi up to addition by flat sections of TUi. Then (sj − si)ij form a Cˇech 1-cocycle for
ΛR, hence represents an element of H
1(B,ΛR). This group is naturally isomorphic to
H1(π1(B),M
ρ˜
R), and this Cˇech 1-cocycle represents the radiance obstruction under this
isomorphism. If the charts ψi are integral, then sj − si ∈ Γ(Ui ∩ Uj,Λ), yielding the
radiance obstruction in H1(B,Λ). 
Definition 1.11. Let Aff R(B,R) denote the sheaf of affine maps from B to R, i.e.
functions locally of the form f ◦ δ, where f ∈ Aff (MR,R) and δ is the developing map.
This sheaf fits into a natural exact sequence
0 −→ R −→ Aff R(B,R) −→ ΛˇR −→ 0,
analogous to the exact sequence of R-vector spaces affine
0 −→ R −→ Aff (MR,R) −→ NR −→ 0.
Similarly, if B is an integral affine manifold, define Aff (B,Z) to be the sheaf of affine
functions on B locally of the form f ◦δ, where f ∈ Aff (M,Z). There is an exact sequence
0 −→ Z −→ Aff (B,Z) −→ Λˇ −→ 0.
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
Another description of the radiance obstruction:
Proposition 1.12. The extension class of
0 −→ R −→ AffR(B,R) −→ ΛˇR −→ 0
in Ext1(ΛˇR,R) = H
1(B,ΛR) coincides with the radiance obstruction of B.
Proof. Let {Ui} be a cover of B of contractible open sets, and on each Ui choose a
splitting αi : ΛˇR → Aff R(B,R). Then the extension class is determined by the Cˇech
cocycle (αj − αi)ij , αj − αi : ΛˇR → R. To compare this with the radiance obstruction,
note αi determines an affine chart ψi : Ui → Γ(Ui,ΛR) = Hom(Γ(Ui, ΛˇR),R) by ψi(b)(n) =
αi(n)(b), for b ∈ Ui, n ∈ Γ(Ui, ΛˇR) so that αi(n) is an affine linear function on Ui. As in
Remark 1.10, each chart ψi determines a well-defined section si ∈ Γ(Ui, TUi), the graph
of ψi, and the radiance obstruction is represented by (sj − si)ij . But for b ∈ Ui ∩ Uj ,
(sj − si)(b) is the functional on ΛˇR,b = T ∗B,b given by (sj − si)(b)(n) = αj(n)(b)−αi(n)(b).
But this is precisely αj −αi : ΛˇR,b → R, which doesn’t depend on b, so sj − si and αj −αi
coincide. 
To make contact with the metric form of SYZ, we briefly discuss metrics on affine
manifolds.
Definition 1.13. Let B be an affine manifold. A Hessian metric g on B is a Riemannian
metric on B such that locally, for affine coordinates (y1, . . . , yn), there is a potential
functionK such that gij = ∂
2K/∂yi∂yj . The pair (B, g) is called an affine Ka¨hler manifold
or a Hessian manifold. This can be defined in a coordinate independent way as g = ∇dK,
a section of the bundle S2T ∗ ⊆ T ∗ ⊗ T ∗.
Affine Ka¨hler metrics were first studied by Cheng and Yau in [9], where metrics whose
potential in addition satisfies the Monge-Ampe`re equation were studied. Such metrics
should be especially important in the study of mirror symmetry, but we do not pursue
this further here. Affine Ka¨hler manifolds were called Hessian manifolds in [45].
The potential function K is only defined locally, up to an affine function. Thus K can
actually be defined as a multi-valued function on B well defined up to affine functions,
and we consider such functions more generally.
Let B be an affine manifold, π : B˜ → B the universal cover and δ : B˜ → MR the
developing map. We consider continuous maps ϕ : B˜ → R which satisfy the condition
ϕ− ϕ ◦Ψγ = α(γ),
where α is a map α : π1(B) → Aff (MR,R). Here an element of Aff (MR,R) induces a
map on B˜ via composition with δ. Of course Aff (MR,R) is a left π1(B)-module, with γ
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acting by composition on the right with ρ(γ−1) (or thinking of an element of Aff (MR,R)
as a map on B˜ → R, γ acts by composition with Ψγ). Then α is a crossed homomorphism:
α(γ1γ2) = ϕ− ϕ ◦Ψγ2 ◦Ψγ1
= ϕ− (ϕ− α(γ2)) ◦Ψγ1
= γ1(α(γ2)) + α(γ1).
Thus α defines an element [α] ∈ H1(π1(B),Aff (MR,R)). Furthermore, adding an element
of Aff (MR,R) to ϕ replaces α with a cohomologous α′, and any representative of [α] can
be obtained in this way.
Alternatively, we can define [α] ∈ H1(B,Aff R(B,R)) ∼= H1(π1(B),Aff (MR,R)). Choos-
ing a covering of B by simply connected sets Ui and choosing a representative ϕi for ϕ on
Ui, ϕi−ϕj ∈ Aff R(Ui∩Uj ,R) and hence we obtain a Cˇech cocycle in H1(B,Aff R(B,R)).
Suppose now that B carries a metric of Hessian form. Any two local potential functions
K for the metric differ by an affine function, so we can patch to get K : B˜ → R. If
K−K ◦Ψγ = α(γ), the class [α] ∈ H1(π1(B),Aff (MR,R)) ∼= H1(B,Aff R(B,R)) is called
the class of the metric g, as defined by Kontsevich and Soibelman [31].
The developing map yields an isomorphism
δ∗ : δ∗T ∗MR → T ∗B˜ .
Since T ∗MR = MR×NR, δ∗ gives an isomorphism of B˜×NR with T ∗B˜ . Let q : B˜×NR → NR
be the projection. Then (δ∗)−1(dK) is a section of δ∗T ∗MR , so we can view
δˇ := q ◦ (δ∗)−1(dK)
as a function δˇ : B˜ → NR. This is just the differential dK under these identifications.
Because the Hessian of K is positive definite, δˇ is an immersion, hence defining a new
affine structure on B. Note that dα(γ) is naturally identified with an element of NR.
Under this identification, one can check that
tρ˜(γ−1) ◦ δˇ ◦Ψγ + dα(γ) = δˇ,
and thus π1(B) acts on the new affine structure on B˜ by affine transformations. Dividing
B˜ by this action, we obtain a new affine structure on B, which we denote by Bˇ. So
the holonomy representation ρˇ : π1(Bˇ) → Aff(NR) of the affine structure given by δˇ has
linear part ρ˜∗ dual to the representation ρ˜. Also dα(γ) ∈ NR is just the projection of
α(γ) ∈ Aff (MR,R) onto NR. Thus the radiance obstruction of the affine structure δˇ is
just the projection of [α] ∈ H1(π1(Bˇ),Aff (MR,R)) to H1(π1(B), NR).
We can also define the Legendre transform of K as, for x ∈ B˜,
Kˇ(x) = 〈δˇ(x), δ(x)〉 −K(x).
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Then the Hessian of Kˇ defines the same metric as K on B, and dKˇ = δ. For a proof
of this, see [24], §5. We call (Bˇ, Kˇ) the Legendre transform of (B,K). We note we have
shown the radiance obstruction of Bˇ is determined by the class of the metric. Conversely,
the class of the metric on Bˇ is at least partially determined by the radiance obstruction
of B, since dKˇ = δ.
The role of the Legendre transform in the SYZ picture of mirror symmetry is well-
understood, and was first explained by Hitchin [24]. See also [32], which develops this
point of view further. It is precisely the presence of the potential function K which allows
us to pass between B and Bˇ, thus dualizing affine manifolds. One of the key points of
this paper is that we can in fact formulate a discrete version of this, and replace K with
a piecewise linear function. This will enable us to obtain an algebro-geometric analog of
SYZ.
Example 1.14. In Example 1.5, (2), we can take any convex quadratic function K :
MR → R to serve as a potential. Now K satisfies the periodicity condition
K(x+ γ) = K(x) + α(γ)(x)
for γ ∈ Γ, x ∈ MR, and some α(γ) ∈ Aff (MR,R). Taking differentials of this equation,
we get δˇ(x+ γ) = δˇ(x) + dα(γ) ∈ NR. Thus if we set
Γˇ = {dα(γ) ∈ NR|γ ∈ Γ},
then the dual torus can be identified as NR/Γˇ.
In Example 1.5, (3), in fact there is no convex function K :MR → R defining a Hessian
metric on B. (The easiest way to see this is to note that the torus bundle X(B) := TB/Λ
has a natural complex structure on it making X(B) isomorphic to a primary Kodaira
surface, and the pull-back of K to X(B) is the Ka¨hler potential of a Ka¨hler metric.
However a primary Kodaira surface is not Ka¨hler). 
1.2. Affine manifolds with singularities.
Definition 1.15. An affine manifold with singularities is a topological manifold B along
with a closed set ∆ ⊆ B which is locally a finite union of locally closed submanifolds
of codimension at least 2, and an affine structure on B0 = B \ ∆. An affine manifold
with singularities is integral if the affine structure on B0 is integral. We always denote
by i : B0 → B the inclusion map. A continuous map f : B → B′ of (integral) affine
manifolds with singularities is (integral) affine if f−1(B′0) ∩B0 is dense in B and
f |f−1(B′0)∩B0 : f−1(B′0) ∩ B0 → B′0
is (integral) affine. 
16 MARK GROSS AND BERND SIEBERT
Example 1.16. We give a variety of two-dimensional examples.
(1) Let B = {z ∈ C||z| < 1}, B0 = B \ {0}. Let H → B0 be the universal cover, where
H is the upper half-plane with coordinate w and covering map given by w 7→ e2πiw. Then
δ(w) =
(
Re
(
e2πiw
)
,Re
(
ne2πiw
(
w − 1
2πi
)))
defines an affine structure on B0 (this is the developing map of H into R2). If γ is a
counterclockwise simple loop around the origin, then ρ(γ) is linear, given by the matrix(
1 0
−n 1
)
.
To see how this affine structure arises, consider the family f0 : B0×C/〈1, τ(z)〉 → B0 of
elliptic curves over B0 with period τ(z) =
n
2πi
log z. This elliptic curve can be compactified
over B by adding a Kodaira-type In fibre, i.e. a cycle of n projective lines. Let y be the
fibre coordinate in this family: then dz ∧ dy is a holomorphic 2-form, and Re(dz ∧ dy) is
a symplectic form, making the elliptic fibration into a Lagrangian fibration. The Arnold-
Liouville Theorem yields an affine structure on B0. A choice of affine coordinates x1, x2
in a neighbourhood U ⊆ B0 is given by a choice of continuously varying local basis γ1, γ2
for H1(f
−1(b),Z) for b ∈ U . Then at b ∈ U ,
dxj = dz1
(∫
γj
(ι(∂/∂z1)Re(dz ∧ dy))|f−10 (b)
)
+ dz2
(∫
γj
(ι(∂/∂z2)Re(dz ∧ dy))|f−10 (b)
)
,
for z = z1 + iz2. (See [16], §2 for more details concerning the Arnold-Liouville theorem
in the special Lagrangian situation). Taking γ1 to be given by the period 1 and γ2 to
be given by the period τ(z), then dx1 = Re(dz) and dx2 = Re(τ(z)dz), so we can take
x1 = Rez and x2 = Re
(
n
2πi
(z log z − z)) as given.
We note that Rez = 0 gives a well-defined line through the origin. This allows one to
identify this affine structure in a neighbourhood of zero for n = 1 with a neighbourhood
of the singularity defined in (2).
(2) Next we will give an affine manifold (with boundary) with singularities by gluing
together polyhedra. The affine manifold will be a union of two triangles, as depicted in
either the left or right hand pictures below, but we define the affine structure by drawing
the affine embedding of two open sets covering B, obtained by making cuts as shown.
Here the solid lines denote cuts, the “×” being the singular point, and affine coordinates
are given at the vertices of the two triangles. Thus the two pictures give two systems of
affine coordinates, linear on each triangle. The intersection of the two coordinate charts
is just B minus the common edge of the two triangles. On the left-hand component the
change of coordinates is the identity, but on the right-hand component the change of
coordinates is given by (x1, x2) 7→ (x1, x1 + x2). Alternatively, the right-hand triangles
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in the left and right-hand pictures are the same, identified by the linear transformation(
1 0
1 1
)
.
(0, 1)
(−1, 0)
σ1 σ2 σ1
σ2
(0, 0)
(0, 1)
(0, 0)
(1, 1)
(−1, 0)(1, 0)
(3) The dual intersection complex of the quartic degeneration given in the introduction
is an integral affine manifold with singularities.
(4) A cone with a cone angle 0 < α ≤ 2π is an example of an affine manifold with
singularities: take the wedge {z ∈ C|0 ≤ arg z ≤ α} in C, and identify the two edges via
rotation. The holonomy is given by rotation by the angle −α, i.e.(
cosα sinα
− sinα cosα
)
Such a rotation is integral with respect to any lattice in C if α = π, is integral with respect
to the lattice Z[i] ⊆ C if α = nπ/2, 1 ≤ n < 4, and is integral with respect to the lattice
Z[(1 + i
√
3)/2] if α = nπ/3, 1 ≤ n < 6. In no other cases is the cone integral.
In the case these affine structures are integral, these are all interesting singularities.
However, in this paper, the only two-dimensional singularities we will deal with in our
general construction will be those occuring in (1)-(3). In particular, the examples of (4)
do not have polyhedral decompositions in the sense defined in the next section. A more
general approach to building degenerations from affine manifolds with singularities should
also deal with singularities of the second type. This seems possible in two dimensions,
and there is some hope of generalising this to higher dimensions. 
Example 1.17. Let f : X → P1 be an elliptically fibreed K3 surface with holomorphic 2-
form Ω = Ω1+ iΩ2. The fibres of f are Lagrangian with respect to both Ω1 and Ω2. As in
Example 1.16, (1), by the Arnold-Liouville theorem, one then obtains from each of these
symplectic forms an affine structure on B0 = P
1 \∆, where ∆ is the discriminant locus of
f . These affine structures will in fact be related by a Legendre transform. Furthermore,
if [Ωi] ∈ H2(X,Z), then one can show the affine structure induced by Ωi will be integral.
Example 1.18. Let Ξ ⊆ MR ∼= Rn be a polytope containing 0 in its interior, and let
B = ∂Ξ. Denote by Bar(B) the first barycentric subdivision of the boundary of Ξ (see
Definition 1.25). Let ∆ be the union of the simplices in Bar(B) not containing any vertex
of Ξ nor containing the barycenter of any n− 1-dimensional face of Ξ. Set B0 = B \∆.
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We can define an affine structure on B0 as follows. For every n− 1-dimensional face σ
of Ξ, let Wσ = Int(σ). For each vertex v of Ξ, let vˇ ⊆ B be the union of all simplices of
Bar(B) containing v, and set Wv = Int(vˇ). Then {Wσ} ∪ {Wv} form an open cover for
B0. We can then define affine charts for each n− 1-dimensional face σ,
ψσ : Wσ → Aσ ⊆MR
to be the inclusion of σ inside the affine hyperplane Aσ spanned by σ. For a vertex v,
define a chart
ϕv : Wv → MR/Rv
by projection. It is a simple exercise to show this defines an affine structure on B0, which
is integral when Ξ is a reflexive lattice polytope [6]. See [23] for a generalisation of this
construction.
Example 1.19. Let M = Z4+ 1
5
(1, 2, 3, 4), and let Ξ ⊆MR be the polytope with vertices
(−1,−1,−1,−1), (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1).
(Adding the fractional lattice point is not necessary for this example, but will be used in
Example 4.29.) By Example 1.18, we obtain an integral affine manifold with singularities
structure on ∂Ξ. Furthermore, the group Z/5Z acts on M with generator
0 0 0 −1
1 0 0 −1
0 1 0 −1
0 0 1 −1

This cyclically permutes the vertices of Ξ, and one can check it induces integral affine
automorphisms of the boundary. Thus if B = ∂Ξ/(Z/5Z), B is also an integral affine
manifold with singularities. In this case B is in fact a lens space.
Example 1.20. Let Ξ ⊆MR = R3 be the octahedron with vertices
(±1, 0, 0), (0,±1, 0), (0, 0,±1).
Then Z/2Z acts on Ξ by negation, and thus acts on ∂Ξ by affine transformations. Take
B = ∂Ξ/(Z/2Z). This is a real projective plane, with six singular points.
1.3. Polyhedral decompositions. We would like to define a polyhedral decomposition
of an affine manifold B with singularities. Intuitively, we want this to be a cell decom-
position of B into polyhedra in affine space. There are two subtleties which make the
definition slightly complicated. The first is that we would like our cells to be able to be
self-intersecting: for example, if B = R/Z, we would like to take B to be a maximal cell
(viewed as the interval [0, 1] with endpoints identified) and 0 mod Z a zero-dimensional
cell. This is the dual intersection complex of a nodal ellipt
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rule out such a basic example. As a result, we first define a polyhedral decomposition of a
region in MR, and then use this definition locally on B. Secondly, there is some subtlety
in how cells are allowed to interact with the discriminant locus, and this will show up in
the additional restriction given below for toric polyhedral decompositions.
Definition 1.21. A polyhedral decomposition of a closed set R ⊆ MR is a locally finite
covering P of R by closed convex polytopes (called cells) with the property that
(1) if σ ∈ P and τ ⊆ σ is a face then τ ∈ P;
(2) if σ, σ′ ∈ P, then σ ∩ σ′ is a common face of σ and σ′.
We say the decomposition is integral if all vertices (0-dimensional elements of P) are
contained in M . 
For a polyhedral decomposition P and σ ∈ P we define the (relative) interior of σ as
Int(σ) = σ \
⋃
τ∈P,τ(σ
τ.
Definition 1.22. Let B be an integral affine manifold with singularities. A polyhedral
decomposition of B is a collection P of closed subsets of B (called cells) covering B which
satisfies the following properties. If {v} ∈ P for some point v ∈ B, then v 6∈ ∆ and there
exists an integral polyhedral decomposition Pv of a closed neighbourhood of the origin
Rv ⊆ ΛR,v ∼= TB,v (the stalk of the local system ΛR at v or equivalently the tangent space
of B at v) which is the closure of an open neighbourhood of the origin, and a continuous
map expv : Rv → B, expv(0) = v, satisfying
(1) expv is locally a homeomorphism onto its image, is injective on Int(τ) for all τ ∈ Pv,
and is an integral affine map in some neighbourhood of the origin.
(2) For every top-dimensional σ˜ ∈ Pv, expv(Int(σ˜)) ∩∆ = ∅ and the restriction of expv
to Int(σ˜) is integral affine. Furthermore, expv(τ˜) ∈ P for all τ˜ ∈ Pv.
(3) σ ∈ P and v ∈ σ ⇔ σ = expv(σ˜) for some σ˜ ∈ Pv with 0 ∈ σ˜.
(4) Every σ ∈ P contains a point v ∈ σ with {v} ∈ P.
In addition we say the polyhedral decomposition is toric if it satisfies the additional
condition
(5) For each σ ∈ P, there is a neighbourhood Uσ ⊆ B of Int(σ) and an integral affine
submersion Sσ : Uσ → M ′R where M ′ is a lattice of rank equal to dimB − dim σ and
Sσ(σ ∩ Uσ) = {0}. 
We will write Pmax = {σ ∈ P|σ is maximal, i.e. dimσ = dimB}.
Example 1.23. (1) If B =MR, ∆ = ∅, a polyhedral decomposition ofB is just an integral
polyhedral decomposition of MR in the sense of Definition 1.21. In this case, when the
discriminant locus ∆ is empty, the toric condition is vacuous. If B = MR/Γ for some
lattice Γ, then a polyhedral decomposition of B is induced by a polyhedral decomposition
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of MR invariant under Γ. Similarly, in Example 1.5 (3), the same holds. For example,
MR/Γ has a polyhedral decomposition containing only one maximal cell, coming from a
fundamental domain for the action of Γ on MR.
(2) When B has singularities, the definition of toric polyhedral decomposition imposes
some slightly subtle restrictions on how the cells of P interact with ∆. In particular,
it places strong conditions on the holonomy of B locally near ∆: see Proposition 1.32.
However, it is a useful exercise to verify in Example 1.18 that if one takes P to be the
collection of all proper subfaces of Ξ, then P is a toric polyhedral decomposition of B.
Furthermore, in Examples 1.19 and 1.20, this polyhedral decomposition on ∂Ξ descends
to a polyhedral decomposition of B. In particular, in the case of Example 1.19, there is
only one cell of dimension three in the decomposition, and one vertex. One reason for
the complexity of the definition of polyhedral decomposition is that we wish to allow cells
to be self-intersecting, i.e. be polytopes with some sides identified. These examples show
the necessity of this. 
Remark 1.24. Given a polyhedral decomposition P on B, if v is a vertex of P, we
can look at the polyhedral decomposition of Rv in a small neighbourhood of the origin
in ΛR,v. This clearly coincides with a small neighbourhood of the origin of a complete
rational polyhedral fan Σv in ΛR,v:
In fact, we shall shortly see that the data of the affine structures on maximal cells of P
and a fan structure at each vertex v essentially determine the affine structure on B. 
Definition 1.25. Recall that if σ ⊂MR is a polytope, then the barycenter Bar(σ) of σ is
the average of the vertices of σ, and thus is invariant under affine transformations. The
first barycentric subdivision of σ is then the triangulation of σ consisting of all simplices
spanned by barycenters of ascending chains of faces of σ. Thus given a polyhedral decom-
position P of an affine manifold with singularities B, we can define the first barycentric
subdivision Bar(P) of P to be the triangulation consisting of all images of simplices in
the first barycentric subdivisions of all σ˜ ∈ Pv for all vertices v. Because barycentric
subdivisions are affine invariants, this gives a well-defined triangulation of B. Note that
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Bar(P) need not be a polyhedral decomposition of B if ∆ 6= ∅. For example, a vertex of
Bar(P) might be contained in ∆.
For any τ ∈ P, let Wτ be the union of the interiors of all simplices of Bar(P) in-
tersecting Int(τ) (i.e. having the barycenter of τ as a vertex). This can be thought
of as the (open) star of the barycenter of τ in the triangulation Bar(P) of B. Set
W = {Wτ |τ ∈ P}; this is an open covering of B. 
Construction 1.26. We will now describe a standard procedure for constructing affine
manifolds with singularities along with polyhedral decompositions. Let P ′ be a collection
of n-dimensional integral polytopes in MR. Suppose we are given integral affine identifi-
cations of various proper faces of the polytopes in P ′ in such a way that once we glue
the polytopes using these identifications, we obtain a manifold B, along with a decom-
position P consisting of images of faces of polytopes in P ′. In particular, we have the
identification map
π :
∐
σ′∈P′
σ′ → B.
Now B is not yet an affine manifold with singularities. It only has an affine structure
defined in the interiors of maximal cells. When two polytopes of P ′ are identified along
faces, we have an affine structure on that face, but no affine structure in the directions
“transversal” to that face. We cannot, however, expect an affine structure on all of B, and
we need to choose a discriminant locus. This still does not give enough data to specify
an affine structure on B away from the discriminant locus. We will also need to choose
a fan structure at each vertex of P. We define these data below, but first define the
discriminant locus.
Let Bar(P) be the first barycentric subdivision of P. Then we define ∆′ ⊆ B to be
the union of all simplices in Bar(P) not containing a vertex of P or the barycenter of a
maximal cell of P.
For a vertex v of P, let Wv be the union of the interiors of all simplices in Bar(P)
containing v. Then Wv is an open neighbourhood of v, and
{Wv|v a vertex of P} ∪ {Int(σ)|σ ∈ Pmax}
forms an open covering of B \ ∆′. To define an affine structure on B \ ∆′, we need to
choose affine charts on Wv.
For a vertex v of P, let
P
′
v = {(v′, σ′)|v′ ∈ σ′ ∈ P ′ a vertex, π(v′) = v}.
Let Rv be the quotient of
∐
(v′,σ′)∈P′v
σ′ by the following equivalence relation. Let (v′i, σ
′
i) ∈
P
′
v and yi ∈ σ′i for i = 1, 2. Let ω′i ⊆ σ′i be the smallest subface of σ′i containing yi. Then
y1 ∼ y2 if
(1) π(y1) = π(y2).
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(2) v′i ∈ ω′i.
(3) π identifies germs of ω′1 at v
′
1 and ω
′
2 at v
′
2. By this we mean there exist arbitrarily
small open neighbourhoods Ui of v
′
i in ω
′
i such that π(U1) = π(U2).
(This equivalence relation was not quite correct in [19].) For example, if P ′ consists of
the unit square in R2, and B is obtained by identifying opposite sides, we have a unique
vertex v in P and the picture
v
Rv
B
v′
π−1v (Wv)
Condition (3) is necessary in this example, as otherwise there would be further identifi-
cations of the interior one-dimensional faces of Rv.
There is a continuous map
πv : Rv → B
defined by taking b ∈ σ′ ⊆ Rv to π(b), and it is easy to see that if Uv is the connected
component of π−1v (Wv) containing the equivalence class of points {v′ ∈ σ′|(v′, σ′) ∈ P ′v}
in Rv, then Uv → Wv is a homeomorphism. We write this equivalence class of points as
v′.
Rv has an abstract polyhedral decomposition Pv, with v
′ the unique vertex in Uv
mapping to v. We will need to find an embedding iv : Rv → MR. If this is done
appropriately, then a coordinate chart ψv : Wv → MR can be defined as iv ◦ π−1v |Wv , and
expv : iv(Rv) → B can be defined as πv ◦ i−1v , giving both an affine structure on B \∆′
and a proof that P is a polyhedral decomposition of B.
To do this, we need to choose a fan structure at each vertex v of P. This means for each
v we choose a complete rational polyhedral fan Σv in MR (see [37] for a definition) and a
one-to-one inclusion preserving correspondence between elements of Pv containing v
′ and
elements of Σv which we write as σ 7→ σv′ . Furthermore, this correspondence should have
the property that there exist integral affine isomorphisms iσ between the tangent wedge
of σ at v′ and σv′ which preserves the correspondence. Such an isomorphism, if it exists,
is unique (it is determined by specifying what it does to primitive integral generators of
each ray, and by integrality, these must be sent to primitive integral generators). By this
uniqueness, the maps iσ glue together to give a map
iv : Rv →MR
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which is a homeomorphism onto its image. Then it is easy to see that using ψv and expv
as defined above one obtains an integral affine structure on B0 := B \ ∆′ and one sees
that P is a polyhedral decomposition. 
Suppose we have carried out Construction 1.26, and so obtained an affine structure on
B \∆′ and a polyhedral decomposition P. It often happens that our choice of ∆′ is too
crude, and we can still extend the affine structure to a larger open set of B. Our original
discriminant locus ∆′ is a union of all codimension two simplices of Bar(P) not containing
a vertex of P or the barycenter of a maximal cell of P. Let τ be such a simplex. Locally
at a point b ∈ Int(τ), B \∆′ takes the form Rn−2 × (R2 \ {(0, 0)}) topologically. We say
the holonomy around the simplex τ is trivial if the holonomy of the affine structure on
B \∆′ about a simple loop around the origin in R2 \ {(0, 0)} ⊂ Rn−2 × (R2 \ {(0, 0)}) is
trivial.
Let ∆ be the union of all codimension two simplices in ∆′ about which the holonomy
is non-trivial.
Proposition 1.27. The affine structure on B \∆′ extends uniquely to an affine structure
on B \∆.
Proof. Let ω be a simplex of Bar(P) contained in ∆′ but not ∆. Let τ be the minimal
cell of P containing ω. Then 0 < dim τ < dimB. Choose a vertex v of τ such that
ω ⊆ Wv, and we obtain Rv ⊆ ΛR,v, Pv and expv : Rv → B. Let τ˜ ∈ Pv with 0 ∈ τ˜ and
expv(τ˜ ) = τ . Let Uv be the connected component of exp
−1
v (Wv) containing 0, and let ω˜ ⊆
τ˜ ∩Uv be such that expv(ω˜) = ω. Then τ˜ is contained in maximal cells σ˜1, . . . , σ˜m ∈ Pv.
Let U be a small open neighbourhood of Int(ω˜) which is contained in
⋃
σ˜i and such that
expv(U) is disjoint from any simplex in ∆
′ not containing ω. Then U ⊆ ΛR,v inherits an
integral affine structure.
Let U ′ = U \ exp−1v (∆′). If we can show expv |U ′ is an integral affine isomorphism onto
its image in B \ ∆′, then we can patch U and B \ ∆′ and so extend the integral affine
structure across Int(ω).
It is clear from our choice of U that expv |U ′ is a homeomorphism onto its image, and
by construction it is integral affine on
U ′ ∩ (Uv ∪ Int(σ˜1) ∪ · · · ∪ Int(σ˜m)).
If y ∈ U ′ \ (Uv ∪ Int(σ˜1)∪ · · · ∪ Int(σ˜m)), we need to show expv is integral affine at y. Let
V be a small open neighbourhood of y in U ′, mapping V onto an open set expv(V ) which
we can identify via its affine structure as an open set in ΛR,expv(y). Then expv is affine on
V ∩ σ˜i, say given by affine transformations
ψi : ΛR,v → ΛR,expv(y).
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Let γ be the image of a loop based at y which passes from y into σ˜i to 0, then into σ˜j
and back to y. Then up to conjugation by a translation, ρ(γ) = ψi ◦ ψ−1j . Now γ can be
viewed as a loop around a codimension 2 simplex of ∆′ containing ω, so ρ(γ) is assumed
to be trivial. This says ψi = ψj . This holds for all 1 ≤ i, j ≤ m and so expv is affine at y
coinciding with ψi for any i.
Uniqueness follows since for a map between connected open subsets of Rn to be affine
can be checked on any connected, dense open subset. 
Definition 1.28. Let B be an integral affine manifold with singularities and a polyhedral
decomposition P. We define a sheaf ΛP,R on B0 as a subsheaf of ΛR by setting
Γ(U,ΛP,R) =
{
v ∈ Γ(U,ΛR)
∣∣∣∣∀y ∈ U , σ ∈ P with y ∈ σ, v is tangent to σ at y} .
Similarly, we can define ΛP as above as a subsheaf of Λ. Note that if y ∈ Int(σ), the stalk
(ΛP,R)y is the tangent space to σ at y, and ΛP,y is a lattice in (ΛP,R)y. 
The existence of a polyhedral decomposition of an affine manifold with singularities
places restrictions on the nature of its singularities, and whether the polyhedral decom-
position is toric can be detected via its holonomy.
Proposition 1.29. Let P be a polyhedral decomposition of B. an integral affine manifold
with singularities. For any τ ∈ P, there exists an open neighbourhood Uτ of Int(τ) such
that if y ∈ Int(τ) \∆ and
ρ : π1(Uτ \∆, y)→ Aff(ΛR,y)
is the local holonomy representation,
ρ˜ : π1(Uτ \∆, y)→ GL(ΛR,y)
the linear part of the holonomy representation (hence the monodromy representation for
the local system Λ), then the radiance obstruction of ρ is trivial and
(ρ˜(γ)− I)((ΛP,R)y) = 0
for all γ ∈ π1(Uτ \∆, y).
Proof. Let v be a vertex of τ , Rv,Pv and expv as usual, and let τ˜ ∈ Pv with 0 ∈ τ˜ and
expv(τ˜ ) = τ . Let U˜τ be a sufficiently small open neighbourhood of Int(τ˜) such that expv
maps U˜τ homeomorphically to an open neighbourhood Uτ of Int(τ). Let y˜ ∈ Rv map to
y ∈ Int(τ) \∆. Consider a loop in Uτ \∆ based at y, which we can lift to a loop γ˜ in U˜τ
based at y˜. We can always assume, by deforming γ, that γ˜ intersects non-maximal cells
of Pv only in a finite number of points. Indexing these points by Z/mZ, we write them
as y˜ = z˜0, z˜1, . . . , z˜m−1 in order through which γ˜ passes through them, so that we arrive
at z˜m = z˜0 when we have finished traversing γ˜. Let σ˜i ∈ Pv be the maximal cell that γ˜
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passes through between z˜i and z˜i+1. Finally, let zi = expv(z˜i). Identifying a small open
neighbourhood Vi of zi with an open neighbourhood of the origin in ΛR,zi, the map expv
is given by affine maps
ψi−1i : ΛR,v → ΛR,zi
ψii : ΛR,v → ΛR,zi
on exp−1v (Vi)∩ σ˜i−1 and exp−1v (Vi)∩ σ˜i respectively. If z˜i ∈ Int(ω˜i) for some cell ω˜i ∈ Pv,
then ψi−1i and ψ
i
i must agree on the linear space Rω˜i spanned by ω˜i, and since we can
assume Uτ is sufficiently small, we can assume Rω˜i contains Rτ˜ . Thus (ψ
i
i)
−1 ◦ψi−1i is the
identity on Rτ˜ , while ψm−10 and ψ
0
0 identify Rτ˜ with (ΛP,R)y. Now we see that
ρ(γ)−1 = ψm−10 ◦ (ψm−1m−1)−1 ◦ ψm−2m−1 ◦ · · · ◦ (ψ11)−1 ◦ ψ01 ◦ (ψ00)−1,
which is the identity on (ΛP,R)y. In particular, 0 ∈ (ΛP,R)y is fixed by ρ(γ) so the
translational part of ρ(γ) is zero and the radiance obstruction vanishes. 
Remark 1.30. This local triviality of the radiance obstruction can be viewed as saying that
the radiance obstruction cB0 ∈ H1(B0,Λ) is in the image of the inclusion H1(B, i∗Λ) →֒
H1(B0,Λ) induced by the Leray spectral sequence for i : B0 →֒ B. Indeed, local triviality
says that the radiance obstruction is zero in H0(B,R1i∗Λ).
Definition 1.31. Let B be an integral affine manifold with singularities with a polyhedral
decomposition P. If σ ∈ P, then the subspaces (ΛP,R)y of ΛR,y for all y ∈ Int(σ)\∆ are
canonically identified via parallel transport in a neighbourhood of Int(σ) by Proposition
1.29. For any y ∈ Int(σ)\∆ we denote this subspace of ΛR,y by Λσ,R. Similarly, we denote
by Λσ the corresponding subspace of Λy for y ∈ Int(σ) \∆.
Proposition 1.32. Let P be a polyhedral decomposition of B. Then P is toric if and
only if for each τ ∈ P, there exists an open neighbourhood Uτ of Int(τ) such that if
y ∈ Int(τ) \∆ with
ρ : π1(Uτ \∆, y)→ Aff(ΛR,y),
the local holonomy representation, then (ρ˜(γ)− I)(ΛR,y) ⊆ Λτ,R.
Proof. First suppose (ρ˜(γ) − I)(ΛR,y) ⊆ Λτ,R in Uτ , and we will show, possibly after
shrinking Uτ , that there is an affine submersion Sτ : Uτ → ΛR,y/Λτ,R with Sτ (Int(τ)) = 0,
thus showing P is toric. Let v ∈ τ be a vertex, Rv, Pv as usual, with τ˜ ∈ Pv with 0 ∈ τ˜
and expv(τ˜) = τ . Possibly by shrinking Uτ , we can assume there is an open neighbourhood
of Int(τ˜), U˜τ ⊆ Rv, with expv a homeomorphism of U˜τ onto Uτ . If we choose v to be in
the same connected component of τ \ ∆ as y, we can identify ΛR,y and ΛR,v by parallel
transport along a path in τ , and under this identification, the linear space Rτ˜ spanned
by τ˜ is identified with Λτ,R.
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We can then define
Sτ = pτ ◦ exp−1v
where pτ : ΛR,v → ΛR,v/Rτ˜ is the projection. This is a continuous map, and clearly
Sτ (Int(τ)) = 0, so we just need to show Sτ is an affine submersion.
To do so, it suffices to show it is an affine submersion at any point y′ ∈ Int(τ) \ ∆.
Identify a small neighbourhood V of such a point with a neighbourhood in ΛR,y′. If
σ˜1, . . . , σ˜r are the maximal cells of Pv containing τ˜ , then expv is given by an affine map
ψi : ΛR,v → ΛR,y′ on σ˜i ∩ V . On the other hand, holonomy around a simple loop based at
y into σ˜i through y
′ into σ˜j back to y is given by ψ
−1
i ◦ ψj , so by assumption on the local
holonomy, it is clear that pτ ◦ψ−1i = pτ ◦ψ−1j . Thus Sτ is affine at y′, as Sτ coincides with
the affine submersion pτ ◦ ψ−1i for any i.
Conversely, suppose we have an affine submersion Sτ : Uτ → M ′R as in Definition 1.22,
(5). Then for y ∈ Int(τ) \ ∆, Sτ∗ : ΛR,y → M ′R clearly yields a factorization of Sτ∗
as ΛR,y → ΛR,y/Λτ,R
∼=−→M ′R. Thus on Uτ \ ∆, the sheaf kernel of Sτ∗ : ΛR → M ′R
is just obtained from Λτ,R by parallel transport. Thus for any γ ∈ π1(Uτ \ ∆, y), as
ρ˜(γ)(Λτ,R) = Λτ,R, the transformation ρ˜(γ) induces the identity on ΛR,y/Λτ,R ∼= M ′R. Thus
(ρ˜(γ)− I)(ΛR,y) ⊆ Λτ,R as desired. 
There will also be information in the normal directions of a cell τ ∈ P, for example
the fan Στ introduced in Definition 1.35 below. The normal spaces of the cells also glue
into a sheaf, but now special care has to be taken with the discriminant locus because of
monodromy. The following definition turns out to work best.
Definition 1.33. Let B be an integral affine manifold with singularities and a toric
polyhedral decomposition P. We define a subsheaf QP,R of i∗(ΛR/ΛP,R) as follows. A
section s ∈ Γ(U, i∗(ΛR/ΛP,R)) is a section of QP,R if there is an open cover {Ui} of U such
that for any i and for any path γ : [0, 1]→ Ui \∆, γ∗s ∈ Γ([0, 1], γ∗(ΛR/ΛP,R)) is induced
by a section t ∈ Γ([0, 1], γ∗ΛR) (so local sections are constant under parallel transport).
We similarly define a subsheaf QP of i∗(Λ/ΛP).
We note that if y ∈ Int(σ) for some σ ∈ P, and U is a connected open neighbourhood
of y disjoint from any τ ∈ P with σ 6⊆ τ , then
Γ(U,QP,R) = ΛR,y′/Λσ,R
and
Γ(U,QP) = Λy′/Λσ
where y′ ∈ σ ∩ (U \∆). By Proposition 1.32, this is independent of the choice of y′. We
will write
Qσ,R = (QP,R)y
Qσ = (QP)y
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for any y ∈ Int(σ), being independent of the choice of y.
Example 1.34. Suppose dimB = 2, σ1, σ2 ∈ Pmax with σ1 ∩ σ2 = τ a cell of dimension
one, and suppose ∆ ∩ τ = {p}. Thus Int(τ) \ ∆ has two connected components. Then
Λ/ΛP is the constant sheaf Z on Int(τ) \ ∆, and i∗(Λ/ΛP) then has stalk Z ⊕ Z at p,
which is bigger than we want. On the other hand, if Λ has non-trivial monodromy around
p, then Γ(U \ {p},Λ) = Γ(U \ {p},ΛP) for U any sufficiently small neighbourhood of p.
Thus i∗Λ/i∗ΛP has stalk 0 at p. The above definition is designed to give an intermediate
value for the stalk, namely Z.
Definition 1.35. The fan Στ . Suppose B is integral affine with singularities and P is a
toric polyhedral decomposition. Let τ ∈ P. We will construct a rational polyhedral fan
in Qτ,R (with integral structure Qτ ) associated to τ .
Let Sτ : Uτ → M ′R be as in Definition 1.22, (5). For any point y ∈ Int(τ) \ ∆, Sτ,∗
identifies ΛR,y/Λτ,R = Qτ,R with M ′R, so we can take M ′R = Qτ,R. The idea now is that
if we take Uτ small enough, then inside Uτ the decomposition P looks like the pull back
of a fan in M ′R under the map Sτ . Indeed, let Pτ denote the collection of closures of
connected components of the sets Int(σ) ∩ Uτ , where σ ranges over all elements of P
containing τ . For any σ ∈ Pτ , set
Kσ = {aSτ (x)|a ∈ R≥0 and x ∈ σ ∩ Uτ} = R≥0 · Sτ (σ).
Because Sτ contracts Int(τ) to a point, this can be viewed as the tangent wedge to σ at
a point y ∈ Int(τ) modulo the linear space Λτ,R. We set
Στ = {Kσ|σ ∈ Pτ}.
It is clear that Στ is a complete rational polyhedral fan in Qτ,R. Note that if τ is a vertex
v, then this coincides with Σv of Remark 1.24. 
Note we do not necessarily have a one-to-one correspondence between cells of P con-
taining τ and cones of Στ . This is because we have allowed the possibility that cells can
be self-intersecting, as in Example 1.23, (1), where a fundamental domain for the action
of Γ on MR is used to induce a polyhedral decomposition of MR/Γ. It is because of this
possibility that we use the following notion to generalize the concept of inclusion of cells:
Definition 1.36. Let Cat(P) be the category whose set of objects is the set P, and
morphisms are defined as follows: if τ 6⊆ σ then Hom(τ, σ) = ∅; if τ = σ then Hom(τ, σ) =
{id}, and if τ ⊂ σ, then Hom(τ, σ) is the set of 1-simplices in the triangulation Bar(P)
with endpoints Bar(τ) and Bar(σ). If e1 is an edge joining Bar(τ) and Bar(σ) and e2 an
edge joining Bar(σ) and Bar(ω), then e2 ◦ e1 is defined to be the third edge of the unique
2-simplex containing e1 and e2.
28 MARK GROSS AND BERND SIEBERT
The key point here is that if the neighbourhood Uτ of Int(τ) is taken to be sufficiently
small, then there is a natural one-to-one correspondence between the set of connected
components of Int(σ) ∩ Uτ and the set Hom(τ, σ), with each component of Int(σ) ∩ Uτ
intersecting precisely one element of Hom(τ, σ). Thus there is one cone in the fan Στ
coming from σ for each element of Hom(τ, σ), and we obtain a one-to-one correspondence
between cones of Στ and the set ∐
σ∈P
Hom(τ, σ).
Now we can obtain the relationship between Στ and Σσ when τ ⊂ σ; this depends on
an e ∈ Hom(τ, σ) corresponding to a connected component Te of Int(σ) ∩ Uτ . Choose a
path γ in Uτ from some x ∈ Int(τ) \ ∆ to some y ∈ Te \ ∆. By parallel transport this
defines an isomorphism ΛR,x → ΛR,y, and hence a surjection pe : Qτ,R → Qσ,R, which is
defined independently of the path γ by Proposition 1.32. If Ke denotes the cone of Στ
corresponding to the connected component Te, then the map pe is easily seen to identify Σσ
with the quotient fan Στ (Ke), which is defined as follows. This identification is completely
canonical, depending only on e.
Definition 1.37. Let Σ be a fan on a vector space MR, and let τ ∈ Σ be a cone. We
denote by Σ(τ) the fan in MR/Rτ consisting of the cones
{(σ + Rτ)/Rτ |σ ⊇ τ, σ ∈ Σ}.
We say Σ(τ) is the quotient fan of Σ by the cone τ .
We also denote by τ−1Σ the fan of (not strictly convex!) cones
{σ + Rτ |σ ⊇ τ, σ ∈ Σ}.
We call this the localisation of the fan Σ at τ . 
Definition 1.38. The normal fan Σˇτ . Let τ ∈ P, and let y ∈ Int(τ) \∆ be any point.
Let v be a vertex of τ contained in the same connected component of τ \∆ as y, and let
Rv, Pv, and expv be as usual, and τ˜ ∈ Pv with 0 ∈ τ˜ and expv(τ˜) = τ . Then via parallel
translation along τ , ΛR,v can be canonically identified with ΛR,y so that Rτ˜ and Λτ,R
are identified. We can then view τ˜ ⊆ Λτ,R as a polytope under this identification, with
dim τ˜ = dimΛτ,R. In particular, τ˜ is well-defined up to translation in Λτ,R independently
of the choice of y. This associates to each cell a canonical (up to translation) polytope.
We define Σˇτ to be the normal fan in Λ
∗
τ,R to τ˜ in the usual way, as follows. For each
face ω˜ ⊆ τ˜ , let
Kˇω = {f ∈ Λ∗τ,R| f |ω˜ is constant and 〈f, z〉 ≥ 〈f, x〉 for z ∈ τ˜ , x ∈ ω˜}.
Then the collection of cones {Kˇω} form the normal fan Σˇτ in Λ∗τ,R, which is completely
well-defined. It is then easy to see there is a one-to-one correspondence between cones of
MIRROR SYMMETRY VIA LOGARITHMIC DEGENERATION DATA I 29
Σˇτ and the set ∐
ω∈P
Hom(ω, τ).

Definition 1.39. Let P be a polyhedral decomposition of B. Let Aff R(B,R) denote
the sheaf of continuous functions on B to R which are affine when restricted to B0. We
define Aff (B,Z) to be the subsheaf of Aff R(B,R) of functions which when restricted to
B0 are in Aff (B0,Z) (Definition 1.11).
Global affine functions are either unbounded or constant.
Proposition 1.40. Let P be a polyhedral decomposition of B and ϕ : B → R a bounded
affine function. Then ϕ is constant.
Proof. Assume ϕ is non-constant. Then its linear part is non-zero at every x ∈ B0. We
construct a piecewise integral affine map γ : R≥0 → B with intervals of linearity mapping
to edges of P and such that ϕ ◦ γ is strictly monotone. Then ϕ ◦ γ is unbounded because
γ traces through infinitely many edges and on each edge ϕ ◦ γ increases at least by 1.
First note that for each edge τ ∈ P the restriction ϕ|Int(τ) is affine, regardless of τ
intersecting ∆ or not. In fact, there exists a top-dimensional cell σ ∈ P containing τ and
ϕ|Int(σ) is affine linear. By continuity of ϕ the pull-back to some polytope σ˜ covering σ is
then also affine, and there is an edge τ˜ ⊂ σ˜ mapping to τ .
Now we construct γ inductively; in the n-th step γn passes through n edges. For n = 0
just choose a vertex v ∈ B and let γ0 : {0} → B have image v. To construct γn+1 let
τ be the last edge passed through by γn. Thus if γn is defined on [0, a] and the integral
length of τ is l then γn|[a−l,a] is given by [a− l, a] ≃ τ˜ → B. The identification of [a− l, a]
with τ˜ is done in such a way that a− l maps to γn(a− l) = γn−1(a− l). At the endpoint
w = γn(a) the level set of ϕ locally separates B into two connected components with
γn([a− ǫ, a)) being contained in only one of them for ǫ small. Now because P defines a
fan structure at w there exists an edge τ ′ ∈ P emanating from w into the other connected
component. Then ϕ|τ ′ is strictly increasing when starting from w. Hence we can attach
an interval equal to the integral length of τ ′ to the domain of definition of γn and map it
in an integral affine way onto τ ′ to obtain γn+1. 
Proposition 1.41. If i : B0 →֒ B denotes the inclusion and B has a polyhedral decom-
position P, then AffR(B,R) = i∗AffR(B0,R) and Aff(B,Z) = i∗Aff(B0,Z).
Proof. Let U ⊆ B be open, U0 = U \ ∆. Then there is certainly an inclusion given by
restriction Aff R(U,R) → Aff R(U0,R), because U0 is dense in U and thus a function on
U0 has at most one continuous extension to U . Conversely, given an affine function on U0,
to extend it to U we need only to find extensions on an open covering of U ; by uniqueness
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these extensions will glue. Thus we can assume U to be as small as we like. In particular,
we can assume U is a small neighbourhood of a point y ∈ Int(τ) ∩∆, τ ∈ P. Let v be a
vertex of τ , Rv, Pv, expv as usual, τ˜ ∈ Pv with 0 ∈ τ˜ and expv(τ˜) = τ . Let y˜ ∈ Int(τ˜ )
satisfy expv(y˜) = y, and let U˜ be a lift of U to an open neighbourhood of y˜. If σ˜1, . . . , σ˜m
are the maximal cells of Pv containing τ˜ , then
fi := f ◦ expv |(U˜∩σ˜i)\exp−1v (∆)
extends to an affine map ψi : U˜ ∩ σ˜i ⊆ ΛR,v → R. Furthermore, because fi and fj agree
on (U˜ ∩ σ˜i ∩ σ˜j) \ exp−1v (∆), by continuity, ψi and ψj agree on σ˜i ∩ σ˜j . Thus the ψi’s glue
to give a function ψ : U˜ → R. It follows that f can be extended across ∆ as ψ ◦ exp−1v |U .
The same argument works in the integral case. 
Proposition 1.42. If B has a polyhedral decomposition, then there are exact sequences
0 −→ R −→ AffR(B,R) −→ i∗ΛˇR −→ 0
and
0 −→ Z −→ Aff(B,Z) −→ i∗Λˇ −→ 0.
Proof. We have from Definition 1.11 an exact sequence
0 −→ R −→ Aff R(B0,R) −→ ΛˇR −→ 0
on B0, hence an exact sequence
0→ R→ Aff R(B,R)→ i∗ΛˇR
by Proposition 1.41, so we just need to show surjectivity on the right. By Proposition 1.12
and Proposition 1.29, there is an open cover {Uτ |τ ∈ P} of B such that the exact sequence
for Aff (B0,R) splits on Uτ ∩B0 for each τ ∈ P. But then on Uτ , Aff (B,R) = R⊕ i∗ΛˇR,
so we have surjectivity. 
Next we wish to define piecewise linear functions. One natural definition would be to
define a piecewise linear function on B with respect to a polyhedral decomposition P
as a continuous function on B which is affine on the interior of every maximal simplex.
However, this only depends on the affine structure of the polytopes and ignores singular-
ities, and this proposed definition can behave a bit perversely near singularities. Instead,
we refine this by
Definition 1.43. Let P be a polyhedral decomposition of B. If U ⊆ B is an open
set, then a piecewise linear function on U is a continuous function ϕ : U → R which
is affine on U ∩ Int(σ) for each σ ∈ Pmax, and satisfies the following property: for
any y ∈ U , y ∈ Int(σ) for some σ ∈ P, there exists a neighbourhood V of y and a
f ∈ Γ(V,Aff R(B,R)) such that ϕ−f is zero on V ∩Int(σ). We denote by PLP,R(B,R) the
sheaf on B of such functions. Similarly, we define the subsheaf of integral piecewise linear
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functions PLP(B,Z) ⊆ PLP,R(B,R) so that ϕ ∈ PLP(B,R) if ϕ|Int(σ) ∈ Aff (Int(σ),Z)
for each σ ∈ Pmax, and f can be taken to be integral in a neighbourhood of each y.
The restriction on the behaviour near the singularities of the affine structure makes the
following definition possible.
Definition 1.44. Let P be a toric polyhedral decomposition of B and ϕ be a piecewise
linear function on B. For each σ ∈ P, we obtain by Definition 1.35 a fan Σσ in Qσ,R.
Choose any point y ∈ Int(σ), and a small open neighbourhood U of y. By Definition 1.43
there exists an affine function f : U → R such that f |U∩Int(σ) = ϕ|U∩Int(σ). Then ϕ − f
is the pullback by Sσ : U → Qσ,R of a function on Qσ,R which is piecewise linear with
respect to the fan Σσ. We write this function as ϕσ, well-defined up to a linear function.
Definition 1.45. If P is a polyhedral decomposition of B, then there is a commutative
diagram of exact sequences
0 0y y
Z
=−→ Zy y
0 −→ Aff (B,Z) −→ PLP(B,Z) −→ MPLP −→ 0y y y=
0 −→ i∗Λˇ −→ PLP(B,Z)/Z −→ MPLP −→ 0y y
0 0
defining a sheaf MPLP . A similar diagram with R subscripts defines a sheaf MPLP,R.

Definition 1.46. A multi-valued piecewise linear function on an open subset U ⊆ B with
respect to P is an element ϕ ∈ Γ(U,MPLP,R); it is integral if it is in Γ(U,MPLP).
Such a section should be thought of as a collection of piecewise linear functions on an
open covering Ui of U which differ only by affine linear functions on overlaps. The first
Chern class of ϕ ∈ H0(B,MPLP,R) is the image of ϕ under the boundary map
c1 : H
0(B,MPLP,R)→ H1(B, i∗ΛˇR)
(or
c1 : H
0(B,MPLP)→ H1(B, i∗Λˇ)
in the integral case). Using Definition 1.44, a multi-valued piecewise linear function on B
determines a piecewise linear function ϕσ : Qσ,R → R with respect to Σσ, well-defined up
to a linear function. 
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Definition 1.47. A multi-valued piecewise linear function ϕ on B with respect to P
is (strictly) convex if ϕτ is a (strictly) convex piecewise linear function on the fan Στ
for all τ ∈ P. More precisely, if σ is a maximal cone of Στ and nσ ∈ Q∗τ,R satisfies
〈nσ, y〉 = ϕτ (y) for all y ∈ σ, then 〈nσ, y〉 ≤ ϕτ (y) (〈nσ, y〉 < ϕτ (y)) for all y 6∈ σ. Note
this is independent of the choice of ϕτ .
While we will not use it in this paper, the following concept is a natural generalisation
of regular triangulations:
Definition 1.48. A polyhedral decomposition P is regular if there is a strictly convex
multi-valued piecewise linear function on B with respect to P.
One of the key points of this paper is that strictly convex piecewise linear functions can
play the same role as the affine Ka¨hler potentials discussed in §1: in other words, they
allow us to dualize the affine structure using a discrete Legendre transform which we will
explain in the next section.
Remark 1.49. Straightening the discriminant locus. When we construct an affine manifold
with singularities using Construction 1.26, the discriminant locus has been chosen to be
a union of simplices in the barycentric subdivision of P. The intersection and dual
intersection complexes we construct in §4 are special cases of Construction 1.26. However,
in real life, one might encounter affine manifolds with singularities arising from other
sources, such as elliptically fibred K3 surfaces (Example 1.17). Often these examples
carry polyhedral decompositions, but there is no reason to expect the discriminant locus
to be a union of barycentric simplices. It is convenient to note these affine manifolds can
then be deformed into examples of the sort constructed in Construction 1.26.
Thus if B,P does not arise through Construction 1.26, it will often make sense to
replace B and P with a closely related Bstr and Pstr as follows. Each maximal cell σ
of P determines a lattice polytope σ˜ ⊆ ΛR,y for any y ∈ Int(σ) using Definition 1.38.
Furthermore, B is clearly obtained as a topological space via integral affine identifications
between various faces of the polytopes of
P
′ = {σ˜|σ ∈ Pmax}.
Also, we have a fan structure Σv at each vertex of P, and by Construction 1.26 and
Proposition 1.27, we obtain a new affine manifold with singularities structure on B, which
we call Bstr, with discriminant locus ∆str contained in ∆
′
str, the union of all codimension
two simplices of Bar(P) not containing vertices or intersecting interiors of maximal cells
of P. Then as a manifold Bstr = B, and Pstr = P, but the structure of affine manifolds
with singularities is different because ∆str 6= ∆. In the following figure, we see the effects
of straightening. The dotted lines show the first barycentric subdivision.
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All of our examples of affine manifolds with singularities will essentially arise through
Construction 1.26, so this straightening will not be necessary in this paper. 
1.4. The discrete Legendre transform. We now introduce a key concept for relating
an algebro-geometric form of mirror symmetry to the Strominger-Yau-Zaslow approach.
Let B be an integral affine manifold with singularities with a toric polyhedral decompo-
sition P, and assume the discriminant locus of B has been straightened, or equivalently,
(B,P) arises from Construction 1.26. Let ϕ be a strictly convex multi-valued integral
piecewise linear function on B. We will construct a new integral affine manifold with
singularities Bˇ with discriminant locus ∆ˇ. As manifolds, B = Bˇ and ∆ = ∆ˇ, but the
affine structure is dual. In addition, we obtain a toric polyhedral decomposition Pˇ and
a strictly convex multi-valued integral piecewise linear function ϕˇ on Bˇ. We will say
(Bˇ, Pˇ, ϕˇ) is the discrete Legendre transform of (B,P, ϕ).
First we define Pˇ. For any σ ∈ P, define σˇ to be the union of all simplices in Bar(P)
intersecting σ but disjoint from any proper subcell of σ. Put
Pˇ = {σˇ|σ ∈ P}.
This is the usual dual cell to σ, with dim σˇ = n−dim σ. The figure below shows what Pˇ
looks like for the example of Remark 1.49
Of course, σˇ is usually not a polyhedron with respect to the affine structure on B, and
we will build a new affine structure using Construction 1.26.
For any σ ∈ P, we obtain a fan Σσ living in Qσ,R and a piecewise linear function ϕσ on
Σσ by Definition 1.44, defined up to choice of a linear function. This function is strictly
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convex by assumption, and we can consider the corresponding Newton polytope, i.e. set
˜ˇσ = {x ∈ Q∗σ,R|〈x, y〉 ≥ −ϕσ(y) ∀y ∈ Qσ,R}.
Note that because ϕσ is strictly convex there is a one-to-one inclusion reversing corre-
spondence between the faces of ˜ˇσ and cones in Σσ. Given e ∈ Hom(σ, τ) for some τ ∈ P,
there is a corresponding cone τe ∈ Σσ, with corresponding cell τˇe ⊆ ˜ˇσ given by
τˇe = {x ∈ ˜ˇσ|〈x, y〉 = −ϕσ(y) ∀y ∈ τe}.
In addition, ˜ˇσ is an integral polytope because ϕσ has integral slopes.
We can glue these polyhedra together as follows. In the category Cat(P), let e ∈
Hom(σ, τ), determining a face τˇe of ˜ˇσ. In addition, because Στ = Σσ(τe), it is easy to see
that ˜ˇτ ⊆ Q∗τ,R ⊆ Q∗σ,R is just a translate of the face τˇe of ˜ˇσ. This yields a contravariant
functor F from Cat(P) to the category of topological spaces with F (τ) = ˜ˇτ . For e ∈
Hom(σ, τ), F (e) : ˜ˇτ → ˜ˇσ is the unique identification via translation of ˜ˇτ with the face τˇe
of ˜ˇσ. We can then construct the limit of F , i.e. the quotient space of ∐σ∈P ˜ˇσ by these
identifications. We will write this quotient map as
πˇ :
∐
σ∈P
˜ˇσ → Bˇ.
It is easy to see this quotient space is homeomorphic to B itself, with the image of ˜ˇσ
in B being σˇ. This is just a combinatorial identification, but we can achieve this as a C0
map by mapping ˜ˇσ to σˇ ⊆ B in a piecewise linear way on the barycentric subdivisions. In
particular, we have now constructed Bˇ by identifying via affine transformations the faces
of the lattice polytopes ˜ˇσ where σ runs over minimal cells of P. This is the first step
in constructing an affine manifold via the method of Construction 1.26. Note that under
this piecewise linear identification of B and Bˇ, we have
Bar(Pˇ) = Bar(P)
and
Cat(Pˇ) = Cat(P)op.
We also take the discriminant locus ∆ˇ′ as usual as the union of codimension two sim-
plices not intersecting vertices of Pˇ or interiors of maximal cells of Pˇ. Of course ∆ ⊆ ∆ˇ′.
The latter discriminant locus is only provisional, and we will shrink it in Proposition 1.50
below.
To finish specifying an integral affine structure on Bˇ \ ∆ˇ′, we just need to specify a fan
structure at each vertex σˇ of Pˇ (for σ a maximal cell of P).
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Let y be the barycenter of a maximal cell σ, so σˇ = {y}. The cones of the desired fan
Σσˇ should be in one-to-one correspondence with∐
τˇ∈Pˇ
Hom(σˇ, τˇ ) =
∐
τ∈P
Hom(τ, σ),
and the latter set is in one-to-one correspondence with cones in the normal fan Σˇσ (see
Definition 1.38). So it is enough to give integral affine identifications as follows. Let
e ∈ Hom(τ, σ), so y is an endpoint of e and the other endpoint of e is the barycenter of
τ . Then by Definition 1.38, we obtain τ˜ ⊆ σ˜ ⊆ ΛR,y, well-defined up to translation, and
thus we can assume 0 ∈ τ˜ , getting the corresponding cone of Σˇσ being
Kˇe = {f ∈ Λ∗R,y|f |τ˜ is constant and 〈f, z〉 ≥ 〈f, x〉 for all z ∈ σ˜, x ∈ τ˜}
= {f ∈ (Rτ˜)⊥|〈f, z〉 ≥ 0 ∀z ∈ σ˜}.
On the other hand, the choice of e selects a maximal cone σe ∈ Στ and hence a vertex σˇe
of ˜ˇτ , and ˜ˇτ has tangent wedge at this vertex given by the dual cone to σe, namely
{f ∈ Q∗τ,R|〈f, z〉 ≥ 0 ∀z ∈ σe ⊆ Qτ,R}.
We must compare these two cones as follows. We can deform e slightly to a path γ
connecting y ∈ Int(σ) to y′ ∈ Int(τ) \ ∆; parallel transport along γ identifies ΛR,y and
ΛR,y′ in such a way that Rτ˜ and (ΛP,R)y′ are identified. Under this identification, (Rτ˜)
⊥ is
identified with Q∗τ,R, and it is then clear the two cones defined above coincide. This gives
the integral affine transformation identifying Kˇe with the corresponding tangent wedge of˜ˇτ . This is sufficient to define the fan structure of Bˇ at y, and thus we obtain an integral
affine structure on Bˇ \ ∆ˇ′.
Proposition 1.50. Let B be an integral affine manifold with singularities with a toric
polyhedral decomposition P, and a strictly convex multi-valued integral piecewise linear
function ϕ on B. Let Bˇ be as constructed above. Then
(1) Under the canonical identification Bˇ = B the linear part of the holonomy representa-
tion ρBˇ : π1(Bˇ \ ∆ˇ′)→ Aff(NR) is dual to the linear part of the holonomy representation
ρB : π1(B \∆′)→ Aff(MR) (where ∆′ := ∆ˇ′). In other words,
ρ˜Bˇ(γ) = tρ˜B(γ−1)
for all γ ∈ π1(B \ ∆′). Thus in particular, by Proposition 1.27, the affine structure on
Bˇ \ ∆ˇ′ extends to Bˇ0 = Bˇ \ ∆ˇ, where ∆ˇ = ∆. In addition,
ΛB0 ∼= ΛˇBˇ0
and
ΛˇB0 ∼= ΛBˇ0,
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where the superscripts denote the affine structure with respect to which these local systems
are defined. (These are isomorphisms of abstract sheaves, not as subsheaves of the tangent
or cotangent bundles, as the identification B0 = Bˇ0 is not differentiable.)
(2) Pˇ is a toric polyhedral decomposition of Bˇ.
(3) The radiance obstruction of Bˇ0 coincides with c1(ϕ) ∈ H1(B, i∗ΛˇB0) under a natural
inclusion
H1(B, i∗Λˇ
B0) →֒ H1(Bˇ0,ΛBˇ0).
(4) For σ ∈ P, Σˇσ and Σσˇ coincide, and Σˇσˇ and Σσ coincide.
Proof. (1) A path γ in Bˇ \ ∆ˇ′ passes successively through open sets Int(vˇ1) to Wσˇ1 to
Int(vˇ2) to Wσˇ2 etc., where v1, . . . , vn are vertices of P and σ1, . . . , σn are maximal cells
of P; here Wσˇi is the open neighbourhood of the vertex σˇi given in Definition 1.25, and
in fact Wσˇi = Int(σi) and Int(vˇi) = Wvi. Consider parallel transport from Int(vˇi) to Wσˇi
in the local system ΛBˇ0R given by the affine structure on Bˇ0. Now vi is the barycenter
of Int(vˇi) and σˇi = {yi}, with yi the barycenter of σi. Then by construction, ΛBˇ0R,vi is
identified with Q∗vi,R = ΛˇR,vi and ΛBˇ0R,yi is identified with ΛˇR,yi. Furthermore, according
to the description of the fan structure above, ΛˇR,vi and ΛˇR,yi are identified using parallel
translation in ΛR between vi and yi. Thus parallel translation in Λ
Bˇ0
R from vi to yi is
the inverse transpose of parallel translation in ΛR from vi to yi. This makes it clear that
ρ˜Bˇ(γ) = tρ˜B(γ−1) for γ a loop.
In particular, the linear part of the holonomy about a codimension two simplex of
∆ˇ′ is trivial if and only if the linear part of the holonomy of B is trivial around the
simplex. In addition, by Proposition 1.29, the local radiance obstruction near the simplex
vanishes, so if the linear part of the holonomy is trivial, so is the holonomy itself. Hence
by Proposition 1.27 we can take ∆ˇ = ∆. In addition, the identifications of local systems
follows from the statement about ρ˜B and ρ˜Bˇ.
(2) Since we constructed Bˇ and Pˇ by means of Construction 1.26, Pˇ is a polyhedral
decomposition. That it is toric follows from (1) and Proposition 1.32. Indeed, if y ∈
Int(τˇ)\ ∆ˇ, it is enough to show that for any simple loop based at y around a codimension
two simplex ω of ∆ˇ intersecting Int(τˇ),
(ρ˜Bˇ(γ)− I)(ΛBˇ0R,y) ⊆ (ΛBˇ0Pˇ,R)y = ΛBˇ0τˇ ,R.
But ΛBˇ0R,y can be identified with ΛˇR,y, and Λ
Bˇ0
τˇ ,R can be identified with Q∗τ,R. Also ρ˜Bˇ(γ) =
tρ˜B(γ−1). Now ω contains the barycenter of τˇ , which is also the barycenter of τ , so by
Proposition 1.29,
(ρ˜B(γ−1)− I)((ΛP,R)y) = 0,
from which it immediately follows that
(ρ˜Bˇ(γ)− I)(ΛˇR,y) ⊆ Q∗τ,R,
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which is what is desired.
(3) We will compare the radiance obstruction of the affine structure on Bˇ \ ∆ˇ′ in
H1(Bˇ \ ∆ˇ′,ΛBˇ0) = H1(B \∆′, ΛˇB0) and c1(ϕ) ∈ H1(B \∆′, ΛˇB0). Write Λˇ for ΛˇB0 . This
computation will be sufficient since if i′ : B \∆′ →֒ B0 and i : B0 →֒ B are the inclusions,
then it is easy to see that i′∗(Λˇ|B\∆′) = Λˇ on B0, and then by the Leray spectral sequences
for i and i′ we get a series of inclusions
H1(B, i∗Λˇ
B0) →֒ H1(B0, ΛˇB0) →֒ H1(B \∆′, ΛˇB0).
Thus if c1(ϕ) and the radiance obstruction coincide in H
1(B \∆′, ΛˇB0), then they in fact
coincide in H1(B, i∗Λˇ
B0).
To calculate the radiance obstruction and c1(ϕ) on B \∆′, we can use Cˇech cohomology
with respect to the open covering of B \∆′ given by
{Int(vˇ) = Wv|v a vertex in P} ∪ {Int(σ) = Wσˇ|σ ∈ Pmax}.
We can choose the zero function as a representative for ϕ on each Int(σ), as ϕ is linear
there. On each Wv, we choose a representative ϕv for v with ϕv(v) = 0; we can then view
ϕv as a piecewise linear function on the fan Σv in ΛR,v. As such, ϕv is given by an element
ne ∈ ΛˇR,v for each e ∈
∐
v∈σ Hom(v, σ) corresponding to maximal cones of Σv. The
Cˇech 1-cocycle representing c1(ϕ) then takes the value ne on the connected component of
Wv ∩ Int(σ) corresponding to e ∈ Hom(v, σ).
On the other hand, to compute the radiance obstruction of Bˇ \∆′, we can use the Cˇech
realisation given in Remark 1.10. There is a canonical coordinate chart ψσˇ : Wσˇ → ΛˇB0R,σˇ
taking σˇ to zero, the graph of which gives a section of TWσˇ . On the other hand, the
choice of function ϕv determines the polyhedron ˜ˇv ⊆ ΛˇB0R,v, with vertices −ne for e ∈∐
v∈σ Hom(v, σ). This gives a chart ψvˇ : Int(vˇ) → ΛˇB0R,v identifying Int(vˇ) with Int
(˜ˇv).
Again the graph of this chart gives a section of the tangent bundle TWvˇ . It is then clear,
using parallel translation along e to identify ΛˇB0R,v and Λˇ
B0
R,σˇ, that the difference of these
two sections is ne on the connected component of Wv ∩ Wσˇ corresponding to e. Thus
c1(ϕ) and the radiance obstruction coincide.
(4) follows easily from the definitions. 
Finally, we wish to define ϕˇ, the Legendre transform of ϕ. For each σ ∈ P, choose
σ˜ ⊆ Λσ,R as in Definition 1.38, well-defined up to translation. Let ϕˇσˇ be the function
defined on the normal fan Σˇσ given by
ϕˇσˇ(y) = − inf{〈y, x〉|x ∈ σ˜}
for y ∈ Λ∗σ,R. This is a piecewise linear function on the fan Σˇσ = Σσˇ, and it is a standard
easy fact that it is strictly convex, (see [37], A.3, with opposite sign conventions) with
the Newton polytope of ϕˇσˇ being σ˜. If σ˜ is changed by a translation, ϕˇσˇ is changed by a
linear function, so it is well-defined modulo linear functions.
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Now let Sσˇ : Uσˇ → Λ∗σ,R be the affine submersion given by the fact that Pˇ is toric, with
Uσˇ sufficiently small. Then we can denote also by ϕˇσˇ the composition ϕˇσˇ ◦ Sσˇ. It is then
easy to see
Proposition 1.51.
(1) The (Uσˇ, ϕˇσˇ) determine an integral multi-valued piecewise linear function on Bˇ which
is strictly convex. We call this ϕˇ, and say the discrete Legendre transform of (B,P, ϕ)
is (Bˇ, Pˇ, ϕˇ).
(2) The discrete Legendre transform of (Bˇ, Pˇ, ϕˇ) is (B,P, ϕ).
Example 1.52. Let us relate this version of the discrete Legendre transform to the more
traditional form for polyhedral decompositions of MR. We do this by taking B = MR/Γ
for some integral lattice Γ ⊆ M . Then a polyhedral decomposition P of B is induced
by a periodic polyhedral decomposition of MR (which we will also call P). A multi-
valued strictly convex piecewise linear function ϕ on B can then be viewed, by patching
together choices of values for ϕ, as a single-valued strictly convex piecewise linear function
ϕ : MR → R satisfying the periodicity condition
ϕ(x+ γ) = ϕ(x) + α(γ)(x),
for some map α : Γ → Aff (MR,R). We then define the dual polyhedral decomposition
Pˇ in NR as follows. For each σ ∈ Pmax, let nσ ∈ NR be the slope of ϕ|σ. For each
τ ∈ P, let τˇ be the convex hull in NR of {nσ|τ ⊆ σ maximal}. It is easy to see that
Pˇ = {τˇ |τ ∈ P} forms a polyhedral decomposition of NR. Furthermore, Γ embeds in
NR by mapping γ ∈ Γ to the linear part of α(γ). It is easy to see that Pˇ is periodic
with respect to Γ ⊆ NR and hence descends to a decomposition of Bˇ = NR/Γ. If ϕ has
integral slopes, then Γ ⊆ N , and Pˇ is an integral polyhedral decomposition. Finally, we
can define the Legendre transform of ϕ by, for n ∈ vˇ ⊆ NR a maximal cell of Pˇ,
ϕˇ(n) = 〈n, v〉 − ϕ(v).
This in turn defines a multi-valued function ϕˇ on Bˇ. It is easy to check that (Bˇ, Pˇ, ϕˇ)
agrees with the discrete Legendre transform defined earlier of (B,P, ϕ) up to sign con-
ventions.
This discrete Legendre transform appears to be useful in applied mathematics: see for
example [10]. 
Example 1.53. The discrete Legendre transform is also a generalization of Batyrev
duality [6]. Let Ξ ⊆ MR be a reflexive polytope, with 0 the unique interior lattice point.
Then B = ∂Ξ has an affine manifold with singularities structure as in Example 1.18. Let
Σ be the fan in MR obtained from Ξ by taking Σ to consist of cones over proper faces of
Ξ. Then in fact any piecewise linear function ϕ on Σ gives rise to a multi-valued piecewise
linear function ϕB on B as follows.
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For any proper face τ of Ξ, or equivalently τ ∈ P, let Wτ be as in Definition 1.25, so
that {Wτ} form an open cover of B. For each τ , choose nτ ∈ NR such that ϕ(m) = 〈nτ , m〉
for all m ∈ τ , and let ϕτ : Wτ → R be the restriction of ϕ − nτ to Wτ . It is then easy
to see that ϕB = {(Wτ , ϕτ )|τ ∈ P} represents a multi-valued piecewise linear function
on B, strictly convex if ϕ is. If ϕ is integral, then nτ can be chosen in N , and ϕB is also
integral. Note that ϕB is not the same thing as the restriction of ϕ to ∂Ξ.
If ϕ is taken to represent the anti-canonical class of the toric variety defined by Σ, i.e.
ϕ(v) = 1 for all vertices v of Ξ, then ϕB is strictly convex. As an exercise, check in this
case that the discrete Legendre transform of (B,P, ϕB) is obtained as the boundary of
the Batyrev dual Ξ∗ ⊆ NR, defined by
Ξ∗ = {x ∈ NR|〈x, y〉 ≥ −1 for all y ∈ Ξ},
with affine structure as in Example 1.18.
1.5. Positivity and simplicity. We will now introduce several possible restrictions on
integral affine manifolds with singularities and polyhedral decompositions. These restric-
tions will be used in §§4 and 5, though we will give some motivation here for introducing
them.
Let B be an integral affine n-dimensional manifold with singularities and P a toric
polyhedral decomposition. We will, once and for all, choose for each ω ∈ P with dimω =
1 an integral generator dω of Λω. In addition, for each ρ ∈ P with dim ρ = n − 1, we
choose an integral generator dˇρ of Q∗ρ. This is a rank 1 lattice contained naturally in Λˇy
for any y ∈ Int(ρ) \∆.
These choices give us a canonical ordering of the vertices of ω or the maximal cells
containing ρ. Indeed, for dimω = 1, the morphisms e : v → ω are in one-to-one corre-
spondence with the maximal cones of the dual fan Σˇω living in the one-dimensional space
Λ∗ω,R. Then as dω ∈ Λω, there is a well-defined e+ω : v+ω → ω corresponding to the cone
on which dω is positive, and an e
−
ω : v
−
ω → ω corresponding to the cone on which dω is
negative.
The choice of dˇρ distinguishes the morphisms from ρ to maximal cells: g
+
ρ : ρ → σ+ρ
and g−ρ : ρ → σ−ρ as follows. The fan Σρ in Qρ,R consists of two cones corresponding to
the two different morphisms to maximal cells. We take g+ρ to correspond to the cone on
which dˇρ is positive and g
−
ρ to that cone on which dˇρ is negative.
Now in general, if τ ∈ P, fi : vi → τ , ei : τ → σi for i = 1, 2, vi vertices of P and
σi ∈ Pmax, we obtain a loop γe1e2f1f2 in B0 based at v1, by traversing in order the edges
e1 ◦ f1 : v1 → σ1, e1 ◦ f2 : v2 → σ1 (backwards), e2 ◦ f2 : v2 → σ2, e2 ◦ f1 : v1 → σ2
(backwards) of Bar(P):
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σ1
σ2
τ
v1
v2
This induces a monodromy transformation
T e1e2f1f2 : Λv1 → Λv1
via parallel transport around γe1e2f1f2 . It is often convenient to parallel transport to a point
y ∈ Int(τ) \∆ near v1, to get T e1e2f1f2 : Λy → Λy. By Propositions 1.29 and 1.32, T e1e2f1f2 |Λτ is
the identity, and (T e1e2f1f2 − I)(Λy) ⊆ Λτ .
There are two special cases where this gives useful information. If τ = ω ∈ P is
dimension one, we have e±ω : v
±
ω → ω. So given ei : ω → σi, i = 1, 2, we get
T e1e2ω := T
e1e2
e+ω e
−
ω
.
It follows that there exists an ne1e2ω ∈ Λ⊥ω = Q∗ω ⊆ Λˇy such that T e1e2ω : Λy → Λy is given
by
T e1e2ω (m) = m+ 〈ne1e2ω , m〉dω.
On the other hand, if τ = ρ ∈ P is dimension n− 1, fi : vi → ρ, we get
T ρf1f2 := T
g+ρ g
−
ρ
f1f2
.
Then there exists an mρf1f2 ∈ Λρ ⊆ Λy such that
T ρf1f2(m) = m+ 〈dˇρ, m〉mρf1f2.
Combining these two cases, if we are given a map e : ω → ρ with dimω = 1 and
dim ρ = n− 1, we can define
Te := T
g+ρ ◦e,g
−
ρ ◦e
ω = T
ρ
e◦e+ω ,e◦e
−
ω
and then we have
ne := n
g+ρ ◦e,g
−
ρ ◦e
ω , me := m
ρ
e◦e+ω ,e◦e
−
ω
.
Note ne is proportional to dˇρ, and me is proportional to dω, and the constant of propor-
tionality is the same.
It is also not hard to see that all the monodromy data can be encoded in these numbers.
In particular, the ne (or me) for all e : ω → ρ determine the minimal discriminant locus
∆, if B is obtained from Construction 1.26. Indeed, for n > 2 if τ is an n− 2 dimensional
simplex in Bar(P) contained in ∆′ and containing the edge e : ω → ρ, then a loop about
τ in B0 is homotopic (up to orientation) to γ
g+ρ ,g
−
ρ
e◦e+ω ,e◦e
−
ω
. Thus if ne 6= 0, all n−2 dimensional
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simplices of ∆′ containing e must be included in ∆; if ne = 0, they are not included in ∆
(see Proposition 1.27). Of course, the same is true forme. For n = 2 analogous statements
hold but now ω = τ = ρ is an edge.
Definition 1.54. Let B be an integral affine manifold with singularities and a toric
polyhedral decomposition P. We say (B,P) is positive if for all e : ω → ρ with dimω = 1,
dim ρ = n − 1, me is a non-negative multiple of dω, or equivalently ne is a non-negative
multiple of dˇρ.
This may seem mysterious at first, though the importance of positivity will become
clearer in §4. Note that it is independent of the choices of dω or dˇρ: indeed, changing the
sign of one or the other also changes the orientation of the loop.
This condition can be explained very roughly in dimension two as follows. Given
a 2-torus fibration f : X → B from an oriented four-manifold to a two-dimensional
base, with degenerate fibres which are pinched tori, there are actually two sorts of such
degenerate fibres, distinguished by the sign of the intersection number of the two sheets
of the singular fibre at the pinch point. Of course, if f : X → B is an elliptic fibration
(or special Lagrangian fibration), only the positive case occurs. This places a restriction
on the monodromy of the fibration, and it is precisely this restriction that the notion of
positivity captures.
Proposition 1.55. If ϕ is a strictly convex multi-valued piecewise linear function on
(B,P), (Bˇ, Pˇ, ϕˇ) the discrete Legendre transform of (B,P, ϕ), then (B,P) is positive
if and only if (Bˇ, Pˇ) is positive.
Proof. Under the identification of Proposition 1.50, (1), of ΛB0 with ΛˇBˇ0, we can identify,
for y ∈ Int(ω) \∆, ΛB0ω with (QBˇωˇ )∗ ⊆ ΛˇBˇ0y , and thus we can equate a choice of dω with a
choice of dˇωˇ. Similarly, we can identify (QBρ )∗ with ΛBˇ0ρˇ for yˇ ∈ Int(ρˇ) \ ∆ˇ. Thus we can
equate a choice of dˇρ with a choice of dρˇ.
Now suppose we are given e : ω → ρ, and hence eˇ : ρˇ → ωˇ. We are then given
e±ω : v
±
ω → ω and g±ρ : ρ → σ±ρ . It is easy to check that gˇ±ρ : σˇ±ρ → ρˇ coincides
with e±ρˇ : v
±
ρˇ → ρˇ, preserving the sign, and similarly, eˇ±ω : ωˇ → vˇ±ω coincides with
g±ωˇ : ωˇ → σ±ωˇ . Thus in B, the monodromy transformation Te is given by transport along
the loop γ which goes from v+ω to the barycenter of σ
+
ρ to v
−
ω to the barycenter of σ
−
ρ to
v+ω , while in Bˇ, the monodromy transformation Teˇ is given by transport along γˇ which
goes from σˇ+ρ (the barycenter of σ
+
ρ ) to the barycenter of vˇ
+
ω (i.e. v
+
ω ) to σˇ
−
ρ to the
barycenter of vˇ−ω and then to σˇ
+
ρ . But this is precisely the opposite direction of γ. It then
follows from Proposition 1.50, (1), that Teˇ = T
t
e . Thus if Te(m) = m + 〈ne, m〉dω then
Teˇ(n) = n + 〈n, dω〉ne. Thus meˇ = ne, and one is a positive multiple of dˇρ if and only if
the other is. 
42 MARK GROSS AND BERND SIEBERT
Remark 1.56. Positivity can also be interpreted as follows. For a given ω ∈ P with
dimω = 1, the data ne1e2ω , ei : ω → σi ∈ Pmax determine a piecewise linear function ψω on
the fan Σω, well-defined up to a linear function, as follows. For any e : ω → τ ∈ P, there
is a cone in Σω corresponding to e, which we write asKe. Now fix some e : ω → σ ∈ Pmax,
and take ψω|Ke = 0. On any other maximal cone Ke′ ∈ Σω, take ψω|Ke′ = −nee
′
ω . We just
need to check this is continuous. If two maximal cones Ke1 , Ke2 of Σω intersect in a cone
Kf of Σω, giving a diagram
σ1
ω
e1
22
f
//
e2 ,,
τ
<<yyyyyyyy
""E
EE
EE
EE
E
σ2
then we need to check nee1ω = n
ee2
ω on Kf . But it is easy to see that
T e1e2ω ◦ T ee1ω = T ee2ω ,
and thus
ne1e2ω = n
ee2
ω − nee1ω .
But ne1e2ω ∈ Λ⊥τ by Proposition 1.29, so is zero on Kf . This gives continuity.
Note that changing the initial choice of e just changes ψω by a linear function.
The condition of positivity is now easily seen to be equivalent to ψω being convex for
all ω (though not necessarily strictly convex).
Similarly the data mρf1f2 determine a piecewise linear function ψˇρ on the normal fan Σˇρ;
again, positivity is seen to be equivalent to ψˇρ convex for all ρ. 
Example 1.57. One can check that the construction of Example 1.18 only produces
positive (B,P). To do this, given Ξ ⊆ MR, ω ⊆ ρ faces of dimension one and of
codimension one respectively, and a choice of dω and dˇρ, we obtain the endpoints v
+
ω and
v−ω of ω and the maximal faces σ
+
ρ and σ
−
ρ containing ρ. There exists n
+, n− ∈ N such that
〈n+, σ+ρ 〉 = 〈n−, σ−ρ 〉 = 1, by reflexivity of Ξ. On the other hand, Λv+ω can be identified
with M/v+ω , and with e : ω → ρ the unique morphism,
Te(m) = m+ 〈m,n+ − n−〉(v−ω − v+ω ),
as can be computed as in [41], Theorem 8.2, or [23], Lemma 2.4. See also [18], §2. But
since Ξ is convex, n+ − n− is positive on σ+ρ . Also, v−ω − v+ω is a positive multiple of dω.
Hence B is positive.
We will define a certain class of (B,P) which we will call simple. At this point in time,
this definition is a bit difficult to motivate. However, it should be viewed as analogous to
the notion of simplicity defined in [15] and used extensively in [16] and [17]. Given a torus
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fibration f : X → B, with discriminant locus ∆, B0 = B \∆, X0 = f−1(B0), f0 = f |X0
and i : B0 →֒ B the inclusion, we said f was G-simple for a group G if i∗Rpf0∗G = Rpf∗G
for all p. This essentially says that the cohomology of any singular fibre is isomorphic to
the monodromy invariant part of the cohomology of a nearby non-singular fibre. It was
only with this assumption that the Strominger-Yau-Zaslow conjecture implies the usual
connection between h1,1 and h1,2 of mirror pairs of Calabi-Yau threefolds. If the fibrations
are not simple, the connection between these numbers is more tenuous, and in particular
we may not expect a clear isomorphism between complexified Ka¨hler moduli and complex
moduli of the mirror.
One would like some analogue of simplicity for affine manifolds with singularities. We
cannot use the definition directly, because we don’t have torus fibrations. Instead we will
use a definition which places restrictions on the monodromy of the local system Λ on
standard open sets Wτ ∩ B0. In dimensions two and three, this will essentially coincide
with the restrictions on monodromy implied by the old definition of simplicity. However,
our new notion of simplicity also depends on P: the polyhedral decomposition determines
the “scale” of detail we see in the discriminant locus. The definition of simplicity only
depends on the monodromy transformations Te for various e. For example, if dimB = 2
and there are several points in ∆ on a single edge, simplicity places a restriction on the
monodromy of a loop enclosing all these points, and not on loops around each point on
the edge. So even in the two-dimensional case, simplicity in the old sense only implies
simplicity in the new sense if P is sufficiently fine. Again, it is useful to assume the
discriminant locus has already been straightened to avoid this problem. In any event,
with these caveats, our definition clearly gives the right thing in dimensions two and
three, and we shall see more clearly the naturality of this definition in §5, as well as in
[18] and [21].
Before giving our definition of simplicity, we define some auxiliary polytopes associated
with (B,P) which encode key data about the monodromy.
Definition 1.58. For a given ω ∈ P with dimω = 1, fix e : ω → σ ∈ Pmax, and let
∆ˇ(ω) be the convex hull in Λ⊥ω,R ⊆ ΛˇR,y (for y ∈ Int(ω) \∆ near v+ω ) of the set
{nee′ω |e′ : ω → σ′ ∈ Pmax}.
Similarly, for a given ρ, fix f : v → ρ and let ∆(ρ) be the convex hull in Λρ,R ⊆ ΛR,y (for
y ∈ Int(ρ) \∆ near v) of {mρff ′ |f ′ : v′ → ρ}.
These polytopes are well-defined up to translation, independent of the choice of σ or v.
If τ ∈ P with 1 ≤ dim τ ≤ n − 1, we can also define auxiliary polytopes related to τ .
Given e : ω → τ with dimω = 1, choose some f : τ → σ ∈ Pmax, and set ∆ˇe(τ) to be the
convex hull of
{nf◦e,f ′◦eω |f ′ : τ → σ′ ∈ Pmax}
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in Λ⊥τ,R = Q∗τ,R ⊆ ΛˇR,y, for y ∈ Int(τ) \∆ near v+ω . Thus ∆ˇe(τ) is just a face of ∆ˇ(ω).
Similarly, given e : τ → ρ, dim ρ = n − 1, choose some f : v → τ and set ∆e(τ) to be
the convex hull of {mρe◦f,e◦f ′ |f ′ : v′ → τ}. Again, ∆e(τ) is a face of ∆(ρ). 
Remark 1.59. 1) These polytopes are only of interest in the positive case, in which case
∆ˇ(ω) and ∆(ρ) can be viewed as the Newton polytopes determined by ψω and ψˇρ (Remark
1.56) respectively. In this case, ψω can be recovered, (up to a linear function) as
ψω(y) = − inf{〈y, x〉|x ∈ ∆ˇ(ω)}
and similarly
ϕρ(x) = − inf{〈y, x〉|y ∈ ∆(ρ)}.
Furthermore, by construction of ψω, if ei : ω → σi ∈ Pmax, i = 1, 2 define cones Kei ∈ Σω,
and ψω plus any linear function is given by −pei on Kei , then ne1e2ω = pe2 − pe1. Thus
all the ne1e2ω ’s can be recovered from knowing ∆ˇ(ω) in the positive case, and similarly the
mρe1e2’s can be recovered from ∆(ρ) for ei : vi → ρ.
The same comments hold for the ∆ˇe(τ) and ∆e(τ): given e : ω → τ with dimω = 1, the
nf1◦e,f2◦eω can be recovered from ∆ˇe(τ) for fi : τ → σi ∈ Pmax; similarly given f : τ → ρ
with codim ρ = 1, the mρf◦e1,f◦e2 can be recovered from ∆e(τ) for ei : vi → τ .
2) From these remarks it also follows readily that Σω is a refinement of the normal fan
of ∆ˇ(ω). The normal vector dˇρ of a codimension-one cell ρ˜ containing ω˜ is parallel to an
edge of ∆ˇ(ω) iff ne 6= 0 for e : ω → ρ the corresponding morphism. This is the case iff the
corresponding edge (n = 2 : vertex) of the barycentric decomposition is contained in ∆.
Similarly, Σˇρ is a refinement of the normal fan of ∆(ρ). Hence ∆(ρ) is a polytope with
faces parallel to faces of ρ˜ ⊂ Λρ,R itself. Again, an edge ω˜ ⊂ ρ˜ occurs in this list iff the
corresponding edge of the barycentric subdivision is part of ∆.
Note that if all ne (or, equivalently, all me) are primitive it follows that all these
polytopes are determined uniquely just by P and the combinatorics of the discriminant
locus relative to P. 
Definition 1.60. Let B be an integral affine manifold with singularities and P a toric
polyhedral decomposition of B. Suppose (B,P) is positive. Then we say (B,P) is
simple if for every τ ∈ P with 1 ≤ dim τ ≤ n− 1, the following condition holds:
Let
P1(τ) = {e : ω → τ | dimω = 1}
and
Pn−1(τ) = {f : τ → ρ| dim ρ = n− 1}.
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Then there exist disjoint subsets
Ω1, . . . ,Ωp ⊆ P1(τ)
and
R1, . . . , Rp ⊆ Pn−1(τ)
for some p ≥ 0 such that
(1) For e ∈ P1(τ) and f ∈ Pn−1(τ), nf◦e = 0 unless e ∈ Ωi, f ∈ Ri for some i.
(2) For each 1 ≤ i ≤ p, ∆ˇe(τ) is independent (up to translation) of e ∈ Ωi, and we denote
∆ˇe(τ) by ∆ˇi for e ∈ Ωi; similarly, ∆f (τ) is independent (up to translation) of f ∈ Ri, and
we denote ∆f (τ) by ∆i.
(3) Let e1, . . . , ep be the standard basis of Z
p, and let ∆ˇ(τ) be the convex hull of
p⋃
i=1
∆ˇi × {ei}
in (Q∗τ ⊕Zp)⊗R. Then ∆ˇ(τ) is an elementary simplex of some dimension (i.e. a simplex
whose only integral points are its vertices). Similarly, if ∆(τ) is the convex hull of
p⋃
i=1
∆i × {ei}
in (Λτ ⊕ Zp)⊗R, then ∆(τ) is an elementary simplex.
These last two conditions are vacuous if p = 0. 
In case τ is one-dimensional the polytope ∆ˇ(τ) agrees with the polytope defined in
Definition 1.58, and similarly in the one-codimensional case with ∆(τ). Thus the notation
is consistent with previous usage.
Remark 1.61. We give a number of elementary observations related to this definition,
which will hopefully build some feeling for a rather complex situation. We always suppose
that (B,P) is positive and simple.
(1) For any τ ∈ P with 0 < dim τ < dimB, ei : τ → σi ∈ Pmax, f : ω → τ with
dimω = 1, f ∈ Ωi, then ne1◦f,e2◦fω is independent of f ∈ Ωi. Indeed, by Remark 1.59,
ne1◦f,e2◦fω is determined by ∆ˇf(τ) = ∆ˇi, independently of f ∈ Ωi. Similarly for e : τ → ρ
with codim ρ = 1, e ∈ Ri, fi : vi → τ , mρe◦f1,e◦f2 is independent of e in Ri.
(2) If f : ω → τ is not in ⋃pi=1Ωi then ne◦f,e′◦fω = 0. In fact, by (1) in the definition,
ng = 0 for all g : ω → ρ factoring through f for dim ρ = n − 1. In general there
exists a sequence g1, . . . , gm, gi : ω → ρi factoring through f , dim ρi = n − 1, such that
T e◦f,e
′◦f
ω = T
±1
g1
◦ · · · ◦ T±1gm , hence ne◦f,e
′◦f
ω = ±ng1 ± · · · ± ngm = 0.
46 MARK GROSS AND BERND SIEBERT
(3) By taking p to be as small as possible, we can assume that ng◦f 6= 0, mg◦f 6= 0 for
any g ∈ Ri, f ∈ Ωi. Indeed, by (1), if ng◦f = 0 for some f ∈ Ωi, in fact ng◦f = 0 for
all f ∈ Ωi. But if ng◦f = 0, we also have mg◦f = 0, so mg◦f = 0 for all g ∈ Ri. Thus
ng◦f = mg◦f = 0 for all g ∈ Ri, f ∈ Ωi. So we could just as well leave off Ri and Ωi, and
condition (1) of Definition 1.60 still holds.
Note also we can always assume dim ∆ˇi > 0 and dim∆i > 0, for if one of these is a
point, then ng◦f = 0 for all g ∈ Ri, f ∈ Ωi.
(4) Let Ξ ⊆ MR be an elementary simplex, and ∆ˇ1, . . . , ∆ˇp ⊆ Ξ disjoint faces. Let
T∆ˇi ⊆ MR be the tangent space to ∆ˇi. It is easy to see that T∆ˇ1 + · · · + T∆ˇp forms
an internal direct sum in MR (check this for a standard simplex!) Thus, in the case of
Definition 1.60, if T∆ˇi ⊆ Q∗τ,R is the tangent space to ∆ˇi, then since ∆ˇ1×{e1}, . . . , ∆ˇp×{ep}
are disjoint faces of ∆ˇ(τ), T∆ˇ1 + · · · + T∆ˇp is an internal direct sum in Q∗τ,R. The dual
statement holds for the ∆i.
(5) If p is taken to be as small as possible as in (2), then p ≤ min(dim τ, codim τ).
Indeed, dimQ∗τ,R = codim τ , and by the assumption p is as small as possible, dim ∆ˇi ≥ 1
for all i by (2). Thus by (3), p ≤ codim τ . Dually, p ≤ dim τ . 
Example 1.62. Let us consider what simplicity means for dimB ≤ 3. It is vacuous if
dimB = 1. For dimB = 2, let τ ∈ P with dim τ = 1. Then
P1(τ) = Pn−1(τ) = {id : τ → τ}.
If nid = 0, i.e. if Int(τ) ∩∆ = ∅, then we take p = 0, and conditions (1)-(3) are vacuous.
If nid 6= 0, then nid = n · dˇω for some n ∈ Z, n > 0 by positivity, and we take
Ω1 = R1 = {id}, and ∆ˇ(τ) and ∆(τ) are both line segments of length n. (The monodromy
operator Tid is
(
1 n
0 1
)
in an appropriate basis). Then the condition that ∆ˇ(τ)×{e1} and
∆(τ)×{e1} are elementary simplices is just stating that n = 1. Thus, if the discriminant
locus of B is straightened, simplicity is equivalent to monodromy about each point in ∆
being
(
1 1
0 1
)
.
In dimension 3, consider first dim τ = 1, so P1(τ) = {id}. Then either ne = 0 for all
e ∈ P2(τ), in which case we take p = 0, and then τ ∩ ∆ = ∅, or else we have to take
Ω1 = P1(τ), R1 = {e ∈ P2(τ)|ne 6= 0}. In the latter case, condition (1) is satisfied, and
(2) and (3) together imply ∆e(τ) is a line segment of length 1 for each e ∈ R1, while ∆ˇ(τ)
is a standard simplex of dimension 1 or 2. If dim ∆ˇ(τ) = 1, it is then easy to see that near
τ , ∆ is just a line segment. By the definition of polyhedral decomposition, ∆ must be
contained in a union of 2-cells of P. However, each 2-cell containing a one-dimensional
part of this piece of the discriminant locus must lie in the unique (local) affine plane
containing ∆ which is invariant under holonomy, and this plane contains τ , as depicted
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below. If dim ∆ˇ(τ) = 2, ∆ is just a trivalent graph, as depicted.
Bivalent
τ
∆
τ
∆
Trivalent
Furthermore, in a suitable basis with dτ = (1, 0, 0), the monodromy about ∆ in the first
case is 1 1 00 1 0
0 0 1
 ,
whereas in the second case, the monodromy about the three legs is1 1 00 1 0
0 0 1
,
1 0 10 1 0
0 0 1
, and
1 −1 −10 1 0
0 0 1

respectively.
For dim τ = 2, the picture is very similar, with two pictures occuring depending on the
dimension of ∆(τ), namely
or
τ
∆
τ
∆
and the monodromy is the transpose of the ones appearing in the dim τ = 1 case. This
agrees with the behaviour of semi-stable, simple torus fibrations discussed in [17]. How-
ever, in that paper, another type of behaviour occured. It was possible to have a semi-
stable, simple torus fibration with a quadrivalent vertex, over which occured a fibre of
type (1, 1). Notice that we do not have quadrivalent vertices in our situation; it appears
that the straightening process would remove such a vertex, replacing it by two trivalent
vertices.
The role of the partition really only becomes important in dimension 4 and higher.
Rather than give a complete description in the four-dimensional case, we just give an
example of the behaviour we expect. We may have, for example, τ ∈ P with dim τ = 2,
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τ a parallelogram, say with vertices (0, 0), (1, 0), (a, b), and (a+1, b), where gcd(a, b) = 1,
b 6= 0. On the other hand, we may have Στ the two-dimensional fan with 1-dimensional
cones generated by (bˇ,−aˇ), (−bˇ, aˇ), (0, 1) and (0,−1), where again gcd(aˇ, bˇ) = 1 and
bˇ 6= 0. Then it is possible to arrange monodromy so that the definition of simplicity is
satisfied, using the following choice of Ωi, Ri. We take Ω1 to be the two parallel edges
of τ joining (0, 0) with (1, 0), and (a, b) with (a + 1, b), while Ω2 consists of the two
other edges of τ . Meanwhile, R1 consists of the two 3-cells corresponding to the rays of
Στ generated by (0,±1), while R2 consists of the two 3-cells corresponding to the rays
generated by ±(bˇ,−aˇ). Furthermore, we may then have ∆ˇ1 being the line segment with
endpoints (0, 0) and (1, 0); ∆ˇ2 the line segment with endpoints (0, 0) and (aˇ, bˇ); while ∆1
is the line segment with endpoints (0, 0) and (1, 0); ∆2 is the line segment with endpoints
(0, 0) and (a, b). If this is the case, then the definition of simplicity is in fact satisfied.
Furthermore, in this case, near τ the discriminant locus consists of two two-dimensional
manifolds intersecting at a point. This is in fact the sort of behaviour we would expect for
the discriminant locus of an abelian surface fibration over a complex surface, so it is quite
possible this sort of picture would appear in the study of degenerations of hyperka¨hler
manifolds.
Note in this case the monodromy about the two branches of the discriminant locus
takes the form, in an appropriate basis,
1 0 1 0
0 1 0 0
0 0 1 0
0 0 0 1
 and

1 0 aˇa bˇa
0 1 aˇb bˇb
0 0 1 0
0 0 0 1


Example 1.63. The (B,P) constructed in Example 1.23 (2) are not in general simple.
To get simple (B,P) from reflexive polytopes, one must use a more sophisticated con-
struction. This construction has in fact been given by Haase and Zharkov in [23]. In the
notation of that paper, simplicity is implied by a sufficiently generic choice of the vectors
λ and ν, which will correspond to choosing ample polarizations on maximally projective
crepant resolutions of the toric varieties PΞ and PΞ∗ . This is shown in [18], where the
more general case of complete intersections in toric varieties is considered. So one could
think of simplicity as a sort of ampleness condition.
2. From polyhedral decompositions to algebraic spaces
In this section, given an integral affine manifold with singularities B with toric poly-
hedral decomposition P, we will construct algebraic spaces obtained by gluing toric
varieties.
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We fix an integral affine manifold with singularities B, and a toric polyhedral decom-
position P once and for all in this section. There are two constructions we can make,
depending on whether we view B as an intersection complex or a dual intersection com-
plex of the central fibre of a degeneration. We shall first consider the case where we view
B as an intersection complex, in which case the maximal cells of P correspond to irre-
ducible components of a scheme, with a polarisation. This is conceptually simpler than
the dual picture, as we shall see, but should be viewed as somewhat less important for
our point of view. We refer to this construction as the cone picture, and will refer to the
dual construction, in which vertices of P correspond to irreducible components, as the
fan picture.
Whenever P is a monoid, A a ring, we denote by A[P ] the monoid algebra over A
defined by
A[P ] =
⊕
m∈P
A · zm
with
zm · zm′ = zm+m′ .
2.1. The cone picture.
Definition 2.1. If σ ∈ P, let σ˜ ⊆ Λσ,R be as in Definition 1.38, well-defined up to
translation. Set
C(σ) = {(rp, r)|r ∈ R≥0, p ∈ σ˜} ⊆ Λσ,R ⊕ R
be the cone over σ˜. Let Pˇσ be the monoid C(σ) ∩ (Λσ ⊕ Z). The monoid Pˇσ is well-
defined up to unique isomorphism: if σ˜ is translated, there is a well-defined isomorphism
identifying the two choices of Pˇσ. The projection Pˇσ → Z defines a Z-grading on the
monoid ring Rσ := Z[Pˇσ]. Define
Xˇσ := ProjRσ.
This also defines a line bundle OXˇσ(1) on Xˇσ. 
Note that Rσ and Xˇσ are well-defined up to isomorphism.
We can define a contravariant functor Fˇ from Cat(P) to the category of graded rings
as follows. We take Fˇ (τ) = Rτ . If τ ⊆ σ, then e ∈ Hom(τ, σ) determines a face τ˜ of
σ˜ ⊆ Λσ,R, so that the edge of the barycentric subdivision of σ˜ joining the barycenters of
σ˜ and τ˜ maps to e. This face τ˜ can be identified, by translation, with τ˜ ⊆ Λτ,R. This
then gives a well-defined inclusion of Pˇτ in Pˇσ. We then define Fˇ (e) to be the graded ring
homomorphism Z[Pˇσ]→ Z[Pˇτ ] defined by
zm 7−→
0 m 6∈ Pˇτzm m ∈ Pˇτ .
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Example 2.2. Let B = R2/Z2, with M = Z2, and take as decomposition P of B the
decomposition with only one maximal cell, coming from the unit square in R2. The set
P consists of one square σ, two edges τ1, τ2, and one point v. We see
Rσ = Z[x, y, z, w]/(xy − zw)
and Xˇσ = P
1 × P1, while Rτ1 = Z[u, v], Rτ2 = Z[s, t] and Rv = Z[q]. The two different
maps Rσ → Rτ1 are given by
x 7→ u, z 7→ v, y 7→ 0, w 7→ 0
and
x 7→ 0, z 7→ 0, y 7→ v, w 7→ u
respectively, and the two different maps Rσ → Rτ2 are given by
x 7→ s, w 7→ t, y 7→ 0, z 7→ 0
and
x 7→ 0, w 7→ 0, y 7→ t, z 7→ s
respectively.
The inverse limit of Fˇ exists in the category of graded rings. (See [33], III.3 and III.4
for the notions of inverse and direct limits of functors.) Calling this limit the graded ring
R =: lim
←−
Fˇ , we get a scheme Xˇ0(B,P) = ProjR, along with a line bundle OXˇ0(B,P)(1). If
P is finite, then R is a finitely generated Z-algebra and ProjR is a projective scheme with
OXˇ0(B,P)(1) ample. The normalization of Xˇ0(B,P) consists of
∐
σ∈Pmax
Xˇσ. However,
we would also like a twisted version of this construction, so that we get an entire family
of gluings. We will do this over a ring A.
Definition 2.3. Let A be a ring. Then gluing data (for the cone picture) for P over
A are data sˇ = (sˇe)e∈∐τ,σ∈P Hom(τ,σ), where if e : τ → σ then sˇe ∈ Hom(Pˇτ ,Gm(A)),
satisfying the conditions
(1) sˇid(p) = 1 for all p ∈ Pˇσ, id : σ → σ the identity.
(2) If e1 : σ1 → σ2 and e2 : σ2 → σ3, e3 = e2 ◦ e1, then sˇe1 · sˇe2|Pˇσ1 = sˇe3 in
Hom(Pˇσ1 ,Gm(A)).
Given such gluing data, we can then define a contravariant functor FˇA,sˇ from Cat(P)
to the category of graded A-algebras via
FˇA,sˇ(σ) = Rσ ⊗Z A
and if e : σ → τ then
FˇA,sˇ(e)(z
p ⊗ 1) = Fˇ (e)(zp)⊗ sˇe(p).

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Definition 2.4. Given gluing data sˇ, we let
Xˇ0(B,P, sˇ) = Proj
(
lim
←−
FˇA,sˇ
)
.
If P is finite, this is a projective scheme over SpecA, with ample line bundleOXˇ0(B,P,sˇ)(1).

Example 2.5. Continuing with Example 2.2, we can take A = k an algebraically closed
field. Using arbitrary gluing data, we get four maps
Rσ ⊗ k −→ Rv ⊗ k
given by
x 7→ λxq, y, z, w 7→ 0
y 7→ λyq, x, z, w 7→ 0
z 7→ λzq, x, y, w 7→ 0
w 7→ λwq, x, y, z 7→ 0
The two maps
Rτ1 ⊗ k −→ Rv ⊗ k
are given by
u 7→ λ1q, v 7→ 0
u 7→ 0, v 7→ λ2q
and the two maps
Rτ2 ⊗ k −→ Rv ⊗ k
are given by
s 7→ µ1q, t 7→ 0
s 7→ 0, t 7→ µ2q.
The cocycle condition of Definition 2.3 then dictates that the maps Rσ⊗ k → Rτ1 ⊗ k are
x 7→ λxλ−11 u, z 7→ λzλ−12 v, y 7→ 0, w 7→ 0
and
x 7→ 0, z 7→ 0, y 7→ λyλ−12 v, w 7→ λwλ−11 u
respectively, and the two different maps Rσ ⊗ k → Rτ2 ⊗ k are given by
x 7→ λxµ−11 s, w 7→ λwµ−12 t, y 7→ 0, z 7→ 0
and
x 7→ 0, w 7→ 0, y 7→ λyµ−12 t, z 7→ λzµ−11 s
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respectively. Then, as a scheme, Xˇ0(B,P, s) can be thought of as P
1× P1 with {0}× P1
and {∞} × P1 glued using (u, v) 7→ (λwλ−1x u, λyλ−1z v), and P1 × {0} and P1 × {∞}
glued using (s, t) 7→ (λ−1z λxs, λ−1y λwt), or equivalently, if λ = λ−1x λ−1y λzλw, we glue using
(u, v) 7→ (λu, v) and (s, t) 7→ (λ−1s, t). Thus the gluing is not arbitrary, and as far as the
underlying scheme is concerned, we only have a one-parameter family of gluings. For a
more general gluing the ample line bundle of bidegree (1, 1) would not descend. As we
will see in Example 2.36 many gluings do not even give a scheme but an algebraic space.
Also, different choices of gluing may give the same underlying scheme, but a different
choice of line bundle.
Example 2.6. If B is obtained from a reflexive polytope Ξ ⊆MR as in Example 1.18 and
P is the polyhedral decomposition whose elements are proper faces of Ξ, then we can
describe Xˇ0(B,P, 1) (where 1 denotes the trivial gluing data) as follows. The polytope
Ξ defines a projective toric variety (PΞ,OPΞ(1)), where Ξ is the Newton polytope of
OPΞ(1). The interior point 0 ∈ Ξ corresponds to a section s0 ∈ Γ(PΞ,OPΞ(1)) which
vanishes precisely once on each toric divisor of PΞ. The zero locus s0 = 0 coincides with
Xˇ0(B,P, 1), with polarization induced by OPΞ(1). Different choices of gluing data will
give possibly non-isomorphic schemes.
In fact in general this may give too many choices of gluings. An arbitrary gluing
will give a scheme which cannot appear as the central fibre of a toric degeneration (see
Definition 4.1), even locally. The only gluings we are interested in are those for which
there is a special sort of open covering, which we shall describe in detail in the fan picture.
In theory, one should develop the cone and fan pictures on completely equal footing, but
this would greatly increase the size of this paper. Furthermore, the two pictures are
related by a discrete Legendre transform, so for us it is not really worth the effort to
develop both pictures in equal generality. So we move on to the fan picture.
2.2. The fan picture. For any rational polyhedral fan Σ, we will write X(Σ) for the
toric variety over SpecZ defined by Σ.
Definition 2.7. If σ ∈ P, let Xσ := X(Σσ), where Σσ is the fan in Qσ,R defined in
Definition 1.35.
Note that if Σ is a fan in MR, and τ ∈ Σ with Σ(τ) the quotient fan (Definition 1.37),
then there is a canonical closed embedding X(Σ(τ)) → X(Σ). This can be defined as
follows: given σ ∈ Σ, σ determines an open subset X(σ) ⊆ X(Σ) given by X(σ) =
SpecZ[σ∨ ∩N ], where
σ∨ = {n ∈ NR|〈n,m〉 ≥ 0 ∀m ∈ σ}
as usual. If σ ⊇ τ , then
X((σ + Rτ)/Rτ) = SpecZ[((σ + Rτ)/Rτ)∨ ∩N ].
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Here (σ + Rτ)/Rτ is a cone in MR/Rτ , and we identify the dual of this space with
(Rτ)⊥ ⊆ NR. The inclusion
X((σ + Rτ)/Rτ)→ X(σ)
is determined by the ring map given by
zm 7−→
zm if m ∈ σ∨ ∩ (Rτ)⊥ = ((σ + Rτ)/Rτ)∨;0 otherwise.
These inclusions patch on open sets and give a well-defined inclusion X(Σ(τ)) in X(Σ).
We can then define a contravariant functor F : Cat(P)→ Sch/Z as follows. We set
F (τ) := Xτ .
For e ∈ Hom(τ, σ), we obtain as before Definition 1.37 a surjection pe : Qτ,R → Qσ,R
which identifies Σσ with Στ (Ke), where Ke is the cone of Στ corresponding to e. This
gives a well-defined inclusion map
F (e) : Xσ → Xτ .
Example 2.8. Let B = R2/(Z(1, 2) + Z(2, 1)), with polyhedral decomposition coming
from the quotient of the following periodic decomposition of R2:
There are two vertices, v1 and v2, indicated by the two types of vertices in the figure. It
is clear that Xv1 and Xv2 are both isomorphic to P
2. There are three edges τ1, τ2 and
τ3 with Xτi = P
1. The maps Xτi → Xvj identify Xτi with one of the various coordinate
lines of Xvj , as dictated by the combinatorics of the picture. There is one maximal cell σ,
Xσ = pt, and three different maps Xσ → Xv1 and three different maps Xσ → Xv2 , each
identifying Xσ with one of the three zero-dimensional strata of Xvi .
We now proceed to twisting and gluing. Let S be any scheme. We denote by Gm(S)
the group of invertible regular functions on S.
Recalling the open covering W from Definition 1.25, we denote by Hp(W , ·) the Cˇech
cohomology groups with respect to the open covering W . We write
Wτ1···τp := Wτ1 ∩ · · · ∩Wτp .
Lemma 2.9. Wτ1···τp 6= ∅ if and only if τ1 ⊆ · · · ⊆ τp after reordering. Also, if τ ( σ,
then for each e ∈ Hom(τ, σ), Wτσ contains a unique connected component intersecting
e, which we write as We. This gives a one-to-one correspondence between components
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of Wτσ and Hom(τ, σ). More generally, the connected components of Wτ1···τp are in one-
to-one correspondence with p − 1 dimensional simplices of Bar(P) with vertices at the
barycenters of τ1, . . . , τp.
Proof. The first statement follows immediately from the fact that Wτ1···τp is the union of
the interiors of all simplices of Bar(P) containing the barycenters of τ1, . . . , τp. To prove
the second statement, let We be the union of the interiors of all simplices of Bar(P)
containing e. It is easy to see eachWe is connected, and an open subset of B. Furthermore,
any two simplices of Bar(P) have disjoint interior, so Wτσ =
∐
e∈Hom(τ,σ)We. Thus
{We|e ∈ Hom(τ, σ)} is the set of connected components of Wτσ. The general case is
similar. 
Definition 2.10. Let S be a scheme. We call a Cˇech 1-cocycle s = (se)e∈
∐
Hom(τ,σ) for the
sheaf QP ⊗Gm(S) on B with respect to the open covering W closed gluing data (for the
fan picture) for P over S. Here se ∈ Γ(We,QP ⊗Gm(S)) = Qσ ⊗Gm(S) for e : τ → σ.
We sometimes write sτσ instead of se when e : τ → σ is clear from the context.
Since Σσ is a fan living in Qσ,R, Qσ ⊗ Gm(S) acts on Xσ × S, and hence se gives an
automorphism
se : Xσ × S → Xσ × S.
Thus we have
Definition 2.11. For closed gluing data s for P, we define a functor
FS,s : Cat(P)→ Sch/S
by
FS,s(τ) := Xτ × S
and for e ∈ Hom(τ, σ),
FS,s(e) := (F (e)× id) ◦ se : Xσ × S → Xτ × S.

Let X be an algebraic space, A a closed subspace and A → A¯ a finite morphism.
Then the fibred coproduct X ∐A A¯ in the category of algebraic spaces is an algebraic
space. This is a corollary of Artin’s theory of the existence of formal modifications, see
[2], Theorem 6.1. In particular, the identification of two algebraic spaces along a closed
subspace is again an algebraic space. Applying this fact inductively it is possible to
construct the direct limit
X0(B,P, s) = lim
−→
FS,s
as an algebraic space locally of finite type over S. In other words, for every τ ∈ P
there is a morphism qτ : Xτ × S → X0(B,P, s) and for every e ∈ Hom(τ, σ) we have
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qσ = qτ ◦ FS,s(e); moreover, X0(B,P, s) is a universal object in the category of algebraic
spaces with this property. The constructed space is of finite type over S whenever P is
finite.
Instead of providing full details for the use of Artin’s result, we are going to construct
X0(B,P, s) directly as a quotient of a scheme by an e´tale equivalence relation. In other
words, instead of constructing X0(B,P, s) by gluing proper toric varieties together along
closed substrata, we glue together a collection of open sets to obtain X0(B,P, s). How-
ever, this cannot be done for all choices of s (see Remark 2.33), and in fact those choices
of s for which this cannot be done are irrelevant for our theory. The existence of an open
covering of X0(B,P, s) by some standard open sets is crucial. Thus we will only discuss
the open gluings, and this topic occupies the rest of this section.
First let us explain what these standard open sets are.
Definition 2.12. Let σ ∈ Pmax be a maximal cell, y ∈ Int(σ) and σ˜ ⊆ ΛR,y as in
Definition 2.1. We denote by C(σ)∨ the dual cone to C(σ) in ΛˇR,y ⊕ R, and set
Pσ = C(σ)
∨ ∩ (Λˇy ⊕ Z),
so that the affine toric variety defined by the fan of faces of C(σ) is
U(σ) := SpecZ[Pσ].
In addition, the projection Λv ⊕ Z → Z defines an element ρσ ∈ Pσ ⊆ Λˇv ⊕ Z, hence a
monomial regular function zρσ on U(σ). Define V (σ) to be the zero scheme of this regular
function. Note that by construction zρσ vanishes precisely once on each toric divisor of
U(σ), so V (σ) is the reduced union of all toric divisors in U(σ). By the uniqueness property
of σ˜ as in Definition 2.1, U(σ) and V (σ) are unique up to unique toric isomorphism. 
V (σ) can be described in terms of a monoid ring also:
Definition 2.13. Let σ be a (not necessarily strictly convex) cone in NR, for N a lattice,
and let P be the monoid σ ∩N . We write
∂P := (∂σ ∩N) ∪ {∞},
with addition
p+ q =
p+ q if p, q, p+ q ∈ ∂σ∞ otherwise.
We define the monoid ring Z[∂P ] by using the convention that z∞ = 0. 
It is easy to see that in the notation of Definition 2.12, V (σ) = SpecZ[∂Pσ].
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The collection {V (σ)× S|σ ∈ Pmax} will serve as our e´tale cover of X0(B,P, s). The
next task is to write down the e´tale equivalence relation on
∐
σ∈Pmax
V (σ)× S. This will
be a closed subspace
R ⊂
( ∐
σ1∈Pmax
V (σ1)× S
)
×S
( ∐
σ2∈Pmax
V (σ2)× S
)
=
∐
σ1,σ2∈Pmax
V (σ1)× V (σ2)× S.
Remark 2.14. The guiding principle for the construction of this equivalence relation comes
from the relation of the V (σ) with the proper schemes Xv from before. A vertex v ∈ σ˜
gives the n-dimensional face (v, 1)⊥ ∩ C(σ)∨ of C(σ)∨. The integral points of this face
form a monoid Pσ,v, and SpecZ[Pσ,v] is one of the irreducible components of V (σ). An
alternative way to see this component is as follows: for y ∈ Int(σ), identify Λy with Λv
by parallel transport in σ and project
(v, 1)⊥ ∩ C(σ)∨ ⊂ (ΛR,v ⊕R)∗ = ΛˇR,v ⊕ R
onto the first factor. This identifies (v, 1)⊥∩C(σ)∨ with the dual of the tangent wedge to
σ˜ at v. Thus the irreducible component SpecZ[Pσ,v] is naturally identified with the affine
open set of the toric variety Xv = X(Σv) corresponding to the cone of Σv determined by
v ∈ σ˜.
The problem in writing this down is that the gluing of open subsets for maximal cells
σ1, σ2 intersecting in more than one point does not generally come from gluing of open
sets in the ambient spaces U(σ1), U(σ2). Rather each vertex in the intersection prescribes
one gluing of an open subset of U(σi); the restrictive form of the monodromy assures
compatibility of the gluing only after restriction to the divisor V (σi) ⊂ U(σi). 
Construction 2.15. Let us first discuss the case of only two maximal cells σ1, σ2 without
self-intersections and intersecting in one cell τ = σ1 ∩ σ2. Also let us assume the gluing
parameter s to be trivial for the time being. Choose vertices vi ∈ σi and embeddings
σi = σ˜i ⊂ ΛR,vi . We are going to use the notations
Mi = Λvi , Ni = M
∗
i , Pi := Pσi = C(σi)
∨ ∩ (Ni ⊕ Z), ρi := ρσi = (0, 1) ∈ Ni ⊕ Z.
For each vertex w ∈ τ , there are linear identifications
ψw : M2 −→ M1, ψtw : N1 −→ N2
given by parallel transport from v2 through w to v1. We will distinguish τ as a face of σ1
or a face of σ2 by using the notation τi ⊂ σi.
We wish to identify open subsets V (τi) ⊆ V (σi) and a natural isomorphism between
V (τ1) and V (τ2).
To begin, it is worth understanding V (σi) a bit better. The monoid ∂Pi has an inter-
pretation in terms of fans. Let Σˇi be the normal fan to σi, living in Ni ⊗ R. Then by
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projecting Ni ⊕ Z → Ni, we can in fact identify ∂Pi with the monoid Ni ∪ {∞} with
addition
p+ q =
{
p+ q if p, q are in a common cone of Σˇi
∞ otherwise.
Note that for any face ω ⊆ σi, there is a corresponding face ωˇ of C(σi)∨ dual to C(ω), i.e.
ωˇ = {n ∈ C(σi)∨|〈n, (m, 1)〉 = 0 for all m ∈ ω}.
We will also denote by ωˇ the projection of ωˇ to Ni; this is the cone of Σˇi denoted Kˇω in
Definition 1.38. In particular, SpecZ[ωˇ ∩Ni] is then a closed subscheme of V (σi), a toric
stratum corresponding to ω.
In future ωˇ may refer both to the face of C(σi)
∨ ⊂ Ni ⊕ Z and to its projection to Ni.
It will always be clear from the context which alternative applies.
Now define
U(τi) = SpecZ[Qi]
with
Qi := C(τi)
∨ ∩ (Ni ⊕ Z) = Pi +
(
Rτˇi ∩ (Ni ⊕ Z)
)
.
As an abstract toric variety U(τi) is isomorphic to
SpecZ[Hom(C(τi) ∩ (Mi ⊕ Z),N)]×Gcodim τim ;
in particular, the isomorphism class as an abstract toric variety depends only on τ . It is
easy to see that Z[∂Qi] ∼= Z[Qi]/(zρi). Thus in analogy with the definition for maximal
cones we now define
V (τi) = SpecZ[∂Qi].
The inclusion Pi ⊆ Qi induces the inclusion U(τi) ⊆ U(σi), and this restricts to an
inclusion V (τi) ⊆ V (σi).
It is worth underlining a very important point here. We were able to define V (σ) for σ
maximal in a completely canonical way. On the other hand, for τ non-maximal, we have
not defined V (τ) but only V (τi) as a subset of the canonically defined V (σi). The point
is that V (τ) is not well-defined up to a unique isomorphism because of holonomy in a
neighbourhood of Int(τ), i.e. there is no canonical affine structure on σ1 ∪ σ2. It is only
when this holonomy is trivial and the affine structure of B is defined in a neighbourhood
of Int(τ) that V (τ) becomes well-defined. It is this indeterminacy of V (τ) when there
is holonomy which causes the gluing between V (τ1) and V (τ2) below to be non-trivial.
Believing in the independent existence of V (τ) is an easy trap to fall into, one we have
made countless times. In particular, there is no canonical isomorphism between U(τ1) ⊂
U(σ1) and U(τ2) ⊂ U(σ2), and we cannot glue these schemes, even though V (τ1) and
V (τ2) will glue.
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The monoid ∂Qi also has an interpretation in terms of fans as before. By projecting
∂C(τi)
∨ to Ni, we obtain an identification ∂Qi = Ni ∪ {∞} with addition
p+ q =
{
p+ q if p, q are in a common cone of τˇ−1i Σˇi
∞ otherwise.
Here τˇ−1i Σˇi is the localisation of the fan Σˇi at τˇi as defined in Definition 1.37.
Here is the key point of the construction. We want to identify the sets V (τ1) and V (τ2)
in order to glue together V (σ1) and V (σ2). This is done by specifying an isomorphism of
monoids
φ : ∂Q1 −→ ∂Q2.
Via the embedding ∂Qi \ {∞} ⊂ Ni such a morphism is equivalent to a piecewise linear
map φ : N1 → N2 linear on cones of τˇ−11 Σˇ1, mapping τˇ−11 Σˇ1 to τˇ−12 Σˇ2. To define φ on the
maximal cone in ∂Q1 corresponding to a vertex w ∈ τ use the linear map tψw : N1 → N2
defined by parallel transport through w as above. Parallel transport identifies the σi with
maximal cells in the induced polyhedral decomposition of Rw ⊆ ΛR,w, whose intersection
maps to τ . Since τˇ−1i Σˇi depends only on τi ⊂ Mi this provides the desired identification
of fans.
We need to check that our definition of φ is well-defined on intersections of cones. Let
w1, w2 be vertices of τ and wˇi ⊂ N1 the corresponding maximal cones of τˇ−11 Σˇ1. Then
ωˇ := wˇ1 ∩ wˇ2 is dual to a subface ω ⊂ τ containing w1, w2. For n ∈ wˇ1 ∩ wˇ2 and m ∈M1
we compute
〈tψ−1w2 tψw1(n), m〉 = 〈n, ψw1ψ−1w2 (m)〉 = 〈n, Tγ(m)〉,
where Tγ is parallel transport along the loop passing from v1 to w2 inside σ1, then to w1
inside σ2 and finally back to v1. By Proposition 1.29, Tγ(m) is congruent to m modulo
the tangent space ωˇ⊥ of ω. Hence 〈n, Tγ(m)〉 = 〈n,m〉 for all m ∈M1 and
tψw2(n) =
tψw1(n).
Thus φ is well-defined. This gives our gluing isomorphism
Φσ1σ2 : V (τ2) −→ V (τ1).

Example 2.16. We illustrate the definition of φ using Example 1.16, (2). Let σ1 and σ2
denote the left and right triangles in Example 1.16, (2) respectively, in either the left or
right-hand pictures, and let τ = σ1 ∩ σ2. Then using the left-hand picture, C(σ1)∨ is the
cone in NR ⊕R generated by
(−1, 0, 0), (0, 1, 0), (1,−1, 1)
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and C(σ2)
∨ is the cone generated by
(1, 0, 0), (0, 1, 0), (−1,−1, 1).
In both instances τˇi is the cone generated by the first vector. Then Σˇ1 and Σˇ2 are
obtained by forgetting the last coordinate. Indeed, this is just the normal fan of σi.
Finally, localizing at τˇ gives ∂Q1 and ∂Q2 determined by the picture
The upper half plane corresponds to the vertex (0, 0) and the lower half-plane corre-
sponds to the vertex (0, 1). Now given that we have been using the left-hand chart in
Example 1.16, (2), the map ψ(0,0) : M2 → M1 should be viewed as the identity, while
ψ(0,1) : M2 →M1 is given by the matrix
(
1 0
1 1
)
. This is the transformation which takes
σ2 in the left-hand chart to σ2 in the right-hand chart. Thus if we denote by x the element
(1, 0) ∈ ∂Qi, y the element (0, 1), z the element (0,−1), then
φ : ∂Q1 → ∂Q2
takes x 7→ x, y 7→ y and z 7→ x−1z since
ψt(0,1)
(
0
−1
)
=
(
−1
−1
)
= −
(
1
0
)
+
(
0
−1
)
.
The map φ induces the gluing map
Φσ1σ2 : SpecZ[x, x
−1, y, z]/(yz)→ SpecZ[x, x−1, y, z]/(yz).

Example 2.17. Next we do a three-dimensional example. Here again we use two different
cuts, and the shaded area shows where we make cuts.
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(0, 1, 0)
(0, 1, 1)
(−1, 0, 0)
(0, 0, 0)
(0, 0, 1)
(1, 0, 0)
(0, 1, 0)
(0, 1, 1)
(1, 1, 0)
(−1, 0, 0)
(0, 0, 0)
(0, 0, 1)
This time we just draw the fan Σˇi(τˇi) (the fan τˇ
−1
i Σˇi is the pullback of this to Mi) living
in Mi/(1, 0, 0)Z:
w
x
y
z
with the first through fourth quadrants corresponding to the vertices (0, 0, 0), (0, 1, 0),
(0, 1, 1) and (0, 0, 1) of τ respectively. Then we can write
Z[∂Qi] = Z[u, u
−1, x, y, z, w]/(yw, xz),
where x, y, z, w are primitive generators of the rays as labelled in the diagram and u
corresponds to (1, 0, 0) ∈Mi. We take the maps ψ(0,0,0) and ψ(0,0,1) to be the identity, and
then ψ(0,1,0) = ψ(0,1,1) is given by the matrix1 0 01 1 0
0 0 1
 .
The gluing map φ : Z[∂Q1]→ Z[∂Q2] is
u 7→ u, x 7→ x, y 7→ y, z 7→ z, w 7→ u−1w.

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Let us next discuss twisted gluings. Let S be an arbitrary scheme, and we wish to glue
the V (σi) × S along V (τi) × S using a twisting of Φσ1σ2 × idS. Twistings are given as
follows. Let
si : ∂Qi \ {∞} → Gm(S)
be a map satisfying
si(p+ q) = si(p) · si(q) if p+ q 6=∞.
We can view this as a piecewise multiplicative function on Ni. Then si defines a map
si : V (τi)× S → V (τi)× S induced by
zp 7−→ si(p)zp.
We can then glue V (τ1)× S and V (τ2)× S via s−11 ◦ (Φσ1σ2 × idS) ◦ s2.
So far the discussion was essentially local, focusing on only two maximal cells inter-
secting in one common face. In general the part Rσ1σ2 of the equivalence relation in
V (σ2) × V (σ1) may have more than one component. For any σ ∈ Pmax, and a vertex
v ∈ σ, we have Rv ⊆ ΛR,v, Pv and expv as usual, and σ˜ ∈ Pv mapping to σ via expv.
Denoting this map π : σ˜ → σ, it is an integral affine isomorphism in the interior of σ˜ and
is finite-to-one on the boundary. This map is unique up to integral affine isomorphisms
between different choices of σ˜.
Now given σ1, σ2 ∈ Pmax, let σ˜i ⊆ Mi ⊗ R, Mi = Λσi, πi : σ˜i → σi be as above.
Consider the fibred product σ˜1 ×B σ˜2. Each connected component of this space will give
one component of Rσ1σ2 .
Lemma 2.18. Let σ1, σ2 ∈ Pmax. Then the connected components of σ˜1×B σ˜2 are graphs
of integral affine isomorphisms τ˜1 → τ˜2 over B for faces τ˜i ⊂ σ˜i. In particular, the τ˜i
cover the same τ ⊂ σ1∩σ2. Exactly those isomorphisms occur that do not extend to larger
subsets of σ˜i.
Proof. We have disjoint decompositions σ˜i =
∐
τ˜⊂σ˜i
Int(τ˜). By the definition of polyhedral
decompositions πi|Int(τ˜) is a homeomorphism onto its image. For any pair τ˜1, τ˜2 covering
the same τ ⊂ σ1∩σ2 the composition (π2|Int(τ˜2))−1◦π1|Int(τ˜1) is affine. Hence it extends to an
affine linear map λ from Rτ˜1 ⊂ M1⊗R to Rτ˜2 ⊂M2⊗R. This shows already that σ˜1×B σ˜2
has a decomposition into polyhedral subsets that are graphs of affine transformations
λ : τ˜1 → τ˜2 commuting with πi.
To see how the strata fit together choose a vertex w1 ∈ τ˜1 and put w2 = λ(w1). Let
Rw ⊆ ΛR,w, Pw, expw be a chart for (B,P) at w = π1(w1) = π2(w2). By the definition
of polyhedral decomposition there exist unique affine embeddings
σ˜i −→ Rw
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respecting the polyhedral decompositions and mapping wi to the origin. This induces
integral affine maps Mi ⊗ R→ ΛR,w for i = 1, 2, and the composition
M1 ⊗R −→ ΛR,w −→ M2 ⊗R
restricts to λ on τ˜1. This shows that σ˜1×B σ˜2 has a decomposition as a union of polyhedra
with each maximal cell the graph of an integral affine transformation λ : τ˜1 → τ˜2 that
commutes with πi and does not extend to a map between larger faces of σ˜i. Moreover,
we see that locally σ˜1 ×B σ˜2 is isomorphic to the intersection of two (possibly equal)
cells of the polyhedral decomposition of Rw. Hence the maximal cells in the polyhedral
decomposition of σ˜1 ×B σ˜2 are disjoint. Therefore we have the claimed decomposition of
σ˜1 ×B σ˜2 into pairwise disjoint polyhedra. 
Remark 2.19. The reader shy of algebraic spaces may read the remainder of this section
with the restriction on P that the maps π : τ˜ → τ ⊆ B are injective for all τ ∈ P. It
is then the case that the algebraic space constructed below only involves gluings of affine
schemes along Zariski open subsets rather than e´tale open subsets, and hence produces a
scheme. 
Let τ˜1 → τ˜2 be an integral affine transformation whose graph is a connected component
of σ˜1 ×B σ˜2, as established by the lemma. Except for the trivial case τ˜1 = σ˜1 = σ˜2 = τ˜2
there is a unique edge of the barycentric subdivision of σ˜i joining the barycenter of τ˜i
with the barycenter of σ˜i. This edge determines τ˜i uniquely. It also corresponds uniquely
to an edge of the barycentric subdivision of σi. We may thus index the components of
σ˜1 ×B σ˜2 by (e1, e2) with ei ∈ Hom(τ, σi) and τ ⊂ σ1 ∩ σ2. The mentioned trivial case is
covered by (id, id). Not all pairs occur, but only those that are maximal for the partial
order defined by
(e1, e2) < (f1, f2) ⇐⇒ ∃h ∈ Hom(τ, ω) : ei = fi ◦ h.
Example 2.20. Consider B = R2/Z2 with the affine structure induced from R2, and the
polyhedral decomposition with one maximal cell σ covered by σ˜ = [0, 1] × [0, 1] ⊂ R2.
The following figure shows the fibred product of σ˜ with itself over B.
×B ∪ ∪ ∪
(ω1, ω2)
(ω2, ω1)
(τ1, τ2) (τ2, τ1) (v3, v1) (v4, v2)
(v2, v4) (v1, v3)
τ2
v1
v4v3
v2
τ1 τ2
v1
v4v3
v2
τ1
ω2
ω1 ω1
ω2
(σ˜, σ˜)
There are 4 · 4 = 16 vertices in σ˜ ×B σ˜; a pair of vertices (vi, vj) is isolated in σ˜ ×B σ˜
iff vi and vj do not belong to a proper face of σ˜. This is the case iff i− j ≡ 2 modulo 4.
Similarly, the pairs (τi, τi) and (ωi, ωi) are not maximal: the identity isomorphisms idτi
and idωi extend to the identity on σ˜. 
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Definition 2.21. We have thus indexed the connected components of σ˜1 ×B σ˜2 by a
subset of pairs (e1, e2) ∈ Hom(τ, σ1) × Hom(τ, σ2) for τ ⊂ σ1 ∩ σ2. By Lemma 2.18 it
makes sense to call pairs corresponding to connected components maximal.
We will need the following:
Definition 2.22. Let e : τ → σ. Then e determines a cone Ke in Στ , and hence
determines an open subset Ve ⊆ Xτ with Ve = SpecZ[K∨e ∩Q∗τ ]. The embedding Ve ⊆ Xτ
is canonical.
For any maximal pair (e1, e2) let τ˜i ⊆ σ˜i be the face given by ei : τ → σi. For any
common choice of vertex f : w → τ of τ˜i the compositions ei ◦ f define a path joining the
interior of σ2 to the interior of σ1 passing through w. Parallel transport along this path
defines an affine map ψw : Λσ2 → Λσ1 ; note this depends on (e1, e2) and not just σ1, σ2
and w. As in the case covered in Construction 2.15 without self-intersections this induces
an isomorphism between the irreducible component Ve1◦f ⊂ V (τ1) and Ve2◦f ⊂ V (τ2).
The monodromy argument as in Construction 2.15 shows that these isomorphisms are
compatible on intersections. We obtain an isomorphism
Φe1e2 : V (τ2) −→ V (τ1),
of the open subschemes V (τi) ⊂ V (σi), defined above, which is toric on each irreducible
component.
Construction 2.23. We next want to twist the isomorphisms Φe1e2 over an arbitrary
scheme S. We need to describe automorphisms of the V (τ)× S slightly more abstractly.
Let τ ∈ P be any cell, and let τ˜ ⊆ Λτ,R be as in Definition 1.38, with π : τ˜ → τ the map
to B.
Consider the sheaf π∗(QP ⊗ Gm(S)). This can be viewed as follows. If we choose
any σ ∈ Pmax with e : τ → σ a morphism, then we can identify τ˜ with a face of
σ˜ ⊆ Λσ,R = ΛR,z for any z ∈ Int(σ). Under this identification, at a point y ∈ Int(ω˜), for
ω˜ ⊆ τ˜ a face, the stalk of π∗(QP ⊗Gm(S)) at y is
(Λz/Λω)⊗Gm(S) = Hom(Λ⊥ω ,Gm(S)).
Thus an element s ∈ Γ(τ˜ , π∗(QP ⊗ Gm(S))) can be viewed as given by a collection (sv),
v ranging over the vertices of τ˜ , with sv ∈ Hom(Λˇz,Gm(S)), such that for any face ω˜ ⊆ τ˜
containing vertices v and w,
sv|Λ⊥ω = sw|Λ⊥ω .
Now consider the fan Σˇτ in Λ
∗
τ,R; by parallel transport to z ∈ Int(σ), we can consider Λ∗τ,R
as a quotient of ΛˇR,z, and we can pull back the fan Σˇτ to ΛˇR,z to get a fan of (not strictly)
convex cones. We call this fan τˇ−1Σˇσ as in Construction 2.15; it of course depends on
e. The maximal cones of this fan are in one-to-one correspondence with vertices v of
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τ˜ . Then s defines a map s : Λˇz → Gm(S) by defining s to be sv on the cone of τˇ−1Σˇσ
corresponding to v ∈ τ˜ . This is a piecewise multiplicative function, and it is clear the
set of piecewise multiplicative functions with respect to the fan τˇ−1Σˇσ coincides with
Γ(τ˜ , π∗(QP ⊗ Gm(S))). We then have V (τ) ⊆ V (σ) as usual, and s then induces an
automorphism of V (τ)× S, which we also denote by s.
Note that the group Γ(τ˜ , π∗(QP ⊗ Gm(S))) does not depend on e : τ → σ, so we
only need to understand the dependence of the action on V (τ) × S described above.
Let ei : τ → σi, i = 1, 2 with σi ∈ Pmax. Then as usual, we obtain V (τ1) ⊆ V (σ1),
V (τ2) ⊆ V (σ2) and a map
Φe1e2 : V (τ2)→ V (τ1),
(even if the pair (e1, e2) is not maximal). Using the notation of Construction 2.15, the
map Φe1e2 is induced by a map of monoids
φ : ∂Q1 → ∂Q2
obtained on each cone corresponding to a vertex of τi by parallel translation through
that vertex. Now s ∈ Γ(τ˜ , π∗(QP ⊗ Gm(S))) defines both s1 : ∂Q1 → Gm(S) and
s2 : ∂Q2 → Gm(S); as this has been done by parallel transport into the interiors of σ1
and σ2, it is easy to see that
s1(p) = s2(φ(p)),
and hence we have
s1 ◦ (Φe1e2 × idS) = (Φe1e2 × idS) ◦ s2.
Thus, even though we have not defined V (τ) abstractly, the action of Γ(τ˜ , π∗(QP ⊗
Gm(S))) on V (τ) is well-defined with respect to the gluing maps Φe1e2 × idS.
Definition 2.24. For τ ∈ P, we will write ˇPM(τ) for the group Γ(τ˜ , π∗(QP ⊗Gm(S)))
described above. Here, PM stands for piecewise multiplicative.
We can now define open gluing data.
Definition 2.25. Open gluing data for P over S are data s = (se)e∈
∐
Hom(τ,σ) with
se ∈ ˇPM(τ)
for e : τ → σ. They must satisfy
(1) sid = 1 for id : σ → σ the identity.
(2) For e1 : σ1 → σ2, e2 : σ2 → σ3 and e3 = e2 ◦ e1, yielding σ˜1 ⊆ σ˜2 ⊆ σ˜3, we have
se2 |σ˜1 · se1 = se3.
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Let Z1(P,QP ⊗Gm(S)) denote the set of all open gluing data for P over S. This forms
a group under multiplication.
We define trivial open gluing data to be open gluing data s = (se) such that there exists
t = (tσ)σ∈P with tσ ∈ ˇPM(σ) = Γ(σ˜, π∗(QP ⊗Gm(S))) such that for any e : τ → σ,
se = t
−1
τ tσ|τ .
Here restriction denotes the restriction of tσ to the face τ˜ of σ˜ corresponding to e.
We call the set of trivial open gluing data B1(P,QP ⊗Gm(S)), and write
H1(P,QP ⊗Gm(S)) = Z
1(P,QP ⊗Gm(S))
B1(P,QP ⊗Gm(S)) .
Given open gluing data s = (se), we can associate to it closed gluing data s¯ = (s¯e) as
follows. By the construction of QP , we have (QP)y ∼= Qτ ∼= Γ(Wτ ,QP) for y ∈ Int(τ),
τ ∈ P. Thus for any e : τ → σ there is a map given by the composition of natural maps
Γ(τ˜ , π∗(QP⊗Gm(S)))→ (QP)y⊗Gm(S)
∼=−→Γ(Wτ ,QP⊗Gm(S))−→Γ(We,QP⊗Gm(S))
where the last map is restriction. We set s¯e to be the image of se under this map. This
gives a Cˇech 1-cocycle, because of the 1-cocycle condition on open gluing data. 
For a discussion of the difference between open and closed gluing data see Remark 2.33.
The notation as a cohomology group is motivated by the fact that the definition fits into
the framework of barycentric complexes developed in the appendix, however for the dual
cell complex.
Given open gluing data s, we can define, for each maximal pair (e1, e2),
Φe1e2(s) := s
−1
e1
◦ (Φe1e2 × idS) ◦ se2 .
Define Re1e2 ⊂ V (σ2)× V (σ1)× S as the graph of Φe1e2(s) relative S.
Example 2.26. The simplest example is the case B = R/Z, and P consists of one
maximal cell σ and one vertex v. Identifying σ˜ with the interval [0, 1], σ˜ ×B σ˜ has
three connected components: the diagonal and the points (0, 1) and (1, 0). In this case
V (σ) ∼= SpecZ[x, y]/(xy), and if there is no twisting, the three corresponding components
of R in V (σ)× V (σ) = SpecZ[x, y, x′, y′]/(xy, x′y′) are the diagonal, the subvariety given
by the equation x′y = 1, and the subvariety given by the equation xy′ = 1. The quotient
of V (σ) by this e´tale equivalence relation is a nodal elliptic curve. One can also take
B = R/nZ with n > 1 and subdivide B into n intervals of length one. In this case
one obtains n copies of SpecZ[x, y]/(xy), and after quotienting one obtains a cycle of n
rational curves, i.e. a Kodaira type In fibre.
Lemma 2.27. The Re1e2 are pairwise disjoint; their union
R =
⋃
(e1,e2)
Re1e2
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defines an e´tale, quasi-compact equivalence relation on
∐
σ∈Pmax
V (σ)× S. Furthermore,
R is closed in
∐
σ1,σ2∈Pmax
V (σ1)× V (σ2)× S.
Proof. By construction Re1e2 is the graph of an isomorphism between open subsets of
V (σ1)×S and V (σ2)×S, and thus the projections of Re1e2 to V (σi)×S are local isomor-
phisms, hence e´tale. Closedness of Re1e2 ⊆ V (σ2)×V (σ1)×S follows from maximality of
the pair (e1, e2), so that the isomorphism cannot be extended. Quasicompactness holds
by local finiteness of P.
To check that the Re1e2 are pairwise disjoint it suffices to show this after pull-back to
the irreducible components(
V (σ2) ∩Xw2
)
×
(
V (σ1) ∩Xw1
)
× S,
where the wi ∈ σ˜i run over the set of vertices. (The notation V (σi)∩Xwi is a slight abuse
of notation: by this we mean the irreducible component of V (σi) corresponding to the
vertex wi.) But by the local description of σ˜1 ×B σ˜2 a pair of vertices (w1, w2) belongs
to at most one maximal cell, indexed by (e1, e2). This translates into the statement that
only Re1e2 intersects the irreducible component in question non-trivially.
By construction R is symmetric and contains the diagonal. It remains to show tran-
sitivity. Let σ1, σ2, σ3 ∈ Pmax with πi : σ˜i → σi as before. It suffices to verify the
transitivity relation on each irreducible component of V (σ1) separately. Let w1 ∈ σ˜1 be
a vertex and Re2e1 a component of R that is non-trivial on V (σ1) ∩ Xw1. Let Rw → B
be a chart at w = π1(w1) and σ˜i → Rw for i = 1, 2 the affine embeddings providing the
local identification Φe2e1(s) whose graph is Re2e1. Let w2 ∈ σ˜2 be the vertex mapping to
0 ∈ Rw. In verifying transitivity we may now restrict to a component Rf3f2 of R that is
non-trivial on V (σ2) ∩ Xw2. For these there is another affine embedding σ˜3 → Rw that
together with the already given embedding of σ˜2 provides the local isomorphism Φf3f2(s)
with graph Rf3f2 . Let w3 ∈ σ˜3 be the vertex mapping to 0 ∈ Rw. Define τ to be the image
of σ˜1 ∩ σ˜3 ⊂ Rw in B, and let gi ∈ Hom(τ, σi), i = 1, 3 be the edges of the barycentric
decomposition belonging to the faces σ˜1∩ σ˜3 ⊂ σ˜i. The pair (g3, g1) parametrizes a unique
component Rg3g1 of R, which is the graph of Φg3g1(s).
0
σ1
σ2
σ3
e2
f2
f3
g3
g1
e1
It is clear from toric geometry that the composition of Φf3f2 |Xw2 with Φe2e1|Xw1 equals
Φg3g1|Xw3 on the common domain of definition. As for the twisting by s, we observe that
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the cocycle condition implies that when restricted to wi,
se1 = s0σ˜1s
−1
0ω , se2 = s0σ˜2s
−1
0ω ,
where ω = σ˜1 ∩ σ˜2 and with indices referring to the barycentric subdivision of Rw. In the
definition of Φe2e1(s) on Xw1 the term s
−1
0ω therefore cancels:
Φe2e1(s)|Xw1 = s−10σ˜2 ◦ Φe2e1 ◦ s0σ˜1 .
Similar formulae hold for Φf3f2 and Φg3g1 . Hence
Φf3f2(s) ◦ Φe2e1(s)|Xw1 = s−10σ˜3 ◦ Φg3g1 ◦ s0σ˜1 |Xw1 = Φg3g1(s)|Xw1 .
This establishes transitivity. 
Definition 2.28. If s are open gluing data for P over S, we set
X0(B,P, s) :=
( ∐
σ∈Pmax
V (σ)× S
)/
R.
By Lemma 2.27 this is an algebraic space locally of finite type over S. 
It remains to show that this space is a direct limit for the functor FS,s. We denote by
p :
∐
σ∈Pmax
V (σ)× S −→ X0(B,P, s)
the quotient morphism, and pσ : V (σ)×S → X0(B,P, s) the restriction of p to V (σ)×S.
Lemma 2.29. Let s be open gluing data for P over S, and s¯ the associated closed gluing
data. There exists a system of maps qτ : Xτ × S → X0(B,P, s) that is compatible with
the functor FS,s¯; that is, for every τ1, τ2 ∈ P and e ∈ Hom(τ1, τ2) we have
qτ2 = qτ1 ◦ FS,s¯(e).
Proof. We first define qw for w ∈ P a vertex. The set of maximal cones of the fan
Σw defining Xw is in one-to-one correspondence with
∐
σ∈Pmax
Hom({w}, σ), so Xw has
an open covering indexed by this set. The affine open set Ve ⊂ Xw corresponding to
e ∈ Hom({w}, σ) is what we denoted by V (σ) ∩Xw˜ in the proof of Lemma 2.27 for the
unique lift w˜ ∈ σ˜ distinguished by e. This gives a closed embedding
ιe : Ve −→ V (σ)
identifying Ve with the irreducible component of V (σ) corresponding to w˜. On Ve define
qw as composition
qw : Ve × S ιe×idS−→ V (σ)× S s
−1
e−→ V (σ)× S p−→ X0(B,P, s).
(Technically, s−1e only acts on the image of ιe× idS, but it can be extended in any way we
like to V (σ)× S for convenience of notation in this proof.) To check well-definedness let
σ1, σ2 ∈ Pmax and ei ∈ Hom({w}, σi). Let σ˜i ⊂ Rw be the embeddings of the coverings
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of σi into the chart at w corresponding to ei as in the definition of R. Let τ˜i = σ˜1 ∩ σ˜2,
viewed as subcell of σ˜i, τ ∈ P the image of τ˜i, fi : τ → σi, g : w → τ the induced
morphisms, with fi ◦ g = ei. By the definition of R
p|V (τ˜2)×S = p|V (τ˜1)×S ◦ Φf1f2(s).
On the other hand, ιei identifies Ve1∩Ve2 with an irreducible component of V (τ˜i) ⊂ V (σi),
and these two embeddings are related by Φf1f2:
ιe1 |Ve1∩Ve2 = Φf1f2 ◦ ιe2 |Ve1∩Ve2 .
On Ve1 ∩ Ve2 it follows
(p|V (τ˜1)×S) ◦ s−1e1 ◦ (ιe1 × idS) = (p|V (τ˜1)×S) ◦ s−1e1 ◦ (Φf1f2 × idS) ◦ (ιe2 × idS)
= (p|V (τ˜1)×S) ◦ s−1e1 sf1 ◦ Φf1f2(s) ◦ s−1f2 ◦ (ιe2 × idS)
= (p|V (τ˜1)×S) ◦ s−1g ◦ Φf1f2(s) ◦ s−1f2 ◦ (ιe2 × idS)
= (p|V (τ˜1)×S) ◦ Φf1f2(s) ◦ s−1g s−1f2 ◦ (ιe2 × idS)
= (p|V (τ˜1)×S) ◦ Φf1f2(s) ◦ s−1e2 ◦ (ιe2 × idS)
= (p|V (τ˜2)×S) ◦ s−1e2 ◦ (ιe2 × idS).
This shows well-definedness.
For non-minimal τ ∈ P choose a vertex w ∈ τ and g ∈ Hom({w}, τ). Then put
qτ = qw ◦ FS,s¯(g).
Since FS,s¯ is a functor, compatibility of these definitions follows once we convince ourselves
of independence of the choices of w and g. Let wi ∈ τ be vertices and gi ∈ Hom({wi}, τ).
Write qiτ for qτ defined with gi. Let σ ∈ Pmax and f ∈ Hom(τ, σ). Putting ei = f ◦ gi we
obtain the following commutative diagram.
w1
e1
$$
g1 ""E
EE
EE
EE
EE
τ
f
// σ
w2
e2
::
g2
<<yyyyyyyyy
Each ei gives an identification of an open Vei ⊂ Xwi with an irreducible component of
V (σ). Then F (gi)
−1(Vei) is the open set in Xτ given by the maximal cone Kf ∈ Στ
corresponding to f : τ → σ, hence does not depend on i. This open set is Vf . Since
the Vf with f ∈
∐
σ∈Pmax
Hom(τ, σ) cover Xτ , it is enough to show that the q
i
τ agree on
Vf × S.
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Let Kei, Kgi ∈ Σwi be the cones corresponding to ei and gi. Recall from Definition 2.11
that FS,s(gi) = (F (gi)× idS) ◦ s¯gi where F (gi)|Vf is induced by the description of cones
Kf = (Kei + RKgi)/RKgi
On the other hand, qwi involved the closed embedding ιei : Vei → V (σ) defined by identi-
fying K∨ei with a maximal face of C(σ)
∨. Therefore, the composition
Vf
F (gi)−→ Vei
ιei−→ V (σ)
is independent of i. Together with the cocycle condition we see that also
s−1ei ◦ (ιei × idS) ◦ (F (gi)× idS) ◦ s¯gi = s−1f ◦
(
(ιei ◦ F (gi))× idS
)
does not depend on i. The composition with p : V (σ) × S → X0(B,P, s) equals qiτ |Vf ,
which is hence independent of i too. 
Proposition 2.30.
∐
τ qτ :
∐
τ Xσ × S −→ X0(B,P, s) is a direct limit for the functor
FS,s¯.
Proof. We have to verify the universal property. Let ψτ : Xτ × S → Z be a system
of morphisms to an algebraic space that is compatible with FS,s¯. First we observe that
V (σ) × S, σ ∈ Pmax, is a similar direct limit, but over the spaces Vf × S with f ∈∐
τ Hom(τ, σ) and morphisms ιg := F (g)|Vf2 : Vf2 → Vf1 for fi : τi → σ, g : τ1 → τ2,
f1 = f2 ◦ g. Each Vf is canonically an open subset of Xτ . Consider the system of
morphisms χf = ψτ ◦ s¯f |Vf×S : Vf × S → Z, f ∈
∐
τ Hom(τ, σ). This is compatible with
the system (Vf × S, ιg). In fact, for fi, g as above,
FS,s¯(g)|Vf2×S = (F (g)× idS)|Vf2×S ◦ s¯g = s¯f1 ◦ (ιg × idS) ◦ s¯−1f2 .
Thus
χf2 = ψτ2 ◦ s¯f2|Vf2×S = ψτ1 ◦ FS,s¯(g) ◦ s¯f2|Vf2×S = χf1 ◦ (ιg × idS).
Hence we obtain a morphism
χ(σ) : V (σ)× S −→ Z.
To descend to X0(B,P, s) it remains to show that the χ(σ) commute with the local
isomorphisms Φe1e2(s) whose graphs define R locally. As in the proof of transitivity of
R we may restrict to one irreducible component at a time. If ei : τ → σi this amounts
to choosing a vertex w ∈ τ and homomorphisms fi : {w} → σi with fi = ei ◦ g for some
g : {w} → τ . A chart at w reduces to the case σi ⊂ M ⊗Z R, w = 0 and τ = σ1 ∩ σ2.
This situation gave open embeddings V (τ) ⊂ V (σi), and restricted to the irreducible
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component Vg ⊂ V (τ) labelled by w = 0 ∈ τ they defined Φe1e2. We obtain the following
diagram.
Vg × S
open
//
sf2 ((PP
PP
PP
PP
PP
PP
Φe1e2 (s)

Vf2 × S
sf2

χf2
''NN
NN
NN
NN
NN
NN
N
Xw × S
ψw // Z
Vg × S
sf1
66nnnnnnnnnnnn
open
// Vf1 × S
sf1
OO
χf1
77ppppppppppppp
The arrows labelled “open” are open embeddings canonically defined by toric geometry,
while the labels sfi denote similar open embeddings but twisted by the action of sfi on
Xw. In the case without self-intersections, V (τ) = V (σ1) ∩ V (σ2), Vg = V (τ) ∩ Xw and
Vfi = V (σ)∩Xw. In general Vg and Vfi are open subschemes of Xw. Therefore the upper
and lower triangles commute trivially. The two triangles with common side ψw commute
by the definition of χfi, and the triangle on the left commutes by the definition of Φe1e2(s).
Therefore the whole diagram commutes, and following the two paths from Vg × S to Z
via Xw × S shows the desired compatibility of χf with our equivalence relation. 
Proposition 2.31. X0(B,P, s) is a separated algebraic space. If B is compact and S is
a separated scheme, then X0(B,P, s) is a proper algebraic space over S.
Proof. An algebraic space is separated if the equivalence relation defining it is a closed
embedding ([30], Def. II.1.6) and this is the case by Lemma 2.27. Thus in addition if S is
separated, so is the morphism f : X0(B,P, s)→ S ([30], Prop. II.3.10). If B is compact,
X0(B,P, s) is clearly of finite type over S as P must be a finite set, so that X0(B,P, s)
has an e´tale cover of finite type over S. Finally, to show f is proper, note that
q :
∐
v∈P
Xv × S −→ X0(B,P, s)
given by qv : Xv × S → X0(B,P, s) on Xv × S is a surjective map, and
∐
Xv × S → S
is a proper map. Then f is also proper (see [22], II 5.4.3 (ii) in the scheme case, but the
same proof works for algebraic spaces). 
Next, we consider when two sets of open gluing data give isomorphic spaces. Suppose
s, s′ are open gluing data for (B,P) over S. We are interested in understanding when
there are isomorphisms
ϕ : X0(B,P, s)→ X0(B,P, s′).
We will only be interested in isomorphisms ϕ with ϕ(qτ (Xτ × S)) = q′τ (Xτ × S); any
other isomorphism will reflect some global symmetry of B. In this case, we obtain a
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commutative diagram for each τ ∈ P
Xτ × S ϕτ−→ Xτ × Syqτ yq′τ
X0(B,P, s)
ϕ−→ X0(B,P, s′)
If ϕτ also preserves toric strata of Xτ × S, which implies it is induced by an element
t¯τ ∈ Qτ ⊗ Gm(S), then we say the isomorphism ϕ preserves B. Clearly the component
of the identity of the automorphism group of X0(B,P, s) is the set of automorphisms
preserving B.
A simple example of an automorphism not preserving B is when B = R/Z and
X0(B,P, s) is isomorphic to a nodal cubic, say y
2z = x3 + x2z in P2. Then the au-
tomorphism y 7→ −y induces a map on the normalization interchanging toric strata.
Proposition 2.32.
(1) Let s, s′ be two open gluing data for (B,P) over S. Then there exists an isomorphism
ϕ : X0(B,P, s)
∼=−→X0(B,P, s′)
preserving B if and only if s/s′ ∈ B1(P,QP ⊗Gm(S)).
(2) The map
H1(P,QP ⊗Gm(S))→ H1(W ,QP ⊗Gm(S))
induced by taking open gluing data to closed gluing data is an inclusion.
Proof. (1) If s/s′ ∈ B1(P,QP ⊗ Gm(S)), then there exists tσ ∈ ˇPM(σ) for all σ ∈ P
such that for e : τ → σ, s′e = t−1σ |τsetτ . Then the isomorphism∐
σ∈Pmax
V (σ)× S →
∐
σ∈Pmax
V (σ)× S
which is given by tσ on V (σ) × S is compatible with the equivalence relation defined
by s on the domain and the equivalence relation defined by s′ on the range. Thus this
isomorphism descends to give an isomorphism
X(B,P, s)→ X(B,P, s′).
Conversely, if there is an isomorphism ϕ preserving B, then for each σ ∈ Pmax, e : τ →
σ, we have Ve ⊆ Xτ the open subset of Xτ given by Definition 2.22. The isomorphism
ϕτ : Xτ × S → Xτ × S induces an isomorphism ϕe : Ve × S → Ve × S, and these patch to
give an isomorphism ϕ˜σ : V (σ)× S → V (σ)× S, which is induced by some tσ ∈ ˇPM(σ).
Then ϕ is induced by
ϕ˜ =
∐
ϕ˜σ :
∐
σ∈Pmax
V (σ)× S →
∐
σ∈Pmax
V (σ)× S.
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Now set s′′e = set
−1
σ whenever e : τ → σ ∈ Pmax, s′′e = se otherwise. Then s′′ is congruent
to s mod B1(P,QP ⊗Gm(S)), so as above we obtain an isomorphism
ψ : X0(B,P, s
′′)→ X0(B,P, s)
induced by t−1σ on V (σ). Furthermore, the composition ϕ ◦ ψ is then induced by the
identity maps on V (σ)× S for all σ ∈ Pmax. Thus, by replacing s by s′′, we can assume
ϕ˜σ is the identity for each σ ∈ Pmax, and thus the equivalence relations R and R′ defined
by s and s′ must be the same.
Thus in particular, whenever (e1, e2) is a maximal pair,
(s′e1)
−1 ◦ Φe1e2 ◦ s′e2 = s−1e1 ◦ Φe1e2 ◦ se2 .
In particular,
(1) se2/s
′
e2
= se1/s
′
e1
Now for each τ ∈ P \ Pmax, choose some morphism e : τ → σ ∈ Pmax, and define
tτ = se/s
′
e. We first need to check this is independent of e. Given a diagram
σ1
τ
e1
22
f
//
e2 ,,
ω
g1
<<yyyyyyyy
g2
""E
EE
EE
EE
E
σ2
with (g1, g2) a maximal pair, then using (1) for (g1, g2), we have
se1
s′e1
=
sg1 |τsf
s′g1 |τs′f
=
sg2|τsf
s′g2|τs′f
=
se2
s′e2
.
Finally, with tσ = 1 for σ ∈ Pmax, we note that for any e : τ1 → τ2,
t−1τ1 setτ2 |τ1 = s′e.
Indeed, given a map f : τ2 → σ ∈ Pmax, g = f ◦ e,
t−1τ1 setτ2 |τ1 = t−1τ1 sgs−1f |τ1tτ2 |τ1 =
s′g
sg
sgs
−1
f |τ1
sf |τ1
s′f |τ1
= s′g(s
′
f)
−1|τ1 = s′e.
Thus s and s′ are equivalent open gluing data.
(2) Clearly if s ∈ B1(P,QP ⊗ Gm(S)) is induced by t = (tτ )τ∈P , then s¯ is the
Cˇech 1-coboundary of t¯ = (t¯τ )τ∈P . Thus the map is well-defined. In addition, if s ∈
Z1(P,QP ⊗Gm(S)) is mapped to a Cˇech 1-coboundary, say the coboundary of (t¯τ )τ∈P
with t¯τ ∈ Γ(Wτ ,QP ⊗ Gm(S)) = Qτ ⊗ Gm(S), then t¯τ induces a map ϕτ : Xτ → Xτ
and then an isomorphism of X0(B,P, s) = lim
−→
FS,s¯ with X0(B,P, 1) = lim
−→
FS,1, where
1 denotes trivial open gluing data. But then by (1), s ∈ B1(P,QP ⊗Gm(S)). Thus the
map is injective. 
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Remark 2.33. Thus we see that H1(W ,QP ⊗Gm(S)) parametrizes a set of gluings of the
components Xτ , while H
1(P,QP ⊗ Gm(S)) is a subgroup parametrizing gluings which
are “locally trivial,” i.e. e´tale locally isomorphic to things of the form V (σ). It is only
these locally trivial gluings which will play a role in the theory. The difference between
open and closed gluing data can be exhibited locally. Given an integral lattice polytope
σ ⊆ MR, QP still makes sense as a sheaf just on σ, as does the open cover W , so
H1(W ,QP ⊗Gm(S)) still makes sense, and gives regluings of irreducible components of
V (σ). If H1(W ,QP ⊗ Gm(S)) 6= 0, there are regluings of the irreducible components
of V (σ) which yield spaces not isomorphic to V (σ). One example of such a σ is an
octahedron in R3; one can show H1(W ,QP ⊗ Gm(S)) 6= 0 by a dimension counting
argument. Somewhat mysteriously, this group seems to have something to do with the
Brauer group of the toric variety X(Σˇσ): see [11].
We also note that one can easily show (using similar methods as in Lemma 5.5) that
W is an acyclic covering for QP ⊗Gm(S), and thus H1(W ,QP ⊗Gm(S)) ∼= H1(B,QP ⊗
Gm(S)). 
Next, we make the connection between the cone and fan pictures. Given open glu-
ing data s, X0(B,P, s) is not necessarily projective even if we have specified ample line
bundles on each irreducible component compatible with identifications. It turns out giv-
ing such data is equivalent to giving a strictly convex piecewise linear function (B,P).
However, there is still an obstruction to gluing these line bundles to obtain an ample line
bundle on X0(B,P, s). This obstruction, depending on s, is the map described in the
following theorem. If this obstruction vanishes, X0(B,P, s) will be projective and arise
from the cone picture of a discrete Legendre transform of (B,P).
Theorem 2.34. Let B be an integral affine manifold with singularities with a toric polyhe-
dral decomposition P and a strictly convex integral piecewise linear multi-valued function
ϕ. Let S = SpecA be an affine scheme. Let (Bˇ, Pˇ, ϕˇ) be the discrete Legendre transform
of (B,P, ϕ). Then there is a group homomorphism
o : H1(P,QP ⊗Gm(S))→ H2(B,Gm(S))
such that if o(s) = 1, there is a choice of gluing data sˇ for the cone picture for Pˇ over S
with an isomorphism
Xˇ0(Bˇ, Pˇ, sˇ) ∼= X0(B,P, s).
In particular, X0(B,P, s) is a projective scheme.
Proof. If σ ∈ P is a cell, then ϕ induces a strictly convex piecewise linear function
ϕσ on Σσ, well-defined up to linear functions, and hence an ample line bundle Lσ on
Xσ. Then it is a standard fact of toric geometry that if ˜ˇσ ⊆ Q∗σ,R is the corresponding
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Newton polytope of Lσ (as defined in the definition of discrete Legendre transform in
§1.4), C(˜ˇσ) ⊆ Q∗σ,R ⊕ R, Pˇσˇ = C(˜ˇσ) ∩ (Q∗σ ⊕ Z), Rσˇ = A[Pˇσˇ], then
ProjRσˇ ∼= Xσ,
with
OProjRσˇ(1) ∼= Lσ.
On the other hand, Rσˇ is the ring given by Definition 2.1 for σˇ ∈ Pˇ, so Xˇσˇ ∼= Xσ.
Furthermore, it is easy to see that if e : τ → σ (or equivalently e : σˇ → τˇ) then
F (e) : Xσ → Xτ
coincides with
Proj Fˇ (e) : Xˇσˇ → Xˇτˇ .
Now consider the open gluing data for the fan picture s ∈ Z1(P,QP ⊗ Gm(S)), with
associated closed gluing data s¯, with s¯e ∈ Γ(We,QP⊗Gm(S)) ∼= Qσ⊗Gm(S) for e : τ → σ.
There is a natural isomorphism between Qσ and (ΛBˇσˇ )∗. On the other hand, choose some
embedding ˜ˇσ ⊆ ΛBˇσˇ,R. Then we can identify Hom(Pˇσˇ,Gm(S)) with (ΛBˇσˇ ⊕ Z)∗ ⊗ Gm(S).
However, this is non-canonical as it depends on the embedding of ˜ˇσ; translating ˜ˇσ will
change this identification. We can however use the inclusion of (ΛBˇσˇ )
∗ ⊗Gm(S) in (ΛBˇσˇ ⊕
Z)∗ ⊗ Gm(S) to identify s¯e with an element sˇe of Hom(Pˇσˇ,Gm(S)). Now (sˇe) may not
satisfy the 1-cocycle condition for gluing data in the cone picture because of the arbitrary
nature of this identification. In general, because s¯ satisfied the 1-cocycle condition, given
e1 : σˇ1 → σˇ2, e2 : σˇ2 → σˇ3, e3 = e2 ◦ e1, we have
sˇe1 · sˇe2|Pˇσˇ1 · sˇ
−1
e3
: Pˇσˇ1 → Gm(S)
factors through the well-defined projection Pˇσˇ1 → Z. Thus we can consider (sˇe1 · sˇe2|Pˇσˇ1 ·
sˇ−1e3 )(1) ∈ Gm(S). This assigns to each two-dimensional simplex in Bar(Pˇ) an element
of Gm(S), and it is easy to see from the construction that this defines a 2-cocycle for
simplicial cohomology of B, i.e. an element of H2(B,Gm(S)). This defines the map o,
and it is easy to see o(s) only depends on the class of s in H1(P,QP ⊗Gm(S)).
Now suppose o(s) = 1. Then there exists a 1-cochain (he), he ∈ Gm(S), e running over
all edges of Bar(P) with
(sˇe1 · sˇe2|Pˇσˇ1 · sˇ
−1
e3
)(1) = he1 · he2 · h−1e3 .
Interpreting he for e : τˇ → σˇ as a map Pˇτˇ → Gm(S) given as the composition of the
projection Pˇτˇ → Z and the map n 7→ hne , we can define
sˇ′e = sˇe · h−1e .
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It is then clear that sˇ′ = (sˇ′e) are gluing data in the cone picture, as the 1-cocycle condition
is satisfied. Replacing sˇ by sˇ′, it is easy to see that for e : τ → σ, we obtain a commutative
diagram
Xˇσˇ × S Proj FˇS,sˇ(e)−→ Xˇτˇ × Sy∼= y∼=
Xσ × S FS,s¯(e)−→ Xτ × S
Taking limits yields an isomorphism
X0(B,P, s) ∼= Xˇ0(Bˇ, Pˇ, sˇ).

Thus we see that a strictly convex integral piecewise linear multi-valued function on B in
particular gives rise to a choice of ample line bundle onX0(B,P, s) for some s (though not
necessarily for all s unless H2(B,Gm(S)) = 0). However there is also a choice involved.
There might be different choices of (he) in the proof above, giving different choices of
gluing data in the fan picture. This choice is parametrized by H1(B,Gm(S)). While this
choice doesn’t affect the underlying scheme, it does change the line bundle.
Example 2.35. If B is as in Example 1.18, then X0(B,P, 1) coincides with Xˇ0(Bˇ, Pˇ, 1),
where Bˇ is obtained from the reflexive dual Ξˇ of Ξ. (See Examples 1.53 and 2.6).
Example 2.36. According to Remark 2.19 X0(B,P, s) is a scheme if the cells of the
polyhedral decomposition do not self-intersect. Even with self-intersections it might be a
scheme, for example in dimension one. Here is an example where the property of being a
scheme rather than an algebraic space depends on algebraic relations between the gluing
parameters.
As in Examples 2.2 and 2.5 consider B = R2/Z2 with only one maximal cell coming
from σ˜ = [0, 1] × [0, 1] ⊂ R2, but now viewed in the fan picture, with S = Spec k. Then
Xv = P
1 × P1 for the unique vertex v ∈ B, and closed gluing data s = (se)e:τ→σ provide
toric identifications {0}×P1 ∼=→ {∞}×P1 and P1×{0} ∼=→ P1×{∞} given by the actions
of some α, β ∈ k× respectively. Here 0,∞ ∈ P1 denote the two zero-dimensional torus
orbits.
Now if X = X0(B,P, s) is a scheme there exist effective divisors D ⊂ X through
the distinguished point o ∈ X of multiplicity four and not containing a component of
Xsing. Such D can be obtained by taking the closure in X of a Cartier divisor on an
affine neighbourhood of o. A priori this leaves us with a Weil divisor. To obtain a Cartier
divisor consider the Z/2× Z/2-action on X defined on the normalization P1 × P1 by the
toric automorphisms on each of the two factors exchanging the two zero-dimensional torus
orbits. Summing over this action we may assume that D is Z/2×Z/2-invariant. We claim
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that D is now Cartier. In fact, this is only questionable at points p ∈ |D ∩Xsing| \ {o}.
There is an e´tale neighbourhood of p of the form Spec k[x, y, z]/(xy) with one of the
Z/2-factors exchanging the two irreducible components. (This could be made explicit
by lifting s to open gluing data, which is always possible in this case, and using the
e´tale cover V (σ) → X.) Let D1 + D2 be the decomposition of D according to the
two irreducible components of this e´tale neighbourhood. Then since D is Z/2 × Z/2-
invariant, D1 ∩ Xsing = D2 ∩ Xsing. Therefore there exist f1(x, z), f2(y, z) defining D1,
D2 on their components respectively, with f1(0, z) = f2(0, z). Then D is defined by
f1(x, z) + f2(y, z)− f1(0, z). So D is in fact Cartier.
The pull-back of D to the normalization P1×P1 → X is now given by a bihomogeneous
polynomial
F =
∑
µ=0,...,d
ν=0,...,e
aµνx
µyd−µuνve−ν
with a00 6= 0, d, e > 0, and such that
F (x, y, 0, 1) = c · F (αx, y, 1, 0), F (0, 1, u, v) = c′ · F (1, 0, βu, v),
for some c, c′ ∈ k×. Comparing coefficients gives the relations
aµ0 = c · αµaµe, a0ν = c′ · βνadν ,
for all µ, ν. This gives two ways to compute a00 from ade:
a00 = ca0e = cc
′βeade,
a00 = c
′ad0 = c
′cαdade.
Thus a necessary condition for such a divisor D to exist is an algebraic relation of the
type
αd = βe,
with d, e > 0, between the gluing parameters α and β.
Conversely, if such a relation exists the same considerations give sufficiently many
Cartier divisors on X separating points and tangents. Hence in this case X is projective.
In fact, such X arise from the cone picture for a rectangle with sides of lengths d and
e. 
We compute some invariants of X0(B,P, s).
Proposition 2.37. Let B be an integral affine manifold with singularities and toric poly-
hedral decomposition P. Let s be open gluing data for (B,P) over S = Spec(A), and
X = X0(B,P, s). Then
H i(X,OX) ∼= H i(B,A).
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Proof. Let
C
k
bct =
⊕
σ0→···→σk
σi 6=σi+1
qσk∗OXσk×S,
where for τ ∈ P, qτ : Xτ × S → X is the map constructed in Lemma 2.29. Define a
differential dbct as in §A.3. Then we show in Example A.3 that C •bct is exact. There is
also a natural inclusion OX → C 0bct given by pull-back of functions, and it is easy to check
as in Example A.3 that this makes C •bct into a resolution of OX . Now
H i(Xσk × S,OXσk×S) =
A i = 00 i > 0,
asXσk×S is proper over S, since Σσk is a complete fan. Thus H i(X,OX) = H i(Γ(X,C •)).
However, Γ(X,C •) coincides with the complex of simplicial cochains with coefficients in
the ring A with respect to the barycentric triangulation Bar(P). Thus H i(Γ(X,C •)) =
H i(B,A) as desired. 
For later reference let us also record here an interpretation of H1(B,Gm(S)). We say
a line bundle on a scheme X over S is numerically trivial if its pull-back to any complete
regular curve defined over a geometric point of S has degree zero. The set of isomorphism
classes of numerically trivial line bundles of X form a subgroup Picτ (X) ⊂ Pic(X).
Proposition 2.38. Let B be an integral affine manifold with singularities and toric poly-
hedral decomposition P. Let s be open gluing data for (B,P) over S = Spec(A), and
X = X0(B,P, s). Then
Picτ (X) = H1(B,Gm(S)).
Proof. Given L ∈ Picτ (X) any restriction Lτ = q∗τ (L) is a numerically trivial line bundle
on a toric variety defined over an affine scheme, hence trivial. Choose isomorphisms
hτ : Lτ → OXτ×S and, for e ∈ Hom(τ, σ), consider the composition
ξe : OXσ×S
h−1τ |Xσ×S−→ Lτ |Xσ×S = Lσ hσ−→ OXσ×S.
This is a locally invertible element of Γ(Xσ×S,OXσ ×S) = A, that is, ξe ∈ Gm(S). For a
composition ω
f→ τ e→ σ it holds ξf◦e = ξf |Xσ×S · ξe. Hence (ξe) is a simplicial one-cocycle
for the triangulation Bar(P) of B. Different choices of hτ yield cohomologous (ξe).
Conversely, given ξ = (ξe) we can enrich the gluing functor FS,s¯ from Definition 2.11
for the closed gluing data s¯ associated to s to also take care of a line bundle. The
corresponding functor GS,s¯,ξ maps τ ∈ P to the pair (Xτ ,OXτ×S), and e ∈ Hom(τ, σ)
maps to the morphism FS,s¯(e) of spaces and to the morphism
ξe · FS,s¯(e)∗ : FS,s¯(e)−1(OXτ×S) −→ OXσ
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of line bundles. In view of the methods presented in this section it is then clear that GS,s¯,ξ
has a limit (X0(B,P, s), L) in the category consisting of pairs of an algebraic space and
a line bundle, and that L maps to ξ ∈ H1(B,Gm(S)) under the map described above.
Details are left to the reader. 
We end this section by discussing dualizing sheaves on X = X0(B,P, s). Now we do
not wish to go into the question of duality for algebraic spaces, which is a question which
does not appear to be dealt with in the literature. Therefore, for the discussion which
follows, assume that either duality does hold, or that X is a scheme. This occurs as in
Remark 2.19, or if X arises through gluing in the cone picture, so that X is in fact a
projective scheme. In any event, we take S = Spec k, k an algebraically closed field. Note
that X is Gorenstein: it is covered by e´tale sets of the form V (σ) ⊆ U(σ), and V (σ)
is Gorenstein by [37], pg. 126, Ishida’s criteria, (3). Thus there is a dualizing sheaf ωX
which is in fact a line bundle. In addition, consider the map ν : X˜ =
∐
v∈P Xv → X
(induced by qv on Xv). Then ν is in fact the normalization of X. Let C ⊆ X˜ be the
conductor locus. Then by [40], Proposition 2.3, ν∗ωX ∼= ωX˜(C), where the latter denotes
the “S2-isation” of ωX˜ ⊗ OX˜(C); on X˜ \ Sing(X˜), this is just ωX˜\Sing(X˜)(C). Now by
construction C ∩Xv is just the reduced union of toric divisors of Xv, and this coincides
on Xv \ Sing(Xv) with the anti-canonical class of Xv (see e.g. [37], Corollary 3.3). Thus
ωX˜\Sing(X˜)(C) = OX˜\Sing(X˜), and ωX˜(C) = OX˜ . We shall use this to calculate ωX :
Theorem 2.39. Let B be a compact integral affine manifold with singularities with a toric
polyhedral decomposition P, and s open gluing data over S = Spec k, k an algebraically
closed field. Let X = X0(B,P, s). Suppose X is a scheme, or duality holds as above.
Then ωX = OX if and only if B is orientable, and ω⊗2X = OX if B is not orientable.
Proof. First suppose B is orientable. Then if n = dimB, Hn(X,OX) = Hn(B, k) = k
by orientability, compactness and Proposition 2.37. But by Serre duality, (using the
hypothesis that B is compact so that X is proper over k) we then have H0(X,ωX) = k.
Thus we have a non-zero global section of ωX . To see that it is nowhere vanishing, use
ν∗ωX = OX˜ . From this we conclude that a non-zero section of ωX does not vanish on any
Xv, and hence vanishes nowhere. Thus ωX ∼= OX . Clearly if B is not orientable, then
H0(X,ωX) = 0, so ωX cannot be trivial. However, B has an oriented unramified double
cover B′ → B. We can pull the affine structure on B back to B′, and also pull back P
and s to B′ giving a polyhedral decomposition P ′ of B′ and open gluing data s′, and then
we obtain an e´tale double cover π : X ′ = X0(B
′,P ′, s′) → X. Then π∗ωX = ωX′ ∼= OX′
since B′ is orientable. From this it follows that ωX must be two-torsion. 
MIRROR SYMMETRY VIA LOGARITHMIC DEGENERATION DATA I 79
3. Logarithmic structures
3.1. Introduction to log structures. For a normal crossing divisor X in a smooth
variety V there is the classical notion of differential form with logarithmic singularities
along X. They generate an OV -module Ω1V (logX). An important application is for a
semistable degeneration π : V → ∆, which is a proper map from a smooth variety V to
a smooth curve ∆ with X = π−1(0) a divisor with normal crossings and π|V \X smooth.
One can then define the sheaf of log differentials Ω1X(logX) by restricting Ω
1
V (logX) to
V and dividing out by dlog t, where t is the pull-back of a coordinate on ∆. Steenbrink
has shown that in this case hq(X,ΩpX(logX)) equals h
p,q of a general fibre of π [46].
Logarithmic (log-) geometry provides a means to define ΩpX(logX) without knowledge of
V . The fundamental notions of log geometry are due to Fontaine, Illusie and K. Kato.
Standard references are [28],[27].
Before giving the definition let us list our conventions. All sheaves are understood
in the e´tale topology. A monoid is a set with an associative product with a unit. We
tacitly assume all monoids to be commutative. If M is a monoid then Mgp denotes the
Grothendieck group associated to M ; this is an abelian group together with a homomor-
phism M → Mgp that has the universal property with respect to such maps. The group
of invertible elements of M is denoted M×. A monoid is integral if M →Mgp is injective;
and an integral monoid is saturated if x ∈Mgp, xn ∈M implies x ∈M . A finitely gener-
ated, integral monoid is called fine. All the finitely generated monoids we are concerned
about are toric, which by definition means finitely generated, saturated and Mgp free.
These are precisely the monoids isomorphic to Zn ∩ σ∨ with σ ⊂ Hom(Zn,R) a rational,
strictly convex polyhedral cone.
Definition 3.1. A log structure on an algebraic space X is a homomorphism
αX :MX −→ OX
of sheaves of (multiplicative) monoids such that αX : α
−1
X (O×X)→ O×X is an isomorphism.
The triple (X,MX , αX) is then called a log scheme. The quotient ofMX by the subsheaf
O×X ⊂ MX is the ghost sheaf MX of the log structure, with monoid structure written
additively.
A morphism of log spaces F : (X,MX) → (Y,MY ) consists of a morphism F : X →
Y of the underlying spaces together with a homomorphism F# : F−1(MY ) → MX
commuting with the structure homomorphisms: αX ◦ F# = F ∗ ◦ αY . 
By abuse of notation we often refer to MX alone as a log structure.
Here is the prime example. All of our log structures are locally derived from this
example.
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Example 3.2. Let X be a scheme and D ⊂ X a closed subset of pure codimension 1 and
j : X \D → X the embedding of the complement. Then the natural inclusion
αX :M(X,D) = j∗(O×X\D) ∩ OX −→ OX
of the sheaf of regular functions with zeros contained in D is a log structure on X. The
monoid structure is multiplication.
If X is locally Noetherian and normal the stalk ofMX :=M(X,D) at a geometric point
x¯ → X has the following form. Let r be the number of irreducible components of D at
x¯. There is a map
q :MX,x¯ −→ Nr
given by associating to a regular function f ∈ MX,x¯ the vanishing orders ordµ(f) of f
along the components of D at x¯. This map factors over MX,x¯/O×X,x¯. On the other hand,
if f1, f2 ∈ MX,x¯ ⊂ OX,x¯ have the same vanishing orders along D then by normality
f2 = h · f1 for some h ∈ O×X,x¯. This shows that MX,x¯ = MX,x¯/O×X,x¯ is a submonoid of
(Nr,+). To see that it is finitely generated introduce the componentwise partial order
on Nr, that is (a1, . . . , ar) ≥ (b1, . . . , br) iff ai ≥ bi for all i. Then f, g ∈ MX,x¯ and
q(f) ≥ q(g) implies f/g ∈ MX,x¯, again by normality. Therefore im(q) is generated by
minimal elements. Using the fact that for any a ∈ Nr the set {b ∈ Nr|b ≤ a} is finite, one
can show any infinite sequence in Nr contains an increasing subsequence. Therefore the
set of minimal elements in im(q) is finite.
In particular, MgpX,x¯ is a finitely generated subgroup of Zr, and then Ext1(MgpX,x¯,O×X,x¯)
is trivial. Hence the sequence
1 −→ O×X,x¯ −→MgpX,x¯ −→M
gp
X,x¯ −→ 0
splits (non-canonically) and
MX,x¯ =MX,x¯ ×MgpX,x¯ M
gp
X,x¯ =MX,x¯ ⊕O×X,x¯.
We emphasize that this splitting does not, however, hold on the sheaf level. For example,
let k be a field and consider X = A1k and D = {0}. Then MX is the skyscraper sheaf
N{0}. Thus MX ⊕ O×X has non-trivial sections with support in {0}, while this is not
true for MX ⊂ OX . The reason is that unlike for coherent sheaves the canonical map
Hom(MX ,O×X)x¯ → Hom(MX,x¯,O×X,x¯) is not bijective at x = 0.
If X is not normal the stalks ofMX might not be finitely generated nor even countable.
Here is an example that we learned from A. Ogus. Let X = SpecC[x, y]/(x2 − y3) and
D = V (x, y). Then for any a ∈ C the function x − ay lies in M(X,D), but if a, b ∈ C the
existence of h ∈ C[x, y℄/(x2 − y3) with x− ay = h · (x− by) formally, implies a = b. The
same works for a node X = SpecC[x, y]/(xy). 
For later use, we include
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Lemma 3.3. If X is normal and D ⊂ X is the support of an effective Cartier divisor
then Mgp(X,D) = j∗O×X\D where j : X \D → X is the inclusion.
Proof. The universal property of the morphism to the associated Grothendieck group
gives a homomorphism
Mgp(X,D) −→ j∗O×X\D, (f, g) 7−→ f/g, f, g ∈ j∗O×X\D ∩ OX ,
which is clearly injective. Conversely, let x¯→ X be a geometric point and h ∈ (j∗O×X\D)x¯.
Let t ∈ OX,x¯ be a function defining at x¯ a Cartier divisor with support D. If n ≥ 0 is
the maximum of the pole orders of h along the prime components of D at x¯ then tnh
extends in codimension one to X. By normality of X it follows that f = tnh ∈ OX,x¯.
Then f, tn ∈MX,x¯ and (f, tn) ∈Mgp(X,D) maps to h. 
The log structures obtained in this way can still be quite pathological. For example,
MX might not be locally generated by global sections, see Example 3.6. This leads to a
certain coherence condition that requires some preparation to explain.
Definition 3.4. An arbitrary homomorphism of sheaves of monoids
ϕ : P −→ OX
defines an associated log structure MX by
MX =
(P ⊕O×X)/{(p, ϕ(p)−1) ∣∣ p ∈ ϕ−1(O×X)},
and αX(p, h) = h · ϕ(p).
If f : X → Y is a morphism of algebraic spaces, the pull-back of a log structure MY
on Y to X is the log structure associated to
f ∗ ◦ αY : f−1MY −→ OX .
The notation is f ∗MY . If f is an embedding we also speak of restricting the log structure
to X. 
Example 3.5. For any field k and monoid Q (written additively) with Q× = {0} and
field k let MSpec k be the monoid sheaf with sections Q×K× over a separable extension
k ⊂ K. Then
Q×K× −→ K, (q, a) 7−→
{
a, q = 0
0, otherwise,
defines a homomorphism MSpec k → OSpec k, which is a log structure. Special cases are
Q = 0 and Q = N, which give the trivial and standard log points respectively. The
notation for the standard log point is Spec k†. This is the restriction of the log structure
associated to the origin o ⊂ A1k to o. 
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Another case is when P = P is a constant sheaf with stalks a fine monoid, also denoted
P . Then ϕ is a chart for its associated log structure. More generally, a chart for a log
structure αX : MX → OX is a homomorphism ϕ : P → OX and a factorization of ϕ
via αX , inducing an isomorphism of the log structure associated to ϕ with MX . A log
structure possessing charts e´tale locally is called fine. In general it is impossible to find
a global chart for a fine log structure. This is the concept of coherence forMX . At least
in the fine saturated case there exists then for every geometric point x¯ → X a chart in
an e´tale neighbourhood with P = MX,x¯, see [39] Lemma 2.12. Another way to think
of charts is by noting that P → OX defines, e´tale locally, a morphism to an affine toric
variety:
Φ : X −→ SpecZ[P ].
Now SpecZ[P ] has a distinguished log structure defined either as associated to the canon-
ical map P → OSpecZ[P ], or by the log structure coming from the divisor defined by
the complement of the big torus orbit as in Example 3.2. Then MX is isomorphic to
Φ∗MSpecZ[P ]. In particular, toric varieties provide an ample source of fine log structures.
Example 3.6. Here is an example of a naturally occuring log structure that is not fine.
Let k be an algebraically closed field and X = Spec k[P ] with P the monoid generated by
e1, . . . , e4 with single relation e1 + e3 = e2 + e4. This is the 3-dimensional A1-singularity
xy − tw = 0 in A4k written as a toric variety. Let D be the divisor given by t = 0, a
union of two copies of A2k. Then the log structure on X associated to D is not fine at
the zero-dimensional torus orbit o ∈ X: If f ∈ OX,o¯ has zero locus contained in D then
f = h · tn with h ∈ O×X,o¯. Therefore
MX,o¯ = N.
On the other hand, at the generic point η of x = y = 0 the divisor D is normal crossing
with two components. Hence
MX,η¯ = N⊕2.
Since o ∈ cl(η) this shows that MX is not locally generated by global sections, which
holds for fine log structures. This is not a perverse example, but a fundamental issue
in our approach. In the example of degeneration of quartics given in the introduction,
the total space X has 24 ordinary double points, and locally the structure of X0 ⊆ X is
exactly as described here. 
The example also illustrates that the obstruction to being fine might already be captured
by the ghost sheaf of the log structure. This is indeed the case as we will see instantly. Let
us say a sheaf of monoidsM is fine if its stalks are fine monoids and if for every geometric
point x¯→ X there exists an e´tale neighbourhood f : U → X of x¯ and a surjection from
a constant sheaf
P −→ f−1M,
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which is an isomorphism on stalks at x¯. We have the following criterion.
Proposition 3.7. A log structure is fine iff its ghost sheaf is fine.
Proof. Clearly if the log structure is fine, so is the ghost sheaf. Conversely, suppose the
ghost sheaf is fine. By the same argument as in Example 3.2 the exact sequence
1 −→ O×X,x¯ −→MgpX,x¯ −→M
gp
X,x¯ −→ 0
splits, inducing a right inverse κ of MX,x¯ →MX,x¯. Put P =MX,x¯. Since MX is a fine
monoid sheaf, after going over to an e´tale neighbourhood of x¯ there exists a surjection ψ :
P →MX . Composing with κ gives a sheaf homomorphism (in a smaller neighbourhood)
ϕ : P −→MX ,
which is a chart because it induces a surjection to the ghost sheaf. In fact, for a geometric
point y¯ → X and m ∈ MX,y¯ let m be the image in MX,y¯. There exists p ∈ P with
ψ(p) = m. Then ϕ(p) = h ·m for h ∈ O×X,y¯. This shows that the map P ⊕ O×X → MX
induced by ϕ is surjective. The kernel is the submonoid of pairs (p, h) with αX(ϕ(p)) ·h =
1, which coincides with the submonoid divided out in the definition of the associated log
structure. 
A central concept in log geometry is (log) smoothness. The definition runs analogously
to formal smoothness for schemes. For our purposes it is more instructive to use the
characterization of log smooth morphisms due to K. Kato [28] Theorem 3.5, see also [27]
Theorem 4.1. A model log smooth map is given by the map of log schemes induced
by a morphism of monoids Q → P with finite kernel, with some subtlety in non-zero
characteristic.
Definition 3.8. A morphism f : (X,MX) → (Y,MY ) of fine log schemes is log smooth
if e´tale locally it fits into a commutative diagram of the form
X −−−→ SpecZ[P ]y y
Y −−−→ SpecZ[Q]
such that
(1) The horizontal arrows induce charts for the log structures on X and Y that are
compatible with f# : f−1MY →MX .
(2) The induced morphism X → Y ×SpecZ[Q] SpecZ[P ] is a smooth morphism of
schemes.
(3) The right-hand vertical arrow comes from a monoid homomorphism Q→ P with
ker(Qgp → P gp) and the torsion part of coker(Qgp → P gp) finite groups of orders
invertible on X.
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
If the characteristic is 0 and all monoids are toric, then the last condition just requires
the homomorphism Q→ P to be injective.
Obviously any toric morphism between affine toric varieties induced by a monoid ho-
momorphism Q → P as in (3) is log smooth. In particular, log smooth morphisms need
not be flat, a toric blowup for example. This will only be the case if we also ask f to
be integral, which by definition means that for every geometric point x¯ → X the ring
homomorphism Z[MY,f(x¯)]→ Z[MX,x¯] is flat.
Given a log smooth morphism it is sometimes useful to consider certain adapted
charts. An obstruction for finding such charts in positive characteristic is torsion in
MgpX /f ∗MgpY =M
gp
X /f
−1MgpY . In our cases torsion never occurs and the following propo-
sition suffices.
Proposition 3.9. ([39] Proposition 2.25.) Let f : (X,MX) → (Y,MY ) be a log smooth
morphism of fine log schemes. Then for every geometric point x¯ → X with Mgp
Y,f(x¯) →
MgpX,x¯ injective with torsion-free cokernel, any chart ϕ : Y → SpecZ[MY,f(x¯)] inducing an
isomorphism of ghost sheaves at f(x¯) fits into a diagram
U
ψ−−−→ SpecZ[MX,x¯ ⊕ Nr]y y
Y
ϕ−−−→ SpecZ[MY,f(x¯)]
with right-hand vertical arrow defined by the composition of f#x¯ : MY,f(x¯) → MX,x¯ with
the inclusion (id, 0) :MX,x¯ →MX,x¯⊕Nr, and ψ e´tale with the induced mapMX,x¯ → OU
defining a chart for (X,MX) on an e´tale neighbourhood U → X of x¯.
The factor Nr is necessary if one insists on ψ to be e´tale rather than smooth. (Consider
the example of a smooth morphism with trivial log structures.) However, this factor has
no effect on the log structure.
Log smoothness extends the class of smooth objects considerably:
Example 3.10. 1) Any toric variety over a scheme S with its canonical log structure is
log smooth over S, viewed as log scheme with trivial log structure.
2) Let π : V → ∆ be a semistable family of algebraic varieties as in the first paragraph of
this section and x ∈ ∆ a closed point with separably closed residue field. π induces a log
morphism for the log structures associated to the divisors {x} ⊂ ∆ and X = π−1(x) ⊂
V introduced in Example 3.2. E´tale locally and up to smooth factors it has the form
Spec k[Nr] → Spec k[N] induced by the diagonal morphism N → Nr. Hence it is log
smooth and integral.
MIRROR SYMMETRY VIA LOGARITHMIC DEGENERATION DATA I 85
3) Restricting the previous example to the central fibre gives another interesting log-
smooth morphism (X,MX) → Spec k(x)†. More generally one can show that a variety
X with normal crossings supports a log smooth morphism to the standard log point iff X
is d-semistable, which by definition means Ext1(Ω1X ,OX) ∼= OXsing ([12], [29], [27]). So the
existence of a log smooth structure restricts not only the type of singularities of X, but
poses also some more subtle global analytical conditions (here the triviality of a locally
free sheaf over Xsing). 
3.2. Sheaves of log structures. We next study moduli of log structures on a space with
given fine ghost sheaf MX . For the following discussion we make the overall assumption
that X is reduced. We first show that the structure homomorphism α : MX → OX is
then already determined by the extension
1 −→ O×X −→MgpX
q−→MgpX −→ 0.(2)
Proposition 3.11. Let X be a reduced algebraic space. Let α, α′ : MX → OX be two
fine log structures on X with the same monoid sheaf and such that α′ ◦ α−1 : O×X → O×X
is the identity. Then α = α′.
Proof. Let η¯ be a generic geometric point of X. Let m ∈ MX,η¯. Since OX,η¯ is a field
α(m) is either 0 or invertible. The first case occurs iff q(m) 6= 0, and then also α′(m) = 0.
In the invertible case the assumption implies that α(m) = α′(m). Thus in any case
α(m) = α′(m). Therefore α and α′ agree generically, and X being reduced this implies
α = α′. 
Corollary 3.12. For a reduced algebraic space X the set of isomorphism classes of log
structures with ghost sheaf MX is a subset of Ext1(MgpX ,O×X).
By abuse of notation we will therefore confuse an isomorphism class of log structures
with its associated extension class. However, it is not true that all of Ext1(MgpX ,O×X)
arises in this way. Let us study this in one example.
Example 3.13. Let k be a separably closed field. Consider the quadruple point X =
Spec k[x1, . . . , x4]/(x1x3, x2x4) with MX coming from the log structure induced by em-
bedding into Spec k[x1, . . . , x4]/(x1x3 − x2x4) = Spec k[P ] with
P = 〈e1, . . . , e4 | e1 + e3 = e2 + e4〉.
Denote by o ∈ X the zero-dimensional torus orbit. This is the unique point withMX,o¯ =
P . Note that any element of P extends uniquely to a global section of MX , and these
global sections generate MX at every point.
Any extension q :MX →MX by O×X gives four O×X-torsors
Li = q−1(ei).
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There is an identification of O×X-torsors(L1 × L3)/O×X = q−1(e1 + e3) = q−1(e2 + e4) = (L2 ×L4)/O×X .
By abuse of notation we are going to use tensor notation for sections of the quotients
on the left and right-hand sides. The components of X are Xi = V (xi+2, xi+3), the
indices taken modulo 4. Let ηi be the generic point of Xi. Since q(Li)|X\supp(ei) = 0, on
X \ supp(ei) = X \ (Xi−2 ∪Xi−3) ⊆ Xi−1 ∪Xi = V (xi+2) the unit inMX lies in Li. This
gives a distinguished section si of Li over X \ supp(ei). Obviously si extends as the unit
section of O×X ⊂MX , but generally not as a section of Li. However, possibly after going
over to an e´tale neighbourhood U → X of the origin, the Li become trivial. Therefore
xdii · si extends uniquely to a section σi of Li|U for some di ∈ Z depending only on the
isomorphism class of the extension. Note that xdii si restricts to x
di
i on X \ supp(ei). By
the above identification there exists h ∈ O×X,o¯ with
σ2 ⊗ σ4 = h · σ1 ⊗ σ3.
Any other σ′i ∈ Li,o¯ restricting to xdii away from supp(ei) has the form σ′i = hi · σi with
hi ∈ O×X,o¯ and hi|V (xi+2) = 1. Writing hi = 1 + xi+2fi this changes h by (1 + x3f1)(1 +
x1f3)(1 + x4f2)
−1(1 + x2f4)
−1. Terms of this form generate 1 + mo¯. In particular, the
residue of h in k = OX,o¯/mo¯ is well-defined. We will see below that this residue together
with the di are the only invariants of the extension. Conversely, for any λ ∈ k× the
pull-back of the standard log structure by
(x1, x2, x3, x4) 7−→ (λ · x1, x2, x3, x4)
defines an extension with d1, . . . , d4 = 1, h = λ. So any residue is possible. Using results
below, one can see that in fact
Ext1(MgpX ,O×X) = Z4 ⊕ k×.
For such an extension (di, λ) there exists a homomorphism MX → OX inducing the
identity on O×X iff di > 0 for every i. 
This example is quite typical: To define αX on m ∈MX,x¯ let η be a geometric generic
point of X with x¯ ∈ cl(η). Then either q(m)η 6= 0 and we must have αX(m)η = 0; or
q(m)η = 0 and m ∈ O×X,η prescribes αX(m)η. The question is then if the regular function
defined on the generic points with closure containing x¯ extends as regular function to x¯.
In other words, the subspace of Ext1(MgpX ,O×X) parametrizing log structures with ghost
sheaf MX is characterized by a pointwise positivity condition.
The next aim is an explicit description of isomorphism classes of log structures with
given fine ghost sheaf, building on Corollary 3.12. Let MX → OX be a fine log structure
on X, x¯ → X a geometric point and P = MX,x¯. After replacing X by an e´tale open
set, we may assume that there is a chart P → MX . In particular, P = Γ(X,MX) and
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for every geometric point y¯ ∈ X the restriction map P →MX,y¯ is surjective. Define the
relation sheaf R of MgpX for the given chart by
0 −→ R −→ P gp −→MgpX −→ 0.
Because P gp is a constant sheaf with stalks a free finitely generated abelian group,
Ext1(P gp,O×X) vanishes as sheaf in the e´tale topology. We obtain an exact sequence
0 −→ Hom(MgpX ,O×X) −→ Hom(P gp,O×X) −→ Hom(R,O×X) −→ Ext1(M
gp
X ,O×X) −→ 0.
Therefore
Ext1(MgpX ,O×X) = Hom(R,O×X)/Hom(P gp,O×X).
Now any p ∈ P gp induces a section of MgpX that is zero on X \ supp(p). (When writing
supp(p) we always mean the support of p viewed as section ofMgpX .) Thus p|X\supp(p) is a
section of R, and these sections generate R. Denoting jp : X \supp(p)→ X the inclusion,
a more explicit description of the numerator is then
Hom(R,O×X)x¯ =
{
(hp)p∈P gp
∣∣∣hp ∈ (jp∗O×X\supp(p))x¯, hp · hq = hp+q on X \ supp(p+ q)}.
As Hom(P gp,O×X)x¯ = Hom(M
gp
X,x¯,O×X,x¯) we obtain the following result.
Proposition 3.14. The stalk of Ext1(MgpX ,O×X) at a geometric point x¯ of X is canonically
isomorphic to the quotient of{
(hp)p∈MgpX,x¯
∣∣∣hp ∈ (jp∗O×X\supp(p))x¯, hp · hq = hp+q on X \ supp(p+ q)}
by Hom(MgpX,x¯,O×X,x¯). The extension class of the log structure associated to a homomor-
phism ϕ :MX,x¯ → OX,x¯ is represented by
hp = ϕ(p)|X\supp(p).
Conversely, (hp)p comes from a log structure iff hp extends by 0 to X for all p ∈MX,x¯.
Proof. It remains to prove the statement about log structures. Let ϕ˜ : P → MU be
the chart induced by ϕ on an e´tale neighbourhood U → X of x¯. Let R = ker(P gp →
MgpU ) be the associated relation sheaf. The composition R −→ P gpU −→ MgpU factors
through O×U . The factorization sends the local section of R induced by p ∈ P gp to
hp = αX(ϕ˜(p))|U\supp(p) = ϕ(p)|U\supp(p) ∈ O×U\supp(p). This defines a map ψ : R → O×U .
By definition ψ makes the following diagram with exact rows commutative.
0 −−−→ R −−−→ P gp −−−→ MgpU −−−→ 0
ψ
y ϕ˜gpy ∥∥∥
0 −−−→ O×U −−−→ MgpU −−−→ M
gp
U −−−→ 0.
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This shows that the class of the extension in the lower row defining the log structure is
the image of ψ under the connecting homomorphism Hom(R,O×U ) → Ext1(M
gp
U ,O×U ).
Conversely, assume an extension h˜p of hp by zero exists. Then
p 7−→ h˜p
defines a chart P → OU for a log-structure on X with the given extension class (hp)p. 
The proposition gives a complete description of germs of log structures at any geometric
point x¯ → X by systems of invertible functions (hp)p, where hp is defined only on X \
supp(p). Comparing the hp on X(p) := cl(X \ supp(p)) (where cl denotes closure) leads
to a finer classification of log structures.
Definition 3.15. Two germs of log structures ξ, ξ′ ∈ Ext1(MgpX ,O×X)x¯ are said to be of
the same type if any representatives hp, h
′
p in the description of Proposition 3.14 differ
only by multiplication by ep ∈ O×X(p),x¯, for any p ∈ P . Two log structures on an e´tale
open set U → X have the same type if their germs at every geometric point x¯→ U have
the same type.
Geometrically speaking the type of a germ of log structures is determined by the van-
ishing orders of extensions of hp along the irreducible components of X(p) ∩ supp(p).
For a scheme S let S† denote S equipped with log structure MS = NS ⊕O×S . Then if
X is an algebraic space over S a log smooth structure on X over S† is the choice of a log
structureMX on X together with a log-smooth morphism (X,MX)→ S†. Isomorphisms
are isomorphisms of the log structures on X commuting with the morphisms to S†. Our
principal interest is in the case S = Spec k with k separably closed; then S† is the
standard log point. The general case is useful for studying locally trivial moduli of log
smooth structures. In fact, a log smooth morphism (X,MX) → S† induces a locally
trivial log-smooth deformation of the fibre over any geometric point of S.
Given that X is defined over S, a morphism from (X,MX) to S† is equivalent to the
choice of a section ρ of MX with α(ρ) = 0. Here ρ is the image of the generator of N.
Let ρ¯ be the image of ρ in MX . Then we obtain the commutative diagram
1 −−−→ O×X −−−→ MgpX −−−→ M
gp
X −−−→ 0∥∥∥ y y
1 −−−→ O×X −−−→ MgpX /ρ −−−→ M
gp
X /ρ −−−→ 0.
Provided that ρ is nowhere nilpotent the kernel of the middle vertical arrow is isomorphic
to Z, with generator mapping to ρ. Hence we can tell ρ from the diagram as the generator
of the kernel in the middle arrow intersected with MX . Thus given a nowhere nilpotent
ρ¯ ∈ Γ(MgpX ), the set of isomorphism classes of log structures on X with a morphism to
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S† inducing ρ is a subset of Ext1(MgpX /ρ,O×X). Indeed, an element of Ext1(M
gp
X /ρ,O×X)
induces an element of Ext1(MgpX ,O×X) and a diagram as above by pull-back, hence a log
structure and a section ρ of MgpX . There is then a local description of the moduli of log
structures with a morphism to S† analogous to Proposition 3.14. The only difference is
that we take the quotient by Hom(MgpX,x/ρx¯,O×X,x¯) rather than Hom(M
gp
X,x,O×X,x¯). To
impose log-smoothness we need an atlas of log-smooth local models prescribing the type
of log structures consistently.
Definition 3.16. Let X be an algebraic space over a scheme S. A ghost structure on X
is a choice of a fine sheafM of toric monoids on X, a nowhere zero section ρ¯ ∈ Γ(X,M),
and an e´tale cover of X, {πi : Ui → X}, with smooth morphisms
Ui → S ×SpecZ SpecZ[Mx¯i]/(zρ¯x¯i )
for some geometric point x¯i ∈ Ui. Moreover, the log structures U †i induced by Mx¯i →
Γ(Ui,OUi) have ghost sheaves isomorphic to π−1i M under an isomorphism respecting ρ¯x¯i ,
and are of the same type on overlaps of Ui and Uj (Definition 3.15). We usually denote
a ghost structure on a scheme X by Xg. If (X,MX) → S† is a log smooth structure on
X and Xg is a ghost structure, we say (X,MX) is of ghost type Xg if there exists an
isomorphismMX →M identifying the given sections, and if on the open sets Ui, the log
structures on Ui induced by (X,MX) and by Xg are of the same type. 
Example 3.17. Here is the key example of a ghost structure. Let B be an integral affine
manifold with singularities and toric polyhedral decomposition P, and let s be open
gluing data for P over a scheme S. Then the scheme X = X0(B,P, s) has a canonical
ghost structure as follows. By the construction of §2, there exists an e´tale open cover of
X0(B,P, s) by sets V (σ) × S along with embeddings V (σ) ⊆ U(σ), where σ runs over
all maximal cells. More explicitly, if σ is a maximal cell, P := Pσ as in Definition 2.12,
ρ¯ := ρσ ∈ P the element corresponding to the projection M ⊕ Z→ Z, then
U(σ) = SpecZ[P ]
V (σ) = SpecZ[P ]/(zρ¯) = SpecZ[∂P ].
Thus we obtain a canonical log structure on V (σ)× S from the chart P → Z[∂P ], with
a ghost sheaf MV (σ)×S . It is easy to see from the discussion of §2 that on overlaps,
MV (σ)×S match, gluing to give a sheafMX . Furthermore the sections ρ¯ ofMV (σ)×S also
glue, giving ρ¯ ∈ Γ(X,MX). Finally the identity maps V (σ) × S → V (σ) × S yield the
smooth morphisms defining the ghost structure.
One of the fundamental problems we need to solve in this paper now arises. We wish
to obtain log structures on X0(B,P, s). The naive hope would be that the log structures
induced by the above inclusions V (σ) ⊆ U(σ) glue to give a global log structure on
X0(B,P, s). Unfortunately, this only happens when ∆ = ∅, as we shall see.
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Example 3.18. In Example 2.16, we glue together two normal crossings varieties. The
log structures in fact glue, because the gluing of V (σ1) and V (σ2) along V (τi) extends to
gluings of U(σ1) and U(σ2) along U(τi). However, the log smooth structures don’t. In
the coordinates used in that example, ρ is given by the function yz on U(τ1) and U(τ2),
but φ(yz) = x−1yz, so the ρ do not glue. (Note that x−1 is invertible on U(τi), so the ρ¯’s
do glue).
In Example 2.17, even the log structures don’t glue. It makes a good exercise to check
this using charts. Note in this case the gluing of V (σ1) and V (σ2) doesn’t extend to a
gluing of U(σ1) with U(σ2). 
As a result of this fundamental problem, in order to obtain a log structure onX0(B,P, s),
we have to understand the set of all log structures with a given ghost type. We will see that
given a ghost structure Xg there is a subsheaf LSXg ⊂ Ext1(MgpX /ρ¯,O×X) whose sections
over an e´tale U → X are in one-to-one correspondence with the log-smooth structures on
U of given ghost type.
Definition 3.19. Let X be a reduced algebraic space, defined over a scheme S, and Xg
a ghost structure on X. Denote by LSXg the subsheaf of Ext1(MgpX /ρ¯,O×X) of germs of
extension classes of the same type as prescribed by the ghost structure. We will usually
drop the superscript g as the ghost structure will always be clear.
Note that this definition makes sense because for sections of Ext1(MgpX ,O×X) to be of
the same type (Definition 3.15) is an open condition.
Proposition 3.20. Let X be a reduced algebraic space, of finite type over a scheme S.
Assume that Xg is a ghost structure on X with MgpX generated by ρ¯ at the generic points.
Then the set of isomorphism classes of log smooth structures on an e´tale set U → X of
the given ghost type is canonically in bijection with Γ(U,LSXg).
Proof. On a reduced space any homomorphism ϕ : MgpX → O×X with ϕ(ρ) = 1 is trivial,
because ρ generates MgpX at the generic points. Thus Hom(M
gp
X /ρ,O×X) = 0 and the
local-global Ext spectral sequence gives
Ext1(MgpX /ρ,O×X) = Γ(X, Ext1(M
gp
X /ρ,O×X)).
In view of the discussion before Definition 3.16 this shows that there is a one-to-one
correspondence between isomorphism classes of log structures on an e´tale open set U → X
together with a log morphism to S† of the type prescribed by the ghost structure, and
Γ(U,LSXg). It remains to show that the log morphisms arising in this way are log
smooth. It suffices to check this in a neighbourhood of any geometric point x¯ → U and
for S = SpecA affine. Let ξ ∈ (LSXg)x¯.
The ghost structure on U and Proposition 3.9 provide an e´tale map
φ : U → SpecA[MX,x¯ ⊕ Nr]/(zρ¯x¯) =: V
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with log structure associated toMX,x¯ → Γ(U,OX) having the type prescribed by the ghost
structure. For p ∈ MX,x¯ denote by U(p) ⊂ U the subscheme defined by Ann(φ∗(zp)).
This is the closure of U \ supp(p) when we view p as a section of MX over U . We
may assume that the functions from Proposition 3.14 representing ξ are defined on U(p)
and have the form hpφ
∗(zp) with hp invertible on U(p). Define ψ : U → V by sending
(p, n) ∈MX,x¯⊕Nr to hp ·φ∗(z(p,n)). The germ at x¯ of the associated log structure equals
ξ. It remains to show that ψ is e´tale.
To do this recall that e´tale maps between schemes are precisely those locally of the
form
B −→ B[T1, . . . , Tn]/(F1, . . . Fn)
with det(∂Fi/∂Tj) invertible, see for example [35], Corollary I.3.16. Clearly, to show
e´taleness in a neighbourhood of a geometric point x¯, it suffices to check invertibility of
the Jacobian determinant in the local ring at x¯. Let us now write U = SpecB[T]/(F)
with B = A[MX,x¯⊕Nr]/(zρ¯x¯) and boldface symbols denoting indexed entities. Note that
the shape of the ghost sheaf on V implies that x¯ maps to the subscheme in U defined
by the ideal generated by MX,x¯ \ {0}. We can assume without loss of generality that
x¯ maps to the subscheme in U defined by the ideal generated by (MX,x¯ ⊕ Nr) \ {0}.
Let p1, . . . , pm be generators of ∂MX,x¯ ⊕ Nr as a monoid and write Xk = zpk . Their
relation ideal is generated by finitely many polynomials Gλ of the form
∏
Xakk −
∏
Xbkk
with
∑
akpk =
∑
bkpk or
∏
Xakk with
∑
akpk = ∞. For each k choose an extension
hk ∈ B[T]/(F) of hpk to U . Possibly after localizing at the hk we may assume hk to be
invertible, even in A[X,T]/(F). Note that localization of a ring C at a is isomorphic to
C[T ]/(aT − 1) and hence preserves the standard description of e´tale maps just given.
The homomorphism defining ψ is then
A[X]/(G) −→ A[X,T]/(G,F), X 7−→ h ·X.
To bring this into standard form introduce new variables S with S = h ·X and swap X
and S. Now the hk are invertible in A[X,T]/(F), and Gλ(h ·X) =
∏
hakk Gλ(X). Hence
the ideals in A[X,T]/(F) generated by G(X) and by G(h ·X) coincide. This shows that
the introduction of S turns the above homomorphism into the canonical inclusion
A[X]/(G) −→ (A[X]/(G(X))[S,T]/(X− h′ · S,F′),
where h′ = h(S,T), F ′ = F (S,T). The Jacobian matrix of the relations is((− h′ − ∂h′/∂S · S) −(∂h′/∂T · S)(
∂F′/∂S
) (
∂F′/∂T
) ) .
To show that the determinant of this matrix is invertible at x¯ it suffices to show invert-
ibility modulo S, that is in
A[X,S,T]/(G,X− h′ · S,F′,S) ∼= A[T]/(F(0,T)).
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The result is
det
(
− diag (h(0,T)) 0(
∂F/∂S(0,T)
) (
∂F/∂T(0,T)
)) = (−1)m( m∏
k=1
hk(0,T)
)
det(∂F/∂T)(0,T).
The right-hand side is invertible because all hk and det(∂F/∂T) are invertible in B[T]/(F)
= A[X,T]/(G,F). Because the Xk ∈ ker(OU,x¯ → k(x¯)) this shows that the Jacobian
determinant is invertible at x¯. Hence ψ is e´tale in a neighbourhood of x¯. 
3.3. Log structures for the fan picture. Our main goal now is to compute the sheaf
LSXg forX = X0(B,P, s) with ghost structure given by Example 3.17, and to understand
global sections of LSX0(B,P,s). We will in fact find that in general, there are no global
sections if ∆ 6= ∅. However, we can find sections over nice open subsets of X, which will
then define a log structure on these open subsets, which shall prove to be enough for our
purposes. We will always work over S = Spec k, where k is an algebraically closed field,
so we write V (σ) instead of V (σ)×Z Spec k, etc.
We begin by calculating the sheaf LSX on our standard e´tale covering of X, as follows.
Let σ ⊆MR be a polytope with dimσ = dimMR, and let P := Pσ = C(σ)∨ ∩ (N ⊕ Z) as
usual, with U(σ) = Spec k[P ] and V (σ) = Spec k[∂P ], also as usual. Let Σˇ be the normal
fan of σ in NR. Choose some non-negative integer r, and set
V = V (σ)×Grm = Spec k[∂P ⊕ Zr].
V carries a canonical log structure via the smooth projection map V → V (σ), or equiva-
lently via the obvious chart
P → k[∂P ⊕ Zr].
This induces a ghost structure on V , and we will calculate LSV , the sheaf of log-smooth
structures on V with this ghost structure.
As in Definition 3.15 write V (p) = cl
(
V \ supp(p)). Let F be the sheaf on V given by
U 7−→ {(hp)p∈P | hp is an invertible function on U ∩ V (p)
and hp · hq = hp+q on U ∩ V (p+ q)}.
Then F can be viewed as a subsheaf of Hom(R,O×V ) via the map
Γ(U,F) ∋ (hp)p∈P 7−→ (zphp)p∈P ∈ Γ(U,Hom(R,O×V )).
Then it is clear from the definition that LSV is the quotient
F/Hom(P gp/ρ,O×V ) = F/Hom(N,O×V ).
However, it is also clear that F is the same as the sheaf given by
U 7−→ {(hp)p∈∂P\{∞}| hp is an invertible function on U ∩ V (p)
and hp · hq = hp+q on U ∩ V (p+ q)}.
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Note that each face τ of σ gives a cone τˇ ∈ Σˇ and thence an irreducible closed stratum Vτ =
Spec k[(τˇ ∩N) ⊕ Zr]. The scheme V has irreducible components {Vv|v is a vertex of σ},
and these are glued together along lower dimensional strata. As usual, τ 7→ Vτ is an order
reversing correspondence.
For this local case we introduce shorthand notation: for a face τ of σ, we denote by τ ‖
the intersection of the lattice M with the tangent space of τ at any interior point of τ ;
this is a sublattice of M . As in §1.5, we can choose primitive generators dω of ω‖ for each
edge ω of σ, and this induces a choice of vertices v+ω and v
−
ω . This induces orientations
on each edge of σ.
The following definition is as in [1]. (This is no accident, see Example 4.28.)
Definition 3.21. For each 2-face τ ⊆ σ, we define its sign vector
ǫτ : {dimension one faces of σ} → {−1, 0,+1}
by
ǫτ (ω) =
0 if ω 6⊆ τ±1 if ω ⊆ τ
where the sign is chosen so that if ω1, . . . , ωN are the edges of τ , then the singular 1-cycle∑
ǫτi(ωi)ωi is the oriented boundary of τ with respect to some orientation on τ and the
given chosen orientations on ωi. This is well-defined up to sign, and we make an arbitrary
choice. 
Theorem 3.22. With the choices in Definition 3.21, LSV is isomorphic to the subsheaf
of
⊕
dimω=1O×Vω defined as follows. If U ⊆ V is any open set, then Γ(U,LSV ) consists of
(fω) ∈ Γ(U,
⊕
dimω=1O×Vω) such that for every two-dimensional face τ of σ, we have∏
dimω=1
dω ⊗ f ǫτ (ω)ω |Vτ = 1 ∈M ⊗Z Γ(U,O×Vτ ).(3)
Here the product is taken in the group M ⊗ZΓ(U,O×Vτ ), where M is written additively and
Γ(U,O×Vτ ) multiplicatively.
Proof. LSV can be viewed as a sheaf in either the Zariski topology or the e´tale topology.
Here we will show we get an isomorphism in the Zariski topology, though the same proof
works in the e´tale topology. For the purpose of this proof we therefore work in the Zariski
topology.
We begin by defining a homomorphism
ξ : F →
⊕
dimω=1
O×Vω ,
and then show the kernel of ξ is Hom(N,O×V ), and the image is the subsheaf defined by
the condition (3).
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To define ξ, let h = (hp)p∈∂P\{∞} be a section of F over an open set U of V . For each
vertex v of σ, consider p ∈ vˇ ∩ N . Because zp ∈ k[∂P ] does not vanish generically on
the irreducible component Vv of V , the generic point of Vv is not contained in supp(p), so
Vv ⊆ V (p). Thus in particular
p 7−→ hp|Vv ∈ Γ(U,O×Vv)
gives a multiplicative map
gv : vˇ ∩N → Γ(U,O×Vv)
which extends multiplicatively to a map
gv : N → Γ(U,O×Vv),
i.e. an element gv ∈ M ⊗ Γ(U,O×Vv). Now if ω is an edge of σ, then ωˇ = vˇ+ω ∩ vˇ−ω , and for
p ∈ ωˇ, gv+ω (p)|Vω = gv−ω (p)|Vω . Thus
gv−ω |Vω
gv+ω |Vω
∈ ω‖ ⊗ Γ(U,O×Vω),
and we can write
gv−ω |Vω
gv+ω |Vω
= dω ⊗ ξω(h)
for some ξω(h). Then we define
ξ(h) = (ξω(h))dimω=1 ∈ Γ
(
U,
⊕
dimω=1
O×Vω
)
.
Now by the construction of ξ, the kernel of ξ clearly contains Hom(N,O×V ). On the
other hand, suppose h ∈ ker ξ on an open set U . We wish to show h is induced by an
element of Hom(N,O×U ), i.e. there is an h′ ∈ Hom(N,O×U ) such that h′(p)|V (p) = hp. To
construct such an h′, let x ∈ U and let τ be the largest face of σ such that x ∈ Vτ . Let
v1, . . . , vr be the vertices of τ , so that x ∈
⋂r
i=1 Vvi . Then for p ∈ N , gvi(p) ∈ Γ(U,O×Vvi ),
where gvi ∈ M ⊗ Γ(U,O×Vvi ) is as above. If ω is an edge of τ , say with vertices vi and
vj , then gvi(p)|Vω = gvj(p)|Vω , since h ∈ ker ξ. Thus the functions gvi(p)|Xvi glue to give
a function h′(p) in a neighbourhood of x. Doing this for an open covering of U gives a
function h′(p) defined everywhere on U . Since each gv is multiplicative, so is h
′, so that
h′ ∈ Hom(N,O×V ). Clearly by construction, h′(p)|V (p) = hp. Thus ker ξ = Hom(N,O×V ).
We next consider the image of ξ. If τ is any 2-face of σ, with vertices v1, . . . , vN in
cyclic order, ωi the edge connecting vi with vi+1 (indices modulo N) and h ∈ Γ(U,F),
then
N∏
i=1
dωi ⊗ ξωi(h)ǫτ (ωi)|Vτ =
gv1 |Vτ
gv2 |Vτ
· gv2 |Vτ
gv3 |Vτ
· · · gvN |Vτ
gv1|Vτ
= 1.
Thus ξ(h) satisfies condition (3).
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Conversely, we need to show that ξ surjects onto the subsheaf defined by (3). We will
show surjectivity on stalks, so we fix a point x ∈ V . Suppose we are given an element
f = (fω) ∈
⊕
dimω=1
O×Vω ,x
satisfying (3). For each ω ⊆ σ, let Mω = M ⊗ O×Vω ,x, and whenever ω1 ⊆ ω2, let ϕω2ω1 :
Mω1 → Mω2 be given by restriction of functions. Then {Mω}ω⊆σ forms a system as in
§A.1. Thus we obtain a complex C•phd as in §A.2. Furthermore, k := (kω) = (dω⊗fω) ω⊆σ
dimω=1
is an element of C1phd with dphd(α) = 0, because of condition (3). However, the system
{Mω} satisfies Condition (∗) of §A.1 in exactly the same way as argued in Example A.3:
giving a compatible collection on a subset of the set of faces of σ means giving elements of
various M ⊗O×Vω ,x¯ which agree on intersections of strata. These elements therefore glue,
and can be lifted to an element of M ⊗ O×
V (σ),x¯. Since Condition (∗) holds, there exists
an element g := (gv)v∈σ ∈ C0phd such that dphd(g) = k.
We can now construct h = (hp) as follows. If p ∈ ∂P \ {∞}, then V (p) =
⋃
vˇ∋p Vv. We
want to define hp so that hp|Vv = gv(p) whenever p ∈ vˇ. Thus we need to be able to glue
the gv(p) for all v with p ∈ vˇ. So if p ∈ ωˇ ⊂ vˇ, we need to know gv(p)|Vω is independent
of v ∈ ω. To check this, it is enough to check that this is true when ω is dimension one,
with two vertices v±ω . But
gv−ω (p)|Vω
gv+ω (p)|Vω
= kω(p) = dω(p)⊗ fω
But as p ∈ ωˇ, dω(p) = 0, so this is 1 and we have the desired independence. Thus gv+ω (p)
and gv−ω (p) glue. Thus we obtain hp.
Finally, we need to check that ξ(h) = f . But if ω ⊂ σ is an edge, then
dω ⊗ ξω(h) =
gv−ω |Vω
gv+ω |Vω
= kω = dω ⊗ fω
by definition of kω and ξ. This gives the desired result, and surjectivity is proved. 
Example 3.23. (1) Let σ ⊆ MR = Rn be the standard simplex, i.e. the convex hull of
e0 = (0, . . . , 0), e1 = (1, 0, . . . , 0), . . . , en = (0, . . . , 0, 1). Then V := V (σ) can be identified
with the scheme defined by
∏
zi = 0 in Spec k[z0, . . . , zn]. Let (fω) be as in the above
theorem, so that fω is an invertible function on Vω for ω ⊆ σ of dimension one. We need
to impose the condition that it be in LSV . Without loss of generality, we can take the
two-face τ spanned by e0, e1 and e2. We get the condition that
(fe0e1f
−1
e1e2
, fe1e2f
−1
e2e0
, 1, . . . , 1) = (1, . . . , 1).
on Vτ . But this implies that the three functions fe0e1 , fe0e2 and fe1e2 agree on Vτ . One
can then easily see, in fact, LSV ∼= O×D, where D is the singular locus of V .
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(2) We next look at the quadruple point, i.e. σ ⊆ R2 with vertices (0, 0), (1, 0), (1, 1) and
(0, 1). Starting at (0, 0) and proceeding counterclockwise, we have edges ω1, . . . , ω4, which
we orient positively, with generators di of ω
‖
i being d1 = (1, 0), d2 = (0, 1), d3 = (−1, 0),
and d4 = (0,−1). Then a choice of fi ∈ O×Vωi must satisfy (f1f
−1
3 , f2f
−1
4 ) = (1, 1) on
Vσ, i.e. f1 = f3 and f2 = f4 at the point Vσ. Note this gives the description of LSV as
O×D1 ×O×D2 , where D1 = Vω1 ∪ Vω3 and D2 = Vω2 ∪ Vω4. 
We now need to understand the global nature of the sheaf of log smooth structures.
Given an isomorphism f : Xg → Y g of schemes with ghost structures, there is of course
a natural isomorphism
f−1 : LSY → f∗LSX
defined as follows. For U ⊆ X, a section α ∈ Γ(f(U),LSY ) defines a log smooth structure
f(U)† → Spec k†. Pulling back this log structure to U , we get a composed map U † →
f(U)† → Spec k† giving a log smooth structure on U , hence a section f−1(α) ∈ Γ(U,LSX).
More generally, if f : Xg → Y g is any e´tale morphism such that the pull-back of any log
structure on Y of ghost type Y g to X is of ghost type Xg, we similarly get a map
f−1 : LSY → f∗LSX .
We wish to describe f−1 in terms of the representation of Theorem 3.22. Let B be
an integral affine manifold with singularities, P a toric polyhedral decomposition, k an
algebraically closed field, S = Spec k. Let s ∈ Z1(P,QP ⊗Gm(S)) be open gluing data.
We first return to the setup of Construction 2.15, with two maximal cells σ1, σ2 ∈ P
and τ = σ1 ∩ σ2, and use all the notation of that construction. Thus we have open sets
V (τi) ⊆ V (σi) and an isomorphism
Φσ1σ2 : V (τ2)→ V (τ1).
In addition, we twist this isomorphism with automorphisms
si : V (τi)→ V (τi),
where si is induced by piecewise multiplicative maps si : ∂Qi \ {∞} → Gm(k), Qi as in
Construction 2.15, and we have
Φσ1σ2(s) = s
−1
1 ◦ Φσ1σ2 ◦ s2.
We wish to describe Φσ1σ2(s)
−1 : Φσ1σ2(s)
∗LSV (τ1) → LSV (τ2).
To state our description of this map, we introduce some notation, which will be gen-
eralised in Definition 3.25 below. Assume we have chosen generators dω of Λω for each
1-dimensional cell ω of P, as in §1.5.
For every vertex v of τ , vˇ is a top-dimensional cone in τˇ−1i Σˇi, and si|vˇ∩Ni : vˇ ∩ Ni →
Gm(k) extends multiplicatively to a function
svi : Ni → Gm(k).
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If ω ⊆ τ is a one-dimensional cell, then sv+ωi and sv
−
ω
i agree on ωˇ, so that s
ω
i := s
v−ω
i /s
v+ω
i can
be viewed as an element of ω‖ ⊗Gm(k), so in particular we can write
sωi = dω ⊗ D(si, ω)
for some D(si, ω) ∈ Gm(k). Finally, a cell ω ⊆ τ induces closed strata V iω of V (σi), with
V iω = Spec k[ωˇ ∩Ni].
Then we have the following key calculation:
Theorem 3.24. Let
f 1 = (f 1ω) ω⊆τ
dimω=1
∈ Γ(U,LSV (σ1)) ⊆ Γ
U, ⊕
ω⊆τ
dimω=1
O×
V 1ω

for U ⊆ V (τ1). Let f 2 = (f 2ω) = Φσ1σ2(s)−1(f 1). Then for each ω ⊆ τ of dimension one,
Φσ1σ2(s)
∗f 1ω = z
nω
D(s1, ω)
D(s2, ω)
s2(nω)f
2
ω,(4)
where Φσ1σ2(s)
∗ is just the ordinary pull-back of functions and nω := n
σ1σ2
ω is as defined
in §1.5.
Proof. As in the proof of Theorem 3.22 we work in the Zariski topology. Let M ′ ⊆ Mi
be the parallel transport of Λτ into Mi ∼= Λy for y ∈ Int(σi). Because this space is left
invariant under monodromy, it is a canonically determined subspace of Mi. Because this
subspace is canonically identified under any of the parallel transports ψv considered in
Construction 2.15, we don’t distinguish between M ′ ⊆M1 or M ′ ⊆M2. We then think of
the cone C ′(τ) = R≥0({1} × τ) ⊆ R⊕M ′R and C ′(τ)∨ ⊆ R⊕N ′R, where N ′ ∼= Ni/(M ′)⊥,
again independent of i.
Put Q′ = C ′(τ)∨ ∩ (Z ⊕ N ′), ∂Q′ as usual, which is determined by the fan Σˇi(τˇi) on
N ′ ⊗R (again independent of i). Finally, we can choose splittings of Ni given by βi or δi
0−→(M ′)⊥
γi−→
βi←−Ni
ǫi−→
δi←−N
′−→0.
This splitting is arbitrary, but the choice will prove irrelevant. Note that (M ′)⊥ is canon-
ically a subspace of Ni isomorphic to Z
d. In the following we therefore sometimes omit γi
from the notation. The splittings induce isomorphisms
Qi = Z
d ⊕Q′
∂Qi = Z
d ⊕ ∂Q′
We will use βi, γi, δi, ǫi for the maps induced by these splittings also. We also write ǫi for
the composition
Pi →֒ Qi → Q′.
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We use δ¯i : Q
′ → ∂Qi for δi composed with the mapQi → ∂Qi given by p 7→
p p ∈ ∂Qi∞ otherwise.
We will first understand how log charts behave under pull-backs. Note V (τi) =
Spec k[∂Qi]. Suppose we are given a chart
α1 : Q
′ → k[∂Q1]
of the form
α1(q) = hqz
δ¯1(q)(5)
where hq is an invertible function on cl {zδ¯1(q) 6= 0} and hq1 · hq2 = hq1+q2 where defined.
Recall the map Φσ1σ2 : V (τ2)→ V (τ1) is induced by φ : ∂Q1 → ∂Q2 defined in Construc-
tion 2.15. We also denote by φ : k[∂Q1]→ k[∂Q2] the induced map.
We then pull back via Φσ1σ2(s) the log structure by composing this chart with Φσ1σ2(s)
∗,
i.e. set α2 to be the composition
α2 : Q
′ α1−→k[∂Q1]Φσ1σ2(s)
∗
−→ k[∂Q2].
Thus
α2(q) = Φσ1σ2(s)
∗(zδ¯1(q)hq) = s1(δ¯1(q))
−1s2(φ(δ¯1(q)))z
φδ¯1(q)Φσ1σ2(s)
∗(hq).
We can write
φ(δ¯1(q)) = γ2β2φδ¯1(q) + δ2ǫ2φδ¯1(q).
By monodromy invariance of N ′, it follows that ǫ2◦φ◦ δ¯1 : Q′ → ∂Q′ is just the projection.
Let
χ := β2 ◦ φ ◦ δ¯1 : Q′ → (M ′)⊥ ⊆ ∂Q2.
Then
α2(q) =
[
zχ(q)Φσ1σ2(s)
∗(hq)s1(δ¯1(q))
−1s2(φ(δ¯1(q)))
] · zδ¯2(q)(6)
Now we need to understand how these charts correspond to sections of LSV (σi) over
V (τi) using the representation given in Theorem 3.22. If we are given a chart
αi : Q
′ → k[∂Qi]
with αi(q) = h
i
qz
δ¯i(q), let
α′i : Pi → k[∂Qi]
be given by
α′i(p) =
hiǫi(p)zp, if p is in a face of Pi containing τˇi0 otherwise.
It is then easy to see that the charts α′i and αi induce the same log structure on V (τi). The
chart α′i then coincides with a section h
i = (hiǫi(p))p∈∂Qi\{∞} of the sheaf Fi (corresponding
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to the sheaf F in the language of Theorem 3.22). For v ∈ τ a vertex, we let giv ∈Mi⊗O×V iv
be the multiplicative extension of the map vˇ ∩N ∋ p 7→ hiǫi(p)|V iv ∈ O×V iv . Then the map
ξi : F → LSV (σi) ⊆
⊕
ω⊆σi
dimω=1
O×
V iω
is given on V iω by
dω ⊗ ξiω(h) =
gi
v−ω
|V iω
gi
v+ω
|V iω
.
Now we are ready to compare the answers for α1 and α2 given by formulae (5) and (6),
by applying this, for
h1q = hq
and
h2q = [Φσ1σ2(s)
∗(hq)] z
χ(q)s1(δ¯1(q))
−1s2(φ(δ¯1(q))),
for q ∈ Q′. If v is any vertex of τ we obtain, for p ∈ vˇ ∩N1,
g1v(p) = h
1
ǫ1(p)
and for p ∈ vˇ ∩N2,
g2v(p) =
[
Φσ1σ2(s)
∗(h1ǫ2(p))
]
zχ(ǫ2(p))
s2(φ(δ1(ǫ2(p))))
s1(δ1(ǫ2(p)))
.
Here we are using the canonical identification of the quotients N ′ of N1 and N2 to make
sense of h1ǫ2(p). We wish to compare g
1
v and g
2
v , so we will for the moment choose any
vertex w of τ , and use the map
ψ−1w × Φσ1σ2(s)∗ :M1 ×O×V 1v ∩V (τ1) →M2 ×O
×
V 2v ∩V (τ2)
.
Then for p ∈ vˇ ∩N2,
[ψ−1w × Φσ1σ2(s)∗(g1v)](p)
/
g2v(p)
= (g2v(p))
−1
[
Φσ1σ2(s)
∗(g1v((ψ
−1
w )
t(p)))
]
=
{ [
Φσ1σ2(s)
∗(h1ǫ2(p))
]−1
z−χ(ǫ2(p))
s1
(
δ1(ǫ2(p))
)
s2
(
φ(δ1(ǫ2(p)))
)} · Φσ1σ2(s)∗(h1ǫ1((ψ−1w )t(p)))
= z−χ(ǫ2(p))
s1
(
δ1(ǫ2(p))
)
s2
(
φ(δ1(ǫ2(p)))
) ,
where we used ǫ1
(
(ψ−1w )
t(p)
)
= ǫ2(p). This must be extended linearly to all of N2, which
we do as follows. Recall that χ = β2 ◦ φ ◦ δ¯1, and on vˇ ∩ N1, φ is linear, given by
parallel transport ψtv : N1 → N2. Furthermore, on vˇ ∩ Ni, si extends to give the group
homomorphism
svi : Ni → Gm(k).
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Thus for p ∈ N2, we have
[ψ−1w × Φσ1σ2(s)∗(g1v)](p)
g2v(p)
= z−β2◦ψ
t
v◦δ1◦ǫ2(p)sv1(δ1(ǫ2(p)))s
v
2(ψ
t
v(δ1(ǫ2(p))))
−1.
We now compare dω⊗ξ1ω(h) and dω⊗ξ2ω(h) whenever ω is an edge of τ . Note that ω‖ ⊆ M ′,
so we can view ω‖ equally as a subspace of M1 or M2, but to be precise, we use parallel
transport ψ−1
v−ω
: M1 → M2 to make the identification; this is a convenient arbitrary choice.
We then make the comparison using
ψ−1
v−ω
× Φσ1σ2(s)∗ : ω‖ ×O×V 1ω → ω
‖ ×O×
V 2ω
.
Then for p ∈ N2,[
(ψ−1
v−ω
× Φσ1σ2(s)∗)(dω ⊗ ξ1ω(h))
]
(p)
(dω ⊗ ξ2ω(h))(p)
=
[
(ψ−1
v−ω
× Φσ1σ2(s)∗)(g1v−ω · (g
1
v+ω
)−1)
]
(p)
g2
v−ω
(p) · (g2
v+ω
)−1(p)
=
(
z
−β2◦ψt
v
−
ω
◦δ1◦ǫ2(p)
z
−β2◦ψt
v
+
ω
◦δ1◦ǫ2(p)
)
·
(
sv
−
ω
1 (δ1(ǫ2(p)))
sv
+
ω
1 (δ1(ǫ2(p)))
)
·
(
sv
−
ω
2 (ψ
t
v−ω
(δ1(ǫ2(p))))
−1
sv
+
ω
2 (ψ
t
v+ω
(δ1(ǫ2(p))))−1
)
.
The first factor is
z
β2◦(ψt
v
+
ω
−ψt
v
−
ω
)◦δ1◦ǫ2(p)
,
and using δ1 ◦ ǫ1(p) = p− γ1 ◦ β1(p) for p ∈ N1 and ǫ2(p) = ǫ1((ψ−1v−ω )
t(p)), we see that
β2 ◦ (ψtv+ω − ψ
t
v−ω
) ◦ δ1 ◦ ǫ2(p) = β2 ◦ (ψtv+ω − ψ
t
v−ω
)((ψ−1
v−ω
)t(p)) = β2 ◦ (ψtv+ω ◦ (ψ
−1
v−ω
)t − I)(p).
In this computation a term γ1 ◦β1(p) ∈M ′ cancels because ψtv+ω |M ′ = ψ
t
v−ω
|M ′. In addition,
the factor β2 is unnecessary, as (ψ
t
v+ω
◦ (ψ−1
v−ω
)t − I)(p) is already contained in (M ′)⊥. But
in the notation of §1.5, (T σ1σ2ω )t = ψtv+ω ◦ (ψ
t
v−ω
)−1. Now
(T σ1σ2ω )
t(n) = n+ 〈n, dω〉nω
by the definition of nω. Thus the first factor is
z((T
σ1σ2
ω )
t−I)(p) = z〈p,dω〉nω .
The second factor is
sω1 (δ1(ǫ1((ψ
−1
v−ω
)t(p))) = sω1 ((ψ
−1
v−ω
)t(p)− γ1β1(ψ−1v−ω )
t(p)) = sω1 ((ψ
−1
v−ω
)t(p)).
The last factor is similarly
sv
+
ω
2 (ψ
t
v+ω
(ψ−1
v−ω
)t(p))sv
+
ω
2 (ψ
t
v+ω
γ1β1(ψ
−1
v−ω
)t(p))−1
sv
−
ω
2 (p)s
v−ω
2 (ψ
t
v−ω
γ1β1(ψ
−1
v−ω
)t(p))−1
.
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Using
sv
+
ω
2 = s
v−ω
2 and ψ
t
v+ω
= ψt
v−ω
on (ω‖)⊥ ⊇ (M ′)⊥,(7)
the last factors cancel and this is
sv
+
ω
2 ((T
σ1σ2
ω )
t(p))
sv
−
ω
2 (p)
=
sv
+
ω
2 (p+ 〈p, dω〉nω)
sv
−
ω
2 (p)
= sω2 (p)
−1(sv
+
ω
2 (nω))
〈p,dω〉
Putting this together,[
(ψ−1
v−ω
× Φσ1σ2(s)∗)(dω ⊗ ξ1ω(h))
]
(p)
(dω ⊗ ξ2ω(h))(p)
= z〈p,dω〉nωsω1 ((ψ
−1
v−ω
)t(p))sω2 (p)
−1sv
+
ω
2 (nω)
〈p,dω〉.
Thus if f iω = ξ
i
ω(h) and in view of s
ω
i = dω ⊗ D(si, ω) we see that
Φσ1σ2(s)
∗f 1ω
f 2ω
= znω
D(s1, ω)
D(s2, ω)
sv
+
ω
2 (nω).
Note that since nω ∈ (M ′)⊥, sv
+
ω
2 (nω) = s2(nω). This formula is now completely indepen-
dent of the choices of splitting. 
We are now ready to summarize the discussion of this section. First, we define the
global versions of the data appearing in Theorem 3.24.
Definition 3.25. 1) Let B be an integral affine manifold with singularities and P a toric
polyhedral decomposition, and suppose dω has been chosen as in §1.5 for each ω ∈ P,
dimω = 1. If τ ∈ P, s ∈ ˇPM(τ) (see Definition 2.24), h : v → τ with v a vertex, we
define sh ∈ Λv ⊗ Gm(k) to be the germ of s ∈ Γ(τ˜ , π∗(QP ⊗ Gm(k))) at the vertex vh of
τ˜ corresponding to h.
2) If dim τ ≥ 1, and we are given morphisms e : ω → τ , f : τ → σ with dimω = 1,
σ ∈ Pmax, giving a diagram
v+ω
h+
$$!!C
CC
CC
CC
CC
ω
e // τ
f
// σ ,
v−ω
h−
::=={{{{{{{{{
we can parallel transport sh
+ ∈ Λv+ω ⊗Gm and sh
− ∈ Λv−ω ⊗Gm to Λy⊗Gm with y ∈ Int(σ)
via f ◦ h+ and f ◦ h−. Then we define D(s, e, f) ∈ Gm (or D(s, ω, σ) when e and f are
understood) by
dω ⊗ D(s, e, f) = s
h−
sh+
.

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One should think of D(s, e, f) as monodromy information for the gluing data s.
Remark 3.26. We emphasize the dependence of D(s, e, f) on f (or σ). Given fi : τ → σi ∈
Pmax, i = 1, 2, e : ω → τ , s ∈ ˇPM(τ), we have an identification ψ : Λy1⊗Gm → Λy2⊗Gm
for yi ∈ Int(σi) by parallel transport from y1 to v−ω along f1◦h− and v−ω to y2 along f2◦h−.
Then under this identification, the parallel transport of sh
− ∈ Λv−ω ⊗Gm to Λy1 ⊗Gm and
Λy2 ⊗ Gm are identified by ψ. However, if sh+i ∈ Λyi ⊗ Gm is the parallel transport of
sh
+ ∈ Λv+ω ⊗Gm to Λyi ⊗Gm along fi ◦ h+, then
ψ(sh
+
1 ) = T
f1◦e,f2◦e
ω (s
h+
2 ).
Thus
ψ(sh
−
1 /s
h+
1 ) = s
h−
2 /T
f1◦e,f2◦e
ω (s
h+
2 ).
If n ∈ Λˇy2 is such that 〈n, dω〉 = 1, then 〈ψt(n), dω〉 = 1 also, and we see that
D(s, e, f1) = s
h−
1 (ψ
t(n))/sh
+
1 (ψ
t(n)) = sh
−
2 (n)/(T
f1◦e,f2◦e
ω (s
h+
2 ))(n)
= sh
−
2 (n)/s
h+
2 (n+ 〈n, dω〉nf1◦e,f2◦eω ) = D(s, e, f2)sh
+
2 (n
f1◦e,f2◦e
ω )
−1
= D(s, e, f2)s(n
f1◦e,f2◦e
ω )
−1.
The last equality follows from the fact that nf1◦e,f2◦eω ∈ Λ⊥τ , and hence shi (nf1◦e,f2◦eω ) is
independent of h and i.
This explains the asymmetry in the role of s1 and s2 in the gluing formulae (4) above
or (8) below. 
Now suppose we are given (B,P) and s. How do we specify a section of LSX0(B,P,s)
over an open set U ⊆ X0(B,P, s)? We have for each σ ∈ Pmax the projection pσ :
V (σ)→ X0(B,P, s). So a section f ∈ Γ(U,LSX0(B,P,s)) pulls back to sections
fσ = p
−1
σ (f) ∈ Γ(p−1σ (U),LSV (σ)).
Furthermore, for any component Rg1g2 of R (defined after Definition 2.12), gi : τ → σi,
we have
fσ2 = Φg1g2(s)
−1(fσ1)
on q−12 (U) ∩ V (τ2) ⊆ V (σ2).
Of course, by the sheaf gluing axiom, the converse is true:
Theorem 3.27. Let B be an integral affine manifold with singularities with a toric poly-
hedral decomposition P and open gluing data s over Spec k. Choose dω’s as in §1.5. Let
U ⊆ X0(B,P, s) be an open subset. Then to give an element f ∈ Γ(U,LSX0(B,P,s)), it is
enough to give sections for each σ ∈ Pmax
fσ = (fσ,e) e:ω→σ
dimω=1
∈ Γ(p−1σ (U),LSV (σ))
⊆
⊕
e:ω→σ
dimω=1
Γ(p−1σ (U),O×Ve)
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satisfying the following property: For every connected component Rg1g2 of R, gi : τ →
σi ∈ Pmax, and for every h : ω → τ with dimω = 1 and ei = gi ◦ h, we have
Φg1g2(s)
∗(fσ1,e1) = z
n
e1e2
ω
D(sg1, h, g1)
D(sg2, h, g2)
sg2(n
e1e2
ω )fσ2,e2(8)
on p−1σ2 (U) ∩ V (τ2).
Proof. This is just a summary of the discussions, especially Theorem 3.24, above.
Note that there is no need to define the sign vectors ǫτ from Definition 3.21 globally.
The reason is that these are only used to define LSV (σ) as a subsheaf of
⊕
e:ω→σO×Ve ,
and this is independent of choices for the sign vectors. In fact, any ǫτ is well-defined
up to an overall change of sign and this does not affect the defining equation (3) for
LSV (σ) ⊂
⊕
e:ω→σO×Ve . 
It is also helpful to give a partial description of LSX0(B,P,s) in terms of closed gluings.
Theorem 3.28. Let B be an integral affine manifold with singularities, P a toric polyhe-
dral decomposition, and s open gluing data. Choose dω’s as in §1.5. Then for each ω ∈ P
of dimension one, there is an O×Xω-torsor N×ω such that LSX0(B,P,s) is a subsheaf of⊕
ω∈P
dimω=1
qω∗N×ω ,
where qω : Xω → X0(B,P, s) are the maps of Lemma 2.29. Furthermore, if Nω is the
line bundle on Xω associated to N×ω (in particular N×ω is the sheaf of nowhere vanishing
sections of Nω) then Nω corresponds to the piecewise linear function ψω on the fan Σω in
Qω,R, well-defined up to linear functions, defined in Remark 1.56.
Proof. It is easy to see that LSX0(B,P,s) is a subsheaf of
⊕
ω∈P
dimω=1
qω∗N×ω , where N×ω is
defined by the following gluing data for the open cover {Ve|e ∈
∐
σ∈Pmax
Hom(ω, σ)}, with
Ve ⊆ Xω the open subset corresponding to the maximal cone Ke of Σω as usual. We glue
O×Ve1 and O
×
Ve2
via the identification
O×Ve2 |Ve1∩Ve2 → O
×
Ve1
|Ve1∩Ve2
given by
f 7−→ zne1e2ω · s′ · f,
where s′ ∈ Gm(k) depends on s. Since Xω is toric, we can just as well assume s′ = 1,
i.e. take the trivial open gluing data and we will get an isomorphic O×Xω -torsor. Then the
result that ψω determines Nω follows from the standard recipe for obtaining a line bundle
from a piecewise linear function (see [37], pg. 69, keeping in mind the sign convention of
Remark 0.1). 
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Corollary 3.29. Let B be an integral affine manifold with singularities, with a toric
polyhedral decomposition P. If there exists a log smooth structure on X0(B,P, s) for
some open gluing data s, then the integral affine structure on B0 ⊆ B can be extended to
B, so B in fact has no singularities.
Proof. If there is a log smooth structure, then each of the torsorsN×ω has sections, hence is
a trivial torsor. Thus ψω is a linear function. By the definition of ψω, n
e1e2
ω is the difference
of linear extensions of ψω on different cones of Σω, hence n
e1e2
ω = 0 for all e1, e2, ω, and
hence by Proposition 1.27, the affine structure extends to B. 
In general, we now see that the existence of singularities on B implies there does not
exist a global section of LSX0(B,P,s). Therefore, to proceed, we have to allow the log
smooth structure to break down. We shall study this in the next section.
Example 3.30. If X0(B,P, s) is normal crossings (i.e. every σ ∈ Pmax is a standard
simplex), then it follows from Example 3.23, (1), that LSX0(B,P,s) is an O×D-torsor, where
D = Sing(X0(B,P, s)). One can show [12], [29] that LSX0(B,P,s) is the O×D-torsor asso-
ciated to the line bundle Ext1(Ω1X0(B,P,s),OX0(B,P,s)), the local T 1-sheaf. There exists a
log smooth structure on X0(B,P, s) if and only if this is the trivial line bundle. In any
normal crossings case, q∗ωLSX0(B,P,s) is the O×Xω -torsor determined by Theorem 3.28 using
monodromy data near ω. Explicitly, in dimension two, if ω ∈ P is an edge containing a
singular point of the affine structure with monodromy
(
1 n
0 1
)
in a suitable basis (chosen
so that n > 0 if and only if the singularity is positive in the sense of Definition 1.54) then
Nω = OP1(n). Even if Nω = OP1 for all ω ∈ P of dimension one, LSX0(B,P,s) may be
non-trivial thanks to non-trivial open gluing data.
In the example given in the introduction, n = 4 for each edge. Let X0 carry the pull-
back of the divisorial log structure X0 ⊆ X . Then the map X †0 → Spec k† fails to be log
smooth precisely at the 24 = 4× 6 points where the total space X is singular, as the log
structure is not even fine at these points (Example 3.6). These 24 points are the zeros of
a section of the local T 1 sheaf of X0.
4. Toric degenerations
We are now ready to study the fundamental objects of interest in our program. These
will be certain degenerations of Calabi-Yau manifolds whose central fibres are of the form
X0(B,P, s). In addition, these fibres come along with natural log structures of the form
studied in the previous section.
We gave a definition of toric degeneration in [19], Section 1; the one given here is slightly
more general. From now on, we will always work over an algebraically closed field k. The
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algebraically closed hypothesis could be removed from this section at the expense of a bit
of additional complexity, but it’s vital in the proof of Theorem 5.2.
Definition 4.1. Let R be a discrete valuation ring with residue class field k. A toric
degeneration of Calabi-Yau varieties over R is a proper normal algebraic space X flat
over S := SpecR satisfying the following properties:
(1) The generic fibre Xη is an irreducible normal variety over η.
(2) If ν : X˜0 → X0 is the normalization, then X˜0 is a disjoint union of toric varieties, the
conductor scheme C ⊆ X˜0 is reduced and the map C → ν(C) is unramified and generically
two-to-one. The square
C −−−→ X˜0y yν
ν(C) −−−→ X0
is cartesian and cocartesian.
(3) X0 is Gorenstein, and the conductor locus C restricted to each irreducible component
of X˜0 is the union of all toric Weil divisors. (By the discussion before Theorem 2.39, this
a substitute for the statement ν∗ωX0
∼= OX˜0 .)
(4) There exists a closed subset Z ⊆ X of relative codimension ≥ 2 such that Z satisfies
the following properties: Z does not contain the image under ν of any toric stratum of
X˜0, and for any geometric point x¯→ X \Z, there is an e´tale neighbourhood Ux¯ → X \Z
of x¯, an affine toric variety Yx¯, a regular function fx¯ on Yx¯ given by a monomial, a choice
of uniformizing parameter of R giving a map k[N]→ R, and a commutative diagram
Ux¯ −→ Yx¯yf |Ux¯ yfx¯
SpecR −→ Spec k[N]
such that the induced map Ux¯ → SpecR×Spec k[N] Yx¯ is smooth. Furthermore, fx¯ vanishes
on each toric divisor of Yx¯. 
Geometrically (2) and (3) say that the central fibre is obtained from a disjoint union of
toric varieties by identifying pairs of irreducible toric Weil divisors. Glued Weil divisors
may lie on the same toric variety, but it is not permitted to glue an irreducible toric Weil
divisor to itself (no pinch points). The restriction of ν to a toric stratum in X˜0 is finite
and generically injective, hence the normalization of its image. We refer to these images
in X0 also as toric strata.
Example 4.2. 1) A straightforward source of toric degenerations are degenerations of
hypersurfaces in toric varieties. As in Example 1.18, let Ξ be a reflexive polytope with
0 ∈ Ξ the unique interior point, and let Ξ∗ ⊆ NR be the Batyrev dual of Ξ (Example 1.53).
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Let (PΞ∗ ,OPΞ∗ (1)) be the projective toric variety with Newton polytope Ξ∗. Define a
family X ⊆ PΞ∗ × S with S = Spec k[t](t) by the equation
z0 +
∑
n∈Ξ∗∩N
antz
n = 0;
here zn run over a basis of sections of OPΞ∗ (1). The coefficients an ∈ k are chosen to be
general. The section z0 vanishes precisely once on each toric divisor, so X0 = ∂PΞ∗ . It is
then easy to check X → S is a toric degeneration.
We will discuss in Example 4.29 below how exactly this toric degeneration relates to
the toric polyhedral decomposition of ∂Ξ introduced in Example 1.23, (2).
2) Here is an example due to Aspinwall and Morrison [4]. Take a family Y ⊆ P4 × S,
S = Spec k[t](t), given by the equation
t(z50 + · · ·+ z54) + z0z1z2z3z4 = 0.
We then divide Y by the group action of Z5×Z5, with generators acting by (z0, . . . , z4) 7→
(z0, ξz1, . . . , ξ
4z4) and (z0, . . . , z4) 7→ (z1, . . . , z4, z0). Here ξ is a primitive fifth root of
unity. Set X = Y/Z5 × Z5; then X → S is a toric degeneration.
This example will turn out to be related to the affine manifold from Example 1.19. 
For us, the key structure of a toric degeneration is the central fibre, X0, along with
the log structure on X0 obtained by pulling back the log structure on X induced by the
inclusion X0 ⊆ X as in Example 3.2. Thus we can define the logarithmic analogue of a
Calabi-Yau variety as follows.
Definition 4.3. A toric log Calabi-Yau space is a proper reduced logarithmic space X†
along with a morphism of log spaces X† → Spec k† to the standard log point with the
following properties:
(1) If ν : X˜ → X is the normalization, then X˜ is a disjoint union of toric varieties, the
conductor scheme C ⊆ X˜ is reduced and the map C → ν(C) is generically two-to-one
and unramified. The square formed by C, ν(C), X˜ and X is cartesian and cocartesian.
(2) X is Gorenstein, and the conductor locus C restricted to each irreducible component
of X˜ is the union of all toric Weil divisors. (As before, this a substitute for the statement
ν∗ωX ∼= OX˜ .)
(3) There exists a closed subset Z ⊆ Sing(X) of relative codimension ≥ 2 and not contain-
ing any toric stratum (called the log-singular set), such that X† \ Z is a fine log scheme
and X† \Z → Spec k† is log smooth. FurthermoreMX\Z is a sheaf of toric monoids, and
if ρ¯ ∈ Γ(X,MX) is the image of 1 ∈ N under the structure map of X† → Spec k†, then
the function zρ¯ vanishes precisely once along each toric Weil divisor of Spec k[MX,x¯] for
every geometric point x¯→ X \ Z.
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We say X†1 → Spec k† and X†2 → Spec k† are isomorphic toric log Calabi-Yau spaces if
there is an isomorphism ϕ : X1 → X2 of algebraic spaces over k lifting to an isomorphism
of log spaces X†1 \ Z → X†2 \ ϕ(Z) over Spec k†, for some log-singular set Z for X†1 . 
Remark 4.4. The spaces X0(B,P, s) look like underlying spaces of a toric log Calabi-Yau
space. The main difficulty is to place a log structure on these spaces. This will be done
in §5.1 under the additional hypothesis of (B,P) being simple.
Remark 4.5. We never make use of the log structure over Z, and in fact all relevant infor-
mation is contained completely in the complement of any Z with the stated properties.
This is due to the fact that there is a canonical extension of the log structure on X \Z to
X that retrieves the original log structure at all log-smooth points: Let j : X \Z → X be
the inclusion. Since X is Gorenstein and Z is of codimension ≥ 2, j∗OX\Z = OX . Thus
the log structure on X \ Z extends uniquely to a log structure on X with monoid sheaf
j∗MX\Z . If Z does not contain any toric stratum the canonical map MX → j∗MX\Z
induces an isomorphism of ghost sheaves wherever MX is fine, hence an isomorphism of
log structures.
A canonical, minimal choice for Z is the closed subspace where (X, j∗MX\Z)→ Spec k†
is not a log smooth morphism of fine log spaces. 
Proposition 4.6. If X → SpecR is a toric degeneration, let X † and SpecR† be the log
structures induced by the inclusions X = X0 ⊆ X and Spec k ⊆ SpecR as in Example
3.2. Let X† be the induced log structure on X. Then the induced morphism X† → Spec k†
gives X† the structure of a toric log Calabi-Yau space.
Proof. Clearly X satisfies conditions (1) and (2) of Definition 4.3, as these are (2) and (3)
of Definition 4.1. Note that we obtain a morphism of log spaces X † → SpecR† induced
by pull-back of functions, as MX and MSpecR are contained in the structure sheaves of
X and SpecR respectively. This morphism then restricts to a morphism of log spaces
X† → Spec k†.
Now if P is a toric monoid, the log structure on Spec k[P ] induced by the chart P →
k[P ] coincides with the log structure induced by the inclusion ∂ Spec k[P ] →֒ Spec k[P ],
where by ∂ Spec k[P ] we mean the union of all toric divisors of Spec k[P ]. On the other
hand, in (4) of Definition 4.1, because fx¯ vanishes to order 1 on each toric divisor of Yx¯,
f−1x¯ (0) = ∂Yx¯. Thus if Yx¯ = Spec k[Px¯], the induced map Px¯ → OUx¯ gives a chart for the
log structure on Ux¯ induced from X †. Thus we see that condition (4) of Definition 4.1
implies X † \ Z → SpecR† is log smooth, and hence by restriction X† \ Z is also log
smooth. 
Remark 4.7. In the quartic example of the introduction, the minimal singular set Z
coincides with the singular locus of the total space of X , but this is not true more generally,
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as X may have toric singularities. However, the singular set Z is the set of points where
these singularities are somehow “worse.”
We will never be interested in the log structure at the points of Z itself, hence the
definition of isomorphism of log Calabi-Yau spaces is independent of the log structure
along Z. 
Toric strata also have a characterization in terms of the ghost sheaf.
Lemma 4.8. Let X be a toric log Calabi-Yau space. A geometric point x¯→ X \Z is the
geometric generic point of a toric stratum of X if and only if rank(MgpX,x¯) = dimOX,x¯+1.
Proof. Log smoothness gives a smooth map π : U → V := Spec k[MX,x¯]/(zρ¯x¯) from an
e´tale neighbourhood U of x¯. Since V is a subscheme inside a toric variety it also comes
with a notion of toric strata, which are the intersections of the irreducible components of
V . Define toric strata of U as the components of preimages of toric strata under U → V .
Now by condition (2) of Definition 4.3, e´tale locally toric strata of X are also precisely the
intersections of irreducible components of X. Therefore, toric strata in U map to toric
strata in X and it suffices to prove the statement for U instead of X.
Since MX,x¯ has no non-trivial invertibles there is a distinguished closed point 0 ∈ V ,
the zero-dimensional toric stratum. Let η ∈ π−1(0) be the generic point of the connected
component of π−1(0) containing x¯. ThenMX,x¯ =MX,η¯, and the connected component of
π−1(0) containing x¯ is the minimal toric stratum of U containing x¯. Thus x¯ is the generic
point of a toric stratum if and only if x¯ = η¯. By the dimension formula for smooth
morphisms this is the case if and only if dimOX,x¯ = dim(V ). The proof is finished by
noting dim(V ) = rank(MgpX,x¯)− 1. 
4.1. The dual intersection complex. Given a toric log Calabi-Yau space X†, we now
reverse the gluing procedures described earlier in this paper in order to construct an affine
manifold with singularities. We begin by defining a category analogous to Cat(P), which
we call Cat(X). Write X˜ =
∐
Xi, with ν : X˜ → X the normalization. The objects of
Cat(X) are the strata of X, i.e. the set
Strata(X) := {ν(S)|S is a toric stratum of Xi for some i}.
If S1, S2 are two strata of X, we put Hom(S1, S2) = ∅ if S1 6⊇ S2, Hom(S1, S2) = {id} if
S1 = S2. If S1 ⊃ S2, let ν1 : S˜1 → S1 be the normalization of S1, so S˜1 is a toric variety.
Then
Hom(S1, S2) = {S˜2|S˜2 is a toric stratum of S˜1 with ν1(S˜2) = S2}.
If we have a chain S1 ⊃ S2 ⊃ S3, an element of Hom(S1, S2) is a stratum S˜2 of S˜1 mapping
to S2; identifying S˜2 with the normalization of S2, an element of Hom(S2, S3) can then
be identified also as a substratum of S˜1, and this defines composition of morphisms.
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Next let LPoly be the category of lattice polytopes, a subcategory of the category of
topological spaces, with the objects being polytopes with integral vertices and morphisms
Hom(σ1, σ2) being integral affine identifications of σ1 as a face of σ2.
We can then define a functor
LP : Cat(X)→ LPoly
as follows. If S ∈ Strata(X), with generic point η, then the stalk MX,η¯ is a monoid with
a distinguished element ρ¯ specified by the morphism X† → Spec k†: ρ¯ is the germ of the
image of 1 ∈ N in MX,η¯. We define LP (S) to be the convex hull of
{ϕ ∈ Hom(MX,η¯,N)|ϕ(ρ¯) = 1}
inside the affine space
{ϕ ∈ Hom(MX,η¯,R)|ϕ(ρ¯) = 1}.
Lemma 4.9. If S ∈ Strata(X), then LP (S) is a non-empty lattice polytope.
Proof. Let P = MX,η¯ for η the generic point of S, with ρ¯ ∈ P given by the morphism
X† → Spec k†. Then as P is a toric monoid, the toric variety Spec k[P ] is given by a
cone K ⊂ Hom(P,R), the convex hull of Hom(P,N). The condition that ρ¯ should be 1
on each irreducible component of X implies that zρ¯ ∈ k[P ] vanishes to order 1 on each
toric divisor of Spec k[P ]. But this is saying ρ¯ evaluates to 1 on the primitive integral
generators of the extremal rays of K. Thus LP (S) is just the convex hull of these integral
generators, and hence is a (non-empty) lattice polytope. 
Now suppose we are given strata S1 ⊃ S2, and an element of Hom(S1, S2), i.e. strata
S˜1 ⊃ S˜2, where ν1 : S˜1 → S1 is the normalization. We need to define a morphism
LP (S1) → LP (S2). This is done as follows. If η1, η2 are the generic points of S˜1, S˜2
respectively, there is a well-defined cospecialization map
MX,η¯2 = (ν∗1MX)η¯2 → (ν∗1MX)η¯1 =MX,η¯1 .
Note the identifications on the left and right are canonical, but the map depends on which
stratum S˜2 ⊂ S˜1 dominating S2 we have chosen. It is easy to see that such a map is a
surjection and dually we obtain a map
Hom(MX,η¯1 ,N)→ Hom(MX,η¯2 ,N)
which identifies the first monoid as a face of the second. In particular, we then obtain a
map LP (S1) → LP (S2) identifying the first polytope as a face of the second. It is clear
this construction is compatible with composition of morphisms in Strata(X).
We can now construct the dual intersection complex B of X as a union of polyhedra,
explicitly lim
−→
LP in the category of topological spaces.
Proposition 4.10. If dimX = n, then B is an n-dimensional manifold.
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We will first need the following Lemma.
Lemma 4.11. Let X1 and X2 be two affine toric varieties over k, defined by strictly
convex cones σ1, σ2 ⊆ MR, with dim σ1 = dim σ2 = dimMR. Let xi ∈ Xi be the zero-
dimensional torus orbit. Suppose X1 and X2 are e´tale locally isomorphic at xi, i.e. there
is an isomorphism of strictly Henselian local k-algebras ψ : OX1,x¯1 → OX2,x¯2. Suppose
further that this isomorphism preserves toric strata, i.e. it takes the ideal of a toric
stratum in OX1,x¯1 to the ideal of a toric stratum in OX2,x¯2. Then there exists an element
ϕ : M → M of GLn(Z) such that ϕ(σ1) = σ2, and which is combinatorially compatible
with ψ, i.e. if ψ identifies the ideals of two toric strata, then ϕ identifies the corresponding
cones.
Proof. Let Pi = σ
∨
i ∩ N be the monoid defining Xi. Then if X†i is the log structure
induced by the inclusion ∂Xi ⊆ Xi, then MXi,x¯i ∼= Pi. It is then clear that the
isomorphism ψ induces an isomorphism MX2,x¯2
∼=−→MX1,x¯1, and then an isomorphism
M ∼= Hom(P1,Z)→M ∼= Hom(P2,Z) taking σ1 ⊆MR to σ2 ⊆MR as desired. 
Proof of Proposition 4.10. The vertices of B correspond to irreducible components of X.
It is clearly enough to show B is an n-dimensional manifold in a neighbourhood of each
vertex, since B behaves uniformly along each face.
Focusing on one vertex v of B, there is a corresponding toric variety Xv. Now for any
zero-dimensional stratum x ∈ Xv, there is a monoid MX,ν(x¯) =: Px¯. Lemma 4.8 shows
dim k[Px¯]/(z
ρ¯x¯) = n. Let Kx¯ be the convex hull of Hom(Px¯,N) in Hom(Px¯,R); this is
the cone defining the toric variety Spec k[Px¯]. It is then clear that Hom(Px¯,R) ∼= Rn+1
and Kx¯ is an n + 1-dimensional cone, by the previous observations. Thus LP (ν(x¯)) is in
particular an n-dimensional lattice polytope.
If η is the generic point of ν(Xv), then the cospecialization map induced by x¯ → Xv,
MX,ν(x¯) → MX,η¯, is dual to the inclusion of some extremal ray Rx¯ ⊆ Kx¯. The tangent
wedge of LP (ν(x¯)) at the vertex p is just the cone Kx¯(Rx¯) = (Kx¯ + RRx¯)/RRx¯, and by
Lemma 4.11, this cone is the same as the cone corresponding to the stratum x ∈ Xv in
the fan ΣXv defining Xv, up to integral linear transformations. It is then easy to see that
all the cones Kx¯(Rx¯) fit together to give, at least topologically, the fan ΣXv , as {x} runs
over all zero-dimensional strata of Xv. But this is the local picture of B at v, so B is a
manifold in a neighbourhood of v. 
We can now describe an integral affine structure with singularities on B with a poly-
hedral decomposition P. Here
P = {image of LP (S) in B = lim
−→
LP |S ∈ Strata(X)}.
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By Construction 1.26, it is enough to give a fan structure at each vertex of P compatible
with the polyhedral decomposition. But we have already done this in the proof of Propo-
sition 4.10: There is a combinatorial identification of P in a neighbourhood of a vertex
v with the fan ΣXv . This gives the fan structure.
Thus we have obtained an integral affine manifold B with singularities along the dis-
criminant locus ∆′ given in Construction 1.26. We now observe:
Proposition 4.12. P is a toric polyhedral decomposition of B.
Proof. The only thing to check is that P is toric, since it is a polyhedral decomposition
by construction. We will show this by applying Proposition 1.32.
To do this, let τ ∈ P correspond to some stratum S, which is the image of toric strata
S1 ⊆ Xv1 , . . . , Sm ⊆ Xvm , where v1, . . . , vm are the (possibly non-distinct) vertices of τ .
Then ν yields canonical isomorphisms between the Si which preserve the toric strata of
the Si; thus these isomorphisms are equivariant under the torus action on
∐
Xvi . So
the fans determining S1, . . . , Sm can be identified. Specifically, if Σvi defines Xvi , living
naturally in ΛR,vi, and τvi ∈ Σvi is the cone corresponding to Si, then the fan for Si is
Σvi(τvi), living naturally in ΛR,vi/Λτ,R.
Then parallel translation from vi to vj along some path identifies
ΛR,vi/Λτ,R and ΛR,vj/Λτ,R
in such a way that the fans Σvi(τvi) and Σvj (τvj ) are identified. There is a unique such
identification, and hence this is independent of the path chosen. Thus it follows, for any
loop γ based at y ∈ Int(τ) \ ∆′ in a sufficiently small neighbourhood Uτ of Int(τ), that
ρ˜(γ) acts trivially on ΛR,y/Λτ,R, i.e.
(ρ˜(γ)− I)(ΛR,y) ⊆ Λτ,R
as desired. 
Definition 4.13. If X† is a toric log Calabi-Yau space, then the integral affine manifold
with singularities B along with the polyhedral decomposition P constructed above is the
dual intersection complex of X†.
Theorem 4.14. Let X† be a toric log Calabi-Yau space, and let (B,P) be the dual
intersection complex. Then there exist open gluing data s for P over k such that
X ∼= X0(B,P, s).
Proof. Let Xτ be as usual for τ ∈ P. Then by construction, there is an isomorphism
ψτ : Xτ → Sτ , where Sτ is the normalization of the stratum of X corresponding to τ .
Furthermore, this isomorphism can be chosen to identify the toric strata of Xτ with the
strata of Sτ . Then ψτ is well-defined up to the action of Qτ ⊗ Gm(k) on Xτ . Fix such
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choices. In particular, for every e : τ → σ, we then obtain s¯e ∈ Qσ⊗Gm(k) such that the
diagram
Xσ
ψσ−→ SσyF (e)◦s¯e ↓
Xτ
ψτ−→ Sτ
commutes. Then s¯ = (s¯e) forms closed gluing data, and lim
−→
FSpec k,s¯ = X. Indeed, there
is a canonical map lim
−→
FSpec k,s¯ → X induced by the system of composed morphisms
Xτ → Sτ → X. Since lim
−→
FSpec k,s¯ glues together the components Xv for v a vertex in P
in a normal crossings way in codimension one, we must have lim
−→
FSpec k,s¯ → X being an
isomorphism in codimension one. On the other hand, as X is assumed to be Gorenstein,
and in particular S2, in fact this is an isomorphism everywhere by [40], Proposition 2.2.
We then have to show this gluing arises via open gluing data.
First, we show X has an e´tale open cover by sets of the form V (σ) for σ ∈ Pmax. Fix
σ ∈ Pmax, and let x¯→ X be the corresponding zero-dimensional stratum. Then we have
a chart
Pσ :=MX,x¯ → OX,x¯
giving the log structure at x. Now for each e ∈ ∐ τ∈P
τ 6=σ
Hom(τ, σ), we have an affine open
set Ve of Xτ corresponding to the cone Kτ in Στ , and V (σ) = lim
−→
Ve with respect to the
canonical directed system Fσ(f) : Ve2 → Ve1 over all commutative diagrams
τ1
f−→ τ2
e1ց
ye2
σ
(9)
On the other hand, let V ′(σ) be the limit with respect to the system
Fσ(s¯)(f) : Ve2 → Ve1
given by Fσ(s¯)(f) = Fσ(f) ◦ s¯f . Using the universal property of colimits it is straightfor-
ward to show that the canonical map V ′(σ)→ X is e´tale. It thus remains to produce an
isomorphism of V (σ) and V ′(σ).
To do so, note that Ve ∼= Spec k[Pe], where Pe is the face of Pσ corresponding to e.
Thus by composing the chart Pσ → OX,x¯ with the map OX,x¯ → OVe,x¯ induced by the
composition Ve → V ′(σ) → X, we obtain a map of monoids φe : Pe → OVe,x¯ of the form
φe(p) = hpz
p for hp ∈ O×Ve,x¯; in particular, p 7→ hp is a map of monoids Pe → O×Ve,x¯.
Composing this map with the residue map
O×Ve,x¯ → O×Ve,x¯/(1 +mx¯) ∼= k×,
we get maps
φ¯e : Pe → k[Pe]
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given by
p 7−→ (hp mod 1 +mx¯) · zp.
This is still a map of monoids; what we are doing is removing the “non-constant” part
of the log structure. Furthermore, given f as in (9), we necessarily have a commutative
diagram
k[Pe1 ]
φe1−→ OVe1 ,x¯yFσ(f)∗ yFσ(s¯)(f)∗
k[Pe2 ]
φe2−→ OVe2 ,x¯
hence a commutative diagram
k[Pe1 ]
φ¯e1−→ k[Pe1 ]yFσ(f)∗ yFσ(s¯)(f)∗
k[Pe2 ]
φ¯e2−→ k[Pe2 ]
and hence an isomorphism of directed systems inducing an isomorphism φ : V ′(σ)→ V (σ),
as desired.
Now let U =
∐
σ∈Pmax
V (σ). Then we obtain an e´tale open cover ψ : U → X which is
the composition of φ−1 and the natural map V ′(σ)→ X on each V (σ). We have an e´tale
equivalence relation R = U ×X U ⊆ U × U .
To obtain the open gluing data from this, choose for each ω ∈ P a morphism eω : ω →
σ, for some σ ∈ Pmax. Set seω = 1. If e : ω → σ′ is any other morphism with σ′ ∈ Pmax,
we obtain canonically V (ω) ⊆ V (σ) and V (ω) ⊆ V (σ′), with a canonical identification
given by Φeωe as in Section 2. Then R∩((V (ω) ⊆ V (σ′))×(V (ω) ⊆ V (σ)) ⊆ V (σ′)×V (σ)
can be viewed as the graph of a morphism, and by restricting to irreducible components
it is easy to see this morphism is necessarily of the form Φeωe ◦ se for some se ∈ ˇPM(ω).
This defines se whenever e is a morphism to a maximal facet. Then given a diagram (9),
we define
sf = s
−1
e2
|τ1 · se1.
We need to check this is well-defined. Given
σ1
τ1
e1
22
f
//
g1 ,,
τ2
e2
<<yyyyyyyy
g2
""E
EE
EE
EE
E
σ2
it follows by transitivity of R that
R ∩ ((V (τ1) ⊆ V (σ1))× (V (τ1) ⊆ V (σ2)))
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is the graph of s−1g1 ◦ Φg1e1 ◦ se1 while
R ∩ ((V (τ2) ⊆ V (σ1))× (V (τ2) ⊆ V (σ2)))
is the graph of s−1g2 ◦Φg2e2 ◦se2. These graphs agree on (V (τ1) ⊆ V (σ1))×(V (τ1) ⊆ V (σ2)),
and hence
(s−1e2 sg2)|τ1 = s−1e1 sg1,
proving well-definedness. Then (se) forms open gluing data, and by construction it is
clear that X ∼= X0(B,P, s). 
Corollary 4.15. Let X† be a toric log Calabi-Yau space with dual intersection complex
(B,P), X = X0(B,P, s) for some open gluing data s, and let Z ⊆ X be the singular set.
If X0(B,P, s)
g denotes the ghost structure on X0(B,P, s) of Example 3.17, then X
† is
of ghost type X0(B,P, s)
g on X \Z, and thus the log smooth structure on X \Z is induced
by a section f ∈ Γ(X \ Z,LSX0(B,P,s)). Conversely, given an integral affine manifold B
with toric polyhedral decomposition P, s open gluing data, and if Z ⊆ X0(B,P, s) is
a closed subset of codimension ≥ 2 not containing any toric stratum, then any section
f ∈ Γ(X0(B,P, s) \ Z,LSX0(B,P,s)) induces a toric log Calabi-Yau space structure on
X0(B,P, s).
Proof. By log smoothness the type of log structure of X† along a toric stratum minus
lower-dimensional strata is constant and may hence be read off at the generic point of
the stratum. Thus the statement follows from the construction of the dual intersection
complex, Example 3.17, and Proposition 3.20. We note for the second part that f ∈
Γ(X0(B,P, s) \Z,LSX0(B,P,s)) defines a log smooth structure on X0(B,P, s) \Z, which
is all we need by Remark 4.5. 
4.2. Polarized log Calabi-Yau spaces and the intersection complex. Let X† be
a toric log Calabi-Yau space with a line bundle L. Then the dual intersection complex
(B,P) carries a multi-valued piecewise linear function constructed as follows. For every
σ ∈ P, we have the map qσ : Xσ → X. Pulling back L to Xσ gives a line bundle on
the toric variety Xσ, and hence an integral piecewise linear function on the fan Σσ, well-
defined up to linear functions. Recall that if m1, . . . , mp are primitive integral generators
of the rays of Σσ, with corresponding toric divisors D1, . . . , Dp, then the toric divisor∑
aiDi corresponds to a piecewise linear function ϕσ on Σσ with ϕσ(mi) = ai. By pulling
this function back to Uσ ⊆ B via sσ of Definition 1.22, (5), one obtains piecewise linear
functions on the open covering {Uσ|σ ∈ P} of B. It is easy to see these functions differ
only by linear functions on intersections, and thus we obtain a multi-valued piecewise
linear function ϕL with integral slopes. If L is ample, then it follows from the standard
characterization of ample line bundles on toric varieties ([37], Corollary 2.15) that ϕL is
strictly convex.
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Definition 4.16. If L is ample, we call (X†,L) a polarized toric log Calabi-Yau space,
and we call the triple
(B,P, ϕL)
degeneration data associated to (X†,L). If (Bˇ, Pˇ, ϕˇL) is the discrete Legendre transform
of (B,P, ϕL), then we call Bˇ, Pˇ the intersection complex of the polarized toric log
Calabi-Yau space (X†,L). 
See [19], Section 4, for additional discussion of the intersection complex.
4.3. Positive log structures. As we know from Corollary 3.29, it is rare that there is no
singular set Z ⊆ X†. However, we need to provide some control over these singularities.
The following is a useful restriction.
Definition 4.17. Let X† be a toric log Calabi-Yau space with singular set Z, with
X ∼= X0(B,P, s). Then the log smooth structure X†\Z → Spec k† is induced by a section
f ∈ Γ(X0(B,P, s) \ Z,LSX0(B,P,s)). We say that X† is positive if the corresponding
sections fω ∈ Γ(Xω \ q−1ω (Z),N×ω ) (see Theorem 3.28) for dimω = 1 extend to sections of
Nω on Xω, i.e. if they have zeros but no poles.
Remark 4.18. It is easy to see that this notion of positivity is independent of the choice
of orientation of edges of P. 
Proposition 4.19. Let (B,P) be positive, and let Nω be the line bundle on Xω for
dimω = 1 given by Theorem 3.28. Then Nω is generated by global sections. In particular,
it has a section whose zero-locus does not contain a toric stratum of Xω. Conversely, if
X† is positive, then its dual intersection complex (B,P) is positive.
Proof. By Theorem 3.28, NXω corresponds to the piecewise linear function of Remark 1.56.
If (B,P) is positive, then ψω is convex and hence by [37], Corollary 2.15, NXω is gener-
ated by global sections. Conversely, if X† is positive, there exist sections fω ∈ Γ(Xω,Nω)
vanishing only on q−1ω (Z), hence they do not vanish on any toric stratum by the assump-
tions on Z. Since the base locus of a complete toric linear system is a union of toric
strata, Nω is globally generated, hence ψω is convex, and (B,P) is positive. 
Proposition 4.20. Let f : X → S be a toric degeneration. Then X †0 is positive.
Proof. Let (B,P) be the dual intersection complex, and ω ∈ P a one-dimensional face,
corresponding to a stratum Sω of dimension n − 1. It suffices to check the absence of
poles of fω ∈ Γ(qω∗Nω) in codimension one on Sω. Without loss of generality, we can
view Λω ∼= Z = M ′ ⊆ M with ω ⊆ R an interval with endpoints 0 and l > 0. Choose
dω = 1. Then Q
′ := C ′(ω)∨ ∩ (N ′ ⊕ Z) is generated by p1 = (1, 0), p2 = (−1, l) and
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ρ = (0, 1), with relation p1+ p2 = lρ. Abstractly, V (ω) ∼= (Spec k[u, v]/(uv))×Gn−1m , and
the log structure on V (ω) \ Z is of the same type as that given by the chart
p1 7→ u, p2 7→ v, ρ 7→ 0.
If on some open subset U of V (ω), we have a chart given by
p1 7→ huu, p2 7→ hvv, ρ 7→ 0
with hu, hv invertible functions as usual, then by the construction of the map ξ in the
proof of Theorem 3.22, the corresponding section of LSV (ω) = O×V (ω) is (huhv)−1. For
the log structure induced by the embedding X0 ⊂ X it can be computed as follows. Let
u˜, v˜ ∈ OX ,x¯ be extensions of u, v at some geometric point x¯ in the codimension one stratum
of V (ω) \ Z. Then u˜v˜ restricts to zero on the central fibre and hence u˜v˜ = tl · h for t a
generator of the maximal ideal of Γ(OS) and h ∈ O×X ,x¯. The exponent of t is l because
MX ,x¯ ∼= Q′. We may then put hu = 1, hv = h−1|X0 . Thus fω is represented by h|X0 .
Now let y¯ be a geometric point of V (ω) ∩ Z and u˜, v˜ ∈ OX ,y¯ as before. By what we
just said tl divides u˜v˜ in codimension one and hence everywhere since X is normal. The
quotient h := u˜v˜/tl ∈ OX ,y¯ is the desired regular extension of fω over y¯. 
Definition 4.21. For σ ⊆MR a lattice polytope, we denote by LS+pre,V (σ) the sheaf⊕
ω⊆σ
dimω=1
OVω ,
where Vω := Vω→σ denotes the codimension one stratum of V (σ) corresponding to ω. For
(B,P) and open gluing data s, X = X0(B,P, s), we denote by LS+pre,X the sheaf on
X obtained by gluing the sheaves LS+pre,V (σ) for σ ∈ Pmax using the gluing formula of
Theorem 3.27, so that in particular LSX is a subsheaf (of sets) of LS+pre,X . 
Note that to specify a positive log Calabi-Yau structure on X = X0(B,P, s), we need
to give a section f ∈ Γ(X,LS+pre,X) satisfying: (1) f satisfies the multiplicative conditions
given in Theorem 3.22 and (2) the components of f on codimension one strata have no
zero sets containing any toric stratum. Now LS+pre,X is a coherent sheaf on X, so if
B is compact, LS+pre,X has a finite dimensional space of sections. Then condition (2)
determines some open subset of this space of sections, while the multiplicative condition
(1) is a more subtle, closed condition. This allows us to identify the moduli space of
positive log Calabi-Yau structures on X as a subvariety of an affine space. We shall
examine this more closely in the next section.
Remark 4.22. We can now determine the discriminant locus of a dual intersection complex
B more precisely in the positive case. Initially, we take ∆′ ⊆ B as in Construction 1.26
to be the union of all simplices of Bar(P) not containing a vertex of P or the barycenter
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of a maximal cell. Using Proposition 1.27, we can identify a smaller discriminant locus
∆ ⊆ ∆′ as follows if X† is positive and the singular set Z ⊆ X is taken to be minimal.
For any σ ∈ Bar(P), σ ⊆ ∆′, dim σ = n − 2, there exist unique σ1, σn−1 ∈ P
with dim σi = i and σ containing the barycenters of σ1 and σn−1. In addition, there
exists a unique morphism eσ : σ1 → σn−1 corresponding to the edge of σ joining these
two barycenters. Furthermore, there exist only two distinct morphisms fi : σn−1 → τi,
i = 1, 2, with τi ∈ Pmax. Let ei = fi ◦ eσ.
The monodromy around σ is now given by T e1e2σ1 of §1.5, and hence is trivial if and only
if ne1e2σ1 = 0.
On the other hand, consider the embedding F (eσ) : P
1 ∼= Xσn−1 → Xσ1 . Then by
Theorem 3.28 and [37], Corollary 2.15, the line bundle F (eσ)
∗(NXσ1 ) is trivial if and only if
ne1e2σ1 = 0, in which case the affine structure on B will extend across σ by Proposition 1.27.
Now the positive log Calabi-Yau structure on X determines a section fσ1 ∈ Γ(Xσ1 ,NXσ1 )
which does not vanish on an entire toric stratum of Xσ1 . Thus F (eσ)
∗(NXσ1 ) ∼= OXσn−1 if
and only if fσ1 does not vanish at any point of F (eσ)(Xσn−1). However, the zero locus of
fσ1 is
cl(q−1σ1 (Z) \ ∂Xσ1) ⊆ Xσ1 .
Thus we see that ∆ is the union of all σ ∈ Bar(P), σ ⊆ ∆′, codim σ = 2 satisfying
cl(q−1σ1 (Z) \ ∂Xσ1) ∩ F (eσ)(Xσn−1) 6= ∅.
This gives the precise relationship between ∆ and Z. 
4.4. Normalized gluing data and examples. We saw in Proposition 2.32 that if s
and s′ differ by an element of B1(P,QP ⊗ Gm(k)), then X0(B,P, s) ∼= X0(B,P, s′).
We would now like to use open gluing data to parametrize log structures as well as the
underlying schemes, so that we can determine explicitly the moduli space of toric log
Calabi-Yau spaces with a given dual intersection complex (B,P).
We begin with the following definition:
Definition 4.23. Let σ ⊆ MR be an n-dimensional integral polytope. Let x ∈ V (σ) be
the unique zero-dimensional torus orbit. A section f of LSV (σ) (or LS+pre,V (σ)) defined in
a neighbourhood of x is said to be normalized if, viewing
f = (fω) ∈
⊕
ω⊆σ
dimω=1
OVω
as in Theorem 3.22, fω takes the value 1 at x for each ω ⊆ σ, dimω = 1. 
Note that this condition can be rephrased in terms of a chart for the log structure near
the point x. Given X = V (σ) a scheme with the e´tale topology, and a chart
α : Pσ → OX,x¯
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of the form p 7→ hpzp as usual, with hp a germ of an invertible function at x ∈ X(p) =
cl {zp 6= 0}, we obtain a map
φ : ∂Pσ → k×
given by p 7→ hp/mx¯.
This map is piecewise multiplicative, and it is not difficult to see that the corresponding
section f of LSV (σ) is normalized if and only if this map is in fact multiplicative on N .
In particular, even if f is not normalized, φ induces an automorphism of V (σ) via
zp 7→ φ(p)zp, and it is then clear that the pull-back of the chart α by φ−1 yields a section
of LSV (σ) in a neighbourhood of x ∈ V (σ) which is normalized.
Definition 4.24. Let s be open gluing data for (B,P), with canonical projection maps
pσ : V (σ) → X0(B,P, s) for each σ ∈ Pmax. Then a section f ∈ Γ(X,LS+pre,X) is
normalized if p−1σ (f) is a normalized section of LS+pre,X for all σ ∈ Pmax. If in fact f
determines a log Calabi-Yau structure X† on X, i.e. f ∈ Γ(X \Z,LSX) for some singular
set Z ⊆ X not containing any toric stratum of X, and in addition f is normalized, then
we say X† is normalized by the open gluing data s.
By the above discussion, there is always some open gluing data with respect to which a
toric log Calabi-Yau space X† is normalized. Conversely we have the following criterion.
Proposition 4.25. Let (B,P) be positive, and let s ∈ Z1(P,QP ⊗Gm) be open gluing
data, X = X0(B,P, s). Then there exists a normalized section f ∈ Γ(X,LS+pre,X) if and
only if the following condition holds:
Condition (LC): Let ω ∈ P be a one-dimensional cell, σ1, σ2 ∈ Pmax, τ ∈ P with a
diagram
σ1
ω
e1
22
//
e2 ,,
τ
g1
<<yyyyyyyy
g2
""E
EE
EE
EE
E
σ2
(10)
Then if T e1e2ω = 0 we must have D(sg1 , ω, σ1) = D(sg2, ω, σ2).
Proof. Suppose there exists a normalized f ∈ Γ(X,LS+pre,X). This is induced by sections
fσ = p
−1
σ (f) ∈ Γ(V (σ),LS+pre,V (σ)), σ ∈ Pmax, which glue as given in Theorem 3.27. Now
LS+pre,V (σ) =
⊕
e∈
∐
Hom(ω,σ)
dimω=1
OVe ,
so fσ decomposes into components fσ,e ∈ Γ(OVe). We can write
fσ,e =
∑
p∈Pe
fσ,e,pz
p,
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where Pe is the face of Pσ corresponding to e, with Ve = Spec k[Pe]. The normalization
condition says that fσ,e,0 = 1. Given any diagram (10) such that (g1, g2) is a maximal
pair, Theorem 3.27 tells us that if ne1e2ω = 0, then
fσ2,e2|V (τ˜2)
D(sg1, ω, σ1)
D(sg2, ω, σ2)
= Φg1g2(s)
∗(fσ1,e1|V (τ˜1)).
Comparing constant coefficients gives
fσ2,e2,0 ·
D(sg1, ω, σ1)
D(sg2, ω, σ2)
= fσ1,e1,0.
But fσ,e,0 = 1 for all σ, e by the normalization assumption, so D(sg1 , ω, σ1) = D(sg2, ω, σ2)
whenever ne1e2ω = 0. This is the required condition when (g1, g2) is maximal.
Now if (g1, g2) is not maximal, then there is a maximal pair (h1, h2) with (g1, g2) <
(h1, h2), i.e. there exists f : τ → ρ, hi : ρ→ σi with gi = hi ◦ f . Then
D(sgi, ω, σi) = D(shi|τ · sf , ω, σi)
= D(shi|τ , ω, σi) D(sf , ω, σi)
= D(shi, ω, σi) D(sf , ω, σi).
Now D(sh1, ω, σ1) = D(sh2, ω, σ2) since (h1, h2) is maximal and n
e1,e2
ω = 0, while D(sf , ω, σ1) =
D(sf , ω, σ2) by Remark 3.26 and n
e1e2
ω = 0. Thus Condition (LC) holds.
Conversely, we will show how to produce a normalized section f of LS+pre,X by con-
structing fσ ∈ Γ(V (σ),LS+pre,X) which glue correctly. To do so, first fix for every ω ∈ P
with dimω = 1 a σω ∈ Pmax with a morphism eω : ω → σω. Let y ∈ ω be a point near
v+ω , and let ∆ˇ(ω) be, as in Definition 1.58, the convex hull in Λ
⊥
ω,R ⊆ ΛˇR,y of the set
{neωe′ω |e′ : ω → σ′ ∈ Pmax} ⊆ Λ⊥ω ⊆ Λˇy.
This is the Newton polytope of the line bundle Nω on Xω, up to translation. In particular,
any
fσω ,eω =
∑
p∈∆ˇ(ω)∩Λˇy
fσω ,eω,pz
p
gives a well-defined regular section of Nω on Xω. Explicitly, given a diagram
σω
ω
eω
22
//
e′ ,,
τ
g1
<<yyyyyyyy
g2
""E
EE
EE
EE
EE
σ′
(11)
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with (g1, g2) maximal, the above choice for fσω ,eω determines fσ′,e′ via the formula (coming
from Theorem 3.27)
fσ′,e′ = z
−neωe
′
ω
D(sg2, ω, σ
′)
D(sg1, ω, σω)
sg2(n
eωe
′
ω )
−1Φg1g2(s)
∗(fσω ,eω)
=
D(sg2, ω, σ
′)
D(sg1 , ω, σω)
sg2(n
eωe
′
ω )
−1
∑
p∈∆ˇ(ω)∩Λˇy
fσω ,eω,p
Φg1g2(s)
∗(zp)
zp
zp−n
eωe
′
ω .
Here on Xω,
Φg1g2 (s)
∗(zp)
zp
is just an element of k×. Now we require that the section be
normalized, i.e. the constant term of each fσ,e be 1. This implies that for each diagram
(11), we must have
1 =
D(sg2, ω, σ
′)
D(sg1, ω, σω)
sg2(n
eωe
′
ω )
−1f
σω ,eω ,n
eωe′
ω
Φg1g2(s)
∗(zn
eωe
′
ω )
zn
eωe′
ω
=
D(sg2, ω, σ
′)
D(sg1, ω, σω)
sg1(n
eωe
′
ω )
−1f
σω ,eω ,n
eωe′
ω
,
using Φg1g2(s)
∗(zn
eωe
′
ω ) = sg1(n
eωe
′
ω )
−1zn
eωe
′
ω sg2(n
eωe
′
ω ). Thus
f
σω ,eω,n
eωe′
ω
=
D(sg1, ω, σω)
D(sg2, ω, σ
′)
sg1(n
eωe
′
ω ).(12)
Thus the coefficients
{f
σω ,eω,n
eωe′
ω
|e′ : ω → σ′ ∈ Pmax}
of fσω ,eω are completely determined by the normalization condition, while all other coef-
ficients fσω ,eω,p may be chosen at will.
There is one point that we must check here, which is that if neωe
′
ω = n
eωe
′′
ω , then the values
of f
σω ,eω,n
eωe′
ω
and f
σω ,eω,n
eωe′′
ω
given by formula (12) coincide. Since ne
′e′′
ω = n
eωe
′′
ω − neωe′ω ,
it is enough to check that if neωe
′
ω = 0, then (12) gives fσω ,eω,neωe
′
ω
= 1. But this follows
immediately from Condition (LC). 
Theorem 4.26. Let (B,P) be positive, with either ∆ = ∅ or dimB ≤ 2, and let s ∈
Z1(P,QP⊗Gm) be open gluing data satisfying Condition (LC) of Proposition 4.25. Then
if X = X0(B,P, s), any normalized f ∈ Γ(X,LS+pre,X) determines a positive normalized
log Calabi-Yau structure on X.
Proof. Write f = (fσ,e) with fσ,e ∈ Γ(Ve,OVe) for any e : ω → σ ∈ Pmax, dimω = 1.
Because fσ,e is 1 at the zero-dimensional stratum of Ve, the zero set of fσ,e cannot contain
any toric stratum of Ve. Thus if
Z =
⋃
σ,e
qσ({fσ,e = 0}) ⊆ X,
then Z does not contain any toric stratum of X.
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If ∆ = ∅, then in fact Z = ∅ anyway, as fσ,e is constant, hence identically 1. Then
the multiplicative condition of Theorem 3.22 is satisfied automatically. If ∆ 6= ∅, then
dimB = 2, and Theorem 3.22 imposes a condition for each two-dimensional, i.e. maximal,
cell σ. But Xσ is just a point, and the formula of Theorem 3.22 imposes a condition on the
functions fσ,e|Xσ . However since fσ,e takes the value 1 at this point by the normalization
condition, the multiplicative condition of Theorem 3.22 is automatically satisfied, and
f ∈ Γ(X \ Z,LSX). 
Remark 4.27. In the case ∆ = ∅, the open gluing data in fact determine the log Calabi-Yau
structure uniquely. However, in the two-dimensional case, when ∆ 6= ∅, the open gluing
data do not necessarily determine the log Calabi-Yau structure uniquely. Indeed, if ω con-
tains a singularity of B with holonomy
(
1 n
0 1
)
(as in Example 3.30) then Nω ∼= OP1(n),
and ∆ˇ(ω) is a line segment of length n. The coefficients of the monomials corresponding
to the endpoints are determined by (12), but the coefficients corresponding to the interior
vertices are free to be chosen arbitrarily in k. Thus for given open gluing data s satis-
fying Condition (LC), the set of normalized log Calabi-Yau structures on X0(B,P, s) is
parametrized by a vector space of some dimension. Specifically, if ∆ = {p1, . . . , ps} with
monodromy around pi given by
(
1 ni
0 1
)
, then the dimension of the space of positive
normalized log Calabi-Yau structures on X0(B,P, s) is
∑s
i=1(ni − 1). In particular, if
ni = 1 for all i, then the log Calabi-Yau structure is uniquely determined by s. 
Example 4.28. Theorem 4.26 is not true in dimensions three and higher, and it is an
important feature of the theory that the space of possible log structures is not even
non-singular in general. We will now give a quite general local example, which can be
fitted into a global example, featuring two maximal cells as in Construction 2.15. Let
M1 = M2 = M = Z
n, and choose some primitive vector dˇρ ∈ N . Let M ′ = dˇ⊥ρ ⊆ M , and
let ρ ⊆M ′R be an n− 1-dimensional lattice polytope. Choose σ1 ⊆ M1⊗R, σ2 ⊆M2⊗R
to be n-dimensional lattice polytopes with σi ∩M ′R = ρ and such that
σ1 ⊆ {m ∈M1 ⊗ R|〈dˇρ, m〉 ≤ 0}
and
σ2 ⊆ {m ∈M2 ⊗R|〈dˇρ, m〉 ≥ 0}.
Next, we define a singular affine structure with boundary on σ1 ∪ σ2 as follows. Embed
M1 in M ⊕ Z by m 7→ (m, 1) and M2 in M ⊕ Z by m 7→ (m, 1 − 〈dˇρ, m〉). Thus we
obtain σ1 ∪ σ2 ⊆ MR ⊕ R. To define the desired affine structure, we have the canonical
embeddings Int(σi) ⊆ (Mi)R, giving affine coordinates on Int(σi). In a neighbourhood Uv
of each vertex v ∈ M ′ of ρ, (v, 1) ∈ M ⊕ Z, we obtain a chart Uv → (MR ⊕ R)/R(v, 1)
simply by projection. It is easy to see this is a homeomorphism onto its image. Take ∆ ⊆ ρ
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to be the union of codimension one simplices of the first barycentric subdivision of ρ not
containing vertices of ρ. We can then choose open sets Uv so that {Int(σ1), Int(σ2)}∪{Uv}
form an open covering of (σ1 ∪ σ2) \ ∆ and Uv ∩ Uw = ∅ if v 6= w. It follows that the
affine coordinate charts defined on these sets define an integral affine structure. Parallel
transport ψv :M2 →M1 through (or near) a vertex v of ρ is given by the composition
M2 →֒ M ⊕ Z→ (M ⊕ Z)/Z(v, 1)→M1,
where the second map is projection and the third is the inverse of the composed map
M1 →֒M ⊕ Z→ (M ⊕ Z)/Z(v, 1).
Thus ψv is the composition
M2 ∋ m 7→ (m, 1− 〈dˇρ, m〉)
7→ (m, 1− 〈dˇρ, m〉) mod (v, 1)
= (m+ 〈dˇρ, m〉v, 1) mod (v, 1)
7→ m+ 〈dˇρ, m〉v ∈M1
Thus if ω is an edge of ρ, dω a generator of Λω, with v
−
ω − v+ω = pdω for some positive
integer p, then
Tω→ρ(m) = ψv−ω ◦ ψ−1v+ω (m)
= m+ 〈pdˇρ, m〉dω,
so nω→ρ = pdˇρ.
We will now restrict to the case that p = 1 for all edges ω of ρ, for ease of the discus-
sion, and to make contact with the work of Altmann [1]. We now have as usual, as in
Construction 2.15, ρ = ρ1 ⊆ σ1, ρ = ρ2 ⊆ σ2, V (ρi) ⊆ V (σi), and after a choice of s1 and
s2, an isomorphism Φσ1σ2(s) : V (ρ2)→ V (ρ1). Gluing along this isomorphism gives X.
Note that X contains a one-dimensional stratum Xρ ∼= P1, and for each edge ω of ρ, we
have the codimension 1 stratum Xω containing Xρ. In addition, we have the line bundle
Nω on Xω, and the value of nω→ρ = dˇρ tells us that Nω|Xρ = OP1(1). Thus a normalized
section f ∈ Γ(X,LS+pre,X) must satisfy
fσ1,ω→σ1 |Xρ = 1 + cωx,
where x = zdˇρ . Here cω is completely determined by s1 and s2 by formula (12). We note
that the choice of s1 and s2 may not lead to an arbitrary choice of the cω’s. In addition,
if f is to determine a log Calabi-Yau structure, we need the multiplicative condition of
Theorem 3.22 to hold. In other words, for every two-dimensional cell η ⊆ ρ, we have∏
ω⊆η
dimω=1
dω ⊗ f ǫη(ω)σ1,ω→σ1|Xη = 1.
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Restricting further to Xρ gives the relation∏
ω⊆η
dimω=1
dω ⊗ (1 + cωx)ǫη(ω) = 1.(13)
Let us carry this out explicitly for the following ρ ⊆ M ′R, with orientations as depicted:
(0, 0) (1, 0)
(2, 1)
(2, 2)
(1, 2)
(0, 1)
ω1
ω2
ω3
ω5
ω6
ω4
Then we obtain in M ′
dωi = (1, 0), (1, 1), (0, 1), (−1, 0), (−1,−1), (0,−1) for i = 1, . . . , 6.
Splitting (13) into its two components, we get the equations (writing ci = cωi)
(1 + c1x)(1 + c2x) = (1 + c4x)(1 + c5x)
(1 + c2x)(1 + c3x) = (1 + c5x)(1 + c6x)
Comparing coefficients of powers of x, we get
c1 + c2 = c4 + c5
c2 + c3 = c5 + c6
c1c2 = c4c5
c2c3 = c5c6
This defines a three-dimensional scheme S in G6m, with irreducible components being a
G3m given by the equations
c1 = c4, c2 = c5 c3 = c6
and a G2m given by the equations
c2 = c4 = c6, c1 = c3 = c5.
As we noted earlier, because the ci depend on s1 and s2, the ci cannot be chosen inde-
pendently, but it is easy to see that the only restriction on the ci is that
6∏
i=1
dωi ⊗ ci = (1, 1),
but this condition has already been incorporated into the above equations. It can also be
checked that multiplying s1 or s2 by a multiplicative function Ni → Gm has the effect of
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replacing c1, . . . , c6 with c
′c1, . . . , c
′c6. This does not change the isomorphism class of the
gluing, and one obtains isomorphic log Calabi-Yau structures from these gluings. Hence
the space of all open gluing data modulo this action fibres over S/Gm, where the action
of Gm on S is the diagonal one, and S/Gm consists of a union of a one-dimensional torus
and a two-dimensional torus meeting at a single point.
The equations determining S/Gm are precisely the same ones defining the deformation
space of a cone over a del Pezzo surface of degree 6, as computed in [1]. The hexagon we
are using of course is the toric data which defines the del Pezzo surface of degree 6.
The explanation is as follows. Let Y be the four-dimensional toric variety defined by the
fan Σ inMR⊕R consisting of the cones over σ1 and σ2 and their faces embedded inMR⊕R
as above. Then the cone over ρ is a cone in Σ, corresponding to a one-dimensional stratum
Yρ of Y , with Yρ ∼= P1. The singularities of Y along Yρ are locally isomorphic to a cone
over a del Pezzo surface of degree 6. If we take a general anti-canonical hypersurface H in
Y , then H∩Yρ consists of one point, and H has a del Pezzo cone singularity at that point.
However, H can be viewed as a partial smoothing of the anti-canonical hypersurface H0
consisting of the union of all toric divisors of Y , and this is precisely X0(B,P, 1), where
1 denotes the trivial gluing data s1 = s2 = 1. The point is that we expect the moduli
of log Calabi-Yau structures on X0(B,P, 1) should be in some ways similar to (but not
isomorphic to) the moduli space of H , and thus it makes sense to see the same structures
appearing in Def(H) and the moduli of log Calabi-Yau structures on H0.
While this example is local, one expects that there are global examples where the space
of positive log Calabi-Yau spaces coming from general (B,P) can be singular because of
the above considerations.
It is not difficult to prove in three dimensions that X0(B,P, 1) (trivial gluing data)
always carries a log Calabi-Yau structure. However, it is not clear if this is true in higher
dimensions, and it is not so useful because to study mirror symmetry, we would like to
describe the entire space of positive log Calabi-Yau spaces with dual intersection complex
(B,P). Therefore, in the next section, we will restrict to situations where the behaviour
of Example 4.28 does not occur.
Example 4.29. 1) The toric degeneration of Example 4.2, (1) has dual intersection
complex (B,P) as defined in Examples 1.18 and 1.23, (2). Details of this case and a
much more general case including the Batyrev-Borisov construction are treated in [18].
2) The dual intersection complex for the toric degeneration in Example 4.2, (2), arising
from the example of Aspinwall and Morrison, has dual intersection complex as constructed
in Examples 1.19 and 1.23, (2).
3) Finally, Example 1.20 gives the dual intersection complex of a degeneration of Enriques
surfaces obtained by taking a quotient of a family of K3 surfaces in PΞ∗ . We leave the
details to the reader. 
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We end this section with the following observation and definition.
Proposition 4.30. Let s, s′ be open gluing data for (B,P), and suppose there are log
Calabi-Yau structures X = X0(B,P, s)
† and X ′ = X0(B,P, s
′)† normalized by the gluing
data s and s′ respectively, and suppose there is an isomorphism of log spaces ϕ : X → X ′
preserving B. Then there exists t = (tσ)σ∈P , tσ ∈ ˇPM(σ), such that s′e = t−1τ setσ|τ for
any e : τ → σ. Furthermore, for σ ∈ Pmax, tσ is induced by an element of Λy ⊗ Gm for
y ∈ Int(σ). In this case, we say s and s′ are equivalent open gluing data.
Proof. The only thing new over Proposition 2.32 is the last statement. As in loc. cit. the
isomorphism ϕ is induced by a map
ϕ˜ :
∐
σ∈Pmax
V (σ)→
∐
σ∈Pmax
V (σ)
which each ϕ˜σ : V (σ)→ V (σ) induced by some tσ ∈ ˇPM(σ). However, if pσ : V (σ)→ X,
pσ′ : V (σ) → X ′ are the projections, f ∈ Γ(X,LS+pre,X), f ′ ∈ Γ(X ′,LS+pre,X′) induc-
ing the log Calabi-Yau structures, then p−1σ (f) and (p
′
σ)
−1(f) are both normalized, and
ϕ˜−1σ p
−1
σ (f) = (p
′
σ)
−1(f ′). However, as we pointed out in the discussion following Defini-
tion 4.21, the pull-back of a normalized section of LS+pre,V (σ) via tσ is normalized if and
only if tσ is a multiplicative function on Σˇσ (for σ ∈ Pmax) rather than piecewise multi-
plicative, i.e. comes from an element of Λy ⊗ Gm for y ∈ Int(σ). We then complete the
proof as in Proposition 2.32. 
5. Simplicity and mirror symmetry
We are now close to our first goal of realising mirror symmetry for toric log Calabi-Yau
spaces. The chief problem at this point, however, is that for general positive (B,P), the
moduli space of all positive log Calabi-Yau spaces with dual intersection complex (B,P)
may be quite complicated. We have already seen in Example 4.28 that this moduli space
may well be singular, and that this reflects the fact that a partial smoothing of a log
Calabi-Yau space, if it exists, might itself have obstructed deformation theory. On the
mirror side this should correspond to singular moduli spaces of complexified Ka¨hler or
symplectic structures, and it is unclear what this should mean. Also, for more refined
versions of mirror symmetry involving Frobenius or A∞-structures it is convenient if not
indispensable to deal with smooth moduli spaces. Therefore, we need to restrict attention
to a class of log Calabi-Yau spaces which are well-behaved. We do so by restricting to
the case that (B,P) is simple (§1.5).
Once again, as in §4, we always work over S = Spec k, k an algebraically closed field.
5.1. Moduli of toric log Calabi-Yau spaces in the simple case. Consider e : τ1 → τ2
and an element s ∈ Γ(We, i∗Λ ⊗ Gm). This in fact defines an element s ∈ ˇPM(τ1) as
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follows. Choose any τ2 → σ ∈ Pmax. Then Int(σ) ∩We is non-empty, and for any point
z ∈ Int(σ) ∩We, s yields a germ sz ∈ Λz ⊗Gm.
Now for each vertex v of τ˜1 ⊆ σ˜ ⊆ ΛR,z, parallel transport sz to sv ∈ Λπ(v) ⊗ Gm =
π∗(QP ⊗Gm)v via the image of a path in σ˜ joining z to v. It is clear that the collection
(sv) determines an element in ˇPM(τ1) as in Construction 2.23. Furthermore, this element
is independent of the choice of σ: because sz is the germ of s, a section of i∗Λ⊗Gm, it is
invariant under monodromy about any loop in We. Thus each sv is independent of σ.
Definition 5.1. By lifted gluing data, we mean a Cˇech 1 cocycle (se) for the open cover
W = {Wτ |τ ∈ P} with values in i∗Λ⊗Gm. For e : τ1 → τ2, se ∈ Γ(We, i∗Λ⊗Gm) induces
se ∈ ˇPM(τ1) by the above discussion, and hence lifted gluing data (se) determine open
gluing data.
The main point of simplicity is then
Theorem 5.2. Let (B,P) be positive and simple, and let s be open gluing data over an
algebraically closed field k satisfying Condition (LC) of Proposition 4.25. Then
(1) s is equivalent (Proposition 4.30) to lifted gluing data, and
(2) there is a unique normalized section f ∈ Γ(X0(B,P, s),LS+pre,X0(B,P,s)), and this
section induces a log Calabi-Yau structure on X0(B,P, s).
Remark 5.3. Before embarking on the proof, it is worthwhile giving a quick explanation
as to why lifted gluing data are enough. Consider the situation in Example 2.16. Given
ei : τ → σi, and lifted gluing data sei ∈ Γ(Wei , i∗Λ ⊗ Gm), the gluing map is Φe2e1(s) =
s−1e1 ◦Φe2e1 ◦ se2. Now both se1 and se2 can be viewed as elements of ˇPM(τ), and as such,
we also have Φe2e1(s) = s
−1
e1
◦ se2 ◦Φe2e1 . However, to view se2 as acting on V (τ1) ⊆ V (σ1)
instead of V (τ2) ⊆ V (σ2), one parallel transports se2 through the vertex (0, 0) to determine
the action of se2 on the irreducible component of V (τ1) corresponding to (0, 0), and one
parallel transports through the vertex (0, 1) to describe the action on the corresponding
component. If se2 is not monodromy invariant in a neighbourhood of the singular point,
the induced action on V (τ1) does not then arise from an element of Γ(We1 , i∗Λ ⊗ Gm).
The choice of se1 and se2 then allow all possible automorphisms of V (τ1).
More generally, the idea will be to try to split up automorphisms of V (τ) into a product
of ones coming from lifted gluing data.
Proof. (1) By the definition of equivalence in Proposition 4.30, we need to find a system
(tτ )τ∈P with tτ ∈ ˇPM(τ) for all τ ∈ P \ Pmax, and tτ ∈ Λz ⊗ Gm for z ∈ Int(τ),
τ ∈ Pmax, such that for each f : τ1 → τ2, s′f = t−1τ1 sf tτ2 |τ1 is induced by an element of
Γ(Wf , i∗Λ⊗Gm).
Step 1. Let τ ∈ P, 0 < dim τ < dimB be given, and let Ωi ⊂ P1(τ), Ri ⊂ Pn−1(τ),
∆i, ∆ˇi be the objects associated to τ by the definition of simplicity (Definition 1.60).
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Let ei : τ → σi ∈ Pmax. Then for f ∈ Ωi, ne1◦f,e2◦fω and D(se1 , f, e1)/D(se2, f, e2) are
independent of the choice of f ∈ Ωi.
Proof. The first statement is Remark 1.61, (1). To see that D(se1, f, e1)/D(se2 , f, e2) is in-
dependent of f ∈ Ωi, we note it is enough to show D(se1, f, e1)/D(se2, f, e2) is independent
of f in Ωi whenever we have a diagram
σ1
ω
f
// τ
e1
33
g
//
e2 ++
ρ
<<zzzzzzzzz
""D
DD
DD
DD
DD
σ2
with dim ρ = n − 1. If g 6∈ Ri, then ng◦f = ne1◦f,e2◦fω = 0 by Def. 1.60, (1), so by Con-
dition (LC), D(se1, f, e1)/D(se2 , f, e2) = 1. Thus it is enough to show this independence
for g ∈ Ri. Note that by Remark 1.61, (3), we can then assume
Ωi = {f : ω → τ |ng◦f 6= 0}.
Now let zi ∈ Int(σi), so we can view σ˜i ⊆ ΛR,zi and τ˜i ⊆ σ˜i, the face of σ˜i determined
by ei. As usual, sei can be viewed as a function sei : Λˇzi → Gm which is piecewise
multiplicative on the fan τˇ−1i Σˇi. It is given by s
v
ei
∈ Λzi ⊗ Gm on the cone of τˇ−1i Σˇσi
corresponding to a vertex v of τ˜i. Suppose we are given a cycle of edges ω˜1, . . . , ω˜n of τ˜ ,
with vertices of ω˜j being vj and vj+1, with vn+1 = v1. This cycle need not be contained
in a 2-face. Specifying ω˜j is the same as specifying an fj : ωj → τ . Then we have (with
the signs chosen to correspond to the orientation of the cycle)
n∏
j=1
D(sei, fj , ei)⊗ d±1ωj =
sv1ei
sv2ei
sv2ei
sv3ei
· · · s
vn
ei
sv1ei
= 1.
Since dωj is monodromy invariant in a neighbourhood of Int(τ), we can parallel transport
this identity for i = 2 into Λz1 ⊗Gm, and so obtain
n∏
j=1
D(se1 , fj, e1)
D(se2 , fj, e2)
⊗ d±1ωj = 1.(14)
Note that if fj 6∈ Ωi, then ng◦fj = 0, and by Condition (LC), D(se1 , fj, e1)/D(se2 , fj, e2) =
1, so only those fj ∈ Ωi contribute to the above product.
Now define a piecewise linear function ϕ on the fan Σˇτ by
ϕ(x) = − inf{〈y, x〉|x ∈ ∆i}.
(See Remark 1.59.) Then ϕ is given by a linear function qh ∈ Λτ on each maximal cone of
Σˇτ corresponding to h : v → τ . As in Remark 1.59, we then have mρg◦h1,g◦h2 = qh2 − qh1 ∈
Λτ . Now there is a fan Σˇ
′
τ , consisting of (not necessarily strictly convex) cones which
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are the maximal domains of linearity of ϕ. The fan Σˇτ is a refinement of Σˇ
′
τ . There
is a one-to-one order reversing correspondence between cones of Σˇ′τ and faces of ∆i. Of
course there is also the usual one-to-one order reversing correspondence between cones of
Σˇτ and faces of τ˜ . This gives, for every face η ⊆ τ˜ , a face η′ ⊆ ∆i, as follows. The face η
corresponds to a cone Kη in Σˇτ , which is contained in a cone K
′
η of Σˇ
′
τ , which corresponds
to a face η′ ⊆ ∆i. This correspondence does not increase dimensions, i.e. ∆i is obtained
by partial collapse from τ˜ . In particular, an edge of τ˜ corresponding to f ∈ P1(τ) is
mapped to an edge of ∆i if and only if f ∈ Ωi. Otherwise it is mapped to a vertex. If
fj : ωj → τ , j = 1, 2, map to the same edge of ∆i, then we can find a cycle in τ˜ of edges
containing f1 and f2 and such that all other edges of the cycle map to vertices of ∆i.
Then dω1 = ±dω2 =: d is parallel to the corresponding edge of ∆i, and ω1 and ω2 are
traversed in the cycle in opposite directions, so that (14) yields(
D(se1, f1, e1)
D(se2, f1, e2)
⊗ d
)
·
(
D(se1, f2, e1)
D(se2, f2, e2)
⊗ d
)−1
= 1.
Thus D(se1, fj, e1)/D(se2, fj, e2) is independent of j.
If dim∆i = 1, then we are now done. Otherwise, any two-face η of ∆i is an elementary,
hence standard, simplex. Thus we can find a cycle of edges of τ˜ with only three of its
edges fj : ωj → τ (j = 1, 2, 3) in Ωi, and such that these edges map to the three edges
of η. Also, dω1, dω2 and dω3 span the tangent space to η, so without loss of generality we
can take (in a suitable basis) dω1 = (1, 0), dω2 = (0, 1) and dω3 = (−1,−1). Then (14) is
equivalent to(
D(se1, f1, e1)
D(se2, f1, e2)
⊗ (1, 0)
)(
D(se1 , f2, e1)
D(se2 , f2, e2)
⊗ (0, 1)
)(
D(se1, f3, e1)
D(se2, f3, e2)
⊗ (−1,−1)
)
= 1,
which implies D(se1, fj , e1)/D(se2, fj, e2) is independent of j.
Since this is true of every 2-face of ∆i, one sees D(se1 , f, e1)/D(se2, f, e2) is independent
of f ∈ Ωi, as desired. This proves the claim. 
Step 2. Let τ ∈ P with 0 < dim τ < dimB, and fix some e : τ → σ ∈ Pmax,
z ∈ Int(σ). Then there is an element uτ ∈ Λz ⊗Gm(k), or alternatively a homomorphism
uτ : Λˇz → Gm(k), with the property that for every e′ : τ → σ′ ∈ Pmax and f : ω → τ
with dimω = 1,
uτ(n
e◦f,e′◦f
ω ) =
D(se′, f, e
′)
D(se, f, e)
se(n
e◦f,e′◦f
ω )
−1.(15)
Proof. Let Ωi ⊆ P1(τ), Ri ⊆ Pn−1(τ), ∆i, ∆ˇi be as in Definition 1.60. First, whenever
ne◦f,e
′◦f
ω = 0, Condition (LC) implies
D(se′, f, e
′)/D(se, f, e) = 1,
so (15) holds for any choice of uτ . Furthermore, if f : ω → τ is not in
⋃p
i=1Ωi, then by
Remark 1.61, (2) ne◦f,e
′◦f
ω = 0. Thus we don’t need to worry about such f .
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Next, let T∆ˇi ⊆ Q∗τ,R ⊆ ΛˇR,z denote the tangent space to the polytope ∆ˇi. By Re-
mark 1.61, (4), T∆ˇ1 + · · ·+ T∆ˇp form an interior direct sum in ΛˇR,z. Thus for any collec-
tion of homomorphisms ui : T∆ˇi ∩ Λˇz → Gm(k), i = 1, . . . , p, there is a homomorphism
u : Λˇz → Gm(k) extending each of the ui’s. (Here we use the fact that Gm(k) is divisible,
so that any homomorphism defined on a sublattice of Λˇz extends to one on Λˇz. It is here
we use that k is algebraically closed.) Thus, since for f : ω → τ in Ωi, ne◦f,e′◦fω ∈ T∆ˇi ∩ Λˇz,
it will be enough to show that we can construct ui : T∆ˇi ∩ Λˇz → Gm such that
ui(n
e◦f,e′◦f
ω ) =
D(se′, f, e
′)
D(se, f, e)
se(n
e◦f,e′◦f
ω )
−1(16)
for all f : ω → τ in Ωi, for all e′ : τ → σ′.
By Step 1, ne◦f,e
′◦f
ω and D(se′, f, e
′)/D(se, f, e) are independent of f ∈ Ωi. Because ∆ˇi
is an elementary simplex which is the convex hull of {ne◦f,e′◦fω |e′ : τ → σ′}, the non-zero
elements of this set are linearly independent. In addition, if ne◦f,e
′◦f
ω = n
e◦f,e′′◦f
ω , then
0 = ne◦f,e
′′◦f
ω − ne◦f,e′◦fω = ne′◦f,e′′◦fω , and Condition (LC) then shows that
D(se′, f, e
′)
D(se, f, e)
se(n
e◦f,e′◦f
ω )
−1 =
D(se′′, f, e
′′)
D(se, f, e)
se(n
e◦f,e′′◦f
ω )
−1.
Thus there exists a homomorphism ui : T∆ˇi ∩ Λˇz → Gm satisfying (16) and hence a
homomorphism uτ : Λˇz → Gm satisfying (15). 
Step 3. The open gluing data (se) are equivalent to lifted gluing data.
Proof. We construct (tτ )τ∈P as follows. For τ ∈ Pmax or dim τ = 0, set tτ = 1. For any
other τ , fix e : τ → σ ∈ Pmax and take tτ = seuτ with uτ as in Step 2. We need to show
for each f : τ1 → τ2, s′f = t−1τ1 sf tτ2 |τ1 is induced from Γ(Wf , i∗Λ⊗Gm(k)).
First note that for f : τ1 → τ2, s ∈ ˇPM(τ1) is induced by an element of Γ(Wf , i∗Λ ⊗
Gm(k)) if and only if for all g : ω → τ1 with dimω = 1 and e : τ2 → σ ∈ Pmax,
D(s, g, e ◦ f) = 1. Indeed, this says that for any vertex v of τ˜1 and any σ ∈ Pmax
containing τ2, the parallel transport of s
v ∈ Λπ(v) ⊗Gm(k) into z ∈ Int(σ) is independent
of v. This gives a well-defined element of Λz ⊗ Gm(k), which is then invariant under
monodromy in Wf , as desired.
We first consider e′ : τ → σ′ ∈ Pmax, and wish to show s′e′ = t−1τ se′ is in Γ(We′ , i∗Λ⊗
Gm(k)). This is trivial if dim τ = 0. Otherwise, applying Remark 3.26 to both se and uτ
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for g : ω → τ , dimω = 1, and the definition of uτ (16)
D(s′e′ , g, e
′) = D(tτ , g, e
′)−1D(se′, g, e
′)
= D(se, g, e
′)−1D(uτ , g, e
′)−1D(se′, g, e
′)
= D(se, g, e)
−1se(n
e◦g,e′◦g
ω )
−1D(uτ , g, e)
−1uτ (n
e◦g,e′◦g
ω )
−1D(se′, g, e
′)
= D(se, g, e)
−1se(n
e◦g,e′◦g
ω )
−1 D(se, g, e)
D(se′, g, e′)
se(n
e◦g,e′◦g
ω ) D(se′, g, e
′)
= 1
as desired.
Thus s′e′ ∈ Γ(We′ , i∗Λ ⊗ Gm) for any e′ : τ → σ′ ∈ Pmax. On the other hand, for
τ1
f−→τ2 e
′−→σ′, s′e′◦f(s′e′ |τ1)−1 = s′f . But then for any e′ : τ2 → σ, g : ω → τ1,
D(s′f , g, e
′ ◦ f) = D(s′e′◦f , g, e′ ◦ f) D(s′e′|−1τ1 , g, e′ ◦ f)
= D(s′e′◦f , g, e
′ ◦ f) D(s′e′, f ◦ g, e′)−1
= 1
by the previous case. Thus s′f ∈ Γ(Wf , i∗Λ⊗Gm). So we conclude that s′ is lifted gluing
data. 
(2) Given s, X = X0(B,P, s), it is clear there is a unique normalized section f ∈
Γ(X,LS+pre,X). Indeed, using the notation of the proof of Proposition 4.25, with e : ω → σ,
fσ,e =
∑
p∈∆ˇ(ω)∩Λˇ fσ,e,pz
p, fσ,e,p is determined by the normalization condition whenever p is
a vertex of ∆ˇ(ω). But since ∆ˇ(ω) is an elementary simplex, all integral points of ∆ˇ(ω) are
vertices, so fσ,e is completely determined, and f is unique. It remains to show f defines
a log Calabi-Yau structure by checking the multiplicative condition of Theorem 3.22.
Focus on one σ ∈ Pmax and e : τ → σ with dim τ = 2. For g : ω → τ with dimω = 1,
note that D(se′, g, e
′) = 1 for all e′ : τ → σ′ ∈ Pmax because the gluing data are lifted.
It thus follows from (12) in the proof of Proposition 4.25 that f
σ,e◦g,ne◦g,e
′◦g
ω
= se(n
e◦g,e′◦g
ω ),
and in particular
fσ,e◦g|Ve =
∑
p∈∆ˇi∩Q∗τ
se(p)z
p
if g ∈ Ωi, where ∆ˇi, Ωi are associated with τ . Thus fσ,e◦g|Ve only depends on which Ωi
has g as an element.
Now as τ is two-dimensional, we have p ≤ 2 in the definition of simplicity for τ by
Remark 1.61, (5). If p = 0, then ne◦g,e
′◦g
ω = 0 and fσ,e◦g = 1 for all g : ω → τ . Thus the
multiplicative condition is trivial. If p = 1, then dim∆1 = 1 or 2, and is either a line
segment of length 1 or a two-dimensional elementary simplex. Then
Ω1 = {gi : ωi → τ |1 ≤ i ≤ r}
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with r = 2 or 3 in the two cases (if r = 2, g1 and g2 should be thought of as opposite
parallel edges of τ). Note fσ,e◦g|Ve = 1 for all g 6∈
⋃p
i=1Ωi. If dim∆1 = 1, then dω1 = ±dω2 ,
and the multiplicative condition becomes
(fσ,e◦g1 |Ve ⊗ dω1) · (fσ,e◦g2 |Ve ⊗ dω1)−1 = 1,
which holds automatically as fσ,e◦g|Ve is independent of g ∈ Ωi, as remarked above. If
dim∆1 = 2, we can without loss of generality assume dω1 = (1, 0), dω2 = (0, 1) and
dω3 = (−1,−1) (inside the two-dimensional space Λτ ). The multiplicative condition then
becomes
(fσ,e◦g1|Ve , 1) · (1, fσ,e◦g2|Ve) · (fσ,e◦g3|Ve , fσ,e◦g3|Ve)−1 = 1,
which again holds.
If p = 2, then ∆1 and ∆2 are both line segments, which without loss of generality we
can take to be the line segments with endpoints (0, 0) and (1, 0) for ∆1 and (0, 0) and
(a, b) for ∆2 with a, b ∈ Z, gcd(a, b) = 1. Again Ωj = {gji : ωji → τ |i = 1, 2}, j = 1, 2
(with ωj1, ω
j
2 parallel and opposite edges of τ). Then writing fj = fσ,e◦gji
for j = 1, 2,
independent of i, the multiplicative condition becomes, without loss of generality,
(f1, 1) · (fa2 , f b2) · (f−11 , 1) · (f−a2 , f−b2 ) = 1,
which again holds. This completes the proof. 
Theorem 5.4. Given (B,P) positive and simple, the set of positive log Calabi-Yau spaces
with dual intersection complex (B,P), modulo isomorphism preserving B, is H1(W , i∗Λ⊗
Gm).
Proof. IfX is a positive log Calabi-Yau space, there exist open gluing data s such thatX =
X0(B,P, s) by Theorem 4.14, and s then satisfies Condition (LC) by Proposition 4.25.
Thus by Theorem 5.2, (1), s is equivalent to lifted gluing data.
On the other hand, any lifted gluing data trivially satisfy Condition (LC), hence define
a positive log Calabi-Yau space by Theorem 5.2, (2). Now if s, s′ are two choices of
lifted gluing data defining log Calabi-Yau spaces X and X ′ which are isomorphic via an
isomorphism preserving B, then by Proposition 4.30, s and s′ are equivalent, i.e. there
exists (tτ ) such that s
′
e = t
−1
τ1
setτ2 for e : τ1 → τ2. In particular, for e : τ → σ ∈ Pmax,
tτ = (se/s
′
e)tσ. But se, s
′
e ∈ Γ(We, i∗Λ ⊗ Gm), and tσ ∈ Γ(Int(σ), i∗Λ ⊗ Gm). Thus
tτ ∈ Γ(We∩ Int(σ), i∗Λ⊗Gm). Since tτ is independent of σ, in fact tτ ∈ Γ(Wτ , i∗Λ⊗Gm).
Thus s and s′ are cohomologous as Cˇech 1-cocycles with respect to the open covering W .
Conversely, if s and s′ are lifted gluing data which are cohomologous, then by Theo-
rem 2.32, X0(B,P, s) and X0(B,P, s
′) are isomorphic. This isomorphism is induced on
open sets V (σ) by tσ, where (tτ )τ∈P is the Cˇech 0-cochain making s and s
′ cohomologous.
But the pull-back of a normalized log structure under an element of Γ(Wσ, i∗Λ⊗Gm(S))
is still normalized, so the pull-back of the normalized log structure on X0(B,P, s
′) is a
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normalized log structure on X0(B,P, s). Hence by the uniqueness result of Theorem 5.2,
(2), X0(B,P, s) and X0(B,P, s
′) are isomorphic as log Calabi-Yau spaces. 
We finally note that this Cˇech cohomology group computes the cohomology of i∗Λ⊗Gm:
Lemma 5.5. Suppose the discriminant locus of B is straightened (Remark 1.49). Then
W is an acyclic cover for both i∗Λ and i∗Λ⊗Gm(S). In particular,
Hj(W , i∗Λ) = H
j(B, i∗Λ)
and
Hj(W , i∗Λ⊗Gm(S)) = Hj(B, i∗Λ⊗Gm(S))
for all j ≥ 0.
Proof. We show Hj(Wτ1···τp , i∗Λ) = 0 and H
j(Wτ1···τp, i∗Λ⊗Gm(S)) = 1 for j > 0 only for
p = 1 for convenience. The more general case is the same, keeping in mind that Wτ1···τp
may have a number of connected components.
The first thing to observe is that Wτ and ∆ ∩Wτ are both topological cones over the
point x = Bar(τ). In particular, there is a fundamental system of neighbourhoods {Wj}
of the barycenter x of τ and homeomorphisms ϕj : Wj → Wτ (just dilations) such that
ϕ−1j (Wτ ∩∆) = Wj ∩∆ and ϕ∗jΛ|Wτ\∆ = Λ|Wj\∆. Thus the restriction maps
Hp(Wτ , i∗Λ)→ Hp(Wj, i∗Λ)
are isomorphisms for all j. Thus Hp(Wτ , i∗Λ) is isomorphic to the stalk of R
p id∗(i∗Λ)
at x. Of course, Rp id∗ of any abelian sheaf vanishes for p > 0 because it is computed
by applying id∗ to an injective resolution. In particular H
p(Wτ , i∗Λ) = 0 for all p > 0.
Similarly Hp(Wτ , i∗Λ⊗Gm(S)) = 1 for all p > 0. 
Remark 5.6. If ∆ = ∅, then (B,P) is automatically simple, and the above discussion can
be interpreted as follows. There is in fact an exact sequence
(17) 0→ ΛP → Λ→ QP → 0,
and hence an exact sequence
H1(B,ΛP ⊗Gm(S)) f1−→H1(B,Λ⊗Gm(S)) f2−→H1(B,QP ⊗Gm(S)).
The map f2 can be interpreted as taking lifted gluing data to the corresponding closed
gluing data; elements of H1(B,QP ⊗ Gm(S)) represent closed gluing. The kernel of f2
can then be viewed as the space of log smooth structures on the space X0(B,P, 1), where
1 denotes the trivial gluing data. This coincides with im f1. This interpretation is not so
simple for the case when ∆ 6= ∅, since then (17) fails to be exact on ∆. However, there is
always a map
H1(B, i∗Λ⊗Gm(S))→ H1(B,QP ⊗Gm(S))
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taking lifted gluing data to closed gluing data, and in the simple case the kernel again
represents log Calabi-Yau structures on the trivially glued X0(B,P, 1). 
Example 5.7. Following up on Example 1.5, (3), consider Γ ⊆ G defined by, for e a
positive integer,
Γ =
{
A ∈ Aff(MR)
∣∣∣∣A(m1, m2) = (m1 + vm2 + u+ v(v − 1)/2, m2 + v) for (u, v)in the lattice generated by (e, 0) and (−e(e− 1)/2, e)
}
.
The generators of Γ are T1 and T2 with
T1(m1, m2) = (m1 + e,m2)
T2(m1, m2) = (m1 + em2, m2 + e).
These are integral not only with respect to the lattice M ⊆ MR, but also the lattice
eM ⊆ MR. Changing basis of MR from the standard basis e1, e2 to ee1, ee2, we can just
as well work with the generators
T1(m1, m2) = (m1 + 1, m2)
T2(m1, m2) = (m1 + em2, m2 + 1),
integral with respect to the lattice M ⊆MR.
Let B = MR/Γ. Take as a fundamental domain for the action of Γ the unit square
with vertices (0, 0), (1, 0), (0, 1) and (1, 1), and obtain a polyhedral decomposition P
of B by triangulating this square by adding an edge joining (0, 0) and (1, 1). Then P
contains one vertex v, and Σv is the fan with rays generated by (1, 0), (1, 1), (0, 1), (−1, 0),
(e − 1,−1) and (e,−1). Then Xv can be viewed as a Hirzebruch surface Fe blown up
at two points, while X0(B,P, s) is obtained by identifying “opposite” toric divisors of
this surface. The moduli space of log Calabi-Yau spaces with dual intersection complex
(B,P) is then H1(B,Λ⊗Gm(k)). Now Λ is a local system with monodromy
(
1 0
0 1
)
and(
1 e
0 1
)
about the two generators corresponding to T1 and T2, and in view of Lemma 5.5 it
is straightforward to calculate that H1(B,Λ⊗Gm(k)) = (Gm(k))2×µe, where µe denotes
the group of eth roots of unity in k. This recovers a calculation of [42], and demonstrates
that there may be several connected components to the moduli space.
For future use, we note
Corollary 5.8. Let (B,P) be positive and simple, and s lifted gluing data, inducing a
log Calabi-Yau structure on X0(B,P, s). Then the log-singular set Z ⊆ X0(B,P, s) can
be taken so that for any τ ∈ P, qτ : Xτ → X0(B,P, s), q−1τ (Z) = Z1 ∪ · · · ∪ Zp ∪ Z ′,
where the codimension of Z ′ in Xτ is at least two, Z
′ is contained in the complement of
the big torus orbit of Xτ , and Z1, . . . , Zp are irreducible and reduced Cartier divisors on
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Xτ which are linearly independent in Pic(Xτ ). Furthermore the Newton polytope of Zi is
∆ˇi, where ∆ˇ1, . . . , ∆ˇp are as in Definition 1.60.
Proof. q−1τ (Z) consists of various irreducible components arising as follows. The open
gluing data s induce a section f ∈ Γ(X0(B,P, s),LS+pre,X0(B,P,s)) which induces sections
of the line bundle Nω on Xω for each ω ∈ P with dimω = 1. Set Zω to be the zero locus
of this section. Then
Z =
⋃
ω∈P
dimω=1
qω(Zω).
Thus q−1τ (Z) contains the codimension one components
{FS,s¯(e)−1(Zω)|e : ω → τ an element of P1(τ)},
and a number of higher codimension components, contained in the toric boundary of Xτ ,
i.e. the complement of the big torus orbit.
Now by definition of simplicity, FS,s¯(e)
−1(Zω) = ∅ unless e ∈
⋃p
i=1Ωi. Furthermore,
if e ∈ Ωi, then the line bundle F ∗S,s¯(Nω) has Newton polytope given by the elementary
simplex ∆ˇi. Finally, as in the beginning of the proof of Theorem 5.2, (2), FS,s¯(e)
−1(Zω)
depends only on the value of i for which we have e ∈ Ωi. Thus we can write q−1τ (Z) =
Z1∪ · · ·∪Zp∪Z ′ where codim(Z ′) ≥ 2. Also, each Zi is irreducible as it contains no toric
stratum ofXτ and comes from an elementary Newton polytope. Finally from Remark 1.61,
T∆ˇ1 + · · · + T∆ˇp (where T∆ˇi is the tangent space to ∆ˇi) form an interior direct sum in
Q∗τ,R, from which it follows that Z1, . . . , Zp are linearly independent in (PicXτ )⊗ R. 
5.2. The logarithmic Picard group in the simple case. L. Illusie [25] has suggested
that if X is a log scheme, then H1(X,MgpX ) is a good candidate for a logarithmic Picard
group. Let us give some motivation for this here. Let X be a normal scheme or algebraic
space, Y ⊆ X a Cartier divisor. Now suppose we have an element of Pic(X \ Y ) which
we wish to extend to X. This could be done by taking a specific Weil divisor D on X \Y
which is Cartier, representing some element of Pic(X \Y ), and taking its closure D¯ in X.
However, there are two problems. First, the linear equivalence class of D¯ might depend
on which member of the linear equivalence class of D we chose. It is well-defined only up
to Weil divisors supported on Y . Second, D¯ might be Weil, but not Cartier. Thus we do
not get a map Pic(X \ Y )→ Pic(X).
On the other hand, if we think in terms of log geometry, and take j : X \ Y →֒ X the
inclusion, we setM(X,Y ) = j∗O×X\Y ∩OX . ThenMgp(X,Y ) = j∗O×X\Y by Lemma 3.3, and so
we obtain an injective map
(18) H1(X,Mgp(X,Y )) −→ H1(X \ Y,O×X\Y ),
from the Leray spectral sequence for j. If in fact R1j∗O×X\Y = 0, then we would have
H1(X,Mgp(X,Y )) = Pic(X \ Y ). If this is the case, it becomes clear H1(X,Mgp(X,Y )) is a
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natural notion for the logarithmic Picard group. This seems likely to be the case for some
natural class of pairs Y ⊆ X. Here is a trivial case:
Lemma 5.9. Let X be a toric variety over an algebraically closed field k, and let D ⊆ X
be the union of codimension ≥ 1 toric strata of X. Let Z ⊆ X be any closed subset such
that Z does not contain any toric stratum of X. Then
H1(X \ Z,Mgp(X,D)) = Pic(X \ (D ∪ Z)) = 0.
Proof. Since X \D is just an algebraic torus, Pic(X \D) = Pic(X \ (D ∪ Z)) = 0. Since
(18) give an injection H1(X \Z,Mgp(X,D))→ H1(X \(Z∪D),O×X\D), the result follows. 
The situation of interest for us is that f : X → S = SpecR is a toric degeneration of
Calabi-Yau varieties, with singular set Z. Then f : X \ Z → S is log smooth, and we
then conjecturally have an isomorphism
Pic(Xη¯ \ Z) ∼= H1(X \ Z,Mgp(X ,X0)).
Since Z is codimension two, if Xη¯ is non-singular, we have Pic(Xη¯ \ Z) ∼= Pic(Xη¯). In
addition, if MX0 is the induced log structure on X0, there is a natural map H1(X \
Z,Mgp(X ,X0))→ H1(X0 \ Z,M
gp
X0
).
This motivates the following conjecture:
Conjecture 5.10. Let f : X → S be a toric degeneration, X = X0. Then if H1(X,OX) =
H2(X,OX) = 0,
Pic(Xη¯ \ Z) ∼= H1(X \ Z,MgpX ).
If Z = ∅ and f is normal crossings, then this should follow from representability of the
logarithmic Picard functor as proved by Olsson in [38]. This representability probably
does not depend on f being normal crossings, but the question is more subtle when Z 6= ∅
and here we may expect to need some additional hypotheses.
This is meant to be motivation for computing the group H1(X \ Z,MgpX ), which we
will now do. This in turn serves as motivation for the definition of the log Ka¨hler moduli
space in the next section.
We will now begin to set up the technical means for a computation of the logarithmic
Picard group in our case. Let B be an integral affine manifold with singularities with
a toric polyhedral decomposition P, and let s be open gluing data for (B,P) over an
algebraically closed field k. Let X = X0(B,P, s), and suppose there is a log Calabi-Yau
space structure on X with log-singular set Z. Denote by s¯ the associated closed gluing
data. Then Definition 2.11 defined the gluing functor FS,s¯.
For τ ∈ P, let qτ : Xτ → X be the usual natural map, and we will also write here qτ
for the restriction qτ : Xτ \ q−1τ (Z)→ X \ Z. We write Mτ := q∗τMX\Z , the pull-back of
the log structure (Definition 3.4).
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Lemma 5.11. Let
C
k =
⊕
σ0→···→σk
σi 6=σi+1
qσk∗(Mgpσk),
and define a differential dbct : C
k → C k+1 by
(dbct(α))σ0→···→σk+1 =
k∑
i=0
(−1)iασ0→···σˆi→···→σk+1 + (−1)k+1FS,s¯(σk → σk+1)∗(ασ0→···→σk−1).
Then (C •, dbct) is a resolution of the sheaf MgpX\Z.
Proof. Define a map Mgp
X\Z → C 0 by
α 7→ (q∗τ (α))τ∈P .
We need to show 0→Mgp
X\Z → C • is exact.
As for any pull-back of log-structures, Mgpσ = q−1σ
(MgpX\Z) for each σ ∈ P. Let
Ik =
⊕
σ0→···→σk
qσk∗O×Xσk\q−1σk (Z)
and
C
k
=
⊕
σ0→···→σk
qσk∗M
gp
σk
.
The differentials are defined similarly to dbct (though the differential should be written
multiplicatively for I•). We then get an exact sequence of complexes
0 0 0y y y
0 −→ O×
X\Z −→ MgpX\Z −→ M
gp
X\Z −→ 0y y y
0 −→ I• −→ C • −→ C • −→ 0
After taking the long exact cohomology sequence, we see the middle complex is exact if
the left and right complexes are exact. However, the exactness of these two complexes
follows immediately from the methods of §A.3, Example A.3, as in the proof of Proposition
2.37. 
Definition 5.12. For any τ ∈ P, we denote by Dτ ⊆ Xτ the toric boundary of Xτ .
Lemma 5.13. For any τ ∈ P, there is a natural exact sequence
0 −→Mgp(Xτ ,Dτ ) −→Mgpτ −→ Λ∗τ ⊕ Z −→ 0
on Xτ \ q−1τ (Z). This exact sequence splits, and the splitting is canonical if dim τ = 0. In
addition, H1(Xτ \Z,Mgpτ ) = 0 for all τ ∈ P. Thus H1(X \Z,MgpX ) = H1(X \Z,C •) =
H1(Γ(X \ Z,C •)) by the hypercohomology spectral sequence.
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Proof. First consider the case of a vertex w ∈ P. We use the construction of qw given in
Lemma 2.29. For each e ∈ ∐σ∈Pmax Hom({w}, σ), we can view σ˜ ⊆ ΛR,w, with 0 = w˜ ∈ σ˜
the lift of w ∈ σ distinguished by e. We then obtain the closed embedding ιe : Ve → V (σ),
and qw is given on the open subset Ve = Spec k[Pe] of Xω as p◦s−1e ◦ ιe. Here Pe is the face
of Pσ corresponding to e. Now the log structure on X pulled back to V (σ) is given by a
section f ∈ Γ(V (σ) \ p−1(Z),LSV (σ)). In fact this log structure is given by a collection of
charts Pσ → OUi for an open covering of Zariski open subsets {Ui} of V (σ). The reason for
this is that in the proof of Theorem 3.22, giving a section of F over a Zariski-open subset
gives a chart in the Zariski topology. After further pulling back the log structure by s−1e ,
we still obtain charts Pσ → OUi (replacing Ui by se(Ui)). Finally, the log structure pulled
back to Ve via ιe is given by restricting these charts to Ve ∩Ui, yielding ϕi : Pσ → OUi∩Ve .
Such a chart is now of the form
p 7→
0 p 6∈ Pehpzp p ∈ Pe
where Pe ∋ p 7→ hp ∈ O×Ui∩Ve is a monoid homomorphism. However, the log structure
induced by this chart is in fact isomorphic to the one given by the chart ϕ′i : Pσ → OUi∩Ve
given by
p 7→
0 p 6∈ Pezp p ∈ Pe
Explicitly, this isomorphism is given by, for example,
(Pσ ⊕O×Ve∩Ui)/{(p, ϕi(p)−1)|p ∈ ϕ−1i (O×Ui∩Ve)}
−→ (Pσ ⊕O×Ve∩Ui)/{(p, ϕ′i(p)−1)|p ∈ ϕ−1i (O×Ui∩Ve)}
by (p, h) 7→ (p, h · hπ(p)), where π : P gpσ → P gpe is any linear projection and p 7→ hp has
been extended to a homomorphism P gpe → O×Ui∩Ve .
Let j : η → Xw be the inclusion of the generic point η of Xw. Then there is a natural
map
Mw β−→j∗j∗Mw = N.
LetM′w = β−1(0). From the explicit description of charts forMw above, one sees in fact
that if α : Mw → OXw is the structure map, then α|M′w is an inclusion of M′w in OXw ,
and α(M′w) =M(Xw,Dw) ⊆ OXw . Thus we obtain an exact sequence
0→Mgp(Xw,Dw) →Mgpw → Z→ 0.
This can be split canonically via Z ∋ 1 7→ ρ ∈Mgpw , where ρ is given by the morphism to
Spec k†.
If τ is arbitrary, we can choose any e : w → τ , and then use qτ = qw ◦ FS,s¯(e) to obtain
charts for Mτ on open subsets of Xτ . Now if j : η → Xτ is the inclusion of the generic
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point, then by the construction of the dual intersection complex in §4, j∗j∗Mτ can be
identified as the constant monoid sheaf Hom(Pˇτ ,N) ⊆ Λ∗τ ⊕Z. (See Definition 2.1.) Thus
(j∗j
∗Mτ )gp can be identified with Λ∗τ ⊕ Z, though this identification is not completely
canonical, as it depends on the lifting τ˜ . The same argument as before now shows we
have an exact sequence
0−→Mgp(Xτ ,Dτ )−→Mgpτ
β−→Λ∗τ ⊕ Z−→0
on Xτ \ q−1τ (Z).
By Lemma 5.9, H1(Xτ \ q−1τ (Z),Mgp(Xτ ,Dτ )) = 0. In addition, since H1(Y,Z) = 0 in the
e´tale topology for any normal variety Y , ([3], IX.3.6), we see that H1(Xτ \q−1τ (Z),Mgpτ ) =
0. The last statement of the Lemma then follows from Lemma 5.11 and the hypercoho-
mology spectral sequence.
The only remaining statement to show is that the exact sequence of the Lemma splits.
But Ext1(Z,Mgp(Xτ ,Dτ )) = H1(Xτ \ q−1τ (Z),Mgp(Xτ ,Dτ )) = 0, so the extension class must be
trivial. There is no canonical splitting, however. 
The moral of this calculation is that while there is moduli of log structures on V (σ),
these all become a standard log structure once restricted to irreducible components.
We now want to compute H1(Γ(X \ Z,C •)).
Definition 5.14. Letting
Qk = Γ(X \ Z,C k)/Γ(X \ Z, Ik),
where Ik =⊕σ0→···→σk qσk∗O×Xσk\q−1σk (Z) is as in Lemma 5.11, we obtain an exact sequence
of complexes
0→ Γ(X \ Z, I•)→ Γ(X \ Z,C •)→ Q• → 0.

To think about elements of Qk, we first use the sequence
0→ O×
Xτ\q
−1
τ (Z)
→Mgpτ →Mgpτ → 0
to see that
Γ(Xτ\q−1τ (Z),Mgpτ )/Γ(Xτ\q−1τ (Z),O×Xτ ) ∼= ker
(
H0(Xτ\q−1τ (Z),M
gp
τ )→ Pic(Xτ\q−1τ (Z))
)
.
Thus we need a way to think of elements of H0(Xτ \ q−1τ (Z),M
gp
τ ).
Lemma 5.15. Let τ ∈ P, and choose e : v → τ . Let τe be the cone of Σv corresponding
to e, with
τ−1e Σv = {K + Rτe|K ∈ Σv with τe ⊆ K}.
Then there is a canonical isomorphism between
H0(Xτ \ q−1τ (Z),Mgpτ )
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and the group
PA(e) =
{
λ : ΛR,v → R
∣∣∣∣λ is piecewise affine with respect to τ−1e Σvand takes integer values on Λv
}
= PLP(B,Z)y
for y ∈ τ in the interior of the edge e of Bar(P).
Proof. Let λ ∈ H0(Xτ \ q−1τ (Z),Mgpτ ). SinceMgpτ = q−1τ (MgpX ), we have stalks (Mgpτ )x¯ =
MgpX,qτ (x¯). Now any f : τ → σ determines a toric stratum FS,s¯(Xσ) ⊆ Xτ with generic point
ησ, and thus λ determines a stalk λσ ∈ MgpX,qτ (η¯σ). On the other hand, the construction
of the dual intersection complex identifies σ˜ canonically with a polytope in an affine
hyperplane in Hom(MgpX,qτ (η¯σ),R), and λσ can be viewed as a linear functional on this
latter vector space. By restricting λσ to σ˜, we obtain a canonically defined linear function
λσ : σ˜ → R. The morphism e also determines a lift v˜ ∈ σ˜. By identifying the tangent
wedge to σ˜ at v˜, based at v˜, with the corresponding cone K in the fan Σv, we obtain just
as well a canonically defined affine linear function λ′σ : K → R (so that λ′σ(0) = λσ(v˜)).
Note that τe is a face of K. Then λ
′
σ extends to a map λ
′
σ : K + Rτe → R which is affine
linear and takes integer values on Λv ∩ (K + Rτe). The collection of such λ′σ defines a
map λ : ΛR,v → R which is piecewise affine as desired. The fact that λ is continuous
comes from the fact that if we have ei : ω → σi, i = 1, 2, the images of λσ1 and λσ2 under
cospecialization maps
Mgpτ,η¯σ1 →M
gp
τ,η¯ω
←Mgpτ,η¯σ2
coincide with λω.
Reversing this procedure, given a piecewise affine map λ : ΛR,v → R, one obtains stalks
λσ of Mgpτ which agree under cospecialization, and hence give rise to a section of M
gp
τ .
The last equality follows from the definition of PLP(B,Z). 
Remark 5.16. Of course H0(Xτ \ q−1τ (Z),Mgpτ ) is independent of the choice of e, so if we
have ei : vi → τ , then the resulting canonical isomorphism φ : PA(e1)→ PA(e2) is easily
described. For any maximal cone K1 of τ
−1
e1
Σv1 corresponding to f : τ → σ ∈ Pmax, an
element λ ∈ PA(e1) restricted to K1 is given by an element λK1 ∈ Aff (B,Z)v1 . Then
φ(λ) restricted to the corresponding cone K2 of τ
−1
e2
Σv2 is given by parallel transport of
λK1 to λK2 ∈ Aff (B,Z)v2 by first following the edge of Bar(P) given by f ◦ e1, and then
following the edge f ◦ e2 to arrive at v2. This construction can be viewed as dual to the
construction of the map φ of Construction 2.15. 
Remark 5.17. By Lemma 5.13, we always have a subsheaf Mgp(Xτ ,Dτ ) ⊆ Mτ . We can
interpret an element λ ∈ Γ(Xτ \ q−1τ (Z),Mgp(Xτ ,Dτ )) as a piecewise linear function on the
fan Στ in a slightly different way. Such a section can be interpreted as a Cartier divisor
on Xτ supported on Dτ , and as such gives a well-defined piecewise linear function λ on
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the fan Στ taking integer values on Qτ ⊆ Qτ,R, by the standard correspondence between
toric Cartier divisors and piecewise linear functions (see Remark 0.1). Given e : v → σ,
we can compose λ with the projection ΛR,v → Qτ,R, to obtain a piecewise linear function
on τ−1e Σv. It is easy to check this coincides with the piecewise affine function constructed
in Lemma 5.15.
Now in general, the boundary map
H0(Xτ \ q−1τ (Z),M
gp
(Xτ ,Dτ ))→ Pic(Xτ \ q−1τ (Z))
induced by the standard short exact sequence takes a Cartier divisor with support on Dτ
to the corresponding line bundle on Xτ \ q−1τ (Z). Thus, in particular, if λ ∈ H0(Xτ \
q−1τ (Z),Mgpτ ) is induced by a linear function on Στ , then the corresponding Cartier divisor
is principal and λ lifts to an element of H0(Xτ \ q−1τ (Z),Mgpτ ). 
Lemma 5.18. Let Wσ0→···→σp denote the connected component of Wσ0···σp corresponding
to the p-dimensional simplex of Bar(P) with edges σi → σi+1 (see Lemma 2.9). Then
there is a canonical map
Γ(Wσ0→···→σp ,Aff(B,Z))→ Γ(Xσp \ q−1σp (Z),Mgpσp)/Γ(Xσp \ q−1σp (Z),O×Xσp ).
This induces an injective morphism of complexes
Cˇ•(W ,Aff(B,Z))→ Q•
where the former complex denotes the Cˇech complex for Aff(B,Z) with respect to the open
cover W .
Proof. Consider first w ∈ P a vertex. By Lemma 5.13, there is a canonical isomorphism
Γ(Xw \ q−1w (Z),Mgpw ) ∼= Γ(Xw \ q−1w (Z),Mgp(Xw,Dw))⊕ Zρ.
NowMgp(Xw,Dw) is the sheaf of rational functions onXw with zeros and poles only alongDw.
Thus, since q−1w (Z) ⊆ Dw, elements of Γ(Xw \ q−1w (Z),Mgp(Xw,Dw))/Γ(Xw \ q−1w (Z),O×Xw)
correspond to principal Cartier divisors onXw with support onDw, hence by Remark 5.17,
correspond to linear functions on Λw. In addition, ρ ∈ Γ(Xw \ q−1w (Z),Mgpw ) corresponds
to the constant function taking the value 1 on Λw. Thus Γ(Xw \ q−1w (Z),Mgpw )/Γ(Xw \
q−1w (Z),O×Xw) is isomorphic to the subgroup of PA(id : w → w) = PLP(B,Z)w consisting
of affine linear functions. This gives a canonical isomorphism
Aff (B,Z)w = Γ(Ww,Aff (B,Z))→ Γ(Xw \ q−1w (Z),Mgpw )/Γ(Xw \ q−1w (Z),O×Xw).
We next consider the general case. Let σ0 → · · · → σp be a chain of morphisms defining
some element of Bar(P). Write W = Wσ0→···→σp. Pick a vertex w ∈ σ0 and a morphism
w → σ0. Then w ∈ W , and by parallel transport from a basepoint inside W to w we
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can identify Γ(W,Aff (B,Z)) canonically with a subgroup of Aff (B,Z)w invariant under
monodromy in W . We then define a map as the composition
Γ(W,Aff (B,Z)) →֒ Aff (B,Z)w = Γ(Ww,Aff (B,Z)) −→ Γ(Xw \ q
−1
w (Z),Mgpw )
Γ(Xw \ q−1w (Z),O×Xw)
FS,s¯(w→σp)
∗
−→ Γ(Xσp \ q
−1
σp
(Z),Mgpσp)
Γ(Xσp \ q−1σp (Z),O×Xσp )
.
We need to show this map is independent of the choice of w, so choose e1 : w1 → σ0
and e2 : w2 → σ0. Now if we choose some σp → σ ∈ Pmax, we can identify Aff (B,Z)w1
with Aff (B,Z)w2 via parallel transport ψ from w1 into Int(σ) to w2. On the other
hand, let fi be the composition wi
ei−→σ0−→σp. Then we have the canonical isomorphism
φ : PA(f1)→ PA(f2) given by Remark 5.16. This gives a (not necessarily commutative!)
diagram
Aff (B,Z)w1 α1−→ PA(f1)yψ yφ
Aff (B,Z)w2 α2−→ PA(f2)
The second vertical map is defined on each maximal cone of σ−1fi Σwi corresponding to
σp → σ′ ∈ Pmax by parallel transport from Aff (B,Z)w1 to Aff (B,Z)w2 through σ′. Thus
if the parallel transport of λ ∈ Aff (B,Z)w1 to Aff (B,Z)w2 is independent of the choice
of σp → σ′, then α2(ψ(λ)) = φ(α1(λ)). This holds in particular if λ ∈ Γ(W,Aff (B,Z)) ⊆
Aff (B,Z)wi. This shows well-definedness.
Finally, it is easy to check this is sufficiently canonically defined so as to give a map of
complexes. 
We are now in a position to carry out the calculation of H1(X \ Z,MgpX ) in a way which
is formally the same as the calculation of the moduli of log Calabi-Yau spaces of §5.1.
However, this construction will be completely dual.
Theorem 5.19. Let (B,P) be positive and simple, and s lifted gluing data determining
a log Calabi-Yau space X† = X0(B,P, s)
† by Theorem 5.2, (2). Then there is an exact
sequence
0 → H0(B, k×)→ H0(X \ Z,MgpX )→ H0(B,Aff(B,Z))
→ H1(B, k×)→ H1(X \ Z,MgpX )→ H1(Q•)→ H2(B, k×)
with an injection H1(B,Aff(B,Z)) →֒ H1(Q•) which is an isomorphism when tensored
with Q. Furthermore, if ∆(τ) of Definition 1.60 is a standard simplex for each τ ∈
P with dim τ 6= 0, dimB, rather than just an elementary simplex, then H1(Q•) =
H1(B,Aff(B,Z)). This holds in particular if dimB ≤ 3.
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Proof. Step 1. H0(Xτ \ q−1τ (Z),O×Xτ ) = k×. Thus, in particular, Γ(X \ Z, I•) is the
simplicial cochain complex with respect to the triangulation Bar(P) with coefficients in
k×, and H i(Γ(X \ Z, I•)) = H i(B, k×).
Proof. If α ∈ H0(Xτ \ q−1τ (Z),O×Xτ ), then the divisor of zeros and poles of α is a divisor
supported on q−1τ (Z). But then by the linear independence statement of Corollary 5.8, α
must be constant. 
Step 2. Let Cˇ•(W ,Aff (B,Z))→ Q• be the inclusion of complexes of Lemma 5.18. Then
H0(Q•/Cˇ•(W ,Aff (B,Z))) = 0. Thus in particular H0(Q•) = H0(W ,Aff (B,Z)) and
H1(W ,Aff (B,Z))→ H1(Q•) is injective.
Proof. To give an element of H0(Q•/Cˇ•(W ,Aff (B,Z))) we give for each τ ∈ P an
element
λτ ∈ Γ(Xτ \ q−1τ (Z),Mgpτ )/k×
defined modulo Γ(Wτ ,Aff (B,Z)), and such that for e : τ0 → τ1, FS,s¯(e)∗(λτ0) = λτ1
mod Γ(We,Aff (B,Z)). But for a vertex v, in fact
Γ(Xv \ q−1v (Z),Mgpv )/k× = Γ(Wv,Aff (B,Z)),
as we saw in the proof of Lemma 5.18, so we can take λv = 0, and so for fixed τ and any
e : v → τ , λτ ∈ Γ(We,Aff (B,Z)) = Γ(Wv,Aff (B,Z)) = Aff (B,Z)v. Now the restriction
map Γ(Wτ ,Aff (B,Z)) → Aff (B,Z)v is injective, and if λτ is not in the image of this
map, it is because λτ is not monodromy invariant with respect to some loop determined
by ei : vi → τ , i = 1, 2 and fj : τ → σj ∈ Pmax, j = 1, 2, passing from v1 into the interior
of σ1 to v2 into the interior of σ2 to v1. Thus parallel transporting λτ ∈ Aff (B,Z)v1
from v1 to v2 through σ1 and σ2 gives different functions. Thus λτ ∈ PA(e1) is an affine
linear function since λτ ∈ Γ(We1,Aff (B,Z)), but as an element in PA(e2), it is no longer
affine linear but only piecewise affine. This contradicts λτ ∈ Γ(We2,Aff (B,Z)). Thus
λτ ∈ Γ(Wτ ,Aff (B,Z)), so we can take λτ = 0. Thus H0(Q•/Cˇ•(W ,Aff (B,Z))) = 0. 
Step 3. Let τ ∈ P and λ ∈ Γ(Xτ \ q−1τ (Z),Mgpτ ). For any e : v → τ , denote by λe
the corresponding element of PA(e) (Lemma 5.15). Suppose furthermore we have made
choices of dω’s and dˇρ’s as in §1.5. Then if f : τ → ρ, with codim ρ = 1, we obtain
g±ρ : ρ→ σ±ρ , defining maximal cones K± of τ−1e Σv, and λe± ∈ Aff (B,Z)v, the restriction
of λe to K±. Then define Dˇ(λ, e, f) ∈ Z so that
Dˇ(λ, e, f)dˇρ = λ
e− − λe+.
Now let (λe)e:τ0→τ1 ∈ Q1 be a 1-cocycle for the complex Q•, with λe ∈ Γ(Xτ1\q−1τ1 (Z),Mgpτ1 )/
k× = Γ(Xτ1 \ q−1τ1 (Z),M
gp
τ1
) for e : τ0 → τ1. Then (λe) satisfies a condition dual to the
Condition (LC), namely: Let ρ ∈ P be a codimension one cell, v1, v2 vertices, τ ∈ P
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with a diagram
v1
e1
$$
g1 !!D
DD
DD
DD
D
τ
f
// ρ
v2
e2
::
g2
==zzzzzzzz
Then if T ρe1e2 = 0, we must have
Dˇ(λg1 , g1, f) = Dˇ(λg2, g2, f).
Proof. First consider the case that v1 and v2 are endpoints of a one-dimensional ω ∈ P,
so that we have
v1
g1
$$k1 ""E
EE
EE
EE
E
ω
h // τ
v2
g2
::
k2
<<yyyyyyyy
Then because (λe) is a cocycle, we have
λgi = λh + FS,s¯(h)
∗(λki), i = 1, 2.
We will first show that if T ρe1e2 = 0, then Dˇ(FS,s¯(h)
∗(λki), gi, f) = 0 for i = 1, 2. First
note that Dˇ(FS,s¯(h)
∗(λki), gi, f) = Dˇ(λki, ki, f ◦ h). By Lemma 5.13, we have a splitting
Mgpω =Mgp(Xω ,Dω)⊕(Λ∗ω⊕Zρ). To make this splitting more explicit, choose an element ti ∈
Γ(Xvi ,Mgp(Xvi ,Dvi)) which vanishes exactly once along the stratumXω ⊆ Xvi. This restricts
to an element ti ∈ Γ(Xω \ q−1ω (Z),Mgpω ), and we can then writeMgpω =M(Xω ,Dω)⊕ (Zti⊕
Zρ). Identifying ti and ρ with their images inMgpω , we can then write λki = ui+aiti+ biρ
for ui ∈ Γ(Xω \ q−1ω (Z),M
gp
(Xω ,Dω)) and ai, bi ∈ Z. By definition of Q•, λki is in the image
of the map Γ(Xω \ q−1ω (Z),Mgpω )→ Γ(Xω \ q−1ω (Z),M
gp
ω ), and since ti and ρ are already
in the image of this map, so is ui, and so ui maps to zero in Pic(Xω \ q−1ω (Z)). Then by
construction, if we view ti, ρ ∈ PA(ki), ti is a linear function and ρ is constant, so
Dˇ(λki, ki, f ◦ h) = Dˇ(ui, ki, f ◦ h).
Now ui determines a Cartier divisor Ci on Xω supported on Dω, and as an element
of PA(ki), by Remark 5.17, ui is just the pull-back of the corresponding piecewise linear
function on Σω. Furthermore, Dˇ(ui, ki, f◦h) can be interpreted as an element of Pic(Xρ) =
Z (see [37], Lemma 2.11), and as such is the pull-back of Ci to Xρ. On the other hand,
since ui maps to zero in Pic(Xω\q−1ω (Z)), Ci must be a principal divisor, i.e. there exists a
rational function α on Xω with divisor of zeros and poles (α) = Ci+aZω, where Zω is as in
the proof of Corollary 5.8, the single irreducible component of q−1ω (Z) of codimension one.
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Thus Ci+ aZω ∼ 0 on Xω, and the restriction of Ci+ aZω to Xρ is zero. But if T ρe1e2 = 0,
mρe1e2 = mf◦h = 0, so nf◦h = 0, and so it follows from Remark 1.56 and Theorem 3.28
that Zω is disjoint from Xρ. Thus Ci restricts to zero on Xρ and Dˇ(ui, ki, f ◦h) = 0. Thus
0 = Dˇ(λki, ki, f ◦ h) = Dˇ(FS,s¯(h)∗(λki), gi, f) as desired.
We then conclude that Dˇ(λgi, gi, f) = Dˇ(λh, gi, f). But if T
ρ
e1e2
= 0, then Dˇ(λh, gi, f)
is also independent of i, so Dˇ(λg1, g1, f) = Dˇ(λg2 , g2, f).
To conclude for the general case, we can use the above special case if there is a sequence
of one-dimensional subcells ω1, . . . , ωm of τ with endpoints of ωi being wi and wi+1, with
v1 = w1 and v2 = wm+1, such that T
ρ
wiwi+1
= 0. To see this, consider the fan Σˇρ, with the
function ψˇρ of Remark 1.56. By positivity ψˇρ is convex. However ψˇρ is determined by the
same element of Λρ on both the cones vˇ1 and vˇ2 of Σˇρ if m
e1e2
ρ = 0. By convexity of ψˇρ,
one can then find a sequence of maximal cones wˇ1, . . . , wˇm+1 of Σˇρ containing τˇ for which
ψˇρ is still given by the same element of Λρ, and such that wˇi ∩ wˇi+1 is a codimension one
cone, i.e. ωˇi for some dimension one cell ωi ⊆ τ . This proves the claim. 
Step 4. The inclusion H1(W ,Aff (B,Z)) →֒ H1(Q•) is an isomorphism when tensored
with Q, and is an isomorphism over Z if the additional hypotheses on the ∆(τ)’s are
satisfied.
Proof. Given a 1-cocycle (λe) representing an element of H
1(Q•), we would like to find
(tτ )τ∈P with tτ ∈ Γ(Xτ \q−1τ (Z),Mgpτ )/k× such that for e : τ1 → τ2, tτ2+λe−FS,s¯(e)∗(tτ1)
is in the image of Γ(We,Aff (B,Z)). This is proved in exactly the same way as the proof
of Theorem 5.2, (1), with everything being dual (and additive). Since the proof would be
essentially word for word the same, we do not repeat it here, but note the one problem
which appears. The analogue of the function uτ constructed in the proof of Theorem 5.2,
(1), is first defined as a function uτ : (T∆1 ∩ Λz) + · · · + (T∆p ∩ Λz) → Z. However, in
general, this extends to a function Λz → Z only after multiplying uτ by an integer. This
is the same as multiplying the representative (λe) by an integer. Thus we only get an
isomorphism over Q. If, however, ∆(τ) is always a standard simplex, then Λz splits as
(T∆1∩Λz)⊕· · ·⊕(T∆p∩Λz)⊕L for some free Z-module L, and then uτ can be defined 
Step 5. To complete the proof, we now take the long exact cohomology sequence
associated to the exact sequence 0 → Γ(X \ Z, I•) → Γ(X \ Z,C •) → Q• → 0, and use
steps 1,2 and 4, as well as Lemma 5.13. Finally, Hp(W ,Aff (B,Z)) = Hp(B,Aff (B,Z)),
as can be shown in the same manner as in Lemma 5.5. Any elementary simplex of
dimension ≤ 2 is standard, hence the last statement follows if dimB ≤ 3. 
Remark 5.20. In case B is compact every global affine function is constant by Proposi-
tion 1.40. Hence H0(B,Aff (B,Z)) = Z and ρ ∈ H0(X \ Z,MgpX ) maps to a generator.
Thus the sequence in the theorem splits into two short exact sequences, the first just
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giving
H0(X \ Z,MgpX ) = k× × Z.
Taking into account Proposition 2.38 the second sequence reads
0 −→ Picτ (X) −→ H1(X \ Z,MgpX ) −→ ker
(
H1(Q•)→ H2(B, k×)) −→ 0.
Thus we see that the logarithmic Picard group H1(X \ Z,MgpX ) contains Picτ (X) as a
subgroup, and the quotient is discrete. 
From the exact sequence of Proposition 1.42, we get
Corollary 5.21. If H i(B,Z) = 0 and H i(B, k×) = 0 for i = 1, 2 and ∆(τ) is a standard
simplex for each τ ∈ P, then
H1(X \ Z,MgpX ) ∼= H1(B, i∗Λˇ).
Without these hypotheses, if H i(B,Q) = 0 for i = 1, 2,
H1(X \ Z,MgpX )⊗Q ∼= H1(B, i∗Λˇ)⊗Q.
Example 5.22. (1) Suppose B = R/nZ, P arbitrary. Then Aff (B,Z) is in fact a local
system of rank 2 on B with monodromy
(
1 n
0 1
)
. Also, X = X0(B,P, s) is a cycle of
rational curves, and it is not difficult to see that H0(X,MgpX ) = k× × Z, generated by
constant functions and ρ. Then the exact sequence of Theorem 5.19 gives
0→ k× → k× × Z→ Z→ k× → H1(X,MgpX )→ Z→ 0,
so H1(X,MgpX ) = k××Z. See [26] and [38] for discussions of H1(X,MgpX ) for X a curve.
(2) Suppose B is the base of an elliptic fibration on a K3 surface (Example 1.17) which
is integral and has 24 singular points, and a polyhedral decomposition P with B,P
simple (or alternatively, construct B as the dual intersection complex of a suitable toric
degeneration of K3 surfaces). SetX = X0(B,P, s). One can show thatH
1(B, i∗Λˇ) = Z
20,
and H1(B,Aff (B,Z)) is the kernel of a boundary map H1(B, i∗Λˇ)→ H2(B,Z) = Z, and
hence is either 19 or 20 dimensional. Finally we have
0→ H1(X \ Z,MgpX )→ H1(B,Aff (B,Z))→ k×
from Theorem 5.19. The last map will depend on the choice of open gluing data, giving
a range of possible values for H1(X \ Z,MgpX ).
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5.3. Mirror symmetry and conclusions. We first define
Definition 5.23. Let X be a toric log Calabi-Yau space over an algebraically closed field
k, with dual intersection complex B. Then the log Ka¨hler moduli space of X is defined to
be H1(B, i∗Λˇ⊗Gm(k)).
Theorem 5.24. Let (X,L) be a polarized log Calabi-Yau space with degeneration data
(B,P, ϕ). Suppose B is positive and simple. If (Bˇ, Pˇ, ϕˇ) is the discrete Legendre trans-
form of (B,P, ϕ), then the set of log Calabi-Yau spaces with dual intersection complex
(Bˇ, Pˇ) modulo isomorphism preserving B is naturally isomorphic to the log Ka¨hler moduli
space of X.
Proof. This follows from Theorem 5.4 and the fact that ΛˇB0 ∼= ΛBˇ0 by Proposition 1.50.

Of course, at this point the reader may object that we have simply defined the log
Ka¨hler moduli space to make the above theorem work. Thus a bit more justification
seems to be in order. The calculations of §5.2 say that H1(B, i∗Λˇ) has something to do
with the logarithmic Picard group, which in turn should have something to do with the
smoothing of X, should such exist. This is perhaps weaker evidence than one would like.
However, in [21], we will define logarithmic Hodge groups Hp,q(X) for X a log Calabi-Yau
space, and compute these groups. In certain cases, these coincide withHq(B, i∗
∧p Λˇ⊗Zk).
Furthermore, we will show in these cases these groups have the same dimension as the
dimension of the Hodge groups of a smoothing. Thus H1,1(X) is directly related to the
Ka¨hler moduli space. In addition, Hn−1,1(X) = H1(B, i∗
∧n−1 Λˇ⊗Zk) = H1(B, i∗Λ⊗Zk) if
the holonomy of B is contained in Zn⋊SLn(Z) rather than in Z
n⋊GLn(Z). (This property
does not follow from orientability of B). As Hn−1,1(X) is then the same dimension as the
moduli space of a smoothing of X, we see that the moduli space of log Calabi-Yau spaces
H1(B, i∗Λ⊗Gm(k)) has the correct dimension.
Another motivation comes from [16]. There it was suggested that if f : X → B
was a simple torus fibration, it was natural to consider the B-field living in the group
H1(B,R1f∗(R/Z)). This was a somewhat different proposal than is usually considered in
the physics literature, in that it depends not just on X but on the fibration. However,
we feel it is the natural group, and some moral justification for this was given in [16].
(The reader should of course keep in mind we do not yet have a satisfactory mathemat-
ical definition of mirror symmetry, and therefore it does not make sense to prove such
assertions).
Thus this suggests that the complexified Ka¨hler moduli space lies naturally in H1(B,
R1f∗(C/Z)) = H
1(B, (R1f∗Z) ⊗ C×). On the other hand, if f was a special Lagrangian
fibration, the base B would carry two affine structures (with singularities) related by a
Legendre transform [24]. In the one coming from the complex structure, we naturally
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have R1f∗Z ∼= i∗Λˇ. Thus in this context, the definition of the log Ka¨hler moduli space as
H1(B, i∗Λˇ⊗Gm(k)) appears to be the correct one. The fact that this is indeed isomorphic
to the moduli of log Calabi-Yau spaces for a “mirror” supports this.
At any rate, we have now achieved mirror symmetry for polarized log Calabi-Yau spaces:
Definition 5.25. Let (X,L) and (Xˇ, Lˇ) be two polarized log Calabi-Yau spaces with
degeneration data (B,P, ϕ) and (Bˇ, Pˇ, ϕˇ) respectively. If these are related by a discrete
Legendre transform, we say (X,L) and (Xˇ, Lˇ) are a mirror pair of log Calabi-Yau spaces.
In particular, if B (and hence Bˇ) are positive and simple, then there is a canonical
isomorphism between the log Ka¨hler moduli space of X and the set of log Calabi-Yau
spaces with dual intersection complex (B,P) modulo isomorphism preserving B.
Example 5.26. Let Ξ be a reflexive polytope, and consider a toric degeneration X → S
constructed as in Example 4.29, and let Xˇ → S be constructed similarly using the dual
polytope Ξ∗. Let X = X †0 and Xˇ = Xˇ †0 . Polarize X and Xˇ by the anti-canonical divisors
L = OPΞ∗ (1)|X and Lˇ = OPΞ(1)|Xˇ respectively. Then by Example 1.53, it follows that
(X,L) and (Xˇ, Lˇ) are a mirror pair. Note in this case we don’t expect (B,P) to be
simple, so we don’t expect the isomorphisms between Ka¨hler and complex moduli. This
is because the generic fibres Xη and Xˇη are not in general smooth, or MPCP resolutions.
Different polarizations and degenerations are required to achieve this, see [18].
Our goal, of course, is not just a version of mirror symmetry for log Calabi-Yau spaces.
We still need to address a number of questions to make use of the program we have begun
here. Principal among these are:
(1) We are really interested in toric degenerations of Calabi-Yau varieties f : X → S.
To use the mirror symmetry above to study mirror symmetry of non-singular Calabi-Yau
varieties, we need to compare the log invariants of X = X †0 with the usual invariants of
the generic fibre Xη¯. For example, we expect in the simple case that h1,n−1(Xη¯) coincides
with the dimension of the moduli of log Calabi-Yau spaces with the same dual intersection
complex as X. This should follow from the right sort of base-change results. Many of the
necessary ideas for proving such results are already present in the literature for log smooth
morphisms; we however have the singular set Z to worry about, which complicates things.
(2) To turn these ideas into a genuine mirror symmetry construction, we need to study
the log deformation theory of log Calabi-Yau spaces, a` la Kato [27] and Kawamata-
Namikawa [29]. Again, we hope in the simple case that a log Calabi-Yau space is always
the central fibre of a toric degeneration. The Bogomolov-Tian-Todorov type results of [29]
give some moral support that such should be true. However, the presence of the singular
set means we cannot apply known results off the shelf.
(3) We believe this approach will provide a very general mirror symmetry construction.
It incorporates Batyrev-Borisov duality, as is explained in [18]. It also includes mirror
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symmetry for abelian varieties, but it would be nice to know it gives some genuinely new
constructions.
(4) This approach should be connected more explicitly with the SYZ approach. It is
clear that our approach is a discretization of the SYZ approach, in that the Legendre
transform is replaced by the discrete Legendre transform. However, we would like to see
torus fibrations when we work over C. Some results in this direction were stated in [19].
The proof of these results will appear in [20], along with more precise results in the simple
case.
(5) Much more generally, the log philosophy says that things you want to compute
on smoothings can be computed using logarithmic analogues on the degenerations. For
example, we hope it should be possible to define log Gromov-Witten invariants [44] which
will coincide with those of a smoothing. The results of [34] and [36] suggest that this
should be possible by counting certain piecewise straight graphs on B (“tropical curves”).
In addition, the philosophy presented in this paper is that invariants of toric log Calabi-
Yau spaces can be computed doing calculations on B. This is the general philosophy we
hope to push further in order to understand mirror symmetry.
The sequel to this paper [21] will address questions (1) and (2). However, our work in
this direction is still too preliminary to give specific statements here.
So there is still much work to be done to make the logarithmic approach to mirror
symmetry realise its full potential. We hope the results presented here already provide
ample evidence that logarithmic degeneration data capture the essential features of mirror
symmetry.
Appendix A. Simplicial and Polyhedral Complexes
The purpose of this appendix is to collect some facts on complexes arising from a poly-
hedral decomposition. We first treat the case of abelian groups and then sheafify.
A.1. Barycentric complexes. Let P be the face poset of a d-dimensional polytope Ξ.
Assume that (Mτ )τ∈P is a category of abelian groups indexed by P, that is, a functor
Cat(P) → Ab. For τ, σ ∈ P, τ ⊂ σ denote by ϕστ : Mτ → Mσ the homomorphism of
abelian groups thus given. Then ϕττ = id and ϕστ ◦ ϕτω = ϕσω whenever ω ⊂ τ ⊂ σ. For
notational convenience we write ϕσ(f) instead of ϕστ (f) whenever f ∈ Mτ and τ ⊂ σ.
Denote by P [k] ⊂ P the subset of k-dimensional faces.
The barycentric cochain complex (C•bct, d
•
bct) associated to (Mσ) is the complex of abelian
groups Ckbct =
⊕
σ0(σ1(...(σk
Mσk of simplicial cochains with differentials
(
dkbct(fσ0σ1...σk)
)
σ0σ1...σk+1
=
k+1∑
i=0
(−1)iϕσk+1
(
fσ0...σ̂i...σk+1
)
.
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Here and in the following entries with a hat are to be omitted. This is indeed a complex
as one easily checks. There is generally no reason for this complex to be acyclic, but it will
be once (Mσ) has the following extension property. For P
′ ⊂ P let us call a collection
fτ ∈ Mτ , τ ∈ P ′, compatible if ϕσ(fτ ) = ϕσ(fτ ′) for any τ, τ ′ ∈ P ′, σ ∈ P, τ, τ ′ ⊂ σ.
We consider the following condition.
(∗) Any compatible collection (fσ)σ∈P′ indexed by any P
′ ⊂ P extends to a com-
patible collection (gσ)σ∈P , that is, gσ ∈ Mσ and gσ = fσ for σ ∈ P ′.
Proposition A.1. If Condition (∗) holds then the barycentric cochain complex associated
to (Mσ) is acyclic.
Proof. We wish to write a simplicial cocycle (fσ0...σk)(σ0,...,σk) as the coboundary of a sim-
plicial (k−1)-cochain (gσ0...σk−1)(σ0,...,σk−1). We construct gσ0···σk−1 by descending induction
on m = dim σk−1 = d+ 1, . . . , 0. The induction hypothesis is that
fσ0...σk =
k∑
i=0
(−1)iϕσk(gσ0...σ̂i...σk),(19)
whenever dim σk−1 ≥ m. The induction starts at m = d + 1. Condition (19) is empty
at this stage because P is the face poset of a d-dimensional polytope. For the induction
step consider σ0 ( . . . ( σk−1 with dim σk−1 = m− 1. We want to find gσ0...σk−1 such that
for any σk containing σk−1
(−1)kϕσk
(
gσ0...σk−1
)
= fσ0...σk −
k−1∑
i=0
(−1)igσ0...σ̂i...σk .
This is the required equation for fσ0...σk , and all terms on the right-hand side are known
inductively. Now view the right-hand side as a collection of elements indexed by P ′ =
{σk | σk−1 ⊂ σk}. By Condition (∗) gσ0...σk−1 then exists if this collection is compatible,
that is, if for any σk+1 ⊃ σk−1 the expression
ϕσk+1
(
fσ0...σk −
k−1∑
i=0
(−1)igσ0...σ̂i...σk
)
(20)
does not depend on σk for σk−1 ⊂ σk ⊂ σk+1. For i ≤ k the induction hypothesis implies
fσ0...σ̂i...σk+1 =
i−1∑
j=0
(−1)jgσ0...σ̂j ...σ̂i...σk+1 −
k+1∑
j=i+1
(−1)jϕσk+1(gσ0...σ̂i...σ̂j ...σk+1).
Plugging this into the cocycle condition
ϕσk+1
(
fσ0...σk
)
= (−1)k
k∑
i=0
(−1)ifσ0...σ̂i...σk+1 ,
the first term of (20) gives fσ0...σk−1σk+1 (i = k) plus a sum over gσ0...σ̂i...σ̂j ...σk+1 . For 0 ≤ i <
j < k the coefficient of gσ0...σ̂i...σ̂j ...σk+1 is (−1)k times (−1)i(−(−1)j) + (−1)j(−1)i = 0.
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Contributions involving ϕσk+1(gσ0...σ̂i...σk) come from the second term in (20) and from
j = k + 1; they cancel as well. Thus (20) equals
fσ0...σk−1σk+1 + (−1)k
k−1∑
i=0
(−1)i(−1)k(−gσ0...σ̂i...σ̂kσk+1).
This shows the claimed independence of (20), and hence the existence of gσ0...σk−1 . 
A.2. Polyhedral complexes. The second type of complex that we deal with is non-
simplicial. We start with the same kind of system (Mσ)σ∈P of abelian groups as in the
previous subsection. The following construction depends on a choice of orientations of
the faces of Ξ. Comparison with the standard orientation of the boundary of a face gives
a sign sgn(τ, ω) whenever τ ⊂ ω and dim(ω) = dim(τ)+1. Similarly, if σ0 ⊂ . . . ⊂ σk and
dim σi = i comparison of the natural orientation of the simplex (σ0, . . . , σk) of the barycen-
tric subdivision of σk with the chosen orientation defines a sign sgn((σ0, . . . , σk), σk).
We can then define the polyhedral cochain complex (C•phd, d
•
phd) associated to (Mσ) as
the complex of abelian groups Ckphd =
⊕
τ∈P[k] Mτ of polyhedral cochains with differentials
dkphd : (fτ )τ∈P[k] 7−→
 ∑
τ⊂ω,τ∈P[k]
sgn(τ, ω)ϕωτ (fτ )

ω∈P[k+1]
.
To check that the composition of differentials vanishes, recall that if ω is a (k + 1)-
dimensional polytope and σ ⊂ ω has codimension 2 then there are exactly two k-dimen-
sional facets τ± ⊂ ω with σ ⊂ τ± ⊂ ω. Because the orientations on σ induced by the
orientations of τ+, τ− as facets of ω differ, it holds
sgn(σ, τ+)sgn(τ+, ω) = −sgn(σ, τ−)sgn(τ−, ω).(21)
Therefore,(
dkphd ◦ dk−1phd (fσ)
)
ω
=
∑
σ⊂τ⊂ω
sgn(σ, τ)sgn(τ, ω)(ϕωτ ◦ ϕτσ)(fσ)
=
∑
σ⊂ω
dimσ=k−1
(
sgn(σ, τ+)sgn(τ+, ω) + sgn(σ, τ−)sgn(τ−, ω)
)
ϕωσ(fσ) = 0.
Proposition A.2. If Condition (∗) holds then the polyhedral cochain complex associated
to (Mσ) is acyclic.
Proof. Let (fτ )τ∈P[k] ∈ Ckphd fulfill the cocycle condition that for any ω ∈ P [k+1]∑
τ⊂ω
sgn(τ, ω) · ϕωτ (fτ ) = 0.
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For any (k − 1)-cell σ we have to find gσ ∈Mσ with the property that for any τ ∈ P [k]
fτ =
∑
σ⊂τ
sgn(σ, τ) · ϕτσ(gσ).
The construction of gσ is in three steps. Steps 1 and 2 produce a simplicial cocycle out
of gσ, which by Proposition A.1 may then be written as a simplicial coboundary; Step 3
translates back to the polyhedral setting.
Step 1. The aim of the first two steps is to transform, in a sense, (fτ ) to a cocyle in
Ckbct. For each τ ∈ P [k] choose a maximal chain τ0 ( τ1 ( . . . ( τk = τ and write
τ = (τ0, . . . , τk). For σ0 ⊂ σ1 ⊂ . . . ⊂ σk with dim σi = i we then put
fσ0...σk =
{
(−1)ksgn(τ , τ) fτ , (σ0, . . . , σk) = (τ0, . . . , τk)
0 , otherwise.
(22)
It remains to define fσ0...σk−1ω for dimω > k.
In this step we deal with the case dimω = k + 1. Since ω is a polytope it can be built
up by consecutively attaching (k + 1)-simplices from its barycentric subdivision, keeping
it a cell in each step. This means that there is an order among the (k + 1)-simplices
(σ0, . . . , σk, σk+1 = ω) with the property that any two consecutive elements intersect
along a k-simplex, and all but the last cell are attached along a union of at most k of
the k + 1 facets not lying in ∂ω. Let Ξκ, κ = 0, . . . , K be the cell obtained after the
κ-th attachment. Assume fσ0...σk is constructed for all k-simplices contained in Ξκ for
0 ≤ κ ≤ κ0 < K, and Ξκ0 equals Ξκ0−1 with the (k + 1)-simplex (σ0, . . . , σk+1 = ω)
attached. Then fσ0...σ̂i...σk+1 is not defined for a non-empty subset I ⊂ {0, . . . , k}. Put
fσ0...σ̂i...σk+1 = 0 for i < max(I), i ∈ I, and
fσ0...σ̂max(I)...σk+1 = (−1)max(I)+1
∑
i∈{0,...,m̂ax(I),...,k+1}
(−1)iϕσk+1(fσ0...σ̂i...σk+1),
to fulfill the cocycle condition on (σ0, . . . , σk+1). By induction from κ0 = 0 to κ0 = K − 1
this determines fσ0...σk satisfying the cocycle condition on every (k + 1)-simplex of the
barycentric subdivision of ω except possibly on the one (σ0, . . . , σk+1) attached in the
K-th step. Adding the already known cocycle conditions on all other (k + 1)-simplices
contained in ω gives the expression∑
σ0(...(σk+1
sgn
(
(σ0, . . . , σk+1), ω
) k+1∑
i=0
(−1)iϕω(fσ0...σ̂i...σk+1).
For i ≤ k the coefficient of ϕω(fσ0...σˆi...σk+1) is zero, because this term occurs in the sum
exactly twice with opposite signs, cf. (21). The remaining expression is∑
σ0(...(σk+1
sgn
(
(σ0, . . . , σk+1), ω
)
(−1)k+1ϕω(fσ0...σk) = −
∑
τ∈P[k],τ⊂ω
sgn
(
(τ , ω), ω
)
sgn(τ , τ)ϕω(fτ ).
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As sgn
(
(τ , ω), ω
)
sgn(τ , τ) = sgn(τ, ω) this is nothing but dphd(fτ )τ , which vanishes by
assumption.
Step 2. Now let us assume fσ0...σk has been constructed inductively for dimσk ≤ m fulfill-
ing the cocycle condition on anym-simplex. Let ω be of dimensionm+1 > k+1. Then for
σ0 ( . . . ( σk+1 ⊂ ∂ω the cocycle condition on (σ0, . . . , σk+1) holds by induction assump-
tion. Applying ϕω gives
∑k+1
i=0 (−1)iϕω(fσ0...σˆi...σk+1) = 0. Thus
(
ϕω(fσ0...σˆi...σk+1)
)
σk+1⊂ω
is
a simplicial k-cocycle on ∂ω ∼= Sm with values inMω. Butm > k and henceHk(∂ω,Mω) =
0 by the universal coefficient theorem. Therefore there exists (hσ0...σk−1)σk−1⊂∂ω with
(−1)k+1ϕω(fσ0...σk) = −
∑k
i=0(−1)ihσ0...σˆi...σk . Putting fσ0...σk−1ω := hσ0...σk−1 the cocycle
condition continues to hold on any (σ0, . . . , σk+1) with σk+1 ⊂ ω.
Step 3. By Proposition A.1 there exists a simplicial (k−1)-cocycle gσ0...σk−1 with fσ0...σk =∑k
i=0(−1)igσ0...σˆi...σk . Now we want to revert to the polyhedral setting. For σ ∈ P [k−1]
put
gσ =
∑
σ0(...(σk−1=σ
sgn((σ0, . . . , σk−1), σ)gσ0...σk−1 .
Then for any τ ∈ P [k]∑
σ⊂τ,σ∈P[k−1]
sgn(σ, τ)ϕτ (gσ) =
∑
σ0(...(σk=τ
sgn((σ0, . . . , σk−1), σk−1) sgn(σk−1, τ)ϕσk(gσ0...σk−1)
=
∑
σ0(...(σk=τ
sgn((σ0, . . . , σk), τ)(−1)k
k∑
i=0
(−1)iϕσk(gσ0...σ̂i...σk)
=
∑
σ0(...(σk=τ
sgn((σ0, . . . , σk), τ)(−1)kfσ0...σk
= sgn(τ , τ) (−1)k fτ0...τk = fτ .
To verify the second equality consider the coefficient of gσ0...σ̂i...σk . For 0 ≤ i ≤ k−1 there
are exactly two i-cells σ±i between σi−1 (empty for i = 0) and σi+1. Now gσ0...σ̂±i ...σk
con-
tribute with opposite signs, just as in (21). This exhibits (fτ )τ as polyhedral coboundary
as desired. 
A.3. Complexes of Sheaves. Let B be an integral affine manifold with singularities,
and let P be a toric polyhedral decomposition on B. For every σ ∈ P put Pσ =∐
τ∈P Hom(τ, σ), partially ordered by (e : τ → σ) ≤ (e′ : τ ′ → σ) iff there exists
f : τ → τ ′ with e = e′ ◦ f . There is a natural order preserving map from Pσ to the face
poset of σ˜. If we orient every σ ∈ P, then as in the previous subsection comparison of
orientations gives signs sgn(σk−1, σk) and sgn((σ0 → · · · → σk), σk) if dim σi = i.
Now let s be open gluing data for (B,P) over S, and let X = X0(B,P, s). Suppose
that for each σ ∈ P, we are given a sheaf Fσ on Xσ, (here we write Xσ for Xσ × S) and
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for each e ∈ Hom(τ, σ) a map
ϕe : FS,s¯(e)
−1(Fτ)→ Fσ,
compatible with compositions. Analogous to the constructions for abelian groups de-
fine the barycentric and polyhedral cochain complexes associated to (Fσ)σ∈P by C kbct =⊕
σ0→···→σk
qσk∗Fσk and C kphd =
⊕
σ∈P[k] qσ∗Fσ respectively, with differentials
dkbct(fσ0→···→σk) =
(
k∑
i=0
(−1)ifσ0→···→σ̂i→···σk+1 + (−1)k+1ϕσk→σk+1(fσ0→···→σk)
)
σ0→···→σk+1
,
dkphd(fσ)σ∈P[k] =
(∑
τ→ω
sgn(τ, ω)ϕτ→ω(fτ )
)
ω∈P[k+1]
.
We will use the previous two subsections to give a criterion for exactness of C •bct and
C •phd. To check exactness, it is enough to do so on stalks. If x¯→ X is a geometric point,
let σ be the largest σ ∈ P such that x¯ is in the image under qσ of a geometric point of
Xσ. Then qτ∗(Fτ )x¯ = 0 unless τ ⊆ σ. Furthermore, the set of geometric points of Xτ
mapping to x¯ is in one-to-one correspondence with the set Hom(τ, σ). If y¯ → Xτ with
qτ (y¯) = x¯ corresponds to e : τ → σ, let Me = Fτ,y¯, and if (e : τ → σ) ≤ (e′ : τ ′ → σ) with
e = e′◦f , we have a map ϕf : Me →Me′ induced by ϕf : FS,s¯(f)−1(Fτ)→ Fτ ′. This gives
a barycentric or polyhedral cochain complex (C•bct, dbct) or (C
•
phd, dphd) associated to the
system (Me)e∈Pσ . On the other hand, since qτ : Xτ → X is always a finite map, it follows
from [35], II Cor. 3.5, that the stalk of qτ∗Fτ at x¯ is
⊕
y¯ Fτ,y¯, where the sum is over all
geometric points y¯ of Xτ mapping to x¯. From this one easily sees that the stalks of the
complexes (C •bct, dbct) and (C
•
phd, dphd) at x¯ coincide with the barycentric or polyhedral
cochain complexes associated to (Me). Thus if for every point x¯ of X the system (Me)e∈σ
satisfies Condition (∗) (keeping in mind σ depends on x¯), it follows that the complexes of
sheaves C •bct and C
•
phd are exact.
Example A.3. Take Fτ = OXτ , and let ϕe = FS,s¯(e)∗, the pull-back of functions via
FS,s¯(e). It is easy to check Condition (∗) holds. Indeed, to each e ∈ Pσ, we obtain a
closed subscheme of SpecOX,x¯ given by the image of SpecOXτ ,y¯ qτ−→ SpecOX,x¯ where y¯
is the point of Xτ mapping to x¯ corresponding to e. Then Condition (∗) is implied by
the fact that given functions on some collection of these closed subschemes which agree
on intersections, we can glue them to obtain a function on the union of these closed
subschemes, and then extend to obtain an element of OX,x¯.
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Index of notations
1.1
M , N =M∗ free abelian group of rank n and its dual: N = Hom(M,Z)
MR, NR M ⊗Z R, N ⊗Z R
Aff(M), Aff(MR) group of (integral) affine transformations of M
B n-dimensional topological manifold
TB tangent bundle of B
π : B˜ → B universal covering
δ : B˜ →MR developing map
ρ : π1(B)→ Aff(MR) holonomy representation
Ψγ deck transformation given by γ ∈ π1(B)
Lin linear part of an affine transformation
Trans translational part of an affine transformation
cρ radiance obstruction of holonomy representation ρ
∇ the flat connection on TB induced from the affine structure
ΛR,Λ local system of flat (integral) vector fields
ΛˇR, Λˇ duals to ΛR and Λ
Aff (B,R), Aff (B,Z) sheaf of (integral) affine functions on B
g, K Hessian metric on B and a local potential function
Bˇ, Kˇ, δˇ Legendre dual data
1.2
∆ ⊂ B discriminant locus
i : B0 → B inclusion of complement of ∆
Ξ reflexive lattice polytope
1.3
P polyhedral decomposition
v, w vertices of P
σ, τ , ω cells of P
Intσ relative interior of σ ∈ P
expv : Rv → B chart at vertex v ∈ P; Rv ⊂ ΛR,v
Pv polyhedral decomposition of Rv
σ˜ → σ restriction of expv to lift σ˜ ∈ Pv of σ
Sσ local submersion of neighbourhood of Int(σ) contracting σ
Pmax set of maximal cells of P
Bar(P) (first) barycentric decomposition of B wrt. P
Wτ open star of barycenter of τ ∈ P wrt. Bar(P)
W open covering {Wτ | τ ∈ P} of B
∆′ ⊂ B the maximal codimension two subcomplex of Bar(P) disjoint
from vertices and from Int(σ) for all σ ∈ Pmax; contains ∆.
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Σv fan in ΛR,v induced from P; generalizes to Στ for τ ∈ P.
ΛP , ΛP,R subsheaf of Λ (ΛR) of vectors tangent to cells of P
Λσ, Λσ,R stalk of ΛP (ΛP,R) at any x ∈ Int(τ) \∆
QP , QP,R subsheaf of i∗(Λ/ΛP ) of locally flat sections and its realification
Qσ, Qσ,R stalk of QP (QP,R) at any x ∈ Int(τ) \∆
Στ fan in Qτ,R defined by tangent wedges Kσ to σ ∈ P containing τ
Cat(P) category with elements P and morphisms one-cells of BarP
Hom(τ, σ) morphisms in Cat(P); any e : τ → σ corresponds uniquely to a face of σ˜
Σ(τ) quotient fan of fan Σ by τ ∈ Σ
τ−1Σ localization of fan Σ: τ−1Σ = {σ + Rτ |σ ∈ Σ, τ ⊂ σ}
Σˇτ normal fan of τ˜ ; fan in Λ
∗
τ,R
Aff (B,R), Aff (B,Z) sheaf of continuous functions that are (integral) affine on B0
PLP(B,R), PLP(B,Z) sheaf of (integral) piecewise linear functions on B
ϕ, ϕσ a piecewise linear function and the induced piecewise linear
function on Qσ,R
MPLP,R, MPLP sheaf of multivalued (integral) piecewise linear functions
1.4
(Bˇ, Pˇ , ϕˇ) Legendre transform of (B,P, ϕ)
σˇ Legendre dual to σ ∈ P; element of Pˇ
Ξ∗ dual of reflexive polytope Ξ
1.5
dω generator of Λω, dimω = 1
dˇρ generator of Q∗ρ, dim ρ = n− 1
v−ω , v
+
ω vertices of ω ordered by dω
e−ω , e
+
ω morphisms v
±
ω → ω
σ−ρ , σ
+
ρ n-dimensional cells adjacent to ρ; ordered by dˇρ
g−ρ , g
+
ρ morphisms ρ→ σ±ρ
γe1e2f1f2 primitive loop distinguished by fi : vi → τ and gi : τ → σi
T e1e2f1f2 monodromy along γ
e1e2
f1f2
T e1e2ω T
e1e2
e+ω e
−
ω
; monodromy around one-dimensional ω ∈ P with
respect to adjacent σ1, σ2 ∈ Pmax
ne1e2ω element of Q∗ω determining T e1e2ω
T ρf1f2 T
g+ρ g
−
ρ
f1f2
; monodromy between σ+ρ , σ
−
ρ through v1, v2
mρf1f2 element of Λρ determining T
ρ
f1f2
Te, e : ω → ρ distinguished primitive monodromy for dimω = 1, dim ρ = n− 1
ne, me multiples of dω and dˇρ, respectively, determining Te
ψω PL-function on Σω determined by n
e1e2
ω , ei : ω → σi
ψˇρ PL-function on Σˇρ determined by m
ρ
f1f2
, fi : vi → ρ
∆ˇ(ω) ⊂ Qω,R in the positive case, Newton polytope of ψω
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∆(ρ) ⊂ Λρ,R in the positive case, Newton polytope of ψˇρ
∆ˇe(τ) ⊂ ∆ˇ(ω) face determined by e : ω → τ
∆e(τ) ⊂ ∆(ρ) face determined by e : τ → ρ
P1(τ) sets of morphisms {e : ω → τ | dimω = 1}
Pn−1(τ) sets of morphisms {f : τ → ρ | dim ρ = n− 1}
∆ˇ(τ) in the simple case, simplex built from ∆ˇe(τ), e ∈ P1(τ)
∆(τ) in the simple case, simplex built from ∆f (τ), f ∈ Pn−1(τ)
2.1
A base ring
C(σ) cone over σ ∈ P in Λσ,R ⊕ R
Pˇσ C(σ) ∩ (Λσ ⊕ Z)
Rσ Z[Pˇσ]
Xˇσ ProjRσ
Fˇ gluing functor for cone picture P ∋ σ 7→ Rσ
sˇ = (sˇe)e:→σ gluing data for cone picture: sˇe ∈ Hom(Pˇτ ,Gm(A))
FˇA,sˇ gluing functor for cone picture, twisted by sˇ
Xˇ0(B,P, sˇ) Proj(lim
←
FˇA,sˇ); glued scheme in cone picture
2.2
X(Σ) toric variety for fan Σ
Xσ X(Σσ)
σ∨ dual of cone σ
F gluing functor for fan picture P ∋ σ 7→ Xσ
Wτ1...τp Wτ1 ∩ . . . ∩Wτp
We connected component of Wτσ selected by e : τ → σ
S base scheme
s = (se)e:τ→σ closed gluing data: Cˇech 1-cocycle for QP ⊗Gm(S) wrt. W ;
also: open gluing data, see below
FS,s gluing functor for fan picture, twisted by s
Pσ C(σ)
∨ ∩ (Λˇy ⊕ Z)
ρσ distinguished element of Pσ
∂P (∂σ ∩N) ∪ {∞}
V (σ) ⊂ U(σ) SpecZ[∂Pσ] ⊂ SpecZ[Pσ]
R e´tale equivalence relation on
∐
σ∈Pmax
V (σ)× S
ωˇ for ω ⊂ σ ∈ Pmax corresponding face of C(σ)∨;
also, corresponding element of Σˇσ
U(τ) SpecZ[C(τ)∨ ∩ (N ⊕ Z)]
V (τ) toric boundary of U(τ)
Φσ1σ2 , Φe1e2 gluing isomorphisms
Ke for e : τ → σ the corresponding cone in Στ
Ve SpecZ[K
∨
e ∩Q∗τ ] (e : τ → σ)
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ˇPM(τ) piecewise multiplicative functions on τ˜ : Γ(τ˜ , π∗(QP ⊗Gm(S)))
s = (se)e:τ→σ open gluing data: se ∈ ˇPM(τ) for e : τ → σ;
also: closed gluing data, see above
Z1(P,QP ⊗Gm(S)) group of open gluing data
B1(P,QP ⊗Gm(S)) trivial open gluing data
s¯ = (s¯e)e:τ→σ closed gluing data associated to open gluing data s
Φe1e2(s) gluing isomorphism twisted by open gluing data s
Re1e2 graph of Φe1e2; component of R
X0(B,P, s) glued algebraic space in fan picture:
∐
σ∈Pmax
(V (σ)× S)/R
pσ for σ ∈ Pmax the morphism V (σ × S)→ X0(B,P, s)
qτ Xτ × S → X0(B,P, s)
Picτ (X) group of isomorphism classes of numerically trivial line bundles on X
ωX dualizing sheaf of X
3.1
αX :MX → OX log structure on X
q :MX →MX morphism to “ghost sheaf” MX =MX/OX
M(X,D) log structure on X defined by divisor D ⊂ X
Spec k† standard log point (Spec k,N⊕Gm(k))
3.2
P toric monoid; here: P =MX,x¯ for a fine log structure MX
R local relation sheaf of MX
ρ, ρ¯ section of MX with α(ρ) = 0 and its image in MX
Xg space X together with “ghost structure”
LSXg sheaf of germs of log-smooth structures of given ghost type;
subsheaf of Ext1(MgpX /ρ¯,O×X)
3.3
V V (σ)×Grm = Spec k[∂P ⊕ Zr]
F a subsheaf of Hom(R,O×V ) mapping onto LSV
ǫτ for a 2-face τ a cyclic choice of orientations of its edges
sv germ of s ∈ Γ(τ˜ , π∗(QP ⊗Gm(k))) at a vertex v.
sω sv
+
ω /sv
−
ω if dimω = 1 and v±ω → ω are the two vertices
D(s, ω) defined by sω = dω ⊗D(s, ω); global version: D(s, e, f)
sh generalization of sv for the case with self-intersections; h : v → τ
D(s, e, f), D(s, ω, σ) for e : ω → τ , f : τ → σ, dimω = 1, dimσ = n, the element of k×
defined by sh
−
/sh
+
= dω ⊗D(s, e, f)
Nω line bundle on Xω corresponding to the PL-function ψω on Σω;
LSX0(B,P,s) ⊂
⊕
dimω=1 qω∗Nω
4.1
S base of toric degeneration: spectrum of discrete valuation ring R
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X total space of toric degeneration
Xη generic fiber of toric degeneration
X0 central fiber of toric degeneration
ν : X˜0 → X0 normalization map
Z ⊂ X , Z ⊂ X log-singular set; closed set of relative codimension two;
X† = (X,MX ) log Calabi-Yau space
ν : X˜ → X normalization
Cat(X) category of toric strata of X
Strata(X) set of toric strata of X
LPoly category of lattice polytopes
LP : Cat(X)→ LPoly functor used to build dual intersection complex
4.2
L (ample) line bundle on X†
ϕL piecewise linear function on B associated to L
(B,P, ϕL) degeneration data for (X
†,L) building on dual intersection complex of X†
(Bˇ, Pˇ , ϕˇL) dual degeneration data for (X
†,L) building on intersection complex of X†
4.3
LS+pre,X
⊕
dimω=1 qω∗Nω where Nω ∈ Pic(Xω) is as in §3.3
5.1
Zi ⊂ q−1τ (Z) irreducible components of codimension 1 of Z on Xτ
Z ′ ⊂ q−1τ (Z) higher codimension components of Z on Xτ
5.2
H1(X \ Z,MgpX ) logarithmic Picard group of (X,MX )
Mτ , Mτ q∗τMX\Z , q−1τ MX\Z
C • (barycentric) resolution of Mgp
X\Z ; C
k =
⊕
σ0→···→σk
qσk∗(Mgpσk)
I• (barycentric) resolution of O×
X\Z
; Ik =⊕σ0→···→σk qσk∗O×Xσk\q−1σk (Z)
C
•
(barycentric) resolution of MgpX\Z ; C k =
⊕
σ0→···→σk
qσk∗M
gp
σk
dbct (barycentric) differential in C
•, I• etc.
Dτ ⊂ Xτ toric boundary of Xτ
Q• Γ(X \ Z,C •)/Γ(X \ Z,I•)
τe cone in Σv distinguished by e : v → τ
PA(e) for e : v → τ , functions ΛR,v → R piecewise affine wrt. τ−1e Σv
Wσ0→···→σp connected component of Wσ0···σp distinguished by σ0 → · · · → σp
λ element of Γ(Xτ \ q−1τ (Z),Mgpτ )
λe for e : v → τ image of λ under isomorphism
Γ(Xτ \ q−1τ (Z),Mgpτ )→ PA(e)
Dˇ(λ, e, f) for e : v → τ integer defined by Dˇ(λ, e, f)dˇρ = λe− − λe+,
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where λe± ∈ Aff(B,Z)v are the restrictions of λe to the two
maximal cones distinguished by f : τ → ρ, codim ρ = 1
5.3
(Xˇ, Lˇ) polarized Calabi-Yau space mirror to (X,L)
A.1
Ξ d-dimensional polytope
P face poset of Ξ
P [k] set of k-dimensional faces of Ξ
(Mτ ) system of abelian groups indexed by P
ϕστ :Mτ →Mσ homomorphism defined whenever τ ⊂ σ
(C•bct, d
•
bct) barycentric cochain complex for (Mτ ); C
k
bct =
⊕
σ0σ1...σk
Mσk
(fσ0σ1...σk)σ0σ1...σk k-dimensional simplicial cochain, i.e. element of C
k
bct
A.2
sgn(τ, ω) for τ ⊂ ω of codimension one sign comparing chosen orientations
sgn((σ0, . . . , σk), σk) sign comparing orientations of (σ0, . . . , σk) ∈ Bar(P) and of σk
(C•phd, d
•
phd) polyhedral cochain complex for {Mτ}; Ckbct =
⊕
τ∈P[k] Mτ
(fτ )τ∈P[k] k-dimensional polyhedral cochain, i.e. element of C
k
phd
A.3
Pσ on an integral affine manifold with polyhedral decomposition P,
the face poset of σ˜
sgn((σ0 → · · · → σk), σk) global analogue of sgn((σ0, . . . , σk), σk) in A.2
Fσ abelian sheaf on Xσ
ϕe gluing maps for (Fσ)
fσ0→···→σk global analogue of fσ0σ1...σk in A.1
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