I. INTRODUCTION
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Adaptability must help to ensure a performance level whatever the network evolution. Adaptive methods are suitable for many specific issues, like, for example, the choice of forwarding paths, dynamic resource allocation, congestion control, provision of multimedia services, message dissemination control and improvement of medium reuse. Nevertheless, adaptability is a hard task because of the fast changes and unpredictable nature of a VANET. Adaptive decisions should be taken according to the current conditions of the VANET. Thus, analytical models that provide transient measure evaluations in VANETs are necessary.
A measurement that is strongly related to the communication channel state of a wireless network is the idle time (or its opposite busy time) on the channel, i.e., the time during which the shared wireless medium is free and available to be used by the nodes.
Idle (or busy) time measurements are a key step in wireless networks that can be used for different problems. For example, they can be useful to determine the remaining resources like, for instance, the available bandwidth in order to get an indication on the possibility to send (or not) more traffic into the network. This knowledge is useful in any wireless network and is required in cognitive radio networks. They can also be used to adjust different parameters in VANET nodes, such as power or safety messages generation rate.
Due to the dynamic feature and the use of the radio medium in VANETs, the bandwidth of the network links can greatly vary with time. Estimating how the available bandwidth evolves with time and on transient periods is a knowledge that can be used by the network to adapt its solutions to the remaining bandwidth. Available bandwidth is strongly related to idle periods, and, as far as we know, no solution has been proposed to estimate idle time in transient periods.
In the present work, we focus on the calculation of the total idle time over a measurement interval on a link composed by two nodes of a VANET. We assume that the VANET uses the IEEE 802.11p wireless technology, where the wireless medium is shared with a Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) policy. The total idle time of the link is the time during which the communication medium for both sender and receiver is free. Henceforth, we denote the total idle time as T idle . To estimate T idle , it is needed to consider the simultaneous silent intervals of the two nodes that form the communication link of a VANET. Due to the high changing conditions of a VANET, our aim is to obtain transient measures of T idle .
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Specifically in this paper, we propose an analytical model to measure T idle . To attain this goal, we have investigated the applicability of well-known performability techniques [1] , [2] . In particular, we have considered Markov reward chains (MRCs) and the randomization method [3] , [4] to evaluate the proposed model. These methodologies were employed in the communication research area, e.g., to evaluate connection admission control algorithms [5] or to evaluate adaptive-rate video-streaming services [6] . These tools allow us to develop a simple approach for the modeling. We obtain an MRC which needs only mean values from our system. All the parameters of our model have a clear relation to the link behavior in the VANET. Moreover, our modeling method allows us to consider the initial state of the link and its changes throughout time including the relative distance between the nodes of the link. Our model is compared with simulations. The obtained results show the model is accurate. The proposed model is thus a useful tool that can quickly estimate the idle time on any link of a VANET. The solution can easily be embedded in the nodes in order to let each node to compute its available bandwidth with its neighbors.
The rest of the paper is organized as follows. In Section II, previous works are pointed out. Section III describes the VANET scenario evaluated in this paper. The proposed analytical model is presented in Section IV. Numerical results from the VANET model are compared with simulations in Section V to verify its accuracy. Finally, conclusions and future work are drawn in Section VII.
II. RELATED WORK
Idle and busy times are important parameters, in networks based on a CSMA/CA approach, that impact the network bandwidth and the node throughput. Several solutions use the idle/busy time to estimate network performance. For instance, in [7] , the authors propose a model to estimate the throughput of an individual node in an ad hoc network. Based on the characterization of a node using an ON-OFF process [8] , they characterize the behavior of each node taking into account the backoff and the packet loss probabilities. An exhaustive classification of packet losses due to collisions is presented. As part of the model, they compute the fraction of busy time of a node.
Different works on available bandwidth estimation also calculate the idle time as part of their proposals [9] , [10] . Most of them compute the available bandwidth as the maximum capacity weighted by the fraction of idle time over a measurement interval. Those approaches are based on an accurate modeling of the neighborhood, including influential factors such as collisions due to the different flow interferences and backoff time (in one or more of its contention phases). Since the measurement of the idle time is done separately at each node (sender and receiver) of a link, these approaches also apply different methods to capture the overlap between idle periods of both sender and receiver. These solutions are designed for relatively static networks and are not initially thought for VANETs. The ABE+ proposal in [11] is an adaptation of the solution described in [9] that is modified for VANET scenarios. In [9] the available bandwidth on the different links is estimated to be used in a multimetric routing protocol in order to take proper packet forwarding decisions. ABE+ considers special features of VANETs, especially the high speed of the nodes. In particular, a new function to estimate the packet collision probability is obtained. That function is derived from off-line statistical analysis of a data collection experimentally obtained from simulations in VANET urban scenarios. If ABE+ improves the routing performance, the available bandwidth estimation, and thus the idle period estimation is rather a long term evaluation that does not express the idle period evolution during the transient periods encountered in VANETs.
In [12] , the authors are also interested in the link performance in VANETs. They evaluate the communication performance on a specific link consisting of two vehicles. The evaluation is carried out experimentally with an obstacle vehicle that can be located between the two vehicles under study. The experiments bring very interesting results on the link performance in terms of received signal strength indicator (RSSI) and packet delivery ratio. Complementarily, in our proposal we analyze the idle periods and we propose a model to estimate those idle periods.
Estimating the idle period duration is also used in cognitive radio networks where coexistent networks reuse resources not only in the spatial domain (e.g., dynamic spectrum), but also in the temporal domain (and by exploiting idle periods) [13] , [14] . The idle time and busy time distributions of the primary network are important parameters for cognitive radio networks. In these studies, the primary network is a wireless local area network in which at most one node can transmit at a given time, whereas, in our scenario, several nodes, far enough, may transmit in parallel. In [15] , the authors study the idle time distribution in multihop wireless networks, but the targeted ad hoc scenarios are static and the study is not focused on transient measurements.
Idle and busy times are also used in several papers where the authors propose congestion control schemes by adjusting different parameters in VANET nodes, such as power or messages generation rate. The authors of [16] offer the possibility to use the channel busy ratio (in place of the aggregate offered load) as feedback measurement to design an adaptive message generation rate method to control the channel congestion. Similarly, the channel busy ratio is a key parameter in [17] that seeks to maximize the information dissemination rate as a function of the message generation rate and the transmission power of the individual VANET nodes. These two papers use the busy periods but do not propose models to analyze idle/busy times. In [18] , the authors propose a model for VANETs in order to study the impact of transmission rate and transmission range on the VANET performance. This model is based on busy (idle) period estimation. To this end, the authors need to compute the hidden node collision probability. In our approach, we do not integrate as accurately as in [18] the impact of collisions because we think that this approach is complex for evaluating transient parameters.
Some papers propose models for VANETs in order to analyze the performance of the network or of some services that can be offered with these networks. For instance, the authors of [19] analyze the periodic broadcast that takes place in VANETs. The aim of this work is to calculate the performance of the periodic broadcast in terms of packet collision probability and average packet delay. They propose a Markovian model based on [20] , which they modify to characterize the periodical broadcast under unsaturated conditions with deterministic message arrival. Also, they take into account the freezing of the backoff counter due to busy periods. In [21] , the authors extend their previous work [20] by considering the hidden terminal problem and the station mobility in a highway scenario to determine the broadcast operation performance. They place vehicles on a onedimensional road according to a Poisson point process with a given density (in vehicles/meter). A constant relative velocity of vehicles is assumed. Also, they design a channel model for VANETs focusing on safety applications. The proposed analytical model includes the impact of several parameters on the performance like priority access, message arrival interval, hidden terminal problem, fading transmission channel and highly mobile vehicles. Later, in [22] , the modeling of the vehicles' movement is improved by considering two lanes instead of one, and the probability of busy channel is obtained from the point of view of a particular node. The works in [23] and [24] consider a heterogeneous distribution of vehicular traffic. The former considers an urban scenario and the latter a highway. Specially, the mobility traffic model proposed in [24] , which is based on a stochastic model, could be easily included in our modelling method. To simplify our proposal, we have started with a homogeneous mobility model and we let the consideration of heterogeneous mobility model for future work.
Nonetheless, though these related works use busy times to estimate performance of broadcast traffic, none of them analyze a particular link between a pair of nodes, as we do in this paper. Besides, these models are complex when evaluating transient measurements. Our proposal is simple enough to evaluate transient measures of the idle time on links formed by VANET nodes.
III. THE VANET SCENARIO UNDER EVALUATION

A. The Scenario
We assume that vehicles communicate with the IEEE 802.11p technology and that the Request To Send/Clear To Send (RTS/CTS) mechanism is not activated in the medium access control mechanism. In our study, to simplify the analysis, we assume that all nodes have the same transmission range, which is denoted as rtx.
Our interest is focused on the estimation, during an observation interval T, of the total idle time over a Link A-B, which we denote as T idle AB . We consider that the set of nodes located within the carrier sense range of a node is the neighborhood (or Ngh) of this node. We denote as Ngh-A (resp. Ngh-B) the A's (resp. B's) neighborhood. In order to know when the medium for Link A-B is idle, we need to identify any transmitting neighbor of node A or node B, because the contention mechanism used in IEEE 802.11p allows any node to start a packet transmission when the medium is idle, i.e., no neighbor node is transmitting. Note that we only consider, in this study, a perfect carrier sensing mechanism and that only 802.11p signals are transmitted on the network. The impact of imperfect carrier sensing on the idle time evaluation is left as a future work. The carrier sense range is assumed to be the same for all the nodes and it is denoted as rsn. Finally, it will not be necessary to identify the receiver or to differentiate if the packet transmission succeeded or failed since we just want to measure if the medium is busy or idle. Fig. 1 shows a generic scheme of a highway scenario where Link A-B formed between the red vehicle (node A) and the blue vehicle (node B) is under analysis. The circles denote the limit of their respective carrier sense range. Differences between both images in Fig. 1 show the topology changes throughout time due to the relative movement of the vehicles. The distance between the two vehicles can change with time. We consider that the maximum distance between the two vehicles is such that both vehicles are still in transmission range of each other, just before link breakage.
In addition to the configuration values of the VANET, to evaluate transient measures, we need to identify which is the initial state of the system. Some of the variables whose value could change throughout time in the VANET are:
r Rate of packets that the node wants to transmit on the channel. In a real VANET, we could take advantage of the fact that VANET nodes periodically broadcast messages [25] , in which these parameters could be included. Thus, each node can periodically gather updated information from its neighbor nodes and send them its own information. Note that two neighbors generally are the center of different Ngh since each node covers a different zone within its carrier sense range. Consequently, two neighbors may have different neighbors and therefore gather different information of the list mentioned above. For instance, the idle period that a node could locally perceive on its Ngh can be different when measured in nodes A and B of Link A-B. To calculate T idle AB we need to know when these idle periods simultaneously take place in both nodes, A and B.
B. Geographical Location and Mobility of the Nodes
We assume a knowledge on the density and velocity pattern of the vehicles. In particular, regarding the geographical location of the nodes within an Ngh, we approximate the Ngh with rows and columns. Examples of different distributions are shown in Fig. 2 . We remind that the dotted circles indicate the carrier sense range which corresponds to the Ngh of each node. The way the neighbors are distributed in each row and column defines different types of models. We have called these models as Depending on the scenario to be evaluated, a distribution model fits better than others. For example, a highway scenario is closer to a semi-homogeneous distribution than to a homogeneous one. Likewise, a cross street is closer to a heterogeneous distribution.
Finally, we consider the node mobility follows a straight line pattern. Furthermore, the relative distance between nodes A and B may change throughout the observation interval T .
IV. ANALYTICAL MODEL FOR TRANSIENT
ANALYSIS OF THE IDLE TIME In this section, based on the characterization of the packet traffic and the modeling of the link formed by two nodes, we propose a model for a transient analysis of idle time in a VANET. The notation used in our VANET modeling method is summarized in Tables I and II. Additional time using the channel because of a packet transmission. 
A. The Packet Traffic
We are not interested in modeling the exact behavior of the traffic generated by a particular node, neither to differentiate if a packet transmission is or is not successful. Our interest is focused on knowing if no neighbor of Ngh-A and Ngh-B is using (or any neighbor of Ngh-A or Ngh-B is using) the communication channel formed by nodes A and B (i.e., Link A-B). This condition means that Link A-B is IDLE (or BUSY). Note that the reception at a neighbor node influences the channel occupancy of Link A-B if and only if this packet is also transmitted by a neighbor of node A or B.
1) The Behavior of a Node: As a first step of modeling, we observe a particular node and identify when the node is or is not using the channel to transmit a packet. The node will stay in only one of two possible conditions: using the channel or being silent. Each use of the channel will be followed by a silence, forming this way a node access cycle which starts with a packet transmission. The access cycle of a node consists of a using period and a silent period (i.e., intervals in which the node is or is not using the channel, respectively). That cycle is repeated at each packet transmission. The duration of the using period mainly depends on the type of packet that is being transmitted (e.g., unicast data, hello messages), whereas the duration of the silent period depends on the packet transmission rate of the node and the channel condition (BUSY or IDLE).
Let us define three time intervals, which are drafted in Fig. 3 (a). Let t u be the interval duration of the channel occupancy produced by a node (each time the node uses the channel), i.e., the duration of a using period; let t s be the interval since the moment when the use of the channel is over until the next access of the channel, i.e., the duration of a silent period; and let t a be the interval of time between two consecutive channel accesses. We have:
Let T a , T u and T s be the mean values of t a , t u and t s , respectively. As each node can be in only one of the two periods (i.e., using period or silent period) at a given moment, we can define the using state and the silent state for a node. Let λ u be the transition rate from a using state to a silent state, and let λ s be the transition rate from a silent state to a using state. Consequently, each time a node visits a silent state or a using state, it remains in this state during an average period of
. This is the simplest definition of states to differentiate whether a particular node is using the communication channel or not. A graphical representation of this definition is shown in Fig. 4(a) .
We remind that we want to obtain a model as simple as possible while accurate enough to evaluate T idle AB . However, this two states model can not be precise enough for our aims. The more quantity of nodes and the higher traffic load in the Ngh, the less precise the results are. The reason is the influence of retransmissions and backoff stages. Modelling this influence over the transition from a silent state to a using state is a difficult task when considering a single state to model the silent period. Therefore, to differentiate a silent node being in contention state or not, we use two states instead of just a single state to model the silent period, as it is sketched in Fig. 4(b) . In this figure, the state marked as np (no packet) corresponds to the node not being in transmission neither in contention, whereas the state marked as co (contention) corresponds to the node being in a contention stage before packet transmission. Consequently, the time elapsed in the np state and in the co state is equal to T s , then:
Since we are not interested in studying the collisions nor the effective throughput, a differentiation between successful or unsuccessful packet transmissions is not needed in our model. This allows us to make some simplifications for our modeling as follows. Firstly, we model the time spent in contention with a single state. Hence, T co represents the mean value of the total waiting time, in contention, before sending a packet. Conditioned to the fact that a node has a packet to transmit, T co includes the time during which the node spends in DIFS, in backoff and also freezing backoff (i.e., the time during which the node senses the medium as busy).
In the literature, there are proposals which use more complex Markovian models to characterize the contention period, e.g., [24] , [26] . Later, in Section V, numerical results will show that using a single state to model the time spent in contention period is enough to achieve our aim to evaluate T idle in the studied scenario. We assume that the T co value is a priori known or periodically informed in the VANET. Later, to support this assumption, we will obtain a simple analytical expression of T co that mainly depends on the load offered to the network (see Sections V-B and VI).
Secondly, as the packet load increases on the communication medium, the nodes will experience an increment of the access rate due not only to new packets, but also to a higher number of retransmissions. In contrast, if a channel gets over-loaded until the point of becoming an unstable network, the access rate decreases because the packets experience long contention periods. Therefore, we could assume that the T a value will be a priori known or periodically informed in the VANET. Substituting (2) in (1), we obtain the staying time in np state:
Thirdly, a node being in the u state is transmitting a packet. A transition towards the u state will depend on whether any of its neighbors is or is not using the medium. This condition is addressed later in Section IV-A2. The mean value T u is calculated based on the mean transmission time of packets plus a constant value associated to the transmission of the packet:
where x identifies the packet type, e.g., unicast data, hello message; P x is the proportion of packets of type x regarding the total number of packets; τ x is the transmission time of a packet of type x, including its overhead (headers, preamble, . . .) and o x is the additional time occupying the channel due to the transmission of a type x packet. For example, if the packet type is unicast data, an acknowledgement packet is always expected, which induces an extra time during which the channel remains in the using period. Fig. 3(b) shows an example of a unicast packet transmission, which implies the transmission of an ACK packet after a SIFS time. Therefore, we have at least o d = SIFS+τ AC K . In the case of hello packets (or any broadcast packet), no ACK packet is waited by the source node, the channel is only occupied during the packet transmission, so o h = 0, if the propagation time is negligible. In case of collision, a node can sense the channel as busy during a period longer than τ x due to the overlap of collided packets. This condition is considered later in Section IV-A2. Finally, we observe that when a node and the channel are not saturated, the mean access cycle is almost equal to the time between two new packets that the node wants to transmit, i.e., the packet generation interval. Let λ gp be the packet generation rate of the node, and
To simplify our model, we can approximate T a such as T a = T gp . Then, substituting this identity for T a in (3):
Note that (5) could provide a negative value for T np . For instance, in case of a saturated network where nodes have always packets to transmit, due among other things to collisions, nodes will almost always be in u or co states and T gp is very likely smaller than T u + T co . Then, we set T np = 0 if (5) provides a negative value. It means that the model can be reduced to the model of Fig. 4(a) where T s = T co . Later, in Section V-C, we will compare numerical results on T idle using both (3) and (5).
2) The Behavior of a Node's Ngh: We now characterize the behavior of the group of nodes belonging to an Ngh. For simplicity, we do not consider the different values of the parameters T u , T np or T co that can be experienced by the different nodes, but we consider that T u , T np and T co are mean values of the aggregated traffic in the Ngh (i.e., an average on all neighbors). On the other hand, if the localization and traffic of the nodes is highly heterogeneous, we can adapt the notation defined hereafter.
Let In accordance with the previous definitions, N A u = 1 is a sufficient condition for node A sensing the medium as busy (so node A will not start a transmission). However, the condition of having more than one node using the medium (N A u > 0) is also possible, because the distance between two nodes in Ngh-A can be longer than the carrier sensing range.
Let α be the factor that indicates if a node is or is not enabled to transmit, that is: The condition "the node is enabled to transmit" depends on the state of its neighbors. Note that some of its neighbors may not belong to Ngh-A or may not be a neighbor of some nodes in Ngh-A (i.e., the distance between them is longer than rsn). We use a simple approximation to estimate how many nodes are enabled to transmit in a Ngh as follows.
Let N m ax u be the maximum number of nodes that could be simultaneously transmitting in an Ngh. (For sake of simplicity, we have omitted any reference to node A.) This number is related to how the nodes in the Ngh area are geographically distributed. For example, in case of the left picture in Fig. 2(c) , we estimate N m ax u = 2 in the worst case (e.g.,, the nodes at the rightmost and at the leftmost in the Ngh). Definitions in Section IV-B1 allow us to estimate N m ax u . We now estimate how many neighbors sense the medium being idle or busy as a proportion of the number of nodes that are transmitting a packet. That is:
Finally, we estimate also proportionally the number of nodes enabled or disabled to transmit. That is, the number of nodes in contention state is proportional to the number of nodes that sense the medium as idle or busy, respectively: 
Note that (9) are the transition rates due to a single node that changes its state. Therefore, Ngh-A also changes its state. 
B. The Joint-Neighborhood (JNgh) of Link A-B
In Section IV-A2, we have modeled the behavior of a single Ngh. However, to evaluate T idle AB , the separate evaluations of Ngh-A and Ngh-B are not enough [9] . The Link A-B is actually IDLE when both nodes A and B are idle at the same time. Note that the only case in which Ngh-A and Ngh-B are the same neighborhood is when nodes A and B are in a geographical position that is almost the same [see the left image in Fig. 2(c) ] and the distance between A and B (almost equal to 0) does not change throughout time.
1) Definition of the Joint-Neighborhood (JNgh) of Link A-B:
To model the geographical location of the nodes that have an influence over Link A-B, we define different influence zones. The set of all the nodes within these different influence zones is what we call a Joint-Neighborhood (JNgh). Nodes influencing Link A-B belong to Ngh-A or to Ngh-B. Then, the JNgh for Link A-B (JNgh-AB) is formed by three different zones: nodes that belong to both neighborhoods (i.e., the intersection zone, iAB), nodes that belong to Ngh-A but do not to Ngh-B (i.e., the exclusive zone of A, Ac) and nodes that belong to Ngh-B but do not to Ngh-A (i.e., the exclusive zone of B, Bc). Note that in zones Ac and Bc we can find hidden nodes for nodes B and A, respectively. T idle AB is the cumulated time during which no node within JNgh-AB (i.e., zones Ac, iAB and Bc) is using the medium. In Fig. 5(b) an example of a JNgh is shown. Red and blue nodes indicate nodes whose link is under analysis and therefore each one of them is the center of an Ngh of interest. In this example, Ngh-B has the same node density and radius as Ngh-A.
For simplicity, and since in the present work we will evaluate a highway scenario, we hereafter expose the generic modeling using a semi-homogeneous distribution of the nodes. Cases of more complex densities can also be analyzed with our methodology, by extending this notation. For example, Fig. 2(d) show different node densities for each zone Ac, iAB and Bc. In this case, even the nodes' distribution could change during T in a way that evaluations in subintervals of T can be considered.
In Table II , the variables that define the location and movement of the nodes are summarized. Fig. 5(a) shows some of the variables defining the geographical distribution of the nodes in an Ngh. In the example of Fig. 5(a) , Ngh-A has 3 lanes (Ny = 3) with a distance dy among them. In the lanes, all the nodes are equidistantly distributed in the Ngh. It means that the total distance in the x axis is approximately equal to (applying Pythagoras' theorem):
Furthermore, in the example of Fig. 5(a) , we have 9 nodes per lane (Nx = 9). Then, the distance dx
We model the mobility of nodes A and B by the relative distance between both nodes, denoted as D. D has a clear influence on the size of the zones Ac and Bc and therefore on the amount of nodes within JNgh-AB. In addition, the area of each Ngh is approximated as a square area.
Besides, in the scenarios evaluated in this work, the node motion follows a lane. Then, we have a two dimensional plane where the different lanes are placed in the y axis and the movement of nodes A and B follows the x axis. Moreover, we assume that the density of nodes within the JNgh has the same pattern throughout time (i.e., a moving vehicle always has the same density of nodes in its JNgh). For example, Fig. 5(a) and (b) show such a case where the distance between nodes A and B is D = 0 and D > 0 respectively, and the node density within JNgh-AB is the same.
In our scenario, we assume that the link is never broken during the observation interval T to evaluate T idle AB , thus D ≤ rtx. The evolution of D through interval T , and consequently the evolution of the quantity of nodes in the Ac zone and the Bc zone, depends on the relative speed between nodes A and B (i.e., V). Note that, in our model, a change in the distance value D means a change in the zones Ac, iAB and Bc. Each different value for D being in dx units closer or farther between A and B means a difference in the quantity of nodes within JNgh-AB. Consequently, discrete steps in dx can be considered to model the node movement. If V = 0, a change in the number of nodes (in JNgh-AB and in each one of its zones) takes place each | 
2) The Behavior of the JNgh of Link A-B:
According to our JNgh-AB definition, the Link A-B is IDLE when all the zones in JNgh-AB (iAB, Ac and Bc) are simultaneously idle. An example of the channel use in the different zones are given in Fig. 6 . Each temporal axis shows if at least one node in each zone of JNgh-AB is using the channel. This diagram also indicates the intervals sensed as busy or idle by nodes A and B.
We now extend the notation to identify nodes belonging to the different zones (Ac, Bc and iAB), and also the node states and their influence on the state of Link A-B. We handle the zones JNgh-AB as if each one of the zones would be a single Ngh. That is, each JNgh-AB zone is identified by each state G Ac , G iA B and G B c , as it is defined in Section IV-A2. In addition, we incorporate the modeling of the relative movement between nodes A and B, which will modify zones Ac and Bc, as it is described in Section IV-B1. That is, the value sp (in step units) defines the state of the distance between A and B, and consequently the number of nodes being in each zone, i.e., Summarizing, to calculate T idle AB we count the time in which both nodes, A and B, simultaneously experiment an idle interval. T idle AB is the cumulated time in which no node within JNgh-AB is using the medium.
C. Evaluation of the Model
Let χ = {X(t) : t ≥ 0} be a continuous time Markov chain (CTMC) that models the JNgh-AB behavior: the CTMC states are the states M defined in Section IV-B2. Let r be the vector of rewards, whose component r j defines the reward associated to state j. Then, r X (t) is the reward experienced in the system at time t. The CTMC with its associated rewards defines a Markov reward chain (MRC). Let R(t) be the random variable that characterizes the total reward accumulated during a measurement period t in the JNgh-AB, i.e.,:
In the performability research area, R(t) is the most employed random variable to characterize the system efficiency. In the particular case of rewards that only get values 0 or 1, the PDF evaluation of R(t) is known as dependability [27] . This name is due to the fact that these reward values can be interpreted as states of the system in failure (i.e., r = 0) or in full operation (i.e., r = 1). In this case, R(t) corresponds to the total time in which the system is available during the interval [0, t]. Accordingly, we obtain T idle AB when we evaluate the first moment of the random variable R(t), where each reward r j is value 0 or 1 for the state j being BUSY or IDLE, respectively, in the Link A-B. We remind that Link A-B is IDLE if and only if none of the neighbor nodes is using the medium, i. 
V. NUMERICAL EVALUATION
The implementation to obtain the numerical evaluation from the MRC has been carried out using the algorithm proposed in [28] . On the other hand, to test the accuracy of our proposed model, simulations were performed using the NCTUns 6.0 network simulator [29] . All our simulation code for NCTUns is available at [30] . Table III shows the most important parameters used to configure the VANET in the simulator. Seven cases with different data packet loads generated by the vehicles of the VANET are studied. We refer to them in Table III as case 1 to case 7. Also, in each case, different vehicles in the scenario have different packet loads. Each vehicle sends different packet types (unicast and broadcast packets).
A. Simulated VANET Configuration Parameters
All vehicles move on two lanes and in the same direction, with speeds bounded by a minimum and maximum value, mainly due to the vehicles density. In the considered highway, the distribution of nodes is almost uniform. In addition, all nodes have the same transmission range and carrier sensing range, which are 200 m and 300 m, respectively. The number of vehicles within the carrier sensing area of vehicles A or B changes throughout simulation time, although it is limited to a maximum of 15 vehicles.
B. Parameter Calculation for the Analytical Model According to the VANET Configuration 1) Computation of the Model Parameters:
For the VANET scenario depicted in Section III with the specific values specified in Section V-A, we now establish which are the model parameter values that represent the best this VANET scenario. We apply a semi-homogeneous geographical model for the locations of nodes. We estimate that the total number of nodes into an Ngh is 14 nodes, which are distributed in the 2 lanes with 7 vehicles per lane. Moreover, this node distribution is almost constant along road and thus through time. Then, the total number of nodes that influence the Link A-B (i.e., within the JNgh-AB) will be approximately 14 nodes at the minimum distance (D = 0 m) and 18 nodes at the maximum distance (D ≈ rtx = 200 m) (see left and right pictures, respectively, in Fig. 7 ). Note that, since rsn is the same value for both nodes, the width (i.e., the distance in the axis x) of each zone Ac or Bc is equal to D.
For each case (case 1 to case 7), we calculate the total packet load in an Ngh, denoted as Λ (see Table IV ). Λ is the sum of the packet rates of all the nodes in an Ngh. We consider that nodes are homogeneous in the sense that the packet load is equal in each node, so the traffic generated by each node λ gp is equal to Λ divided by the total number of nodes into the Ngh. Note that, in general, Λ and λ gp could be different in other more complex scenarios. In this work we consider that Λ and λ gp have the same values in Ngh-A and Ngh-B, and let the analysis of the heterogeneous case for future work. We compute T u as a weighted average of all the packet traffic in an Ngh, using (4) . In that equation, according to Table III, the transmission time (τ x ), for data and hello packets, are 864 μs and 192 μs, respectively, and the time o data is 96 μs.
In our modeling, we assume that the T co value is known. Thus, for the numerical results in this section we consider an estimation of the mean contention period that we denote as T co . Table IV shows T co (converted to units μs) values for each load case. These values are obtained (in slot units) as:
T co = 65.31 * U-Load + 1.77 (12) where U-Load is a load factor that allows us to consider the influence of both packet rate and packet transmission time over T co , in the following way:
Equations (12) and (13) were empirically obtained. Nonetheless, those equations can be explained by the fact that the contention periods of a node depend on the traffic to transmit on the medium and also on the transmission time required by each packet that uses the medium. In section VI we will present different results for T co and T co to show that these equations are generic enough by considering other VANET scenarios different from the ones under analysis in this work. Table V  gives (4) and (5) we obtain T u and T np , respectively, where T gp = 39.922 ms and T co = 300.020 μs is obtained through (12) . Finally, we convert all the values into step units and slot units. Note that any value D in our model is discretized according to this step, as it was modeled in Section IV-B1. That means that the distance values will be near to ceiling (D/dx). Therefore, the distances D = 0, 0 < D ≤ 99.98 and 99.98 < D ≤ 200 provide the three possible different values for sp (that is, step 0, 1 and 2, respectively) for a VANET configured according to Table III . Obviously, the modeling of other VANET configurations with a higher density of nodes in each lane will have a lower dx value and therefore a higher value of maximum quantity of steps.
2) Example of Parameter Values in a Specific Case:
Values in Table V are the input parameters of a function to constitute the transitions matrix of the JNgh-AB that represents the evolution of the Link A-B in the VANET. Finally, once the generating matrix and the rewards created, we obtain the MRC which is evaluated using the method pointed out in Section IV-C. As a conclusion, using nominal values of a VANET configuration (see Table III ), we can estimate the values of the parameters of the analytical model for the VANET scenario (e.g., see Table V). Note that if we were evaluating a real VANET online, we could have, at disposal more accurate values to be considered in the modeling parameters, e.g., T co measurements. Also, we remind that during the VANET operation, it is not enough that nodes compute the idle time in their Ngh, since we furthermore need to know when the Ngh of both link nodes are simultaneously idle. Furthermore, we would like to highlight that the particular VANET scenario evaluated in this section satisfies a twofold requirement. On the one hand it is simple enough to develop our analysis; and on the other hand it is general enough to represent most of the scenarios we may found in a VANET. The only limitation, for the sake of a simple model, concerns the homogeneity assumption. Nevertheless, as pointed out in Section VII we plan to tackle the heterogeneous case in a near future.
In the following, we will compare both simulation and analytical results to evaluate the accuracy of our model. Note that, regarding simulations, we simulate a realistic VANET where the backoff evolves according to collisions, channel errors, among other factors.
C. Obtained Results
At the beginning of an observation interval T , the distance D and the relative speed V between nodes A and B selected in the simulations are considered as the initial state of the VANET. In each studied case 1 to 7, we run a whole simulation (200 s) instead of several simulations with different values of D and/or V for each different observation interval T . With a single long simulation, the values of D and V will also vary according to time. For a given T , we record the system initial state and calculate diverse measures by simulation and with our model. This way, we get simulation results under different conditions of the system and we can compare them with the results from our model. Note that our model approximates the variation of distance between nodes in discretized values (sp). We remind that the velocity V is the relative speed between two vehicles (nodes A and B), which we consider to be constant during T . Therefore, we highlight that the following figures show the relative speed V and not the individual speed of the vehicles in the highway. 1) Impact of the Packet Generation Rate: Fig. 8 presents simulation results on the mean idle time T idle AB observed on the studied link according to the total packet load (Λ, see Table IV ). Fig. 8(a) and (b) show the evaluations for each interval of T = 10 s and T = 25 s, respectively. In Fig. 8 the exact points obtained with different loads (case 1 to case 7) are depicted. We also show the trend line for the representative cases of minimum, middle and maximum initial distance (D). The packet load offered to the network is one of the most influencing parameters in the VANET performance. In the different cases, we can see that the higher the load, the lower T idle AB . The minimum T idle AB is about 15% of T , which is achieved with a total load of 800 pk/s (approximately) or higher. Moreover, in Fig. 8 , we can notice that the higher influence of D is achieved when the load is medium (around 600 pk/s, where the VANET is not overloaded neither under-loaded). In this case, the diversity in terms of competition for the VANET communication medium is wider and then the influence of the hidden nodes on T idle AB can be higher than 10% for the evaluated VANETs. On the other hand, in the lowest and the highest values of load, for the different values of D and V , the dispersion of T idle AB is minimal. Also, less dispersion in the average values is expected as the evaluation interval T increases.
In Fig. 9 , we present the results for T idle AB of both modeling and simulation approaches for T = 25 s. Each picture corresponds to different values for D and V . We can observe that for all the evaluated cases, the results obtained from the analytical model fit well with the ones obtained from simulation. Besides, in Table VI we show T idle AB values obtained for each we can see that the error is lower than 3.8% of T . Also, the error is moderate for case 5 and case 7 in which the relative error is 2.86% of T and 2.98% of T , respectively. In all the other examples that we have carried out, the maximum error was 6.3% of T . To conclude, as we expected, the higher the speed V , the less influence of the initial distance D on the T idle results. This happens because vehicles at high speeds quickly change of positions which makes the distance during an observation interval varying and different from the distance at the beginning of the observation interval. In contrast, when the speed V equals 0, the distance D will be maintained during the whole interval T , and therefore the maximum influence of D will be obtained on the mean idle time. Those cases with the bigger influence of D (i.e., for V = 0 m/s) are shown in Fig. 11(a) . With an initial distance that is minimum (D = 0 m), middle (D = 80 m) and maximum (D = 180 m), the step sp is equal to 0, 1 and 2, respectively, which are the three possible distances modeling this particular scenario. Also, Fig. 11 We can see a similar tendency in terms of results from the model and from the simulations regarding the values of D and load. As it was also expected, the influence of the distance on T idle AB shows that the longer the distance, the lower T idle AB . This is because the higher the value of D, more nodes have an influence on Link-AB, i.e., the larger is the area of the JNgh defined by nodes A and B.
In order to check if the model can provide more accurate results when more precise T a values are considered, Fig. 11(b) presents the model evaluation using the T a values experimentally obtained from our simulations instead of T a = T gp (see (3) ). We observe that T idle results from the model are less precise for middle packet loads. For example, we can see in Fig. 11(a) that simulation results for some load points (approximately, from 500 pk/s to 900 pk/s) are not between the maximum and minimum values that the model provides. However, when our model uses more precise values of the parameter T a (i.e., ones experimentally obtained), the results are more accurate in that middle load range, as Fig. 11(b) shows . 3) Impact of the Packet Size: Besides the packet load, another parameter that strongly influences the T idle AB calculation is the packet transmission time. We carried out evaluations with the model by varying the mean packet size from 100 bytes to 1400 bytes for unicast data packets, which means that the transmission time of the data packets is in the range of 240 μs to 1968 μs. In Fig. 12 , T idle AB from our model is represented as a function of the data packet transmission time, and each curve corresponds to a different packet load case. We can see that T idle AB is very sensitive to the packet transmission time. The larger the packet transmission time, the lower T idle AB . In addition, the higher the packet load, the higher the packet transmission time's impact. On the other hand, the larger the packet transmission time, the more impact the packet load has on T idle AB .
4) Impact of the Contention Period:
In this regard, an analysis of the T idle AB sensitivity in function of T co has been carried out. T idle AB results from our model given in Fig. 13 show a low impact of T co whatever the load case. In the worst evaluated case, a deviation of approximately 50% from the real T co value means a difference smaller than 5% of the real T idle AB value. We observe that, for cases with low packet load, T idle AB is almost independent of the T co , whereas the impact increases with a load increase. That means that when the total load is low, for any value of T co , we obtain a similar value for T idle AB . In contrast, when the total load is high, an increment of T co means an increment of T idle AB . This behaviour is consistent with the system under analysis, because if only the contention period increases, packets are retained longer and thus the medium occupancy decreases.
On the other hand, we also obtain different measures during the simulations in order to check the relevance of some assumptions in our modeling. For example, we assume that the two nodes of Link A-B maintain almost the same number of neighbors around them. We observed this property during the simulations and there were approximately 9 nodes in the transmission range and 13 nodes in the carrier sensing range. Then, the quantity of nodes in the carrier sensing area was proportional to the quantity of nodes into the transmission area (see Table III ). Consequently, the assumption that nodes are uniformly distributed is a good estimation. In addition, we measured T co from the simulation for each case. These values are presented in column T co of Table IV and analyzed in the following section.
VI. ANALYSIS OF THE CONTENTION PERIOD USING THE FACTOR U-LOAD
A. Measurements of the Contention Period
As we showed in Section V-C4, a very accurate value of the parameter T co is not needed to evaluate T idle AB . In our VANET scenarios, if the T co parameter value varies, the T idle results do not vary significantly (see Fig. 13 ). In the worst case (case 7, the highest load), considering the slope of a linear approximation, we see that a variation of ΔT co μsec for T co implies a variation of 8 · 10 −5 ΔT co %T for T idle . In Section V-B we have presented T co , which is an approximation of T co as a function of a factor that we call U-Load [see (12) and (13)].
To verify the relation among the packet rate, the packet transmission time and the contention period, we have carried out another set of simulations for a similar scenario network that we identify as Scenario 2. Note that our modeling proposal can be directly applied to different IEEE 802.11 amendments, since the MAC operation remains the same. The model just needs to set the specific parameters corresponding to the wireless technology (e.g., SIFS, DIFS, MAC header length). The parameters of Scenario 2 that differ from Scenario 1 are shown in Table VII , whereas the rest of parameters remain the same. Notice that the values of these parameters define a fictitious network rather similar to a MANET than to a VANET. We just want to use different values in the network parameters to study their influence on the behavior of a VANET.
Even though the same contention mechanism is implemented in both scenarios, there are other factors that could produce different performance. Firstly, the contention mechanism defines the backoff time in unit of time slots. Then, a proper comparison of the T co values should be done in slot units. Note that the time slot is different between the two scenarios. Secondly, the backoff counter freezes while the channel is sensed busy. Then, the packet transmission time influences the period of staying in contention, besides DIFS and, in case of unicast data, SIFS plus ACK time. Therefore, to incorporate the influence of the packet transmission time, we define the factor U-Load as in (13) . U-Load allows us to evaluate, in an easy way, the influence of several parameters which modify the T u value, e.g., packet headers, slot time, DIFS, SIFS... Scenario 1 and Scenario 2 have the same quantity of nodes, the same node distribution, the same data packet sizes, and the same packet load corresponding to the different cases 1 to 7. Nonetheless, on the opposite, they have different packet transmission times, because the channel capacity and the header times are different between the two scenarios. For example, the mean transmission time for ACK, hello and data packets is 64 μs, 192 μs and 864 μs, respectively, in Scenario 1, whereas in Scenario 2, the values for these times are 342 μs, 475 μs and 1820 μs, respectively. These different transmission times will influence differently the contention period experimented by the packets. Fig. 14 shows the results obtained for T co from simulations for both Scenario 1 and Scenario 2. In Fig. 14(a) the T co values are presented in microseconds and drawn as a function of Λ expressed in packets/second (see Table IV ). We can see in Fig. 14(a) that these T co values are notably higher for Scenario 2 than for Scenario 1. This is mainly due to each packet that uses the medium longer and that therefore increases the contention period. Although the comparison of these values represents a comparative performance analysis of the two scenarios, it shows that Λ is not the only parameter that impacts T co .
The T co values as a function of the U-Load are depicted in Fig. 14(b) . We can observe a perfect coincidence between the T co values in both Scenario 1 and Scenario 2, which shows that U-Load is a good parameter to express T co . We can also see that all these values follow an almost straight line, thus a linear approximation seems to be appropriate.
In Fig. 14 Fig. 15 shows the results for T idle AB , in Scenario 1 and Scenario 2, as a function of the total packet rate (Λ) in units of packets/second [see Fig. 15(a) ] and of the factor U-Load [in Fig. 15(b) ]. Due to the input parameters of Scenario 1 and Scenario 2, for a same total packet load, the time T idle AB will always be less in Scenario 2 than in Scenario 1 [see Fig. 15(a) ]. Nonetheless, T idle AB is almost the same or both Scenario 1 and Scenario 2 when they are related to their respective values of the factor U-Load [see Fig. 15(b) ]. Note that the simulation results of Scenario 2 also allow us to validate that the proposed model properly characterizes the network when diverse modifications of their parameters are applied. We can observe in Fig. 15 that the modeling results fit well to the ones from simulations.
B. Measurements of T idle in a VANET as a Function of U-Load
VII. CONCLUSIONS AND FUTURE WORK
In the present work, a VANET modeling method based on Markov Rewards Chains (MRC) has been proposed. The model focuses on obtaining transient measurements of the idle time (T idle ) of the communication link formed by a pair of nodes in a VANET.
The modeling parameters capture in a simple way the mobility of the nodes, the influence of the hidden nodes, the packet traffic and the packet contention. The development of an analytical model for VANETs and its evaluation has been fulfilled. We can conclude that the analytical results derived from our model for the idle time, T idle , fit very well the simulation results.
Our proposal is simple enough to evaluate transient measures of T idle in links formed by VANET nodes. Additionally, our model can easily be configured to represent a dynamic VANET scenario, e.g., we could have a different VANET model throughout time along the day, for the weekend or for a working day, just varying the nodes' density.
As future work, we plan to study more deeply the relation among the packet rate, the packet transmission time and the contention period to consider heterogeneous nodes (e.g., scenarios with cross streets or with different transmission and sensing ranges). Besides, we plan to extend our proposal in an urban scenario under an emergency situation where, for instance, a crashed vehicle disseminates warning messages. In this scenario, the knowledge of the channel occupancy will surely improve the performance of the dissemination protocol. Furthermore, the presence of obstacles such as buildings will be included in our modeling. We also project to consider the impact of imperfect carrier sensing on the idle time evaluation. 
