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ABSTRACT 
This report describes a computatic;>nally efficient new algorithm 
for estimating arithmetic autocorrelation function from records of 
sample data via Walsh transform techniques. The new estimation 
scheme is based on a fast algorithm developed for the transformation 
of the logical autocorrelation function to the arithmetic auto-
correlation function.. The covariance matrix for the new estimator 
,,, 
is also derived and a computationally efficient algorithm developed 
. ~ 
for its evaluation. 
The fast Walsh approach coupled with the fast autocorrelation 
transformation results in the most computationally efficient method 
when compared to the presently used lagged product approach and the 
fast Fourier approach. An estimate of the CPU times needed is also 
given for the prop.osed algorithm, the lagged product approach and the 
fast Fourier approach .. 
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r - CHAPTER I· .• 
INTROilJCTION .ru'\fD SUMMARY 
1.1 Introduction 
The arithmetic autocorrelation function (or equivalently its 
Fourier transform, the: _spectral density function) is important in the 
study of stationary stochastic processes. 'Ille nature of the auto-
,-
' I 
correlation function is often used in the identification of dynamic 
models to describe industrial p~ocesses and their subsequent use in 
process forecasting and control. 
An extensive body of literature exists on the estimation of the 
arithmetic autocorrelation function of a stationary random process [l, 
2]. Practically all of the work has been directed upon improving the 
accuracy and computational efficiency of the lagged product estimation 
scheme . 
,, 
Various statistics have already- b.een- used to estimate ··the 
arithmetic autocorrelation function via the lagged product and the 
fast Fourier trans form approach. 'The properties of the:se- estimators 
(themselves considered as random variables) are well mi-derstood. Thus 
suitable schemes have been· devised to.· improve process forecasting and 
control based on -t·he-se es·timators-~ These consist of assigning 
appropriate weights to the sample autocorrelation estimates by using 
window functions (e.g. the Tukey window, the Parzen window, the 
BartJ_ett window, • • • • etc. ) . 
In this thesis we outline a new approach for the estimation of 
2 
} 
I 
' ~-~ I 
.;_i 
\ 
J 
I 
l ,. 
f 
, . 
• 
.. 
<.) 
the arithmetic autocorrelat·ion ·function based· on the fa.st Walsh 
. . 
transform. This approach was first outlined by Robinson [·3-J follow-
ing the work of Pichler [4]. The significant work of this thesis' 
consists of a fast algorithm for the transformation of the logical 
autocorrelation function to the arithmetic autocorrelation function. 
This algorithm is then used to derive a computationally effic~ent-
procedure for estima.,t,ing arithmetic autocorrelation function via 
fast Walsh transform techniques. Measure of the variability o.f the 
new estimator is also derived and a computationally efficient 
scheme outlined to estimate the covariance matrix. 
1.2 Summary 
The computation~l supremacy of the· proposed algorith is un-
conditional compared with both the lagged product approach and t.he 
fast Fourier approach. Thi:~· fact is amply supported wl1en the 
computational requirement. even with two very recent [5, 6] improve-
ments is compared with the requirements of the proposed Walsh 
app1'oach. 
The knowledge of th.e autocorrelation function of a process is 
• 
fundamental to many signal processing applications. '!he identifi-
cation techniques designed to suggest what parti:cular kind of model 
might be wor.th considering, make use of the ai.itocor:relatipn function. 
In practice, the process of interest is not known a priori. Instead, 
we have a finite record ·from which we obtain estimates of the auto-
corre·lati on. 
·3:· 
... 
fl . 
... 
,, 
.. 
.. 
" 
The work of this thesis is thus of direct ·-application in 
dynamic model buildi.'lg in the field of time series ·analysis, and 
forecasting and process characterization, -and control. 
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CHAPTER II . . ·. ~ . ~' .. 
. AUTO COVARIANCE'. AND AUTOCORRELATION. FUNCTIO.NS 
. . .. 
2 .1· . Intr·oduction 
. . . . 
As described in Chapter _I, a stoch·astic pr.oce·ss · is a time~ ·. 
j'• I 
• dependent ·phenomena .. In this thesis· we· restrict ourselves to sto- · _.,. ·. ·. 
cbasti·c proce~ses which ar~ necessarily real. It wili. also· ·be 
assumed that the process is sampled· at discrete. points albng the: 
time- a.xis at equally spaced inte:rvaJ.s. I.et T be the _sampling interval. 
Then the proces.s· is sampled at time points tk where 
t = kT k k·= o, 1, ••• (2.1.1) 
T.tie actual value of the process at· time tk will then be denoted by 
~ or aJ. ternati vely by x(k) . In its most general form a uni variate 
.. s:tochastic process can ·be desc.:ribed by the joint :probability density 
.. 
functions (pd·f'_) 
• 
••• 
... ' X ) m 
for an arbitrary chosen s·e·t, of times t 1 , t 2 , .•• , tm" Such des~ri·pti_on· 
of a stoch:astic pr.ocess is obviously very complicated for any m 
greater than two. The covariance function of the process offers a 
. ' 
simpler way to study the stochastic process. 
2.2 Covariance Function 
" The description of a. stochastic process -in terms of the joint 
probabili.ty der1si ty fup.ction·s i,s· rarely used in practice. It is 
5 
j 
I 
I 
. ,· 
replaced, however~ by the descripti~n of .a process in .terms of 
lower-order moments of the joint probability density fmictions~" 
.. Two most widely used uni variate moments, 
time are, the process· mean µ. (t) and the 
expressed as a function of 
! . 
1 
. 2. 
process variance a (t). 
. - A2 The .sample mean x(t) and the sample variance <J (t) are the estimates 
of these moments based on actual records. However, since a stochastic 
. process evolve.s with time the interdependence of process values at 
• 
two differing times is also of great interest. This interdepe11dence 
is measured by bi variate moments. The simplest and the most 
. 
important such moment is the autocovariance function (acvf) 
Autocovariance 
Function 'Y (t1 ,t2 ) = E[{x(t1 )- µ(t 1 )} {x(t2 )- µ(t 2 )l] 
• 
. 
~ 
(2.2.1) 
To facilitate contPa.rison between two stochastic process with possibly 
different scales of measurement, the normalized form of the auto-
covariance function called· the autocorrelation function ( ac.f) is 
used. It is defined as 
(2.2.2) 
More generally, the stochastic process could be described by its 
· higher-order moments 
.. 
(2.2.3) 
However, none of these higher moments has· gained any widespread use 
in practice. One possible reason is the difficulty in interpreting 
-
·6 .... · .. 
! 
I 
-, 
l 
I 
f !, 
) 
I 
•1v ,,-,,.. , ~, • ;, , I l 
.. 
. 
momerits higher than two, i.n providing insight about the process 
mechanism. · 
2.3 Stationarity_ 
The above description of a m1ivariate stochastic process in 
terms of its lower moments (viz. mean, varia.nc~ and the autocovariance 
function or equivalently, the autocorrelation function) is still 
I 
. ' 
time deper1dent. That is , the present value· x( t) depends -on the time 
which has elapsed since· the proces·s was started·. A simplifying 
assumption which is· often made is that the process has reached some 
sort of statistical equilibrium. This ass11mes that the statis.ti:·cal 
properties (:including the mo~nts define.d) of the evolving time 
series fr.om· the process are ~11dependent of absolute t·ime. A minimum 
requirement for this to hold is· that the probability density function 
pX( x) is independent of abs.elute time.. The resulting ·time · s·eries 
is referred to as a st.ationary time serie·s &1d it has a constant 
mean µ and a constant var.iance 2 (1 • 
A consequence of assurni ng that the· time series is stationary is 
that the .joint probability· densit_y function p12 ( x1 ,x2J depends only 
,i· 
on the. time differenc·e t:2 - ~i an,q not on the absolute ·values of· 
t 1 and t 2 . Suppose, that the finite time series fxs ( tk) } bas the 
obs'erved values x0 , ~, ••• , xN_1 • Then the pairs of' points 
(x0 , ~), (x1 , ~+1_), ... , (~-l-k' XN--l) can be regarded as (N-k) 
observations from t-he Jo.int probability den_sity· function .P12 (~ ,x2 )., 
l-Tbich is now the s·ame ·ror all times -k.T ap·art, cts a consequence of 
7 
I· 
' 
, 
··st·ationa.rtty· .. :M~re genera11y $t1.11, ·t·lie ·stati9n~rity ·condition. 
. ' . . . . 
. . . 
. implie's that t~e.properties_·of the:muitivari'·ate pro~ability de~·s_i_ty· . . ' 
. 
. 
. 
. 
. _ .. •. :f\mction associated with any set . of tiines. t1, t 2 , ••• , tm dePenas 
only on the time differences lt1 - t · 1 • ·Thus, the ·prObability j ... 
densi.ty function associated with any· se.t of times t 1 , t 2 , .• .• , ~ .is m .. 
. . 
. 
. 
the ... same as that ·associated with any ·other ~et or· .times obta.:i.ried 
. by t-r~s-~ating t 1 , t 2 ·, · .• ·., tm ~e-a.d or- backward by an amount. jT~ 
. 
. . . 
Mathematically·, this means that: 
-
. 
X (xl' x_, 
• • • t c 
m 
... ' X ) m 
= Px X X '(xl, ~' 
. t +jT t +·T .•. t +·T 1 2 J m J 
... ' X ) m 
(2.3.1) 
for all sets of times lmd for all displacements jT. A stochastic 
process whi·ch satisfies t·he conditions of Eq. (2. 3.1) is said to 
be completely stationary or stationary in the strict sense. 
It is hard to sey i-f the condition of complete stationarity is 
' 
satisfied by a gi.ven process. However, it may be possible sometimes . 
.. 
to check if the mu.l.tivariat.e moments as given. by .Eq.. ( 2. 2·. 3) are 
reasonably constant. up to some: order K where: 
(2.3.2) 
1 ... 
A stochastic process sat-is.fying this prope1·t:y-· ·is said to be wide-sense 
stationary up to orde.r .K· and weak stationarity is said to prevail. 
8 
., 
.· 
I I 
,. 
' 
·• . . 
··,·. . 
. . ... 
In· ·case the mult.i-vari.ate_ J>rob.a.bi·lity density --~¢ti.a_~- is Gaussian* 
.. 
(Normal) it is comp_letelY: _sp.ecif:Led.by its means··and_covariarices. 
·Thus , the assumption of norniali ty-· c.oupled ·with weak stationarity o·f 
order K = ·2. is enough to ensur·e complete-. stationarity.· ·obviously . . 
. 
. 
. 
. 
any random proces·s whi~h ·is stationary. in the stri~t sense. is also··· . 
. 
~ stationary· in. th·e wide sens-e. : Sin_ce t_h_e as:suuiption q·f stationarity 
• 
is. the cornerstone of all ~in.ie ___ series- analy-sis .· proper checks m'U.St 
be.- made_ to ensure the legitimacy of :suoh assumption. 
,_ 
. . Autocovariance Function of a Stat-ionary Process 
The simplifying assumpt_ion -of process stationarity makes ·the 
study of stochastic proce.sses mathematically amenab:le·. An immediate 
consequence of the. stationarity assumption is tbat the autocovariance 
function 'Y (t1 , t 2) is a function of time lag u: 
u = t - t 2 _l (2. 4 .1) 
only and hence may be written-: 
y (u) = E [ {x(t) -µ}{x(t + uT) -µ}] (2.4.2) 
Recalling the definition of th.e covarian:ce o-f two ~random v:ariables, 
*· A multivariate Normal probabilit_y density ·runction may be written 
concisely ~~ matrix notation -as 
'! 1 = [µ.l' P.2, ••• , µ. ] are row vectors m ~ 
and v-1 is the inverse of the covariance mat.rix V. 
9 
": 
n 
i 
, .. 
J;. 
l· c, 
,· 
f 
' y !,·, 
., 
Eq. (2.4~2).becomes: . . 
-Y (u) = cov [x(t), x(t + uT)] · (2.4.3) 
Thus the auto.covariance :t\mction of a stationary process shows how 
the ·dependence between two values in the process changes with lag u. 
Using the de.finition of the autocorrelation :function, as postulated 
by. Eq. (2 .2 .2),. the· autocorrelation function of· the process becomes: 
R(u) = -., (u)/ 'Y (0) 2 : .., ( U) / CT 
Thus the autocorrelation function depends_ only on lag u. 
2.5 Autocorrelation F1n1ction Estimators 
(2.4.4) 
A stochastic process is inherently doubly inf.init.e in nature. 
The process is assumed to have evolved for an infi,ni tely long time 
and is postulated t·o :continue for a..t1 infinitely long time. Also, the 
values x(tk) a~surned at any time tk may lie in the infinite range 
- oo<x(tk) ( +co. In real life only ·a finite outcome of the process 
is available. This finite sample record { :xs ( tk) } is considered 
• 
as a window of the process. 
, 
. 
Let us ass11me x0 , ~, . . . ~-l as a N-length seque.nce of. a wide-
sense stationary stochastic process { x( tk) } which has the properties: 
E [x(k)] = 0 (2.5.la) 
cov · [x"(k) , x(k + u)] - y (u) ·(2.5.lb) 
-y (0) (2.5.lc) 1 -
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It is ·aesired to obtain an. estimat-e o._f the t~u.e autocovariance 
. . 
func·tion -Y _(k) based. on this ffni te record .. Subject to the require-
•. 
ments of Eq. (2.5.1) the magnitude of the autocorrelation ~YJ.ction 
-is equal to the magnitude of the autocovariance function. The two 
mos-:t widely used estimates of the true autocorrelation f1.U1ction R(u) 
are the lagged-product est·imators : 
and 
N-l~k 
R~(k) = t L x(i) x(i+k) k = 0 , 1 , ••. ,N-1 41 
i=o· 
N-1-k 
R~(k) = N=k L x(i) x(i+k) k = 0, 1, ... ,N-1 
i=O 
(2. -5 •. 2) 
(2.5.3) 
The ab·ove. estimators have been us.ed because of their intuitive appeal 
and not be·caus:e tl1ey are best in any known sense. In ·practice the 
arithmet_ic average o·f (say) 1'f sam:pie records may be used to compute 
t}?.~ lagged prod~ot ari.thmet:i c ~ut·ocorre:lat.·ion es·t-i·m?ttes : 
• 
M 
R(k) = ~ L R (k) s (2.5.4) 
~ s=l 
and 
M 
~-, 1 L ' R :(k) R (k) - -- M s (2.5 .. 5) 
s=l 
A A 
The estimator R1 (k) is an lll1biased estimator of R(k), whereas R(k) 
is only· assymptotically unbiased as the record length N tends to 
·,. 11 
.. t 
.. 
·~ 
1 
infinity. However, as s~own by Schaerf· (13] the bia.s.ed estimator 
~ A R(k.) has a smaller mean square· error compared to R' (k).. Thus 
based on the criteria of minimmn mean square error the biased esti-
,.. 
mate R(k) is alweys preferred [ l,13,14,15] over the· unbiased 
" esti.mate R' (k). 
2. 6 .Logic.al Autocovariance and Autocorrelation 
Consider the random sequence { ~l = x0 , x1 , ... , ~-l such that 
the record length n . N is of the· form N = 2 , where n is a posit~!$,, 
integer. The logical .autocovariance function X(u) is defined as 
N-1 
A(k) ~ X ( j) X (J• f ·k }] s . s . . {2.6.1) 
j=O. 
where j i le denotes the bi. t-by-bi t module 2 sum of the integers j 
and k expressed .as binary numbers (see Appendix C for additional 
explanation). To facilit·ate comparison betwe·en two time series with 
differing ·units of measurement we normalize X(k) by dividin·g by 
X (0) and d.e,·fine ·t.-he logic~ autoco·rrelati.on function L(k) as 
·1(k). = X(k) / A (O) (2.6.2) 
If the stoChastic process { xj} is assumed to satisfy the 
properties in Eq. (2.5.la-c), the magnitude of the logical auto-
correlation functi.on ia the same as :the magnitude of the logical 
autocovariance function. To· .make the differentiation between R(k) 
' 
and L(k) mo.re pr·onounced we refe.r to: the forme·r as the arithmetic 
autocorrelation f'Uilction. 
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-2·.-7 · Logical Autocorrelation· Function Estimator·· 
• ~· • ! 
.· ·' 
. . ~ 
The estimate. of the.· logicai auto~orrelation function L(k):·· . ·.. · · 
· based. on one . sample se.qtience x 0 , ~, ••• , . ~-l is called. the local . . . 
. logical autocorre.lation ftmction. . . It· is defined· as: 
N-1 
·.·1 .(k) · 
s 
·1 
=· -N L j=o 
1 • 
x 5 .(j-) x·8 (j _i k). k = 0, 1, . ~. -~ , N~l· (2.7.1). 
In actual: practice the arithmet·ic aver:a.ge of s.e.veral · sample local 
logical autocorrelations ·.is used. to estimate L(k). The logical 
A 
autocorrelation function ·estimator L(k) based on M sample records 
is then defined as: 
k = O, 1, ••. , N-1 (2.7.2) 
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·CHAPI1ER III · ... 
··ESTI!,OOIION OF THE· .ARITHMETIC 
: · AUTOCOlIBELATION · FUNCTION . · 
. '.•• . ·.. ;. .• ~ . 
. .. .~ .. 
. ' 
.. . 
.. . 
· 3.1 ·. Introduc.tion 
. . 
. . . 
. . In Chapter II two types of. autocorrelation functions were ·defined 
. . 
to describe a stationary stochastic. proce-ss. The. ·fir.st was the-
. 
. 
arit~etic autocorreiation·function R(k) and the .second was the 
l~gical autocorrelation .function L{k)1 . . . ' . •. . . The sample stati.stics used 
to estimate these functions were -the · arithmetic autocorrelation 
A . 
. 
function estimator R(k) and the logical autocorrelation function 
I\ 
estimator L(k). Consider an N~length finite recorq of the process 
{x(t)} : 
X (O) , X (1), ... , X (N-1) s s s 
We will assume the le:r1gth of the sequence can a1w·ays b.e repr·esented 
n 
as N = 2 · . This chapt·~r a·e:scribes various approaches now in use, to 
estimate the arithmetic autocorrelatio.n based on sample records, 
3,2 The Lagged Product ApEroach 
• =: • 
One lagged product estimator f'o.r the arithmetic autocorrelation 
function was defined as s 
.. 
M 
A 
. R(k) = 1 -NM ~ 
s=l 
X (j·.) X (j + k) s . . s 
where the subscri;pt. s refers to the saniple record purober. One 
A . 
obvious way to· ·comput·:e the value of R(k) for a given k is. by direct 
.multiplicat.i.on ~· For short length se<lue.nces or for few lags in case 
of long se·que,nces· the direct approach proves to be the best 
l.4 
.. . . 
. . 
. , .. 
~-
.•. 
'· 
,.. '1: 
alternative. .However, .as the sample 1·ecord .l~g·th N b.ecomes 
appr.eciably large the direct multiplication approach beco~s 
practically infeasible even at the pre-v·ailing high rat·e of 
computations. For example, this direct evaluation requires ?-f(N-k)+l 
multiplications and M(N-k+l) additions for each value of k. For the 
N=2n ·point autocorrelation seqµ.ence· then, we. require 2n-l[M(2n+_l)+2] 
multiplications and M2n-l(2n+3) ·additions. Thes·e quantities are 
. 
. 
tabulated in Table 4-II (page 38) for. various lengths of data 
sequences. .. 
£1 If the arithmetic ~utocorre.la.tion est.~mates are required only 
up to· lag N1 wr1ere N1 is much less than. the. nturiber of data points ~I, 
expansion of the basic autocorrelation Eq. C3.2.l) .into sum-of-
products form shows that common factors occur in a predictable order. 
This is explained in a recent paper by Pfeifer [ 5], where it is 
reported that such factoring can reduce the number of multiplicati9µs 
. 46 8 
· 6 .. ·· over direct .method by up to . · · :percent. For N=2 = 25 arid over- th:·e 
range of 14 < N1 < 50 th~ fact_ore·a, auto~o~relation estimates were 
computed 2.6 pe~cent :faster than the unfactored approach. While 
factorin·g :reduces the number 01' mul. tiplicatio~s -by 46 percent, ~t does 
. . 
. not provide an. equivalent percenta._ge r~.ducti·on in computation time. 
This is because the factored algorithm has a more complicated 
indexing scheme and therefore has more overp.ead than the direct sum-
of-products form [5]. 
3. 3 The ·Fast FoEie-r T~ans form (l.i'FT) A:eproach 
In order to reduce- computational ef:fort, fast .correlation 
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algorithms have been deve~oped that utilize the fast Fourier· transform 
and the periodogram of the process [7 ,8]. To utilize ·the FF'!' method· 
"padding" of the sequence with zeros is necessary to avoi.d undesir.-
able foldover effects due to the circular nature of the discrete 
Fourier convolution [9]. The data sequence must first be doubled in 
length by_ appending 2n zeros. Then the fast Fourier transform of 
n+l 
this 2 length sequence is taken and the magnitude of each spect_ral 
line is squared to give a sample power spectrum. An inverse trans-
form of the sample spect:rum gives the arithmetic sample auto~. 
correlation estimat·or 
A 
give ·R. 
R 
s 
which is then averaged over M samples to 
This estimate of the autocorrelation function, like the lagged 
product estimator, is biased,_ :However, the bias can :be eliminated, 
if desired_, by multiplying the ... ·estimated autocorrelation function by 
a window function , W(k) of the form.: 
W(k) = JI/(N-k) k = O, 1, ..• , N-1 ·( 3. 3. 1) 
I.f this window function is used, the variance in. some terms of th.e 
.. 
estimated autocorrelation function can reach ·unacceptably _large· values. 
More suitable w~ndowing ·of the estimated autocorrelation function .. 
must be carried out if an acceptable variance in the estimates of· tbe 
autocorrelation func-tion is to be obtained • 
. I\ 
The evaluation of R by the Fourier tra.~sform .approach using 
the FFI' algorithm [10] requires 2n+l{M+l)(2n+3) complex multi-
plications and comparable n1unber of complex additions, a very large 
.. 
savings over the operations required for direct estimation, .when data . 
sequence·s. of reasonable length are involved. 
3. 4 ·The Fast Walsh Transform (FWT) Approach 
The discovery of the F'F'T generated interest in other discrete 
transform techniques. The Walsh transform in particular, has re-
ceived much attention since a fast Walsh transform algorithm exists 
. 
. [11] .. Triis· fast Walsh transform has the most .useful property that 
-
only additions are required in its computations. Like the discrete 
Fourier spectral analysis, a discrete Walsh spectral theory also 
exists. In particular the Walsh power speGtral density vector Pw, of 
• 
a random sequence is defined as the Walsh transform of its logical 
A .. 
autocorrelation :function vector L. The estimate L of the logical 
e 
autocorrelation function vector of a data sequence computed by the 
fast Walsh· transform reqllires 2n(n(M+l) + M) additions (for the FWT) 
-
and 2n(M+l) multiplications ffor squaring and averagin,g th.e transform 
. 
of the indivi.dual sequences) . This number of operations if? far 
sma.B:er than ·that required for the direct or FFT evaluation o,f the 
arithmetic autocorrelat.ion function •. 
Pichler [4] showed that a non-singular li.ne:a:t tr:ansformation 
exists relati.ng the arithmetic autocorrelation function R and the 
logical autocorrelation function L. Robinson [3] derived the trans-
formation matrix from the properties of dyadic shifts versus time 
... . --· .... 
shift·s. She ,aJ.·S·O 'derived recurs.ive expression.s for .the matrix and its 
inverse and applied the trans.formation to 16- an.d 32- point sequences. 
The transformation relating the a.rithmetic auto.co.rrelation 
17 
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. ~ction R· to th·e logical autocorrelation . ·funct~i.'on L. vill be. deiioted . 
. . . ·. . . 
. . . 
~y TAL; the inverse transformation · from L to R is denoted b;x: · TLA. 
. . . . 
. . . . . . . 
. . . · ·.Using matrix notation, we will represent th~e arithmetic acf R arid ' 
. . 
. . 
.. 
. 
. 
. . . 
the logical acf·L by. the N·= ?.n column. ~t~ices·R and L respectively. 
Then the .tran.sformation T AL c~ be. r·epres-ented _b~ [ 3] the product of 
n n · · 2 . by. 2. . ~trices , D . and T • Thus: 
n n 
·· .. T = D T 
· AL n n (3.4~1) . 
. . 
The inverse transformation is then given by: 
-1 -1 -1 TLA = TAL = Tn Dn {3.4.2) 
The matrices D and T are defined as follows : D is a diagonal matrix n n n 
whose element djj is given by: 
djj = 1/m(j) (3.4.3a) 
where •• 
• 
m(j) = 2v(j) - 1 + 6(j,o) . il j = 0, 1, •.• ,2 .-1 · (3.4.3b) 
v(j) represents the number of ones (=l) in the binary representation 
of the index j. The symbol o ( j ,o) represents the kronecker delta 
function. The matrix T is obtained from the_ recursion relation n 
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T • n-1 I n-1 
T - n=l,2, • • • n T s T n-1 n-1 n-1 
Using the properties of the partitioned matrices we get: 
-1 I T 4l 
n-1 n-1 T-~ 
-1 -1 n = 1, 2, • • • n 
-S T T 
n-1 n-1 n-1 
In Eq. ( 3 • 4 . 5 ) n-1 ~ is the zero matrix of order 2 • n-1 
(3.4.4a) 
(3.4.4b) 
• 
,;' 
(3.4.5a) 
(3.4.5b) 
S 1 , called n-
th h ff- · t · 1· s a 2n-l by 2n-l t · h 1 t -1 es u ling ma rix, ma rix w ose e emen s are a.J.. 
zero except those which are one place off to the right of the ·sw-NE 
diagonal. These elements take the value 1. For example 
• 
• • • • • • 
s [.] ' s = S2 • • • 1 - --0 1 
' 1 1 • • • • 1 • • • 
(3.4.6) 
where dots (·) in a matrix denote zeros. 
s2 operating on a 2
2
- length column matrix Y, where 
' Y · = [yo ' Y 1 ' Y 2 ' Y 3] 
as follows: 
results in the transfor~ed vector Y 
s 
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) 
.• 
• • • • Yo 0 
1 
. Y1 Y3 • • • 
.y S2Y (3.4.7) - - --s • • 1 • Y2 Y2 
• 1 • • Y3 Y1 
This property of the matrix S explains the nomenclature and will help 
·n 
to understand the proposed algorithm in Chapter IV • 
... 
If the column matrices R and L represent the finite arithmetic 
autocorrelation function and the logical autocorrelation function 
respectively, then the transformation equations are: 
R = T L 
. LA (3.4.8) 
and 
L = T R AL (3.4.9) 
A 
This immedi.ately suggests that an'l estimate R of the arithmetic 
" autocorrelation function can be obtained from L by the matrix 
multipl~cation indicated iri JEq. (3.4.8). The procedure for esti-
mating R by the Walsh method then reduces to the following sequence 
of operations: 
.. 
,, 
.,. 
20 
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' 
(l,. ' 
!.,,.;., ' 
I 
,·; 
J. 
, 
.. . . . . 
-· 
· st~p ~-
obtain X • 
s 
·' , :" 
' . •. 
. . . .• . . 
. . 
. . . 
... 
Take the_ fast. Walsh transform of the data vector: x~ · to 
! •. 
. . 
. . 
X .= W x· 
·S ·S 
(3_.4 .• 10) ... · 
.. . 
. 
Square the Walsh transform vector X term by term to obtain 
. s 
* 
·the local- Walsh power spectral. density P • 
s 
x2'Ci) 
P (i) = _s __ 
s N . (3.4.11) 
Step· 3. , Repeat step 2 :for M records and average to estimate the 
Walsh power spectral density P. 
w 
. 
Step 4. 
M 
I\ 1 L p p = -w M s 
s=l 
I\ 
Take the fast Walsh transform of P /N to obtain the 
w 
" estimated logical autocorrelation function L . 
• 
~ = ! w; = w-1 ; 
N w w .. 
* 
(3.4.12) 
(3.4.13) 
· For concreteness assume that the Walsh functions · are sequency ordered 
and unnormalized [11.]. If norinalized Walsh functions are used di vision 
by Nin Eqs. (3!4 .•. 9) and (3.4.11) is not required [3]. 
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" Step 5. ~tiply L by TLA to estimate· the arithmetic· autocorrelation 
function R. •' 
. .  
,.. " R ·= T L LA 
't 
'!his estimation algorithm is straightforward, but in its present 
form, it offers no computational advantage over the lagged-product 
approach since the matrix multiplication in step 5 requires 
· 2n-l(2n +l) multiplications and 2n-l(2n -1) additions. In the follow-
·ing section a fast aigorithm for the transformation from L to R is 
described which makes the estimation of the arithmetic autocorrelation 
function by fast Wal$h techniques more computationally economical 
() 
than by any of the currently used methods. Fig. 3.1 shows·the inter-
relationship between the three estimation techniques described in 
this chapter. 
, 
•• 
i . 
.',' 
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. CHAP'l1ER IV 
A FAST ALGORITHM FOR THE. TRANSFOF.MATION 
FROM LOGICAL TO. ARITIIMETIC AUTOCORRELATION 
4.1 Introduction 
The discovery o.f: the ·nonsingular linear transformation relating 
. ' 
two types .of ~utocorrelation functions provides an altemati ve way· to 
estimate tl1e ari thmeti.c autocorrelat.ion function. However, in its 
present form this est·imat·ion technique involves computationaJ. effort 
far in excess of ·both the- direct lagged-product .and the fast Fourier 
app:roach. If the simpl1c.ity of the operations (only additions and 
subtractions required for takin.g Walsh transforms)- in the Walsh domain 
is to be advantageously µ.sed, ·an efficient method must be found to 
perform the transformation ·TAL and TLA. In this chapter a computa-
tionally efficient algor:Lt~m is derived which mak.es it pos·sible to 
perform the ,direct trax1s,forma.tion from logical to arithmet.~c, auto-
correlation usifi~ only the operations of subtraction. 
4. 2 The Fast Algorithm. for R = T LAL 
. The transformation matrix TAL relating· the arithmetic aut·o-· 
correlation function R to the 1-ogical atitocorrel~tion tunct:ion· L- has 
the form [ 3]: 
T = D T AL n n {4.2.1) 
where T . . recursively given by l.S 
n 
T cl> 
n-1 T n-1 1, 2, ( 4 .2 .2a) - n = - • • • n T S T ~ 
n-1 n-1 n-1 
24 .. 
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·~· 
T = 1 
0 
For n greater than unity, T in Eq. (li.2.2) may be factored as the n 
product of two partitioned matrices: 
T = 
n 
T 
n-1 
fl) 
n-1 
() 
n-1 
T 
n-1 
I ti, 
n-1 n-1 
s r· 
n-1 n-1 
< . 
(4.2.3) 
where I denotes an identity matrix of order 2m. Using Eqs. (4.2.1) m 
and (4.2.3) matrix T 1 may itself be factored as:. n-
T cf, • T <I> I n-2 n-2 n-2 n-2 n-2 
T - -
-n-1 T s T cp T s n-2 n-2 n-2 n-2 n-2 n-2 
ti, 
n-2 
I 
n-2 
substituting for T 1 in Eq. (4.2.3) and simplifying we get: n-
T 
n-2 
I. 
n-2 4> n-2 I n-1 
~~ T n-2 s n-2 I n-2 
T -
-n T I 
n-2 ti, n-2 n-2 
T 
n-2 s n-2 I n-2 s n-1 
25 
(4.2.4) 
4> 
n..:.1 
I 
n-1 
(4.2.5) 
• 
' 
; 
'(. 
•• 
. . 
. . . 
•. .'· . 
. 
.. 
. 
·'!he matl"ix Tn ... 2 in Eq. (4.2.:5) _Can$imil8.rfy be factored by repeated, 
Use ot Eqs. (4.2.2) and .(4.2.3), If thi~ ;i'oce~S of fact~rizatio~ is 
. . 
. . 
. carried on v number of times Tn equal$ the matrix Pr6duct: 
. . 
. . 
.T = H -(v). B. (v) B (v-1) •• .- B · ·(1) · ·v ~ 1 
.n. n. n · n · · n· 
(4.·2.6) · 
. . . 
. . . n 
. Both H (v) and B (v).in Eq. (4.2~·6,) ·are square matr:fce·s of order 2·. 
· n - n 
· 
• The matrix Hnfv) · is the block-diagonal matri:X: 
H (v) = 
n 
• 
• 
T 
n-v 
• 
• 
• 
I 
T 
n-v 
(4.2.7) 
cqt1sisti.hg of 2 v blocks of matrix T . The matr:ix B . (v) is the 
. ·n n-v 
block-diagonal :matrix 
Q(v) . 
• 
B (v) = 
n 
• 
• (4.2.8) 
•.il Q(v) 
I 
consisting o~· 2 v-l blocks of the -matrix Q( v). The matrix Q( v) in 
. · n-v+l Eq. (4.2.8) denotes the· elem'=Iltary square matrix of order 2 
given by: 
I :26, 
• 
.. 
''!i 
.. 
j 
I ff, 
n-v n-v 
Q(v) = (4.2.9) 
.. 
s I 
n-v n-v 
This factorization o-f T in terms of B ( v) and H (v) can be n n n 
· carried on till v equals n, when: 
Q(n) = 
B: (n) = 
n 
and 
·, 
H · (n) = 
n 
I 
0 
·s 
0 
T 
0, 
• 
• 
q, 
0 
I 
0 
• = I I 1 n 
• 
T 
0 
• 
= I 
n 
(4.2.10)-· 
(4.2.11) 
(4.2.12) 
'Ihe matrix Tn, dropping the identi.ty matrices Hn(n) and Bn (n), 
has the form: 
T = B (n~l) ... B (v) ... B (1) n n · n n (4.2.13) 
'Ihe c~mplete transformation TAL can therefore be written as the matrix 
product: 
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• 
I • 
T = p · B (n-.1} •.. ·•· B : Cv} •.• B (l ) · 1 AL nn n n ,J 
Since TAL is non-singular in nature the inverse transformation can be 
obtained directly from Eq. (4.2.13). 
-1 -1( ) -1( ) . -1( ) -1 TLA = TAL = B 1 ••• B v ••• B n-1 D 
n n n n 
·The matrtx B-1 ( v) has the form: 
n 
• 
\ 
(4.2.14) 
(4.2.15) 
consisting of 2v-l blocks of the matrix Q-1 (v). The matrix Q-1 (v) 
n-v+l is the elementary square matrix of order 2 given by 
I I 
Q(n) n-v n-v -
-
-s I (4.2.16) 
n-v 
• 
n-v 
I 
' 
This follows directly from Eq. (4.2.9). Thus the nature of direct and 
inverse transformat:ton· :is very similar and,as the following example 
shows, may be programmed without using any multiplications. 
This tran·sformati.on ·will now be i.llustrated by an a.ctual example. 
For the case .when n equals 4 (N=l6) th_e transformation T AL using 
Eq. (4.2.13) becomes: 
-./• :' 
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.' 
• 
,·' 
• 
\. 
.. 
. .. (4 .·2 .17) 
or simplifyi:Dg further: 
Q(3) Q(2) 
-Q(3) 
-
TAL- = D4 -Q(3) Q(l) Q(2) 
S~bstituting for Q(v) from Eq. (4.2.9) this becomes: 
11 4> 1 ! I I2 4>2 ·1 
r1! <%> • 81 2 I I 
<I> 3 I -----r- ---, <1>3 
.11 <1>1 I I (l> 2 I 
I I 
'Sl I:J_ S2 
TAL = D4 2 ' -- i I 2 -- - - J . - - -iil cl>l• 4>2 I ci, I 
,s1 I 1 , 2 I <I> 3 '--~- . <t>3 I I <%> I 
I <I> I 1 1 I ! 2 I Sl Il , I s I2 J 2 
• 
<t,3 
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(4.2.18) 
• 
(4.2.19) 
• 
.s. ..• 
! 
i 
i 
I 
.. 
Substituting actual values for the elem~nts. of • various 
transformation T has the following form. n 'lhe dot (. ) 
zero elements and unity elements respectively. 
+ • 
• + 
• • 
• 
• 
+ 
I . 
• t • I . 
• 
• 
·• 
• 
• 
• + • + I• • 
----· 
• • 
• • 
• 
• • I • 
:p:-.-
+ 
• • 
-
• • 
• 
• 
I . 
I • + 
• • 
• 
• • •• • • • 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
+ • • : I : • • • • + • • • • • • • • • • • • 
I 
: i: + • • • • • • + • • • • • • 
+ • • I • • • • • • 
• 
• 
• 
• 
• 
• 
• 
• 
• 
+ + • : i: 
+ I • 
• • • • 
+ • • + • • • 
+ • • • • • • 
• 
• 
• • 
• 
• 
• 
• 
• 
. •l+: 
. I . + 
---·------
• • • • • • • 
• • • • • • • 
• 
• 
-----
• 
• 
I 
• • • • • • • • • + • • 
• • • : I : • • • • • • • • • • • • • + • • • 
• • • • 
I 
• • • • • • + • 
• • • • • . I . • • 
• • L 
• 
• I • • • • • • • 
+ 
• 
• 
• 
• 
+ 
, 
.. 
• • • • 
• • • • 
• • • • 
• • • • 
• 
. I · • 
• • J • • 
+ . I . 
+I• • 
• 
• 
+ 
• : I~ • • 
t 
+ • : I : • • 
-----
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• 
• • • • 
• • • • 
----
• • 
• • 
• • 
• • 
+ • 
• + 
• • 
• • 
• 
~ 
• 
• 
• 
• 
• 
+ 
• 
• 
• 
• 
• 
• 
• 
• 
+ 
• • • 
• • • 
• •• • 
• • • 
• • • 
• • • 
• • • 
• • • 
: --:i. 
• . ' . 
~ !: + • 
----
• • 1+ 
• • I • 
I : • • • • 
+ • 
• + 
• • 
• • 
• • 
• • 
• • 
• • 
• • 
• • 
• • 
• • 
• • • 
• • 
• • 
• + 
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• • • 
• • • 
• • • 
• • • 
• • • 
• • • 
• • • 
• • • 
• • • 
• • • 
• • • 
• • • 
·-
• • • 
+ . 
• • 
• + • 
+ • + 
• • • • 
• • • • 
+ • • • 
• + • • 
• • + • 
• • • + 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • t 
• • + • 
• + • • 
+ • • • 
• • • • 
-· 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
+ • • • 
• + • • 
• • + • 
• + • + 
+ • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
.. 
matrices· the 
and + denote 
. 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
+ • • • • • 
• + • • • • 
• • + • • • 
• • • + • • 
• • • • + • 
• • • • • + 
(4.2.20) 
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R( 1) 
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R( 2) 
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R( 3) 
R( ij) 
R( 5) 
.R( 6) 
·R( 7) 
R( 8) 
R( 9) 
. 
R(lO) 
R(ll) 
R(l2) 
R{l3) 
, R(l4) 
R(l5) 
• 
·, 
/ 
T AL = D4 B ( 3 ) ·B (2 ) B { 1 ) 
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L(lO) 
L(ll) 
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x(J) 
x(k) 
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x{j) 
x(j) + x{k) 
Multiplicati9ns 
FIG. 4.1 Flow graph representation of the transformation 
TAL for N = 24 point sequence 
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·. The elementary and predictable nature of· th.e sequence of sp~_e. 
matri·ces.· an.a B (3}' 
. 4 . operati~g on a colUtrlil vector cen easily .. 
·be programmed as operat.ions· . of addi.ti.ons. ·on~. A flow --graph 
· represeritati·on. for this s·eq~e of matrices operating 
·4 . ·. .. 
on· a. 2 -l~~gth 
element vector • in 4 .1 .. • 1S outlined Fig • 
. . 
In _steps • in ( 4. 2 .14) -to··( 4. 2 .16) the ·inverse s·iniilar to those Eqs. 
transfo~mation· TLA for n. equal to 4· can be written as the product of 
ma.trices: 
r-
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• • • • 
• • • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
• • • • 
- • • • 
-• • • 
• • - • 
• • • -
• • . I . • • • • 
• - • • ,I • • • • • 
· I · 
- I • 
- • • • • • • 
• - • • • • • 
------y-. . . . - : 
• • • • • • 
:1. 
.• I • 
• 
• • 
• • 
• • 
• 
• 
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:i:. - ·I· 
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. ·, " 
'!he transformation TL.A operati~g on a vector may therefore be easily 
u 
programmed as operations of subtracti.ons •. Such a represen-tation in 
" the form of a flow graph is shown in Fig. 4. 2. 
.• 
4.3 Comparison with Prese~t Methods· 
Both Tn and T~1 in the transformation TAL and TLA respectively 
· ·· turn out: to be lower triangular matrices. For n equals 3 in particular: 
T3.= 
and 
-1 T = 3 
1 • • • • • • • 
• 1 • • • • • • 
• • 1 • • • • • 
• 1 • 1 • • • • 
• • • • 1 • • • 
• • • 1 • 1 • • 
• • 1 • • • 1 • 
• 1 • 1 • 1 • 1 
• • • • • • 
1 . 
. 1 • • • • • • 
. . 1 • • • • • 
. -1. 1 • • • • 
. . . . 1 . • • 
. 1 . -1 . 1 • • 
. . -1 . . . 1 . 
. -1 . . . -1 . 1 
(4.3.1) 
. 
(4.3.2) 
let A be the niluiber of elements in T (or T-l) which are 1, excluding n n n 
elements on, the main diag~al. It can be shown that 
A = (3n - 2n+l + 1)/2 
n . 
n = 1, 2, ... (4.3.3) 
The vaiue of A is then the minimum n11mber of additions (or sub-n 
tractions) that are required if T (or T-1 ) operates on a 2n-length n n 
vector. 
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As explained: in Secti_on 4. 2 the ~omputati.onal ·nature ot. th.e direct 
tl'mis:f'Ormation · TAL. a.nd the inverse trazisfbrmation ~i,A is iderttiCal 
. 
. . 
. . 
. except that .operations· of addition. in 'I'AL a.re replaced by subtractions .. · . 
. 
. . 
-in TLA. · In w:q.at fo-llows only the com.putati~nal requirement~ : for .T AL 
are derived. 
Consider TAL operating on a column vector of' Order l 1 • Direct 
. 
. . 
. ma~rix_ mul ~ipli cation, using the fact t·hat Tn is a lower triangular 
. 
. 
matrix·, requires 2n-l(2n + 1) mtµ.tiplications and 2n-·1 (2n~l) additions_. 
Multiplication by the diagonal matrix D requires 2n additional. 
. . n . 
multiplications. If however the proposed algorithn is used T is 
n 
factored as the product of (n-1) sparse block diagonal matrices 
B (v). Each matrix B (v) in turn consists of 2v-l blocks of Q(v). n n 
The operation of B ( v) multiplying a column vector amounts to n 
v-1 operating on portions of the column vector by the 2 block matrices 
Q(v). However, Q(v) can be progra.mrned requiring only addition 
/ . 
operations. The n11mber of additions required corresponding to 
B (v) are given by: n 
( ) N v-1 n-1 NA v = 2 - 2 = 2 -
v-1 2 
• 
1 2 1 N = 2n_ V :;: · , , ••• , n- , 
(4.3~4a) 
(4.3.4b) 
The total ~umber of addit.ions NA correspond~ng to t~.e (n-1) _matrices 
B (v) is then 
n 
n-1. 
NA.;, . ~l NA(v) V = 1, ... , n-1 .(4.3.5) 
35 
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, I 
which is eas i]y derived as : 
( ) n'-1 NA = . n-2 2 . + 1 (4.3.6) 
The multiplications corresponding to D are still required. Howev~r, 
n 
. since ·the elements djj of Dn are all powers of two, these multi-
plications may be programmed as mere ,shifts in a binary computer. 
.' 
'lhe fa.ctori.ng of the matrix T into sparse block-diagonal matrices 
. n 
Bn(v) has advantageousl~ used the· recursiye nature of T0 to substitute 
multiplication op~rations by additions. If the expression for NA is 
· computed for various values of n it is seen that the total n11mber of 
ad.di tions required is far less than those required by direct matrix 
multiplication method. For example, if n equals 10 (N = 1,024) the 
number of& additions required by direct method alone is more than 130 
times the total additions require·d .for th.e complete transformation by 
the··proposed algorithm. Of course the addi.ti.onal multiplications 
required by the direct method are complete]y eliminated. The total 
• 
number of computations required by direct and proposed algorithm to 
transform a column matrix of length 2n by linear transformation TAL 
are compared in Table 4-I 
The fas.t algorithms ·for T AL. Md TLA, practically e}!imin.ate multi-
plications .. and dr·astically reduce the number of additions or subtractions 
-
required to obtain one autocorrel.ation function from another. This 
algorithm g:Lves the· fast Walsh prcic.edure for estimating the auto-
correlation functi:on a significant :computational advantage over either 
36 
,,. ... 
n N = 2" 
.W 
~ 
__, 
3 . 8 
6 64 
9 512 
10 1,024 
11 2,048 
12 4,096 
.. 
\ 
TABLE .4- I 
Operations Required to Obtain Arithmetic Autocorrelati·on . 
from Logical Autocorrelation 
D i r e ct M at r ix rta u I t i p I i cat i o n r., et h o d Pr.oposed Method 
. 
P.1 u It i p I i cat ion s f~u ftipl ications 
that may be that may be Multiplications Subtractions S.ubtract io.ns considered considered 
a.s shifts as shifts· 
J 
a. 36. 28· 8· ·s ~ 
.. 
. 
2,080 2,016 64 129 64 . 
. . 
131,328 130,816 512 . 1,793 512 
524,800 523,776 1,024 .. 4,_097 . 1,024 
. 
2,097,176 2,095,128 2,048 9,217. 2,0·4s 
. . .. 
8,394,656 8,390,560 4,096 29,481 4,096 
' . 
.. 
. 
/ 
. . . 
. 
.• 
. . 
. . 
.. 
0, ; 
.. 
TABLE 4-II 
Number of Operations Required for Computation of the· Autocorrelation 
I\ . • 
-Functi·on R(k) from M Sample Record.s each of Length N = 2~: 
M = l·for this Table. 
. 
• Lagced Product Fant Fourier Fast Wa.lsh -M~thod 
~!ethod . Method 
R = T-l 
AL L L = w-l PW. Total 
.t' 
.. 
Multiplys . 
-!l.iµ. tiplys . . Complex Complex 
:l "N-">n !·!ult iplys Adds Multipl.ys Adds ns Adds Multiplys Adels Multiplys e..s Adds 
-a.;. 
Shifts Shifis 
2n[M(2n-l+ 2nM(2n-l+ 2n(M+l)x 2n(M+l)x 2n 2"(n/2-l) 2"(M+l) 2n[M(:i+l) · 2n(M+l) . 2n 2"·[M(n+l) 
i)+l] 1, (4n+6) (4n+6) +l +nJ - +3n/2-1] 2 
.•l 
. ' 
4 16 152 152 704 ,704 16 17 32 144 32 16 161_ 
1,GG4 64 ' 
c; 3,.~ 5,;o 
.5Go 1,G64 32 49 64 352 32 401 ; 
. . 
.,_ 
6 64 2 ,14!~ 2,144 3,840 3, 81~0 61~ 129 128 332 128 6~ 9C1 
-
• 
7 123 8,3H4 8,384 8,704 8,704 128 321 - 256 1,920 ' 256 128 2,241 
8 256 33,152 33.152 19 ,h56 19,h56 256 769 512 4,352 '512 . 256 C 5.121 
•· 
9 ~,~ :!. 31 • Q!10 131,ui,o 43,008 43,008 . ...... _ 512 1,7~3 1,024 9,728 1,024 5).2 ll,521 
.. 
10 1,0~4 525.82h 525 ,82l. 94,208 94,208 1,024 4,097 2 ,o1i8 21.504 _2 ,048 1,024 25 .€?>.l 
11 2,045 2,100,224 2,100,224 204,800 204,800 2 ,oJ~a 9,217 4,096 47,104 4,096 2~048 5_6 ,3~1 
-
12 I, ,096 8,394,752 8 ,39l~, 752 442,368 41'2 ,368 4,0J6 20,1181 8,192 102,400 8,192 · 4,096 · -122 ,ea; 
' . 
. -~ 
• 
.. 
,, - .~ ' 
of the approaches currently in use. A s11unnary of the. operations 
t • 
required for autocorrelation .-estimates by the improved fast Walsh 
method is given in Table 4-II. 
If the value of A as defined by Eq. (4.3.3) is compared with 
n 
NA we find that the proposed algorithm requ:i.res less operations than 
~he 01?vious. minimum postulated by An. This is due to the fact that 
the· proposed aJ.gori thm combines terms as we proceed from one stage 
to the next in a very favorable manner effectively reducing the 
operations required. The difference equations for An and NA are: 
d 
A = 3 A + 2n-l - 1 
n n-l (4.3.7a) 
and 
(4.3.7b) 
respectively and show the ever widening gap between An and NA. 
Table 4-III shows the actual comparison. 
n NA (n) 
2 1 
3 5 
4 17 
. 
5 49 
i·· ' 
6 129 
7 321 
TABLE 4-III 
Comparison of An and NA (n) 
A n NA(n) 
n· 
·1 8 769 
,, 
6 9 1,793 
25 10 4,097 
90 11 9,217 
' 301 12 20,481 
966 13 45,057 
39 
A 
n 
3,025 
9,330 
28,501 
86,526 
261,625 
788,970 
• 
..-. 
i 
' I 
. ' 
• 
.. 
• 
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CHAPTER V 
PROPERTIES OF lliE WALSH ESTIMATOR . 
FOR AurOCORRELATION FUNCTION 
· 5.1 Introduction 
In this chapter the first two moments of the new ·arithmetic 
autocorrelation estimate are derived. 'Ihe new estimator is found to 
be unbiased. .An express-ion for the covariance between two estimates· 
is derived in terms of the true autocorrelation ftmction. It is 
followed by a numerical method to compute the covariance matrix 
fro~ the sample record. The computational algorithm is very·· easy for 
machine computation. 
. A 
5.2 Expected Value of R 
A 
The logical autocorrelation function estimator Lis defined as: 
n-1 
L (k) 
s 
1 
= -N 
i=O 
A M 
X (i i k) X (i), L(k)= !_ "L (k) 
s s ML....i1 s S-. 
(5.2.1) 
, 
and is related to the true logical autocorrelation function L by: 
L = E [ L (k)] 
s (5.2.2) 
• 
I\ 
The new arithmetic autocorrelation estimator R is .defined as: 
Taking expectatio~ on both sides ot Eq. (5.2.3) we get: 
" I\ 
E [R] = TLA E [L] = TLA L 
40 
,\ 
t.··· 
• 
.l " r 
(5.2.3) 
(5.2.4a) 
I : 
..• 
.• 
,. 
resulting in 
/\ 
E [R] = R · '· . ,· (5.2.4b) 
" Thus: the estimator R is an unbiased estimator of the true auto- . 
correlation function R. 
" 5.3 Variance of R 
Let·. the matrix equation 
Y=AX (5.3.1) 
represent a linear transform of the input vector random process X. 
The covariance matrix of the output vector process is, by definition: 
* Cy= E [{Y-E{Y)} {Y-E(Y}l ] (5.3.2) 
where E is the expectation operator, and superscript.* denotes conjugate 
transpose. Eqs. (5.3.1) and (5.3.2) result in 
where CX is the covariance matrix of' the input vector. Applying the 
q 
above result to the transformation in Eq. (5.2.3) we get: 
·substituting for TLA from Eq. (4.2.14) results in: 
. T 
. C = T -l D -l C D -l (T -l) 
R n n L n n 
, .. 
* 
(5. 3. 4a) 
(5.3.4b) * 
Since all entries of TLA are real numbers the conjugate transpose 
is equivalent to ordinary transpose operation. 
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where CR and c1 denote the covariance matrices for the vectors R and 
A, 
. L respectively. Let: 
D -l C D -l 
n L n (5.3.5) 
then the covariance matrix CR becomes 
C = T -l C(l) T -l 
B ·n L n (5.3.6) • 
In Section 4.2 a fast algorithm was described which reduced the 
-1 operation of multiplying a column matrix by T to only subtraction n 
.. 
.... operations. The repeated application of this algorithm first on the 
columns of matrix cil) followed by the algorithm applied to each row 
of the resulting matrix may be used to evaluate CR given ell) . 
'lhe task of obtaining CR thus reduces to determining the co-
variaxrce matrix CL. Before we attempt to derive an expression for CL 
A 
we describe a method to evaluate the variance of L(k) •. 
J\ 5.4 Variance of L(k) 
A 
The variance of L(k) by definition • is: 
Var [L(k)] = E [{ L(k) - E r£(k)] } 2 ] (5.4.1) 
which simplifies to: 
Var [L(k)] = E. [L2 (k)] ~ I,2(k) (5.4.2) 
"2 What is required to be developed is an expression for E [L (k)]. 
" The first task was to express the dyadic definition of L(k) given by 
Eq. (5.2.1) in terms of matrix product: 
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. . . 
· · ··. .· ·· n . · . n .· · . ·. 
Here ·M(k,n} .is a square· matrix of order 2 ... , x ~s · the· 2. ·~l~n:~ 
•, 
. . . 
. . 
realization vector for ·the prqcess ·and supersc·ript T denotes transpose .• 
. . . . 
An efficient algorithm was dev.elop.ed -to .generate .. M(k ,n) recllrS.i vely 
. . . . . . . . . . . n . 
for any given k and n, .k'= O, ·1,. ~· •.. ·, 2 -1. 'Ihis a1··gorithm. is 
. . 
described in: Appendix C. It ~urns .out ·that th·e matrix M(k ,n) is · a 
. n 
permutation of the identity. matrix I · of order 2 ~ For example, 
. . . . n 
.-. 
. . . 3· .· M{4 ,3) is a square matrix of order 2 . and has the form: 
M(4,3) = 
• • • 
• • • 
. ' 1 . 
. . . 1 
• • • • • • 
• • • • • • 
1 . . • • • 
. 1 . . . . 
. . 1 . .. . 
• • • 1 . . 
• I\ 
• • 
• • 
1 . 
. 1 
• • 
• • 
• • 
• • 
(5.4.4) 
Substituting the value of L(k) as given by Eq. (5.4.3) the ·expression 
·,\2 
for E [L (k)] becomes: 
• 
. A2 1 T · T E ·[L (k)] = E [x M(k,n) x x M(k,n) x] 
N2 
(5.4.5) 
consider the case whe.n· k = 2 and :n = 2. Us'i:r;-ig the value of M(2,2) ~from 
. 
Eq. ( C-5a) in .Appendi·x C we· get: 
• 
• • 1 • XO 
1 • • • xl 
1 • • • x2 (5.4.6) · 
• 1 • • X3 
~3· 
.......... •, 
' -· ~ ·-· -- ··~ ..... -·-·. 
.. 
. ~ ·' 
. . 
.. 
. ' . 
' . 
•' . . . . . 
, 
. . . . . 
' . . ... 
. . ' ~ 
.. .. ... 
. ' . 
•, ' 
.... 
. ·, . . ' 
· - -- . - . · .. · Car.rying ... out --the----ne·cees-ary mtµ.tiplic:ation we .. ge.t·: .. . .. _,_ , _ .. _· .. '·· ,·.:·~- _ .. · :· = 
• • • • • • • • 
• • . • • • • • • • • • 
• • • • • • • • • • • • • • 0 • • • • . 
" 
. . . . 
. . 
. 
. . 
. 
-· .. 
. XT M{2 ,2) ~ ··'.'° x0 ~· +· :icl x3 + ~.· XC) + x3 X1 ·. · _ . .• > (5. 4~.7)· · ..
·_ · re·sulting ~: 
.. 
. - . . 
. , . 
. 
' . . 
. . . 
. 
. .. Similar expressions can be derived for any given value of k and ri. The 
. . . 
evaluation of Eq. (5·.4.5) ·then reduces to evaluating e·xpressions of . 
the type: 
E [x. xj X X ] 1 m p 
-ror a.11 possible combinations .,of the indices i, j, m, and p. If the 
process {. x} is Normal these fourth moment terms can be expressed as 
[12] (page 161): 
• 
+ E [x. X] E [x. X] 
1 p J m 
+ E [x. X] E [xj· X] l. m .p 
If the added assumption of s·tationarity of the process is made 
Eq. {5.4.9) further· simplifie.s to: 
E [x. xj x x· ] = R(J-i) R(m-p) + R(p-i) R(m-j) 1 m p. 
+ R(m- i) R(p-j) 
(5. 4.9) 
(5.4.10) 
. ,-. 
Ii 
t 
. 
.- .. 
. . . 
. . .... 
•, .. 
•.' . :· . 
. •: . 
. . . . 
' 
t 
' 
. ·,· .. I 
a 
• 
" 
.. 
. Thus the knowledge of matrix M(k,n) makes it possible to evaluate the 
~ 
I\ 
variance o~ L(k) for any length seq.uenoe in terms of .the true auto-
correlation function. 
An alternative method to obtain the same result, using the comp·uter . 
. . " 
to take care of the bookkeeping is outlined next. Using the definition 
" of L(k) as given by Eq. (5.2.1) we derive that:· 
N-1 N-1 i2- E [12(k)] = E [ }:: :E x(i) x(j) x(i $ k) x(j $ k)] 
i=O j=O 
(5.4.lla) 
• 
~· 
or, 
N-1 N-1 
i2- E [L2 (k)] - L L E - [ X {.i ), . X ( j ) X ( i E& k ) X ( j $ k ) ] 
i=O j=O 
( 5. 4. llb) 
The evaluation of· Eq. (5.4.llb) will result in N2 terms of type 
• 
E [x(i) x(j) x(i i k) x(j $ k)] 
By. suitably ·nested DO-loops in a computer· prog~am all possible sets 
of the indi.·ces ( i ,. j, i ~ k, j e k) can easily be derived. Then using 
Eq. {5.4.10) results identical to those .obtained by Eq. (5.4.5) may 
be derived. All the terms obtained -i·n this manner can then be ex-
pressed as the quadratic form: 
> 
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Appendix D gives the matrices Ykk for n = ·3, k = 0, 1, ••• , 7 ,. 
derived by this method. 
5.5 Another Recursion Relation for M(k,n) '- .. ... ~ 
,,. 
.By expressing the local logical autocorrelation function L(k) 
as the matrix product: 
" 1 T L(k) = -N x M(k,n) x (5.5.1) 
u 
we eliminated the evaluation of dyadic addition. Instead the matrix 
-
product that resulted in the dyadically shifted vector can be ex-
pressed as: 
i(i e k) = M(k,n) x (5.5.2) 
I\ . 
The evaluation of L(k) by Eq. (5.-5.1) requires the following steps: 
(i) generation of matrix M(k,n) by the recursive scheme 
outlined in Appendix C . 
• 
(ii) matrix multiplication involving M(k,n) and x to obtain 
I -
,the dyadical?Y shifted vector x(i i k) 
(iii) repetition of steps (i) and (ii) for each k, k = O, 1, •.• , 
n . 
2 -1. , . ' 
Carrying out these steps even for the case when n=3·, demonstrates 
the huge computational effort required by this approach·. This 
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·. goaded the ·se~ch for a co~putationally _effic~ent algorithm to· obta~ 
. . . 
· · · . ·. n · · · • n .. 
X (i . $ k ) ·, _ i = 0 , 1, . . . , 2 -1 , k _=· 0 , 1 , !t • • , 2 ~ 1. . 
.. 
· ihe :first step was ·to study the nature· of transformation of a. · 
~ . . . 
2 -length ve.ctor x as the indices of the elements un~ergo dyadic. 
addition .. The .bi·twise modulo 2 matrix obtained in Appendix C was· 
. . . . ' 
exteri_ded to. 16-~points and the transformations plotted -to give 
• Study of these transfo.rmations resulted in the following 
algorithm to obtain the matrix M(k,n) for 
p = o, 1, 
Step 1 
U!t { F(l)} = { 1} 
-
Step g_ 
... ' and n ~1 
" (5.5.3) 
Generate a new sequence { F(i) f , i = 2, ••. , n of integers from 
the sequence {F(i-1)} as follows: 
l_F(i)} = { {F(i-l)f , i, {F(i-1)}} 
·u 
Let the· elements of the final sequence {F(n)}· be denoted by 
• 
Step J. 
Form the 2n -1 block di agon·al mat_rices U(p ,n) , p = . l, 
n;...f 
each containing_ 2 p blocks of matrix V f • That is: 
p 
. ·• 
48. 
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·" 
• 
U(p,n) = 
v· f p 
• (5.5.5) 
• 
The matrix V denotes a square matrix of order 2P with all elements P· 
z.ero except those along the Northeast-Southwest diagonal; :ror 
example: 
Step !±_ 
. . . 1 
• • 
. 1 
1 . 
1 . 
• • 
• • 
(5.5.6) 
The matrix M(k,n) is then equivalent to the matrix.product: 
M(k,n) = U(k,n) U(k-1,n) 
or equivalently: 
• 
M(k,n) = U(k,n) M(k-1,n) 
• M(O,n) = In 
••• U(l ,n) 
n k = 1, .... , 2 -1 
(5. 5. 7) 
{5.5.8a) 
(5.5.8b) 
The recursion formula for M(k,n) is then given by Eq. (5.5.8). At 
first sight it seems as if we have replaced one sort of matrix 
multiplication by another. However, the advantages of this 
formulation becomes clear· when we look at a particular matrix U(k,n) 
.,. 
ff . 
,, 
E 
··1 
;., 
•. 
'· 
-· 
·. 
.. 
operating on a column. vector. As is shown in the following example 
this operation can be coded as only ·shi:f'ts in the elemen·ts of the 
vector x. Consider the case when n=3. The generation of the. sequence 
1F(3)} proceeds as follows: 
{ F(l)} ={1\ {5. 5·. 9a) 
' t F(2)} ={{F(l)}, 2,{F(l)}}={l, 2, 1J {5.5.9b) 
~ F(3)} ·={1, 2,1, 3, 1, '2' 1 \ (5.5.9c) 
Corresponding to the three distinct elements of { F( 3) J we have 
• 1 • • • • • • 
1 • • • • • • • 
• • • 1 • • • • 
- 1 - • • • • • • • U(l,3) = 
v1 • • • • • 
1 • • 
• • • • 1 • • • 
v1 • • • • • • • ,1 
• • • • • • 1 • 
U(l,3) = U(3,3) = U{5,3) = µ(7,3) 
U(2,3) = -
-
U(2 ,3) = U(6 ,3) 
• • 
• 
. 1 . . . . 
. . 1 . . . . . 
. 1 . . . . . . 
1 I • e e • e e 
. . . . . 1 
. . . . 1 . 
. . . . . 1 . . 
• • 
• • 
• • • • 1 . . . 
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• • 
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• • 
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·, 
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.. ·. •• • • 
·1 . 
• • • •• 1 .. .. 
• •• ·l • •• . .. . 
• 1 • • • .( 5. 5.12) · ·. 
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Fig. 5·. 2 · Flow Graph Representation. of the Trans formation 
U(2 ,3) as shifts 
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The matrix U(2 ,3) operating. on a 23-length column vector can be 
programmed only as positional shifts as shown in Fig. 5·.2. · 
. 
Eqs. (5.5.7), (5._5.10)-(5.5.12) may be used to compare the resu1ts 
given in Appendix C. 
5.6 Covariance Matrix CL 
By definition : 
. CL = E ct L - L i { ~ - L } T] 
which simplifies to: 
A "T T c1 = E [LL] - LL (5.6.2) 
Consider an element CL(k,m) of the covariance matrix-C1 given by: 
A A 
c1(k,m) = E [L(k) L(m)] - L(k)L(m) (5.6.3) 
Using Eqs. {5.4~5l Emd (5.5.8a) we get: 
k m 
A A 1 T T E [L(k) L(m)] E [x n U(p ,n) n U(q,n)x] - - xx If p=l q=l 
• (5.6.4) 
'!be algorithm described in Section 5.4 coupled with Eq. (5.4.10) 
·makes it possible to write c1(k,m) as the quadratic form: 
. . T 
C1(k,m) = R Yk,m R - L(k) L(m) (5.6.5) 
Thus the general expression for the covariance between any two esti-
mates of L has been derived. 
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-"6.1 Summ~-· 
CHAPTER VI 
CONCLUSIONS 
·,. 
. ;~ 
The significant work of this thesis involved the development of 
. . 
an algorithm to estimate the arithmetic autocorrelation function of 
a stationary stochastic process from a finite. record. ~e proposed 
method is based on the discovery of a computationally efficient 
algorithm for transforming the logical autocorrelation function to 
the arithmetic autocorrelation function. An expression for the 
covariance matrix of the new estimator has also been obtained using 
the properties of dyadic shifts. A recursion relation has been 
derived to generate the covariance matrix for BIJ.Y' given .length of 
sequence. 
An estimate of the CPU times for the lagged product approach, 
the fast Fourier approach and the proposed fast Walsh approach. is 
given in Table 6-I. The fast Walsh approach coupled with the fast 
-aut·ocorrelation transformation is clearly the most computationally 
• 
efficient. 
• 
6.2 Recommendations for Further Study 
Much additional work, however, needs to be done in order to 
bring the proposed Walsh technique of estimating the autocorrelation j. 
. 
f'unction, to a level of understanding comparable to that of the 
classical techniques. The raw estimates obtained by the proposed 
method, though unbiased show substantial variability for lags bey·ond 
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TABLE 6 - I 
CPU Time in Hrs :Mi~s: Sec. , for the Computation_· of· Ari thmet_i_c M 
Autocorrelation Function R(k) from NS Sample Sequences, Each of Lengt~ N=2-
Lagged Fast Proposed 
.R A T ·I· 0 Product Fourier Walsh. 
?-1 N NS Approach Approach. 
.lt.:'f?:p ro a.ch 
• 
(A) (B} ( C) A_:B A:C 
6 64 1 4.17 10.17 4.07_ o.4o 1.00 I . 
6 6t1 10 43.40 49.95 12. 47 o~· 36 3. 53 
6 6li 100 7 • 3.42 1 • 48.15 1 • 50.05 0.90. 3.85 • • • 
7 128 1 16.30 20.15 10.25 0.80 . 1. 60. 
7 128 10 "' 2 • 55.88 1 • 54.18 
~2.0? . 1. 5li . 'S. 50 • . 
7 1 ,- 8 100 22 • 57. 53 17 • 4.85 4 16. 1, 5 1. 3.4 5.38 
.... ~ 
• • • • 
8 256 1 1 • 12.37 42.58 
- 21. 93 1·.67 3.27. • 
8 256 10 9 • 5.77 3 . 32.li8 1 • 7.90 2. 58 8.03 • . • 
8 256 100 1 • 32 • 36. 53 32 • 49.22 9 ~S.77 2. 82 9.65 • • • • • 
9 512 1 4 • 2.18 1 • 21.98 37. 1,0 2.96 6. 57 • • 
9 512 10 38 • 29.07 7 • 3.77 2 • 24.65 5.45 15.92 • • • 
9 512 100* 6 • 22 • 53.00 1 • 11 • 22.27 18 • 15.08 .· 5 ?7 20.98 • • • • • . .:., 
10 1024 1 15 • 21.90 2 • 52.55 l • 22. 85 · 5,33 . 11.11 • • • 
10 1024 10 2 • 33 • 37.95 15 • 19.37 4 • 3.5. 35 . 10. 03 31.25. • • • • 
*Time obtained by extrapolating from values for NS=l and NS=lO for M:~=9: 512. 
. . 
-B:C -
. . 
2.50 
4~17 
4.25 
. . 
2.00 
. 
. . 
' q • ')I) 
4 .oo. 
1.95 
1.12 
i : . 
. ~. 1.t0 
2.22 
2.92 
. 3.91 
2.08· 
3.12 
. . . ..... 
• , •, -.- '!:' ' 
.. 
, .. 
" 
J 
. 
the first few. Thus, to enable the computational superiority of the 
proposed method t·o provide dividends in actual practice, t~e raw 
estimates must be subjected to some smoothing process. 
' ' 
Thus, an immediate sutdy which needs to be undert~en is for some 
sort of a smoothing scheme. In most spectral analysis application the 
desired end product is the spectrum of the signal under study. The 
smoothi~g process for the spectrum is referred to as the windowing 
of the raw estimates. All ~riteria of windowing (e.g. the Bartlett 
window, the Tukey window, the Parzen window • . • etc. ) are based on· 
optimizing some relevant measure to be optimized. A windowing 
,. 
scheme for the lagged product estimator is outlined by Schaerf [13]. 
The development of a smoothing scheme for the raw estimates is a pre-
requisite for the proposed estimation scheme: to be put to actual use 
in modeling and time series analysis . 
A window also needs to be developed for the raw spectrum obtained 
from the autocorrelation function estimates using the proposed Walsh / 
approach. Another continuati.on of this work ·would be to obtain an 
efficient algorithm to compute the discrete convolution of two 
• 
sequences. 
V 
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. · · ·NolATION tiSE_i> ·FOR ·v ARrous. :_QUANTITIES · 
. . . . . . . . . 
. . 
. The· tiotation use·d. in· this thesis. to ... a.es:i.gn~te var.ious quap~·ities . 
. . 
is s1DDrnari·zed below for eas·e. of reference. 
. ·Jx(t)J : ··a Wide sens·e statiOl:}.ary .-random process ·i_n .continuous·· t·ime 
' ~ ... 
. . 
·fx(k).} :_ discrete analog· of {-x(t)J 
. . 
x'(t) : ati° element of the- s.et {x(t)} .. 
x(k) : an element of the· set ·{x(k)f 
jxs (t)}: a sample record of the· random prbcess {x(t)} in continuous 
time 
X (t) • an element of the set { xs ( t)} • s 
X (k) • an element of the set { xs (k.)} • s 
T • sampling interval • 
Tx : length of sample record {x/t)} 
R(t) : autocorrelation function for the random pr·o.cess {x(t)} 
R (k) : sample autocorrelation function 
s 
A 
R(k) : autocorrelation function estimator 
L{k) : logical autocorrelation funct.ion for the random process {x( t)} 
L (k) : 
s 
sample logical autocorrelation function 
A 
L(k) : l~gi~al autocorrelation f'uncti~ estimator 
: Fourier power spectral density -of the random process tx(k)} 
t x(k)} P .. (i) : 
w 
Walsh power spectral density of the . random· p·rocess 
I\ 
P (i) : Walsh power spectral density estimator 
w 
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APPENDIX A (Cont'd) 
.... 
. 1 
-Y (k) : autocovariance function for the random process t x(k) J 
A (k) : logical autocovariance function for the random process 
X • transform of the. vector x (k) • s s . 
" CR • matrix of the autocorrelation estimator R • covariance .. 
" CL • matrix of the logical autocorrelation estimator L • .co.variance • 
.• 
• 
• f) 
d 
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APPENDIX B 
PROPERTIES OF WALSH FUNCTIONS AND TRANSFORM 
Some· properti.es of Walsh functions and the definitions of 
discret~ Walsh transform and other quantities of relevance to this 
• 
thesis are given below. For detailed description refer to the work 
of Kennett [11]. 
'. 
1.1 A convenient representation of the discrete Walsh 
functions wal(i ,k) exists- in terms of the biriary 
representation of the indices. Kennett· defines the 
M N-length dis·crete Walsh function for N = 2 by: 
(b +b ) d 
val(i,k) = 
M-1 
n (-l) n-r n-r-1 r {B.1. a) 
r=O 
• 1 = o, 1, 2, 
k=0,1,2, 
... ' 
... ' 
N-1 
N-1 
where b , d are the binary bi ts of i, k. 
r r . . 
• 
(B. l. b) 
(B .1. c) 
1.2 Walsh functions with this ordering have the following 
- properties 
(1) Wal {i,k) - + .l - (B.2) , -
(2) Wal (i ,o) - 1 (B.3) -
(3) Wal (0,k) - 1 (B. 4) -
,, 
-41 
...... 
1: 
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• 1 
0 
1 
.. 2 
3 
4 
5 
6 
7 
l : . 
• 
I 
(4) wal (i,k) = wal (k,i) (B. 5) 
(5) 
(6) 
If' i is even (odd), then the i th Walsh 
,--
function is an even11 ( odd) function with 
respect to the midpoint of' the interval 
[O,N-1] 
f· The ith Walsh function has i sign changes. 
(7) wal (p,k) wal {q,.k-) = wal (p e q, k) (B.6) 
where (& indicates additio11 modulo 2, i.e. bit-by-bit addition. 
k 
0 
1 
1 
1 
1 
1 
1 
1 
1 
TABLE B-I 
Walsh. Functions for N = 8 
1 2 3 4 5 6 7 
1 1 1 1 1 1 1 
1 1 1 -1 -1 -1 -1 I • 
., 
1 -1 -1 -1 -1 1 1 
1 -1 -1 1 1 -1 -1 
-1 -1 1 .1 
-1 -1 1 
-1 -1 1 -1 l 1 -1 
-1 1 -1 -1 1 -1 1 
-1 1 -1 1 -1 1 -1 
(8) The 2M Walsh functions Wal (i,k) for i, 
k=O, ..• ~ 2M - 1 are· mut.ua·lly ot·thogonal, 
• 1. e. , 
.:.1: 
::-:. ~ .. 
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2: val {i ,k) val (j ,k) = N 6(i-j) 
k 
N 
and hence, form an orthogonal basis for R. 
.. 
(B.7) 
Eight Walsh Functions for M = 3 are shown in Table B-I. 
2.1 For an N-length real sequence x(k) the finite Walsh 
transform is defined as: 
N-1 
X(i) = 2: x(k) val (i,k) 
k=O 
i=O, 1, 2, ••• , N-1· (B. 8) 
Similarly we can express x(k) as the inverse finite 
Walsh trans form of X( i ) . 
x(k) 1 = -N 
N-1 
2: 
i=O 
X(i) wal. (i ,k) k=O, 1, 2, , ••• , N-1 
(B.9) 
For convenience we use a double-headed arrow to indicate 
a trans form pair, e.g. , 
x ( k ) c«.a. X ( i ) . 
2.2 Let x(k)<:>X(i) and y(k).:>Y(i). . . ·The logic~ 
... 
convolution is then defined as 
N-1 
Z(k) = 2: x(j) y(k $ j) 
j=O 
It can be shown that 
r:. 
N-1 
E· x(j) y{k E9 j)4•X(i) Y(i) 
j=O 
62 
(B.10) 
/ 
,, . 
.. 
~ 2. 3 The deterministic log,ical autocorrelation for an 
N-length sequence x(k) such that x(k) c • X(i) 
is defined as: 
N-1 
Ln(k) = i ~ x(k $ j) x(j) (B.11) 
j=O 
or, 
The deterministic Walsh power spectral density PD(i) 
is defined as: 
.. 
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APPENDIX C. 
RECURSION RELATION FOR M (k,n) 
·we are interested in :rinding the matrix M(k,n) such that 
N-1 
~(k) = j L x(j) x{j. ti k) = j xT M(k,n)x (C.l) 
j=O 
Hence we will concentrate on the nature of j $ k· for 
j = 0 , I , · • • • , 2n - 1 , k = O, 1, . . . ' n 2 - 1 • 
n Let·j and k be non-negative integers less than 2 -1. 
Then every number j and k can be. expressed in binary 
notation with n coefficients ·t·ha.t are either zero or one. 
Let 
n-1 
I: 2r j • - Jr -
i=O 
n-1 
L r k - k 2 .. - r 
r=O 
Then the operation e in j $ k means: 
n-1 
j tl k = L (jr ti kr)2r 
i=O 
.,, 
(C.2) 
( c. 3) 
where j ; k. represents the modulo 2 add,.ition operation 
r r 
(i.e. binary addition without carry). It is defined by 
the set of equations: 
'': -· i 
64 
........ 
•. 
• 
•. 
-
, . ', -.•. ·,· ,-,·-·.t--:c;·. -· ~ 
--
·C\· 
Vi 
~- ·:-.-,· •• •. ~:' ,- • : •• -· - ;.. • ,.> 
INDEX 
k 
0 
l 
'") 
._ 
3 
5 
6 
·7 
8 
9 
10 
11 
12 
13 
14 
15 
J 
0000 
0001 
0010 
0011 
0100 
0101 
0110 
. 0111 
1000 
1001 
1010 
1011 
1100 
1101 
1110 
1111 
0 l 2 
0000 0001 0010 
0 1 2 
1 0 3 
2 3 0 
3 2 l 
4 5 6 
5 1 
6 7 4 
7 6 
8 9 10 
9 8 11 
10 11 8 
11 10 9 
12 13 
13 12 15 
14 15 - 12 
15 14 13 
I 
TABLE C-I 
~ITWISE MODULO 2 .ADDITION GIVEN BY 
j'e k FOR n = 3 
3 4 .5 6 7 8 9 
0011 0100 0101 0110 0111 1000 1001 
3 b 5 6 7 8 -9 
2 5 4 7 6 9 8 
1 6 1 4 5 10 11 
0 7 6 5 4 11 . 10 
7 0 ·1 2 3 .12 13 
6 1 0 3 2 13 12 
5 2 3 0 1 14 15 
3 2 1 0 15 14 
11 12 13 14. 15 0 l 
10 13 12 15 14 1 0 
9 14 15 12 13 2 3 
8 15 14 13 12 3 2 
15 8 0 
... 10 11 4 5 
14 9 8 11 10 5 4 
\ ___.,: . 
, ;r 
13 10 11 , 8 9 6 7 
12 11 10 9 8 7 6 
10 . , ~- 12 
1010 1011 1100 
10 11 12 
11 - 10 13 
9-
9 8 15 
J.4 15 8 
15 . 9. 
12 13 .10 
13 12 - 11 
3 2 ·5 
o· 1. 
•. 6 
1 0 7 
6 1 0 
7 6 1. 
5 2 
5 4 3 
--
.. 
- 13 14 
.. 
1101 1110 · 1111 
13 15 
12 
15. 12 13 
14 13 12 
9 - 10 
8 11 10 -
11 8 ·9 
10 9 8. 
5· i 
4 1 
.., 4, 5 
4 
l 2 3 
0 3 2 
0 
2 l 0 . . 
. , . 
' . . 
. ... ... . . 
I 
.. 
. . 
. ·' 
~ 
rv. 
" .,J• 
• 
... 
; 
' . 
,,' 
0 • • ... 
!, •. •. ·, 
'• . ~~ . 
. . . . 
. . . 
. . . 
'. .. . . . . 
• .4 • 
.. . . ·: . . .. .•. 
: . .· .· .· . ) ... 
. . . .. . ;.. . . . . 
. . . . . 
. . . . 
.. . ·. .. 
.. . .. :·.· 
. . ·. 
... ..• 
. . . 
·.'.. ·o e 1· = 1· • o = 1 . · - · 
. 
. . ' 
.1 • • •• . . ' 
. 
· .. (C~4a) ·. · 
(c. 4b) . 
The· 'bitwise modulo .2. addition -matrix :ror ri=4 ·is· shown-. lll 
Table C-I. 
. . 
· To see .. the underlying re cur's ion pattern in· Table C-I we 
. . 
determine th·e elements· Of· matri_ces M(k ,n) for 'n=3, 
. n 
k=O, :1, ••• , 2 . .:_l 
Case I: 
n=O k=O 
M(O,O) = [l] 
Case II: 
n = 1, k = 0,1 
., 1 
• 
M(O,l) -
-
• 1 
Case III: 
n = 2, k = 0,1,2,3 
1 . . . 
. 1 . . 
. M( 0 ,2) = • • 1 • 
. . . 1 
• • 1 • 
• • 
. . 1 
M(2,2)· = 1 • • • 
• I • • 
Case IV: 
n = 3 . k = .o ,1,2, 
• 
66 · 
M(l,l) -
-
M(l,2) = 
M( 3 ,2) -
.... 
• 
1 
. 1 
1 . 
1 
• 
• • 
• • 
. . . 1 
. . 1 . 
• • .. 1 
• • 1 • 
• 1 • • 
1 • • • 
> .. 
(-c. 5a) 
( C.5b) 
( C. 6a) 
{ c. 6b) 
( c. 7a) 
( c. 7b) 
(C.7c) 
. •; 
.. 
. .... .· 
. . 
. 
.. : 
"~, . 
. 
.. 
, 
.... · . 
.. 
• 
;.. 
1.· 
• • • • • • • • 1 • • • • • . . 
• 1 • • • • • •• 1 • • • .. • • • • 
• • • • • • • • • • ·l • • • : 1 1 M(l,3) M{0,3)~ ( c. 8a) • • • • • • • • • •• • • • • --1 1 • • • • • • • • • • •• • •• 
• •• •• • •• 1 • • • • • .. 1 • • • 
• • • • • • 1 • ••• • • •• • • • 
• • • • • • • 1 • • • • • • 1· • 
• • 1 • • • • •• • • • • 1 • • • • 
• • • . 1 • • • •• • •.. • l . • • .• • 
·l • • • • • • .. • 1 • • • • • • 
1 1 (c. 8b) M(2,3)= • • • • • • • • • .. • • • • M(3,3) -
- 1 1 • • • • • • • • • • • • •• • 
• • • • • • • 1 • • • • • • • 1 • 
• • • • 1 • • • • • • • •• 1 • • 
• • • • • 1 • • • • • • 1 • • • 
• • • • 1 • • • • • • • • 1 • • 
• • • • • 1 • • • • • • 1 • • • 
• • • • • • 1 • • • • • • • • l 
1 1 M(4,3)= • • • • • • • • • • • • • • ( C. 8c) M(5,3) -- 1 1 • • • • • • • • • • • • • • 
• 1 • • • • • • l • • • • • • • 
• • 1 • • • • • • • • 1 • • • • .... 
• • • 1 • • • • • • l • • • • • 
,, 
• • • • • • 1 • • • • • • • • 1 
• • • • • • • 1 • • • • • • 1 • 
• • • • 1 • • • • • • • • 1 • • 
1 1 • (c. Ba) • • • • • • • • • M(7,3) • • • • }1(6,3)= -- 1 1 • • • • • • • • • • • • • • 
• • • 1 • • • • • • l • • • • • 
1 • • • • • • • • 1 • • • • • • 
• 1 • • • • • • l • • • • • • • 
C-I and the matrices M(k,n) .. 1n A close ~tudy of Table 
relation: • recursion (C.5)-(C.8) followi!J.g ·1e.ad·s the to Eqs. 
() 
•, •·· . -.. 
' 
,. ..... .. 
' . 
v• 
.... 
. ' 
... 
1 
' . ' . 
. . . . . . 
. . ,, 
... 
.. . 
·~, . 
·.,,' .. 
. . . :. 
. . 
..... 
. . . 
. •; . . 
. ' . . 
M(O,~). ·= .. [l'J 
. . . 
. 
. . . 
. • ·····. . . . 
.• . 
. . 
. . '. . 
.,,,.· .· 
: .·. .. .· . •. 
; -~ 
. . 
. ~ . 
~-
.. ( C.9a) 
. . . 
. . 
. . ·' 
. . 
. 
· ·M(k,n) ·= 
·M_(k.·,n~l) · cl) n~l 
~ n-l . M(k,n-1) 
k = O,l, •• ; ,~'t~i (c.9b) .. · · 
. . . 
. ' 
. . 
. . n 
_M(2~1-k,ri)yn·· k = 2,. ~-~ ,~-1 -1 . cb~9c) 
' . . . 
. . 
wh·ere the o~ly non-~ero. elements of V0 ·are .aiong ~he NE-SW_ 
.. 
·diagonal, 
·" '~ . 
• 1.e. 
V = 
·n 
1 
• ( c.10) • 
• 
1 
is a 2n x 2n inverting matrix. Vn has the property that 
when post-multiplying a."1other matrix it reverses the order 
. 
of the columns o.f the ·.matrtx: it multiplies. · That is 
A=· [ a a 
1 2 
••• a ] 
n • 
1 
• 
• 
1 
= [ a 
n 
where ·ai is. the i th column· .of the matrix ·A. '!'his 
-
a ] 
1 
_ recursion relation may now be used to generate M(k,4) 
for k=O, l, ••. , 15 and. ve!if'y the result obtai_~ed by 
direct use of Table C-I •. 
• 
• ! -c:·· . . • 
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:-. . . 
··: ·ELEMENTS OF MATRICES y· · 
. . . . kk 
. . 
. . 
. . . 
. . ", 
.If th~. algor_ithm described ~ Section 5.4_ ·i.s -qsed to evaluate 
. " . " 
. 2 . 
·E· [L(k)]·. as the quadrati·c form: 
.. 
. . 
I\ 
If' E [L1k)] = . , 
for n = . 3 • and k :::: 0 , 1, .•. , 7 the matrices Ykk are as follows : 
•. 
Bo 
• • • • • • • 16 • • • •• • • • 28. 8 12 • • • • • • • • • • • • • 
• • 24 • • • • • • • 24 • • • • • 
• • • 20 • • • • • 12 • • • 8 • • Yoo - 16 yll - 16 • -• • • • • • • • • • • • • . 
8 4 12 • • • • • • • • • • • • • 
• • • • • • 8 • .f-~ • • • • 8 • 
• • • • • • • 4 • • • • • 4 • • 
(D.2a) 
.. 
&> • 
16 • • • • • • • 16 • • • • • • • 
• 16 • 8 • 4 • • • 40 • 16 • • • 4 
• • Bo • • • 8 • • • 16 • • • "8 • 
• 8 • 8 • • • 4 • 16 • 24 • 12 • • 
y22 - 16 • y33 - 16 • • • - • • • • • • • • • • • 4 8 12 • • • • • • • • • • • • • 
• • 8 • • • • • • • 8 •• • • • • • 
• • • 4 • • • • • 4 • • • • • • 
.(D.2b) 
.~ 
:, . 
. t 
· .... · 
. . 
• . 
, 
.•.. . 
.. 
,. 
• .... 
: . 
. . . 
. . ,· . 
,..: ~· ·~ . 
; 
" 
., 
' . 
.. ,.,_. ;· ',, -.. ·~ 
~· .. '. 
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'\ 
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16 
• 
. ' 
• 
• 
• 
•• 
• 
16 
• 
• 
• 
• 
• 
• 
• 
•. 
• • 
.·24 
• 
. • 16 
... • 
• • 
•• • 
• 8 
:4 
• 
• • 
16 • 
• 40 
12 • 
• • 
• • 
• 16 
• • 
• 
.. 
• • • 
• • • 
• • • 
·a 
• 12 
• 80 • 
12 • •· 
•• • • 
• • •• 
•. 
• • • 
12 • • 
• • • 
• • 8 
• 16 • 
8 • • 
• • • 
• • 4 
.-
. . 
. . 
.. 
•· -· .. 
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, 
/. • • • • • •• ·• • • 
4 16 8 .... ·4 . t·,. r • • • • • .. t ' 
8 16 ·.·a F· • .. • • • • • • 
• • • 8 • ·24 • ·16 • 4 
!55 - l6 • - • • • • • • • • '.• 4 16 24 •· • • • • • • 
• • • • 
.·a 
• • ,.- • • 
• • • • • 4 • • • • 
·' 
(D.2c) 
• • 16 • • • • • • • 
• • • 32 • 4 • 4 • 4 16 • • • 24 • • • • • 
• • • 4 • 24 • 4 • 4 
y77 16 -• • - • • • • • • • 4 4 4 16 4 • • • • • 24 • • • • • • • 8 • 
• • • 4 • 4 • 4 • 8 
(D. 2d) 
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