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ABSTRACT 
This dissertation discusses on a new design of biological multimodal microscopy for 
simultaneous recordings of fluorescence and quantitative phase in three-dimensions. 
Fluorescence imaging and phase imaging take most of market shares in the biological imaging.  
(1) General use of fluorescence imaging is to specify the distributions of known fluorophores, 
which are attached artificially or intrinsically to specific components inside the cells. This 
could help people to diagnose abnormal cancer cells in the early stage, or monitor gene 
expression and subcellular localization by fusion tagging;  
(2) Phase imaging is advantageous in observing cell membranes or cytoplasm by means of 
detecting phase delay. For most of cells, it is difficult to image cells and surrounding 
medium due to their similar absorption rate. In some cases, it is mandatory to image cells 
in phase contrast to study dynamic events without staining.  
Usually, fluorescence and phase contrast are complimenting each other, yet simultaneous 
recordings of those two kinds are not realized due to the difficulty of switching illuminations 
and filters for each kind. Not to mention the difficulty of three-dimensional imaging with high 
recording speed is another factor to hinder multi modality imaging. 
Chapter 1 addresses the advances and problems in the modern imaging techniques, and 
the importance of multi modality imaging for biology. Advances in fluorescence imaging are 
closely linked to development of fluorescent markers. Nowadays, hundreds of markers work as 
biosensors inside the living cells. It is important to image those sensors in three-dimensions, not 
just a layer. Also, recording speed should be fast enough to capture the dynamic intracellular 
events. Confocal laser scanning microscopes can record three-dimensional images with 
impressive high resolutions, however the recording speed is hard to improved by the nature of 
scanning process. Some alternatives are suggested in this chapter. On the other hand, phase 
contrast imaging is also available with various imaging techniques. For instance, phase contrast 
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microscopy and differential interference contrast microscopy are mostly used in high-end 
microscopes. However, they exhibit limitations on quantitative and three-dimensional imaging. 
Digital holography has been brought attention by its fast recording speed, quantitative 
measuring, and three-dimensional reconstruction. It is suitable to image biological samples 
using digital holography for both fluorescence and phase. The overall structure of this 
dissertation is discussed in the last of this chapter.  
Chapter 2 discusses various ways to realize digital holographic microscopy with the 
support of mathematical explanations. So far most of studies on digital holographic microscopes 
focus on the quantitative phase imaging. Typical configurations of in-line and off-axis methods 
are introduced. In-line configuration provides better resolution in an exchange of recording 
speed, while off-axis configuration provides fast three-dimensional recordings with reasonable 
resolutions. From the last decade, digital holography for incoherent light sources, such as LED, 
and fluorescence is also caught on focus. The concept of in-line and off-axis configurations are 
modified as common-path and Michelson type set-ups. Recent development on those two 
configurations and their pros and cons are discussed. 
Chapter 3 introduces a new multimodal digital holographic microscopic system. In the 
proposed system, the fluorescent image is obtained by a reflection-type fluorescence optical 
microscope with excitation wavelength at 532 nm or 473 nm; and the phase image is obtained 
by transmission-type off-axis digital holography with wavelength at 632.8 nm or 830 nm. 
Recording devices for each imaging are synchronized, and the maximum recording frame rate 
was 6 frames per second in the experiment set-up. This frame rate was decided by the lowest 
frame rate among the recording devices, which in our case, the recording device for 
fluorescence imaging takes more exposure time than phase imaging. There are plenty of rooms 
to improve this recording speed. For instance, complementary metal-oxid-semiconductor 
recording devices with high quantum efficiency can achieve 100 frames per second 
(ORCA-Flash4.0 V2 Digital CMOS recording device c11440-22CU). Three-dimensional 
reconstruction of phase images takes additional processing time. It is depends on the algorithms, 
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processing units, and the size of the image. Experiments on a static single HeLa cell and a thin 
slice of mouse brain are carried out by multimodal microscopy. Digital holography is superior in 
single cell imaging because the single cell has less diffraction. Fine details are interpreted by 
quantitative phase values. In the brain slice, the boundary of different matters is clearly imaged 
in a phase image, while the fluorescence gives information on the distributions of neurons. Time 
laps experiments with living plant cells are also presented. The damage in cells by continuous 
exposure of laser light is imaged in both images. Reconstructed phase images in those 
experiments generally suffer from a wrapping problem. This prevents visualization and 
measurement. Dual-wavelengths digital holography provides a feasible solution to this problem. 
In the experiment, I used lasers at 632.8 nm and 830 nm at the same time to increase the 
measurable optical path difference. An artificial defect in the silicon layer is imaged and 
measured by the proposed method.  
Chapter 4 suggests some image processing methods to realize three-dimensional 
fluorescence imaging. The multimodal digital holographic microscope only records 
fluorescence in two-dimensions. Any objects that are out of a focus plane appear blurred in the 
recorded image. I suggest multiple ways to recover blurred images. These methods could bring 
back defocused images to a focused plane according to their distance of defocus. The key 
procedure in suggested image recovery is numerically backpropagating the image from a 
recording plane to a focus plane. The backpropagation distance is equal to distance of defocus, 
and quantitative phase imaging can tell exact quantity about this distance. Iterative method 
shows some effectiveness, however, this also shows limitations on defocus distances and 
aberrations. When there was spherical aberration, the iterative process converges the aberration, 
leads to false outcome. In order to eliminate the effect of spherical aberrations, Zernike phase 
correction was applied. This method sets patterns of Zernike spherical expansions as a phase 
distribution, and generate it to a focus plane. The result on microbeads in various depths 
position confirmed the recovery. The similar method, which was applied to Fourier plane, also 
confirms the recovery. These suggested methods are superior to convolution methods in terms 
of easiness, because there is no need of knowing the point spread function of the imaging 
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system and optical property of the specimen. However, the recovery is limited to certain 
samples, for instance, point like shape and sparse distributions. When the samples have complex 
formation and fine details, the recovery will not work properly. The possible applications would 
be imaging cell distributions with a large field of view, or counting or reconstructing 
intracellular components in motion.   
Chapter 5 suggests an ultimate method of realizing fluorescence digital holographic 
microscopy. Image recovery methods that are introduced in chapter 4 come with simplicity and 
low cost. However, the limits on recovering objects hinder some biological applications, for 
example, dense distributions of fluorescence. It is expected that digital holography can realize 
three-dimensional reconstruction with no scanning process. For decades, it was considered 
difficult to realize digital holography with fluorescent light sources, because fluorescence 
exhibits low coherence in time and space. It was until recently the Fresnel incoherent correlation 
holograms (FINCH) showed itself under quite a highlight, the study has caught attentions from 
many research groups. FINCH performs a phase shifting algorithm with at least two frames of 
recordings. There are also some methods suggesting single-shot fluorescence digital 
holographic microscopy, but they suffer from stability and calibration problems. I used 
dual-focusing lens with diffraction gratings to realized off-axis single-shot fluorescence digital 
holography. The overall configuration is common-path. Thus strong stability can be expected. 
Also the off-axis recordings can be realized by different diffraction angles in the optical 
diffraction element. In the experiment, I used a phase only spatial light modulator to perform the 
dual-focus diffraction element. The mathematical description and simulation, simple 
experiments with an LED light source are presented. In the simulation, the effect of temporal 
coherence to the reconstruction result is also discussed.  
Chapter 6 concluded the contents in the dissertation, and discussed some existing 
problems in the suggested methods. Future works to solve the problems and realize ultimate 
multimodal 3D imaging are also discussed. 
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CHAPTER 1.  INTRODUCTION 
 
1.1 OPTICAL MICROSCOPY FOR BIOLOGICAL IMAGING  
1.1.1 Fluorescence imaging 
Since the first compound microscope had made its appearance to the world nearly a half 
millennium ago, microscopes have pushed forward human development in every aspect. 
Scientists have been fascinated to discover the nature’s wonder by looking through microscopes. 
The famous Abbe’s diffraction resolution theory sets a fundamental limit of an optical imaging 
system [1]. According to his theory, anything smaller than 
l
2NA
 ( for wavelength; NA for 
numerical aperture) is not able to be resolved in any imaging system. It was true for few 
decades, until scientists broke the limit over and over again; the 2014 Nobel Prize in Chemistry 
went for a technique to achieve super resolution fluorescence microscopy, called Stimulated 
emission depletion microscopy (STED) [2-4]. This method suggested an effective way to reduce 
the fluorescence emission spot down to few tens of nanometers. Another invention that has 
great impact on both microscopic techniques and biology is Green Fluorescence Protein (GFP) 
[5]. This technology has revolutionized live cell imaging because gene expression can be 
detected from autofluorescent molecules fused with DNA of interest. Nowadays, numerous 
fluorescent biosensors are available [6]. Biologists selectively use one or many of them to 
image specimens according to the specific requirements of the procedures.  
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When using microscopes, choices have to be made such as between spatial-temporal 
resolutions, or a high signal to noise ratio (SNR) and damaging the sample under observation. A 
trade-off between spatial resolution and temporal resolution is obvious when one has to decide 
using a confocal laser scanning microscope or a widefield fluorescence microscope. The former 
provides excellent spatial resolution and three-dimensional (3D) imaging. However, the 
scanning process is time consuming. The latter provides fast imaging with under 
diffraction-limited resolution and lower SNR. Another trade-off is between high SNR and cell 
damaging. Photobleaching and toxicity are common problems with fluorescence live cell 
imaging. Limiting duration and intensity of illumination is very critical condition to minimize 
the damages [5]. However too short exposure will reduce number of photons, and cause low 
SNR and low contrast in the recorded images. 
 
1.1.2 Phase imaging 
One alternative to study live cells without staining is phase imaging. Most of cells are 
semi-transparent; therefore special techniques are needed to image such cells. Phase contrast 
and differential interference contrast microscopy are the most commonly used. They have 
superior ability to image cell shape and motility by translating phase variations to contrasts in 
amplitude. Phase variations are the result of phase delay that is caused by measuring objects. 
Conventional phase imaging methods are limited in two-dimensional imaging, and the 
measuring is often qualitative. 
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Figure 1-1 Phase contrast is a result of optical path difference when light passes through a phase 
object; n1 dnd n2 are refractive indexes of emersion medium and sample object, d1 and d2 are thickness 
of the slice and measuring object, and  is wavelength. 
As shown in Fig. 1-1, phase images tell important information on optical path length that is 
a product of thickness and refractive index of the measuring object. Quantitatively obtain phase 
information can help people to analyze status of living cells. Also, knowing the phase and 
intensity of the light field means numerical modeling of light propagation is possible. Then I 
can simulate the light field forward or backward to explore different planes of images other than 
the fixed recording plane.   
  
1.1.3 Multimodal imaging 
The fluorescence imaging and phase contrast imaging could complement each other. To switch 
between phase imaging and fluorescence imaging involves changes in several filters and 
shutters. And this is usually done by time sequential manner. Rapid cell activity makes it 
difficult to obtain both fluorescence and phase images within a very short period of time. 
Especially when the cell moves around in 3D space, it is nearly impossible to realize neither 
types of imaging. In addition to fluorescence and phase, other physical parameters such as 
polarization, spectrum and scattering also indicate unique property of the specimen. Integrating 
those optical architectures to obtain multiple parameters at the same time is called multimodal 
imaging. This has been presented by combinations of phase and fluorescence [7,8], Multiphoton 
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imaging, optical coherence tomography and second-harmonic generation [9], coherent 
anti-Stokes Raman spectroscopy [10], and so on.  
This dissertation will focus on multimodal microscopy to record phase contrast and 
fluorescence images simultaneously. The main considerations of this multimodal microscopic 
system are high recording speed and 3D imaging. In order to realize high recording speed, it is 
preferred single-shot recordings over scanning methods. For phase imaging, I opt off-axis 
digital holographic microscopy to realize fast recordings. And for fluorescent imaging, I suggest 
two methods: one is recording in 2D, and recovering out-of-focus images by post processing 
methods, the other one is to use digital holographic method to derive 3D complex light field like 
in phase imaging.  
 
1.2 EMERGING DIGITAL HOLOGRAPHIC MICROSCOPY 
1.2.1 Transition from holography to digital holography 
Holography was invented by Dennis Gabor in 1947 [11]. The basic idea was that for a perfect 
electron microscopy system, the total of all the information has to be used; not only the amplitude 
but also the phase. This discovery is widely spread out in the field of display. People records 
holograms on the optical films, and back illuminates them to display eye-opening life-like 3D 
scenes in the free space.  
With the develop of charge-coupled device (CCD) and complementary 
metal-oxide-semiconductor (CMOS) recording devices, the trend became digitally recording 
holograms instead of using optical films, and processing the light numerically by means of 
computers. Huygen’s-Fresnel integral explains how light propagates in a wide range of 
configurations, either analytically or using numerical modelling. This formula states “every point 
on a wavefront can be considered to be a source of a spherical wave, and the envelope of the 
wavelets gives rise to the wavefront at a later time”. This is shown in Fig. 1-2. Modern imaging 
devices are capable of recording intensities of light only. The lack of phase information makes it 
difficult to apply numerical modelling of light propagation, thus it is impossible to reconstructing 
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light fields in the axial positions other than in recording plane. Digital holography solves this 
problem by introducing another path of light as a reference beam, and makes interference with an 
object beam. The biggest advantage of digital holography is the ability of obtaining both 
amplitude and phase quantitatively.   
 
Figure 1-2 Discipline of Huygen’s-Fresnel integral. Every point on a first wavefront gives rise to a 
second wavefront. 
 
1.2.2 Digital holography and bioimaging 
Applying digital holographic method to microscopes allows us to quantitatively obtain amplitude 
and phase of a wavefront at the recording plane. By carefully analyzing the phase information, I 
can measure integral of thickness and refractive index pairs, which called by optical path 
difference (OPD) [8]. OPD could be an indicator of changes in the shape, position or even 
chemical components inside cells. For instance, light passing the cells delays in the phase more 
than those passing the surrounding medium, because refractive index of cell walls are somewhat 
bigger than the surrounding medium of water.  
One of critical conditions for digital holography is high temporal and spatial coherence 
between object and reference beams. Laser light makes a good coherent light source for phase 
imaging. For fluorescent imaging, it is difficult to control its coherence because fluorophores emit 
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light randomlly in phase and wavelengths. It has a certain width of spectrum, however, it is still 
far to realize interference. This is the reason that the digital holography has not been easily 
applied in fluorescence imaging. However, some progresses have been made. Those are 
explained in the next chapter. 
 
1.3 STRUCTURE OF THIS DISSERTATION  
This dissertation has six chapters. In chapter 1 and chapter 2, I briefly introduce typical optical 
microscopy and biological applications. Various digital holographic microscopic configurations 
for quantitative phase imaging, and recent development on incoherent digital holography for 
fluorescence are also introduced as background of the dissertation. Next, in chapter 3, I propose 
a multimodal digital holographic microscopy that allows simultaneous 3D phase imaging and 
2D fluorescence imaging. Experiments using biological specimens are presented. In order to 
realize fast 3D imaging with fluorescence as well, I propose two methods. The first method is to 
record in 2D with a conventional fluorescence microscope, and recover out-of-focus images by 
image processing method; the second method is to using fluorescence digital holography. 
Chapter 4 is for image processing part. Three processing methods for recovering out-of-focus 
fluorescence images are presented. Those methods are good for recovering sparsely distributed 
point like objects with easiness and low cost. It is best to apply those methods to 3D 
distributions of cells or intracellular components with low magnification imaging system. In the 
chapter 5, the new configuration of off-axis fluorescence digital holography method is 
introduced to realize true single-shot 3D fluorescence imaging. This is considered to be the best 
way to realize 3D fluorescence imaging due to its fast recording and capability of 3D 
reconstructing. The last chapter concludes the dissertation. 
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Figure 1-3 Structure of this dissertation. 
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CHAPTER 2. DIGITAL HOLOGRAPHIC MICROSCOPY  
WITH COHERENT AND INCOHERNET LIGHT  
 
2.1 INTRODUCTION  
Digital holographic microscopy (DHM) opened a new window to measure three-dimensional 
wave fields. Amplitude and phase distributions of the object wave at a recording plane can be 
retrieved from a hologram, and then numerical wave propagation, such as Fresnel propagation 
or angular spectrum propagation can be applied to reconstruct images in any depths. Therefore, 
digital refocusing and quantitative analysis are available [1]. In biological field, the objects are 
often transparent and the absorption is negligible. The quantitative phase imaging is useful for 
measuring the cell structure, which is associated with thickness and refractive index, in dynamic 
events of cell activity [2-9]. Recently, fluorescence DHMs have been developing as well 
[10-15].  
In this chapter, I firstly introduce DHMs with coherent light source for quantitative phase 
imaging (QPI). Contents include how the recordings and reconstructions are done with in-line 
and off-axis digital holographic configurations, and what makes them different from each other. 
Those are mainly explained with terms of wave optics and interferometry. Secondly, current 
developments on incoherent digital holography from various light sources, such as fluorescence, 
LEDs, and ultimately white light source, are introduced. I will discuss benefits and limits of 
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each configuration. This chapter gives basic knowledge on digital holography with coherent and 
incoherent light sources, each of which for phase imaging and fluorescence imaging. It also 
answers why choosing digital holographic methods to realize three-dimensional fluorescence 
and phase multimodal imaging is beneficial.  
 
2.2 QUANTITATIVE PHASE IMAGING  
QPI is an emerging field aimed at studying biological samples with week scattering and 
absorbing rates. [16]. It provides a new paradigm to measure live cells, as it can be an indication 
of movements, changes in shape and chemical compositions [17].  
This section elaborates the procedure of obtaining QPI with mathematical terms and 
examples. There often two types of digital holographic configurations are discussed, one is 
in-line configuration, as in Fig. 2-1(a); the other is off-axis configuration, as in Fig. 2-1(b).  
 
Figure 2-1 Two types of digital holographic configurations for QPI. The input illumination light is 
divided to an object beam and a reference beam by a BS (beam splitter) in both configurations. Object 
beams are modulated in their phase by a sample object, and the reference beams are collimated. Each 
object beam and reference beam join together by a second BS and interfere with each other. M means 
a mirror. 
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The difference in the two configurations is the angle between object and reference beams 
before they strike onto the recording device. In-line configuration sets zero angle, while off-axis 
configuration sets few degrees. This will affect the hologram patterns, and thus the processing 
methods and the results of an obtained phase images.  
 
2.2.1 In-line digital holography 
In an in-line configuration, the object and the reference beams propagate along the same 
direction. In the reconstruction, a DC term, the object wave, and the conjugate of the object 
wave are overlaid together. To eliminate unnecessary DC and one of object wave terms, phase 
shifting method is used. Here I explain how to extract complex amplitude of an object wave.  
At a recording plane, the complex amplitude of the object wave is u
O
= a
O
exp(ij
O
) , and 
the reference wave is u
R
= a
R
exp(ij
R
) . Here a  is amplitude of light, and is phase. Then 
intensity of a hologram with in-line configuration is described by 
I (x, y;j
R
) = u
R
(j
R
)+u
O
2
= a
R
2 +a
O
2 +2a
R
a
O
cos(j
R
-j
O
).
            (2-1)
 
Typical 4-step phase shifting method changes the phase of reference beam each time for 90 
degrees, and records total number of four holograms [4,5]. Then the phase of the object wave is 
described by  
j
O
(x, y) = tan-1
I (x, y;3p / 2)- I (x, y;p / 2)
I (x, y;0)- I (x, y;p )
,
                 (2-2)
 
here the initial phase was assumed to zero. Blocking the object beam can also derive the 
amplitude of the reference wave. The amplitude of the object wave then can be described by 
a
O
(x, y) =
1
4a
R
I (x, y;0)- I (x, y;p )éë
ù
û
2
+ I (x, y;3p / 2)- I (x, y;p / 2)éë
ù
û
2
.
      (2-3)
 
There are some methods to reduce the number of recording holograms for the 
phase-retrieving process. 3-step method and 2-step method are also possible [18,19]. Yasuhiro 
Awatsuji and his research group proposed a parallel phase shifting method to realize single-step 
acquisition [6,7]. 
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2.2.2 Off-axis digital holography 
Off-axis configuration can easily reduce the number of acquisition down to a single frame with 
tilting the reference beam a little to extract the complex amplitude of the object wave [7,8]. 
Here, the measuring object is assumed to be a complete phase object, so it only modifies the 
phase of transmitted light. Then the intensity of object beam and reference beam are equal as 
IO(x, y). Again, the reference beam is a plane wave with the zero phase value at the origin of 
recording plane, and then with the tilt angle of, phase of reference beam becomes linear as in 
j
R
(x, y) =
2p
l
ysinq . The symbol  is wavelength, and j
R
(x, y)  is under assumption that the 
tilt angle exists along y direction only. This is shown in Fig. 2-2. Now I can rewrite the intensity 
of a hologram as described by 
I(x, y) = uO +uR
2
= 2IO (x, y)+2I(x, y)cos(jO -
2p
l
ysinq )
           = 2IO (x, y)+ IO (x, y) exp(ijO )exp(-i
2p
l
ysinq )+ exp(-ijO )exp(i
2p
l
ysinq )
é
ë
ê
ù
û
ú
.   (2-4) 
 
Figure 2-2 A plane reference beam propagates with angle  to the object beam.  
The interference term of cosine is transformed to a sum of conjugate complex exponential 
functions by Euler’s formula. By taking the Fourier transform of the hologram, the influence of 
 13 
the phase factors, exp(-i
2p
l
ysinq )  and exp(i
2p
l
ysinq ) , can be interpreted as shift of the 
spatial frequencies associated with Fourier transform of exp(ij
O
)  and exp(-ij
O
) , as 
described by 
F[I (x, y)]= 2I
F
+ I
F
Ä j
OF
( f
x
, f
y
+
sinq
l
)+j
-OF
( f
x
, f
y
-
sinq
l
)
é
ë
ê
ù
û
ú.
         (2-5)
 
Here, F[ ] is Fourier operation, I
F
is Fourier transform of object’s beam intensity, and 
j
OF
( f
x
, f
y
)
 
and j
-OF
( f
x
, f
y
)
 
are Fourier transforms of exp(ij
O
)
 
and exp(-ij
O
) , 
respectively. Frequencies of the DC term I
F
 is located at the center of the Fourier domain, and 
the spatial frequencies of the interference terms are located symmetrically with respect to the 
origin, as shown in Fig. 2-3.  
 
Figure 2-3 Fourier transform of an off-axis hologram. The twin images are placed on both sides of 
origin at the same distance, which decided by the angle  and wavelength.  
This suggests applying a band-pass filter in the Fourier plane can retrieve each terms. For 
example I choose a real image using a band-pass filter w( f
x
, f
y
) , whose center is at (0,
sinq
l
) , 
and moved it to origin, then the extracted signal is described by 
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F[ ¢I
O
(x, y)]=w( f
x
, f
y
) I
F
Äj
OF{ } .                     (2-6) 
This process is shown as in Fig. 2-4. By taking inverse Fourier transform, a real image is 
retrieved as described by
 
¢I
O
(x, y) = F-1[w]Ä I
O
exp(ij
O
)éë
ù
û.                     (2-7)
 
If the window size is large enough yet effectively avoid the DC term, Eq. (2-7) gives us the 
original object wave: the phase of the reconstructed object wave. This method is superior for 
fast recording, however, putting a band-pass filter in the Fourier plane may cut-off high 
frequencies in the image. This could be explained by convolution of an object function and a 
sinc function in Eq. (2-7), which blurs the retrieved image.  
 
Figure 2-4 Process of retrieving complex amplitude of object beam from an off-axis hologram. 
 
2.2.3 Numerical propagation of wavefronts in free space 
The complex amplitude of u
O
(x, y) is ready to apply proper propagation algorithms to observe 
it in different planes other than a recording plane [1]. The Huygen’s-Fresnel integral states a 
wave at a certain point is an integral of every spherical wave from each point source at a source 
plane, as described in  
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u(X ,Y ;d) = u
Oòò (x, y;0)
exp(ikr)
r2
dxdy =
exp(ikd)
ild
u
O
(x, y;0)Ä exp i
p
ld
(X 2 +Y 2 )
ì
í
î
ü
ý
þ
é
ë
ê
ù
û
ú
.  (2-8) 
here r2 = (X - x)2 + (Y - y)2 +d 2  and k is a wave number. Above approximation was derived by 
paraxial approximation. 
 
Figure 2-5 Schematic of Huygen’s-Fresnel diffraction integral. 
In digital signal processing, this calculation is often carried out by matrix-based programs 
and simulations. Suppose x =mDx, y = nDy  and X = lDX ,Y = pDY . Dx,Dy  and DX ,DY  are 
pixel sizes in a hologram plane and a reconstruction plane. The total number of pixels is 
M ´N , then integrals m,p and n, l are ranged between -
M
2
,
M
2
-1
é
ë
ê
ù
û
ú and -
N
2
,
N
2
-1
é
ë
ê
ù
û
ú. I can 
conclude some of discrete calculation methods and their conditions as in table 2-1. Here FFT 
and FFT-1 are fast Fourier transform and inverse fast Fourier transform [20]. 
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Table 2-1.  Light propagation algorithms and their conditions. 
Name Formula Condition Pixel size  
Convolution u(l, p;d ) =
FFT -1 FFT u
O
(m,n;0éë
ù
ûexp -ilpd
l2
M 2Dx2
+
p2
N 2Dy2
æ
è
ç
ö
ø
÷
ì
í
ï
îï
ü
ý
ï
þï
é
ë
ê
ê
ù
û
ú
ú
 d <
NDx2
l
 
DX =Dx  
Fourier transform 
u(l, p;d) = FFT u
O
(m,n;0exp -i
p
ld
m2Dx2 +n2Dy2( )
ì
í
î
ü
ý
þ
é
ë
ê
ù
û
ú
 
d >
NDx2
l
 DX =
ld
NDx
 
Angular spectrum 
propagation 
u(l, p;d ) = FFT -1 U (g ,h;d )éë
ù
û
U (g ,h;d ) =
U
O
(g ,h;0)exp -ipld 1-
gl
MDx
æ
è
ç
ö
ø
÷
2
-
hl
NDy
æ
è
ç
ö
ø
÷
2ì
í
ï
îï
ü
ý
ï
þï
U
O
= FFT u
O
(x, y)éë
ù
û
 
No 
condition 
DX =Dx 
 
 
2.3 INCOHERENT LIGHT AND PROBLEMS IN FLUORESCENCE DHM  
All the calculations discussed in section 2.2 were under the assumption of a coherent light 
source. When dealing with incoherent light or partially coherent light, the results may not hold 
true. Fluorescent light contains certain range of wavelengths, and the phase distribution is 
absolutely random. In other words, fluorescent light is incoherent in terms of space and time. 
Then a hologram will be the integral of intensity distributions that are from every component of 
wavelength and every fraction of time. This severely destroys the contrast in holograms. In 
order to make interference from them, the optical path difference (OPD) between the object 
beam and the reference beam should be smaller than coherent length if not a zero.  
The spectra of fluorescence emission have certain bandwidths from tens of nanometers to 
hundreds nanometers. For example, the Cy5 emission spectra have a peak at 660 nm, and 60 nm 
full width half maximum (FWHM) bandwidth. Then the coherence length is 4.3 m [21]. Any 
two points that is further away 4.3m will not make interference. 
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2.3.1 Common-path incoherent DHM 
A way to minimize the OPD is superimposing the object beam and the reference beam 
throughout. For instance, Inkyu Moon and Bahram Javidi used white light illuminating from 
backside of transparent biological specimens to realize interference [11]. The reference plane 
wave is generated from the DC components of the specimens, and the object wave is magnified 
diffraction patterns of biological microorganisms. This method is preferred when the laser is not 
available for phase imaging, but not for fluorescence, which is illumination and the imaging 
target at the same time. To realize DHM from fluorescence, birefringent diffraction optical 
element (DOE) is applied between microscopic objective and tube lens [12,13]. DOE works as a 
layer of glass or a piece of lens depending on whether the incoming light is ordinary rays or 
extraordinary rays. When the light has both polarization components, then the wavefront will 
vary after passing through a DOE, as in Fig. 2-6.  
 
Figure 2-6 A schematic of in-line configuration incoherent digital holographic microscopy. 
The ordinary ray and extraordinary ray propagate in the free space, and make interference 
by putting a linear polarizer. The advantage of using common path configuration is simplicity in 
the optical set-ups and strong resistance to the turbulences. 
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2.3.2 Michelson type incoherent DHM  
Some researchers achieved interference from incoherent light sources by Michelson 
interferometry configuration [10,14-15] as in Fig. 2-7. Again, those configurations cannot allow 
OPD bigger than coherence length between the object and reference arms. Thus alignment is 
very critical. However, this method is advantageous by giving some freedom to mirrors in terms 
of curvature and angles. It can realize both in-line digital holography or off-axis digital 
holography depending on the angle of the mirrors. Jisoo Hong and Myung K. Kim introduced a 
small angle to the plane mirror to achieve off-axis holograms [22]. However, the set-up is 
relatively large, and need careful calibration. Small fluctuations in the air or displacement on 
mirrors could decrease the contrast of the holograms.  
 
 
Figure 2-7 A schematic of Michelson type incoherent DHM. 
 
2.4 CONCLUSIONS AND DISCUSSIONS  
Current technologies to realize 3D phase imaging and 3D fluorescent imaging by digital 
holography are introduced in this chapter. Table 2-2 and Table 2-3 compared current 
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technologies with DHM in various criteria. Off axis digital holography stands out in some 
criteria as in Table 2-2, especially in recording speed and quantitative sensing, and 3D imaging. 
For multimodal microscopy focused on phase and fluorescence imaging, our choice for phase 
imaging is off-axis DHM. I combined wide-field epifluorescence microscopy and off-axis DHM 
to a single set-up, and realized simultaneous QPI and 2D fluorescence imaging. This is 
introduced in the next chapter.    
Table 2-2. Comparisons of various phase imaging methods 
Name Complexity Quantitative 
sensing 
Recording speed 3D imaging Resolution 
Phase contrast ★★☆ ☆☆☆ ★★★ ☆☆☆ ★★★ 
Differential 
interference  
★★☆ ☆☆☆ ★★★ ☆☆☆ ★★★ 
In-line ★☆☆ ★★★ ★☆☆ ★★★ ★★★ 
Off-axis ★☆☆ ★★★ ★★★ ★★★ ★★☆ 
Table 2-3. Comparisons of various fluorescence imaging methods. 
Name Stability Recording speed 3D imaging Resolution 
Wide-field ★★★ ★★★ ☆☆☆ ★★☆ 
Confocal ★★☆ ☆☆☆ ★★★ ★★★ 
FZP scanning ★★☆ ★☆☆ ★★★ ★☆☆ 
FINCH ★★★ ★☆☆ ★★★ ★★☆ 
Michelson in-line ☆☆☆ ★☆☆ ★★★ ★☆☆ 
Off-axis DHM ☆☆☆ ★★★ ★★★ ★☆☆ 
Shearing prism ☆☆☆ ★★☆ ★★★ ★☆☆ 
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CHAPTER 3. SIMULTANEOUS 2D FLUORESCENCE  
AND 3D PHASE IMAING 
 
3.1 INTRODUCTION  
Among various microscopic techniques for biological applications, fluorescence microscopes 
and phase microscopes are commonly used to study dynamic cellular events. In many cases of 
live cell imaging, where cells under go drastic changes, it is often desirable to simultaneously 
obtain both phase and fluorescence information from a single acquisition [1]. Off-the-shelf 
microscopes switch filters to obtain both images sequentially, not simultaneously. There is a 
paper posted by Etienne Shaffer and his group, which offers a technique combining 
fluorescence and digital holographic microscopy [2]. In the presented technique, subtractive 
nature of the method had caused the noise level higher than if it was recorded individually. Also 
the similar method is presented by Nicolas Pavillon and his group [3]. 
In this chapter, I introduce a multimodal digital holographic microscopy, which combined 
conventional epifluorecence microscopy and off-axis digital holographic microscopy (DHM) 
for quantitative phase imaging (QPI) [4]. Experiments on static single cells and mouse brain 
slice is demonstrated, as well as living plant cells with time-lapse recordings. The recording 
speed is limited by device’s readout speed and exposure time. If the sample emits enough 
fluorescent photons, then the only limit for both imaging is recording device’s frame rate. 
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Reconstructing 3D field from holograms takes extra time. Every reconstruction needs at least 
two times of fast Fourier transform per an image. It takes over an hour to reconstruct and save a 
stack images with 4096 ´ 4096 ´ 200 voxels from a single hologram. This time can be 
reduced with better algorithms and parallel computing. Dual-wavelengths DHM to extend the 
measuring range of optical path difference (OPD) is also demonstrated with an experiment. 
 
3.2 COMBINATION OF EPIFLUORESCENCE MICROSCOPY AND DHM 
3.2.1 System set-up 
Epifluorescence microscopy is the simplest and effective way to image fluorescence. Usually 
there is laser light or a high power LED as an illumination light source to bring electrons to 
excited energy level, and photons are emitted when the electrons return to relaxed states. A 
recording device records the emitted photons and a dichoroic mirror blocks out the original 
illumination light. In Fig. 3-1, the Green laser (Nd:YVO4 532 nm), objective lens, dichroic 
mirror, tube lens, and recording device 1 form a epifluorescence microscope. The 
wavelength-dependent PBS works as a mirror in this case, and SPF (short pass filter) blocks red 
laser light that is coming from phase imaging. Clear focused fluorescence images are recorded 
when the object plane and recording plane are conjugated. Since the recording plane is fixed, 
there is only one object plane that is ready to be imaged. Thus fluorescence imaging is 2D 
imaging. 
The reference arm and the object arm in Fig. 3-1 make off-axis DHM configuration. I use 
red light (He-Ne laser, 632.8 nm) as illumination and a reference beam. At the start, the two 
beams have the same wavefronts. After the object beam passes through the specimen, wavefront 
is modulated according to optical property of the object, and propagates towards recording 
device 2. The dichoric mirror has no effect on the red light, and wavelength-dependent PBS 
blocks fluorescence to mix in, and only allows linearly polarized red light to proceed. On the 
reference side, the light is linearly polarized and collimated. BS (beam splitter) before recording 
device 2 has little angle to make fine fringe patterns in the holograms. The recording device 1 
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(Photometrics CoolSNAP KINO CCD recording device: 1940´1460 imaging array, 4.54´4.5 
m, 6 frames per second) and recording device 2 (Pointgrey Blacfly CMOS recording device: 
2448´2048 imaging array, 3.45´3.45 m, 22 frames per second), are synchronized by open 
source software Micro-Manager. So far our maximum recording speed is 6 frames per second 
(FPS). The experiment system is shown in Fig. 3-2. There are plenty of rooms to improve the 
recording speed, for instance, complementary metal-oxid-semiconductor recording devices with 
high quantum efficiency can achieve 100 frames per second (ORCA-Flash4.0 V2 Digital 
CMOS recording device c11440-22CU).  
 
Figure 3-1 A schematic of multi-modal digital holographic microscopy. (M: mirror, OL: objective lens, 
BS: beam splitter, TL: tube lens, and SPF: short pass filter). 
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Figure 3-2 Experimental set-up of multimodal digital holographic microscopy. 
The advantage of this set-up is simultaneous recordings of fluorescence and holograms at 
the limit of recording devices’ frame rate. Off-axis DHM allows single-shot quantitative phase 
imaging, and also further processing to 3D field measurement. Compared to Nicolas Pavillon’s 
multimodal microscope, this set-up saved about a half number of optical elements. 
I use a Graphical User Interface (GUI) platform by MATLAB software to reconstruct 
phase images. So far, the calculation runs manually after recording is completed. User can select 
the parameters and propagation methods manually, and records results in an image format or a 
text format. It takes a good hour to reconstruct and save stack images with 4096 ´ 4096 ´ 
200 voxels from a single hologram. This processing speed is far from realizing real time 
imaging. This time can be reduced with better algorithms and parallel computing methods using 
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GPGPU. In the future, I will integrate the recording platform and reconstruction platform 
together, and calculate the reconstructions in at the speed of 30 FPS, which can realize seamless 
online measuring and display. The GUI window is shown in Fig. 3-3. 
 
Figure 3-3 Graphical User Interface for phase reconstruction. 
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3.2.2 Experiment on static biological specimen 
Figs. 3-4 (a), (b) are simultaneous recordings of a hologram and a fluorescence image. The 
measuring specimen is a static single HeLa cell. From the enlarged portion of the hologram, the 
stripe fringe patterns are observed. Taking fast Fourier transform (FFT), the spatial frequencies 
of object wave and conjugate terms are on diagonal sides of origin. Taking one of the signals, 
and performing inverse FFT, the complex amplitude of the object wave can be extracted. Then 
numerical light propagation algorithms are applied to reconstruct the object at various depth 
positions. I performed angular spectrum propagation to avoid distance conflictions.  
 
Figure 3-4 Simultaneous recording of hologram and fluorescence. Hologram is transformed to spatial 
frequencies to extract desired object wave. 
Fig. 3-5 shows reconstructed phase and amplitude at three different depth positions. The 
reconstruction distance in image plane can be translated into the depths shift in the object plane. 
Every reconstruction distance of 100 mm in the image side corresponds to approximately 46 m 
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in the object side. The boundary of the cell is completely invisible in the reconstruction distance 
-10 mm. This is a good indication of focused plane, since the cell can be considered a phase 
object. Figs. 3-5 (a) and (c) would be below and above the focused plane. The image is 
magnified by Nikon ELWD microscopic objective with magnification of 50. The single cell 
imaging is very suitable with DHM because it has little absorption and diffraction.  
 
 
Figure 3-5 Reconstructions of a single cell at three reconstruction distances. 
Another example is imaging of a mouse brain slice shown in Fig. 3-6. The slice is 50~100 
m thick. This time I used a Nikon objective lens with magnification of 20. A layer of GFP 
stained neurons are excited by blue laser light at wavelength of 473 nm, and imaged by 
epifluorescence microscopy. There is a region where the neurons are absent. This region is 
called grey matter, and is mostly filled with lipid. Compared to region of neurons, where most 
of their composition is water, the grey matter has slightly bigger refractive index. When light 
passing through the brain slice, OPD occurs, and it is transformed into contrast of phase. The 
boundary between neurons and grey matter is clearly imaged in the reconstructed phase image. 
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Figure 3-6 A part of mouse brain slice. (a). fluorescence from neurons are imaged, (b). phase of the 
same specimen; up: 3D surface profile, down: quantitative phase image. 
The unit of phase is a radian, and calculated by 
2p
l
OPD =
2p
l
dDn , here d  is thickness 
of the specimen, and Dn  is difference in refractive index to the reference medium. In Fig. 3-6 
(b), the difference of maximum and minimum phase value is about 16 radians after the phase 
unwrapping. This means the OPD is about 2.5 times of wavelength. If the difference in 
refractive indexes at respective point is 0.3, and the wavelength of illumination light is 632.8 
nm, then the difference in thickness between those two points is 5.3 m. Usually, the raw phase 
data reconstructed holograms are wrapped values. It is only possible to output values from - to 
 by taking arctangent. This means the measurable maximum OPD is one wavelength of the 
illumination light. 
 
3.2.3 Experiment on living biological samples 
Living cells of egeria densa the moss are used as a sample in the first live imaging. With egeria 
densa, there is no requirement of fluorescent staining. Autofluorescence of Chloroplasts are 
observed by a fluorescence microscope. Cell structure can be measured by a digital holography. 
Figs. 3-7 (a) and (b) show the digital hologram and the reconstructed phase distribution, 
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respectively. In Fig. 3-7 (b), the membrane of the cells and some of chloroplasts are imaged. Fig. 
3-7 (c) shows the fluorescence image of chloroplast. Fig. 3-7 (d) shows the synthesized image 
of Figs. 3-7 (b) and (c). Those results indicated that the cell structure can be obtained by the 
phase image and the more particular information such as the nucleus can be obtained by the 
fluorescence image. These experimental results showed the effectiveness of the proposed 
system. 
 
Figure 3-7 Multimodal imaging of egeria densa, (a). hologram, (b). reconstruction of phase, (c). 
fluorescence image, and (d). synthesized image. 
The second experiment is carried out by Physcomitrella patens the moss cells. These cells 
have one layer structure and strong vitality. Damage induced cell reprogramming is easily 
observed with appropriate conditions.  
Firstly, I cut off small section of a leaf and immersed the sample in a culture fluid. After 
keeping sufficient LED illumination and room temperature for around a week, I observed 
multiple cells near the cutting edge already began reprogramming and cell division. These new 
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cells grow rapidly if the photosynthesis is guaranteed. Then, I used the proposed multimodal 
imaging system to observe cell reaction to the continuous monochromatic light exposure. A laser 
light with a wavelength at 632.8 nm was used as an illumination source instead of LED light. 
The power of laser light is 7mW, and it divided in a quarter by using two beam splitters, and 
made a collimated beam by a spatial filter. Those efforts were made to make sure that the 
exposure light is mild enough to not damage cells immediately.  
Fig. 3-8 shows the experimental results. Here I used a Nikon ELWD 50x/0.6 objective lens. 
Two cells at an endpoint of reprogrammed cell branch are observed throughout the time by 
fluorescence and phase images. In fluorescence images, the bright spherical components inside 
cells are chloroplasts. At the first 32 minutes, the cells have increased its size by total of 7.4 m. 
This was observed by phase images, because the cell membrane is clearly imaged in the first 
two images. Also, their phase contrast has not shown significant changes. However, after 48 
minutes, the cell growth has stopped, and the phase contrast changed drastically. The evenly 
distributed chloroplasts seem to flock together in the fluorescence image. From the phase image, 
dark regions became smaller, and concentrated in the center of each cell. This implies some 
components inside cells, which have large refractive index, have moved to center region. The 
possible components in this case are nuclei and chloroplasts. And after 68 minutes, the cell 
membrane showed little shrinkage from both images. The cytoplasm inside cells appears lighter 
than the surrounding medium. This also implies that the refractive index of cytoplasm is almost 
as same as a culture fluid or even smaller. The continuous red monochromatic light illumination 
could not provide proper conditions for photosynthesis, and even damage the cells.    
 32 
 
Figure 3-8 Living Physcomitrella patens cells under 632.8 nm laser light illumination. (a) Fluorescent 
images and (b) reconstructed phase images 
 
3.3 INCREASING MESUREABLE OPTICAL PATH LENGTH WITH DUAL-WAVELENGTHS 
IMAGING 
Phase images only can output phase values ranged in [-, ]. If any phase value exceeds this 
range, there will be automatic addition or subtraction of an integer multiple of 2 to fit in the 
range. This process is called by phase wrapping. Phase wrapping limits the ability of measuring 
OPD up to one wavelength. Suppose light passes a stair like transparent object, and the upper 
stair is one wavelength higher than the lower one. Then there will be no difference in phase 
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values between them. Some image processing methods are available for recovering true phase, 
and this process is called phase unwrapping [5,6], but often these require substantial user 
intervention and strict requirements on the level of phase noise and phase discontinuity.  
Another approach is to increase measurable range by introducing another illumination light 
at different wavelengths [7,8]. If the wavelength of original laser light is  , and reconstructed 
phase quantity is 1(x,y). Another laser light 2 
that is slightly longer than   is introduced, and 
measure the same sample again. Then the synthesized phase and measurable maximum OPD is  
j
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here, arctan { } is the arc tangent opteration. If I use lasers with wavelengths at 632.8 nm and 
830 nm, then the measurable maximum OPD increases to 2667 nm, as in Fig. 3-9.
  
 
Figure 3-9 Increased optical path difference by dual-wavelengths digital holography. 1 is 632.8nm, 2 
is 830 nm and 3 is synthesized max optical path difference.  
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3.3.1 System set-up 
The extended dual-wavelengths phase measurement is realized by add an IR (830 nm) laser at 
the same path as He-Ne laser light. The hologram is addition of intensity by each wavelength 
alone. There are also blue laser and a shutter added to the fluorescence imaging to increase 
fluorescence spectrum. Fig. 3-10 shows the experiment set-up. 
 
Figure 3-10 A schematic of dual-excitation fluorescence and dual-wavelength DHM. The name of 
additional elements and devices are highlighted in red color. 
 
3.3.2 Experimental results 
The experiment is carried by two types fluorescent beads on a silicon layer. The silicon layer 
has a little scratch in the surface. I used Nikon ELWD objective lens with magnification of 50 to 
image both fluorescence and holograms. From the fluorescence image, I confirmed two types of 
beads, SPHEROTM fluorescent particle Yellow and Nile red, by switching on and off the blue 
and green laser light. In Fig. 3-11, a Yellow particle is excited by blue laser at 473 nm, and the 
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red particle is excited by the green laser at 532 nm.  
 
Figure 3-11 Recorded fluorescence image. 
From the FFT of a hologram, shown in Fig. 3-12, two object signals at the end of one 
diagonal side of origin are distinguishable. This is spatial frequency of object wave from 632.8 
nm and 830 nm illuminations. The shorter wavelength has higher frequency in the Fourier 
plane. 
 
Figure 3-12 Fast Fourier transform of the hologram. 
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Figure 3-13 Reconstruction of phase image. (a): reconstructed at recording plane by 632.8 nm, (b): 
reconstructed at 90 mm, (c): subtraction result by 632.8 nm and 830 nm. 
Figs. 3-13 (a) and (b) are reconstructed phase images at recording plane and at 
reconstruction distance 90 mm, respectively. The scratch is in focus in Fig. 3-13 (b). In order to 
measure the depth of the scratch, I need to know quantitative phase values. In the reconstructed 
phase image, there are many black and white phase jump points. It is difficult to obtain accurate 
depth information from the phase wrapped image. I subtracted another phase image 
reconstructed by 830 nm at the same reconstruction distance. Fig. 3-13 (c) is the result. The 
phase jumps still exist, however, are reduced as in Fig. 3-14. 
 
 
Figure 3-14 Phase profiles of the scratch. 
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3.4 CONCLUSIONS AND DISCUSSION  
In this chapter, I have presented a multimodal digital holographic microscope that can obtain 
simultaneously the phase and the fluorescence images. The phase image has been obtained by 
an off-axis digital holographic microscope in the transmission-type geometry. The fluorescence 
image has been obtained by a conventional fluorescence microscope with the reflection-type 
geometry. Experimental results on static and living cell imaging encourage us the development 
of multimodal digital holographic microscopy. The measurable OPD is extended by using 
dual-wavelengths digital holography. Experiment result shows improved phase image with 
fewer phase jumps. 
 
3.5 REFERENCES 
[1].  YongKeun Park, Gabriel Popescu, Kamran Badizadegan, Ramachandra R. Dasari, and 
Michael S. Feld, "Diffraction phase and fluorescence microscopy," Optics express 14.18 (2006), 
8263-8268. 
[2].  Etienne Shaffer, Nicolas Pavillon, and Christian Depeursinge, "Single‐shot, simultaneous 
incoherent and holographic microscopy," Journal of microscopy 245.1 (2012), 49-62. 
[3].  Nicolas Pavillon, Alexander Benke, Daniel Boss, Corinne Moratal, Jonas Kühn, Pascal 
Jourdain, Christian Depeursinge, Pierre J. Magistretti, and Pierre Marquet, "Cell morphology and 
intracellular ionic homeostasis explored with a multimodal approach combining epifluorescence 
and digital holographic microscopy," Journal of biophotonics 3.7 (2010), 432-436. 
[4].  Xiangyu Quan, Kouichi Nitta, Osamu Matoba, Peng Xia, Yasuhiro Awatsuji, "Phase and 
fluorescence imaging by combination of digital holographic microscopy and fluorescence 
microscopy," Optical Review22.2 (2015), 349-353. 
[5].  Marvin A. Schofield and Yimei Zhu, "Fast phase unwrapping algorithm for interferometric 
applications," Optics letters 28.14 (2003), 1194-1196. 
[6].  Manuel Servin, Jose Luis Marroquin, Daniel Malacara, and Francisco Javier Cuevas, 
 38 
"Phase unwrapping with a regularized phase-tracking system," Applied Optics 37.10 (1998), 
1917-1923. 
[7].  Daniel Parshall and Myung K. Kim, "Digital holographic microscopy with dual-wavelength 
phase unwrapping," Applied Optics 45.3 (2006), 451-459. 
[8].  Yonghee Lee, Yasunori Ito, Tatsuki Tahara, Junichi Inoue, Peng Xia, Yasuhiro Awatsuji, 
Kenzo Nishio, Shogo Ura, and Osamu Matoba, "Single-shot dual-wavelength phase unwrapping 
in parallel phase-shifting digital holography," Optics letters 39.8 (2014), 2374-2377. 
  
 39 
 
CHAPTER 4. IMAGE RECOVERY FROM DEFOCUSED FLUORESCENCE 
IMAGE 
4.1 INTRODUCTION 
In the previous chapter, I introduced multimodal digital holographic microscopy (DHM) for 
simultaneous fluorescence and phase imaging [1]. For phase imaging, I adopted off-axis DHM 
to realize single-shot three-dimensional (3D) imaging. Fluorescence is solely imaged in 2D; 
anything that is out of depth of field (DOF) is out of focus. To image fluorescence in 3D, the 
best in the current market is laser scanning confocal microscopes or other forms of scanning 
microscopes. This method is advantageous for imaging static specimens with high resolution 
and high signal to noise ratio (SNR). Disadvantages of this method is that the scanning method 
usually takes too much time to image fast phenomenon. Also long time exposure will damage 
cells unnecessarily. It is usually take more than a second to image full resolution 3D field with 
cutting edge biological confocal microscopy.  
Two approaches to realize the measurement of 3D phase and 3D fluorescence all together is 
discussed. The first approach is to introduce an incoherent DHM [2-7]. It is considered as the best 
solution with the benefits from digital holography. However the optical configuration and sensitivity are 
two critical drawbacks. The second approach is to record fluorescence in 2D first, and recover anything 
that was blurred by out of focus effect. The deconvolution method by point spread function (PSF) is well 
accepted theoretically, however the practical use is still in progress [8]. One problem is premeasuring PSF 
in every spot in every dimension; this is by no means an easy work. What makes it more difficult is that 
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the PSF is a specimen sensitive function. If the specimen changes, the PSF will probably change too. It is 
also possible to calculate the PSF from given parameters. However, it is problematic obtaining all the 
parameters from the imaging system and specimens [9]. There are some studies suggesting blind 
convolution method, where you don’t have to know every parameter of the imaging system and 
specimen, but the calculation is complicated [10]. 
In this chapter, I will take another approach to recover blurred fluorescence images. Since 
there is a DHM system for quantitative phase imaging (QPI), which works with fluorescence 
imaging at the same time, I can take advantage of it. QPI can precisely measure the position of a 
phase object in 3D [11]. If the phase object and the blurred fluorescent object have the same 
depth, or they are the same object, then the distance from recording plane to focus plane is 
understood. Appropriate phase distributions are then applied to the amplitudes of the blurred 
image to recover focused images. In the next session, iterative method [12] and Zernike phase 
correction method [13] by this principle is introduced. 
 
Figure 4-1 A schematic of fluorescence image recovery using depth information from QPI. 
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4.2 ITERATIVE METHOD  
4.2.1 Gerchberg-Saxton algorithm 
Suppose there is a blurred fluorescence image that is caused by focus mismatch. The object is 
probably below or above the focal point of objective lens, and accordingly the focused image 
will be formed at before or behind of the recording plane. If one knows how far the focus plane 
is away from recording plane, it is possible to estimate a global phase distribution based on the 
distance information. Assuming the wavefront at focus plane has a plane distribution, then at the 
recording plane (x, y), it will have a spherical wavefront as described by 
q
ini
=
p
lz
h
(x2 + y2 ).
                              (4-1)
 
Here  is center wavelength of fluorescence, and zh 
is distance from recording plane to the 
magnified focus plane. This information is provided by QPI. Now there are both amplitude 
A(x,y) that is square root of the intensity I(x,y) and phase distributions, so the numerical back 
propagation to the focus plane is possible. However, this phase distribution is not an actual one. 
In order to find true phase and intensity distributions in the focus plane, several cycles of 
iterative process are required. Gerchberg-Saxton algorithm is adopted to converge to the true 
phase distribution, as described in Fig. 4-2. 
   
 
Figure 4-2 Image of iterative method by Gerchberg-Saxton algorithm 
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Here are procedures for the proposed method: 
① Set an initial phase as a spherical wave as q
ini
=
p
lz
h
x2 + y2( ). 
② Take amplitudes form fluorescence image, and back propagate 
I(x, y) exp iq
ini
(x, y)éë
ù
û to the focus plane. 
③ Take amplitudes, and set all phase to zero. 
④ Compare the observed intensity distribution. If the error is lower than threshold, 
terminate the program. If the error is higher than threshold, move to next step. 
⑤ Propagate amplitudes back to the recording plane. 
⑥ Take the phase  and repeat from step 2. 
This method does not consider any of the optical parameters except the distance to the 
focus plane. Generally after iterations less than 100 times, the image will converge to some 
values.  
 
4.2.2 Experiment results 
Two fluorescence beads at different axial positions are used in the experiment.  Beads are 
SPHEROTM fluorescent particles with the size in between 2.5~4.5 m, and peak intensity is at 
570 nm. From the fluorescence image in Fig. 4-3, the left bead is in-focus, and the right bead is 
slightly out of focus. The intensity level varies due to different excitation conditions. The phase 
images are reconstructed at proper distances to focus the beads. From the reconstruction phase 
images, the distance between two beads is 40 mm. 
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Figure 4-3 Images of fluorescent beads from different depths. 
 
 
Figure 4-4 Recovered fluorescent bead and its intensity profile. 
From the recovered image in Fig. 4-4, some remaining noise aspect around the focused 
image with a stair like shape appears. This effect becomes more severe with bigger focus 
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mismatch as in Fig. 4-5. The defocus distance was 70 mm in this case. In the recovered image, 
the false ring shape converges as well as the focused image of the bead. The possible reason for 
the false structure is spherical aberration, that is caused by imaging system.    
 
 
Figure 4-5 Fluorescence recovery from blurred image, the ring structure remained. 
 
4.3 ZERNIKE PHASE CORRECTION 
4.3.1 Discipline to apply Zernike phase correction 
The spherical aberration is not corrected in the iterative method. Usually Zernike expansions 
cover most cases of optical aberrations from the 0th order to higher orders [13]. I chose 2nd and 
3rd spherical aberrations based on the shape of defocused beads and remaining ring structures 
after iterative method [14]. This aberration terms can be written by 
u(r) = exp ipa(2r2 -1)+ ipb(6r4 -6r2 +1){ }
,                  (4-2)
 
where a  and b  are coefficients for 2nd and 3rd order spherical aberrations. And r  is a quantity 
within 0 to 1, representing an aberration range of semi diameter in the polar coordinates system. Symbol i 
is the imaginary unit. After adding the phase distribution u(r)  to the amplitude of defocused 
fluorescence image, the complex number of recovered image g
Recov
(X ,Y )  is calculated by back 
propagation algorithms, such as angular spectrum propagation or Fresnel diffraction propagation. This is 
described by 
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where Fr[ ] is the operation of Fresnel propagation, I(x,y) is intensity distribution of the 
defocused image, and zh is a distance between recording device plane and the magnified image 
of the object. zh is obtained from the 3D phase distribution reconstructed by the off-axis DHM. 
The phase distribution u(r) is expressed in the Cartesian coordinates system as u( x2 + y2 ). 
In this calculation, I assume that the object is a small fluorescence particle, and then the spatial 
coherence is available for each particle. 
 
4.3.2 Experiments using micro-beads 
Here I present two types of experiments to confirm the method. In the first experiment, a single known 
fluorescent bead is imaged in multiple depth positions to inspect the defocus and spherical aberration 
effects. A TetraSpeckTM fluorescent bead with diameter of 4±0.14 m is used as a test target. It is 
illuminated by an Nd:YVO4 laser and emits fluorescent light at wavelengths at in between 542 nm to 600 
nm. The recording devices are fixed in their positions. Therefore the infinity corrected objective lens 
(Nikon TU Plan ELWE 50x/0.6) and a tube lens (Thorlabs TTL200) only make a clear image on a right 
object plane. The lateral resolution of this imaging system is 1179 nm with the intensity peak of the 
fluorescence at 580 nm. Figs. 4-6 (a)-(d) show the defocused fluorescent images by moving the sample 
stage further from the objective lens. The beam diameter of defocused intensity became larger with larger 
defocus distance. Here the defocus distance z in the Fig. 4-6 is from the plane where the 
fluorescence-recording device located to the plane where the magnified object’s image converged in 
focus. This was obtained from phase images. The defocus distance is proportional to the axial shift from 
focus plane of the objective lens to the actual object’s position. By examining recovery results from each 
defocused images, three variables, a, b and   are determined. Recovered images are obtained as shown 
in Figs. 4-6 (a’) -(d’) and their size profiles in Figs. 4-6 (a’’)-(d’’). Those blurred images from all depths 
are recovered.  
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Figure 4-6 Defocused fluorescent images in the different axial positions and recovered beads. (a-d) are 
original defocused images, (a’-d’) are recovered images, and (a’’-d’’) are normalized intensity profiles. 
The average of full width at half maximum (FWHM) of recovered images is 2.6 μm. 
From Fig. 4-6, the aberration range, including the effect of defocus and higher order aberrations, that 
is represented by symbol  is approximately proportional to the defocus distance zh. The bigger zh, the 
broader  covers. The coefficient a  for the 2nd spherical aberration also appeared somewhat linear to zh. 
In contrary, the coefficient b  for the 3rd spherical aberration remains steady and at the minimum level. 
These are shown in Figs. 4-7 and 4-8. An example of translation of defocus distance in magnified image 
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space to the object’s axial shift from the focal point of the objective lens is shown in Fig. 4-7. The low 
x-axis displays defocus distance, whilst the upper x-axis represents axial shifts.  
 
Figure 4-7 Range of aberration in pixels as a function of reconstruction distance. 
       
Figure 4-8 Coefficients, a and b as a function of reconstruction distance. 
The second experiment was carried out by two fluorescence beads at different axial positions. This 
time, the beads are immersed in the water, and moves freely in the space. Beads are SPHEROTM 
fluorescent particle with the size 2.5~4.5 m and peak intensity at 570 nm. The medium and the 
measuring object were changed from the first experiment. This implies the degree of spherical aberration 
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and PSF have been changed. Fig. 4-9 shows the fluorescence intensity distribution and the recorded 
hologram from the same objects. From the fluorescence image, one of the beads is focused, but the other 
bead located at upper-right is out of focus.  
 
Figure 4-9 Fluorescence image and hologram when two fluorescence beads are located at different 
depth.  
 
Figure 4-10 Phase reconstructions of two beads. (a) reconstructed image at -15 mm and (b) 
reconstructed image at -85 mm. The difference in reconstruction distance is 70 mm. 
Fig. 4-10 is the reconstructed phase images focused at each bead. The first bead was focused after 
applying -15 mm distance to the numerical propagation; and the second bead was focused at -85mm. The 
difference in reconstruction distance between two beads is 70 mm. Meanwhile, in the fluorescence image 
in Fig. 4-9 (a), the low-left bead is considered in focus, thus the blurred image of upper-right bead is away 
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from the magnified focus plain by 70 mm. In this experiment, the beads are floating in water freely, the 
process of obtaining coefficients’ curves as in the first experiment was difficult. Therefore, the coefficient 
curves of a and b in Eq. (4-2) were determined by the fitted curve from Fig. 4-8. With the defocused 
distance of 70 mm, two coefficients, a and b, are determined as 5.6 and -0.25.  
Figs. 4-11 (a) and (b) show the original defocused image and the recovered image. The diameter of 
recovered intensity distribution is 3.34 m. This experiment was successful even without pre-knowledge 
of imaging system and test samples. One factor to affect the result is determination of coefficients in the 
Zernike expansions. A fitting curve of the coefficients, as a function of defocus distance, from a single set 
of data sure is not enough to apply in all the situations. A further work on various samples and conditions 
are required.  
 
 
Figure 4-11 Recovery of the defocused fluorescent image; (a) original defocused image and (b) 
recovered image. 
 
4.3.3 Applying Zernike expansions to the Fourier domain 
Applying Zernike phase corrections to the image can recover out of focus fluorescence images. 
However, this method should be applied to each object individually. If there are many blurred 
objects, then the process of recovering would become difficult. In order to solve this problem, 
phase correction to the Fourier domain of the image is proposed. This will give a certain amount 
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of phase value to a specific spatial frequency of the image. Here, I use second and third 
spherical polynomials as an initial phase as described by 
r f
x
, f
y( ) = exp ipa 2( fx
2 + f
y
2)-1( )+ ipb 6( fx2 + f y2)2 -6( fx2 + f y2)+1( ){ }
.
            (4-4) 
The coefficients a  and b  are determined by empirical manner. If I set the Fourier 
transform of defocused image as p( f
x
, f
y
) , then the wavefront at the recording plane is 
u(x, y) = F-1[ p´ r], here, F-1 denotes inverse Fourier transform operator. I also set the Fresnel 
propagation factor as described by 
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then the recovered image is described by 
imag(X ,Y : z
h
) = u(x, y)ÄQ(x, y : z
h
)
2
.
                (4-6) 
In order to eliminate the effect of noise along with the propagation, I subtract 
imag(X ,Y :-z
h
) from the Eq. (4-6). Fig. 4-12 shows recovering single fluorescent bead in 
various depths position, the upper row is blurred images with defocused distance zh, and the 
lower row is corrected images. The diameter of fluorescent bead used in this experiment is 4 
m.  
 
 
  Figure 4-12. Images of a fluorescent bead with different depth positions. Upper row is defocused 
images, and the lower row is corrected images. 
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I also experimented multiple blurred bead images at the single image. Fig. 4-13 (a) proves 
this method also applicable with multiple defocused objects from the single image. Fig. 4-13 (b) 
is coefficients a  and b  as functions of defocused distance zh. From Fig. 4-13 (b), The 
relationship between d and a  is not linear, but it can be estimated by fitting the curve. 
  
 
(a) 
 
Figure 4-13  (a). Image correction of multiple defocused objects;  (b). coefficients a and b as functions 
of defocused distance d.  
 
4.4 CONCLUSIONS AND DISCUSSION 
Simple methods to recover the defocused fluorescent images by utilizing the defocus distance 
information obtained by the off-axis digital holographic microscopy are proposed. This is one of the big 
advantages of multimodal imaging system because the defocused distance is obtained by the phase 
measurement. The experimental results from iterative method shows incapability to the abberations. On 
the other hand, Zernike phase correction is effective to recover the original intensity distribution of the 
fluorescence beads despite the aberrations. The proposed method can be used to reconstruct a 3D 
distribution of phase and fluorescence, and is useful to investigate dynamic events in bioimaing and 
inspection of the material science. This method also implies some limitations to the measuring objects, as 
they have to be spherical or point like shape, and have sparse distributions over the field of view. Possible 
examples are nucleus inside cells or small stained cells themselves.  
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CHAPTER 5. FLUORESCENCE DIGITAL HOLOGRAPHIC MICROSCOPY 
5.1 INTRODUCTION 
In chapter 2, some existing techniques to realize digital holography from incoherent light 
sources are introduced [1-7]. Incoherent digital holographic microscopy (DHM) is an ideal way 
to realize three-dimensional imaging for fluorescence. Generally two basic configurations are 
often discussed with incoherent DHM. One is Fresnel Incoherent Correlation Holography 
(FINCH) proposed by Joseph Rosen and Gary Brooker [3-4]; the other is a Michelson-type 
interferometer configuration [1,5-7]. However, the former requires two or more frames of 
holograms to realize phase shifting, and the latter suffers from instability. 
A new method that realizes single-shot three-dimensional (3D) acquisition with strong 
stability is proposed [8]. The method utilizes an optical diffraction element that works as both a 
dual-focusing lens and diffraction gratings. In the following section, the method in detail is 
introduced. Preliminary experimental results using LED point source confirmed the proposed 
method. Simulation results under difference wavelength bandwidths of light sources are 
presented. 
 
 
 
5.2 FLUORESCENCE DHM WITH A DUAL-FOCUSING LENS AND DIFFRACTION GRATINGS 
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5.2.1 LCOS-SLM for light diffraction and principle of incoherent DHM 
Liquid crystal on silicon (LCOS)-SLM is a polarization sensitive phase modulator, which is able 
to change the phase of the light usually from 0 to 2 at each pixel. This can substitute a 
traditional lens by displaying an appropriate Fresnel-zone plate patterns on the SLM, as in Fig. 
5-1. Most of light will be in-phase at the focal point of the Fresnel lens due to diffraction. An 
SLM also can work as a prism, as in Fig. 5-2, the periodic patterns of diffraction gratings 
changes the direction of propagation in the light.  
 
Figure 5-1 Fresnel-zone plate works as a convex lens. 
 
Figure 5-2 Diffraction gratings work as a prism. 
Combining above two patterns in the same SLM will result a focused light with a tilt in 
optical axis. If combining two pairs of those patterns, the light will have two focal lengths with 
respective tilting angle in the propagation directions [8]. Fig. 5-3 shows a detailed schematic of 
dual-focusing lens with diffraction gratings on LCOS-SLM. 
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Figure 5-3 A schematic of incoherent digital holography using dual-focusing lens with diffraction 
gratings. 
In Fig. 5-3, a magnified fluorescent light field that is coming from a point source is 
modulated in phase by an LCOS-SLM. The SLM displays a designed patterns of p(mDx,nDy) . 
Dx  and Dy  are pixel pitches in the SLM. The patterns depend on the phase function g(x, y) , 
as described by 
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For 256 grey scale images, p(mDx,nDy)  can be described as  
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here f1 and f2 are focal lengths of dual focusing lens function, and  is center wavelengths of the 
light, and 1 and 2  are diffraction angles caused by gratings on the SLM. N is the pixel number 
on the SLM along horizontal and vertical directions. In the further explanation, the continuous 
expression of g(x, y)  is used instead of using discrete form of p(mDx,nDy) . 
If the magnified light field is u
0
, and it is generating through the SLM, there will be three 
components of light coming out of the SLM. 
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and the component u
^
 whose phase is not modulated by the SLM by the wrong polarization 
and mere reflection. The u
^
is blocked by using a slit at the focal plane. This will help to obtain 
high signal to noise ratio (SNR) in the holograms. Eventually, it is u
1
 and u
2
 contributing to 
interference.  
 
5.2.2 Incoherent DHM system set-ups 
Two kinds of incoherent DHM set-ups are demonstrated. Figs. 5-4 and 5-5 show basic 
microscopic systems with an SLM placed at different locations. Since the LCOS-SLM is 
usually reflection type, I discuss refection SLMs from now on. The first kind set-up puts the 
SLM between the objective lens and the tube lens. The light comes into the SLM is almost 
collimated, so it can have the best modulation effect by the SLM. The downside of this set-up is 
lost in photons by the size of the SLM. Usually the SLMs have the size of less than 3 cm × 3 
cm at the sensors. Little amount of light that exceeds this area will be lost. 
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Figure 5-4 The first kind of set-up; The SLM is located between the objective lens and the tube lens. 
In this set up, the phase of u
0
 that comes into the SLM is decided by the distance d0 
which from point source to an objective lens, d1 which from objective lens to the SLM, and the 
focal length of the objective lens fOL, as described by 
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After apply phase functions of an SLM and propagate distance d2, the two light fields u
1
 
and u
2
 are converged by a tube lens with focal length of fTube, and then propagate distance d3. 
Those light at the recording plane (X,Y) can be described by 
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where C is the constant phase value. Then the intensity of the hologram is  
I (X ,Y ) = u
1
+u
2
2
= I + I +u
1
u
2
* +u
1
*u
2
.                    (5-8)
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The third and fourth term make twin images like in conventional digital holography. 
Usually one of the twin images is extracted either by phase shifting method or by filtering in 
Fourier domain.
 
The extracted complex amplitude distribution can be described by 
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where the reconstruction distance zh satisfies 
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Second set-up, as shown in Fig.5-5, puts the SLM between the tube lens and the focal point 
of the tube lens. The spherical light comes into the SLM, and then modulated by it. This set-up 
can save the light as much as possible, however the modulation effect will be degraded.  
 
Figure 5-5 The second kind of set-up; The SLM is located between the tube lens and recording plane. 
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In this case, the radius that reaches the SLM is described by 
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Then the radii of u
1
 and u
2
are described by  
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Then, the reconstruction distance zh and spatial frequency 
1
z
q
l
 are described by Eq. 
(5-10) and Eq. (5-11).  
 
5.3 EXPERIMENTS AND SIMULATIONS USING INCOHERENT POINT SOURCES 
5.3.1 Experiment results with in-line configuration and gratings 
Here demonstrate the first set-up. The point-like incoherent light sources are achieved from a 
LED light illuminating on to 10 m pinholes. In order to improve interference contrast, I used a 
20 nm bandpass filter. Table 5-1 shows parameters used in the experiment. 
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Table 5-1. Parameters used in the experiment. 
Items Settings 
SLM 600 × 800 imaging area,  
20 μm × 20 μm pixel size, 0~2 phase modulation 
Center wavelength 595 nm 
Focal length/grating period pairs displayed on SLM f1=2500 mm/2pixels  ,  f2=4000 mm/2pixels 
Focal lengths of objective lens and tube lens fOL=70 mm  , fTube =250 mm 
Distance ①.objective to SLM, ②.SLM to tube 
lens, ③. Tube lens to recording device. 
d1=100 mm, d2=200 mm, d3=300 mm 
The dual-focusing functions share the same gratings’ period of 40 mm. So the 
configuration does not consist of off-axis factors. However, I confirmed the improved SNR in 
the holograms compared to not using grating functions. Firstly, I put a single light source to 
confirm the results. The recorded hologram is shown in Fig. 5-6. Due to the property of in-line 
configuration, the recorded hologram from a point source is somewhat like Fresnel zone plate. It 
has depth information hidden in the periodic zone patterns. Fig. 5-7 shows improved SNR when 
displaying gratings on the SLM. I confirmed that SNR has improved 1.5 times better than not 
using grating patterns in the SLM. 
 
Figure 5-6 A hologram from a single light source with in-line configuration and grating. 
 62 
 
Figure 5-7 A comparison between holograms taken without gratings and with gratings 
 
Fig. 5-8 shows reconstructions of a point source. The reconstruction image is converged at 
the distance 1190 mm; with shorter or longer reconstruction distance, the image diverges.  
 
 
Figure 5-8 Numerical reconstruction of the point-like source; (a) is defocused image at reconstruction 
distance 900 mm, (b) is focused image at reconstruction distance 1190 mm, (c) is defocused image at 
reconstruction distance 1500 mm. 
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I also experimented with two point sources at different distances from the objective lens. 
Fig. 5-9 shows the hologram. It is equivalent to overlap two Fresnel zone plates from each point 
source. The reconstruction result is shown in Fig. 5-10.  
 
Figure 5-9 A incoherent hologram from two point light sources. 
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Figure 5-10 Reconstructed point sources. Two signals focus at 620 mm and 1190 mm.  
I confirmed the reconstructed images from two point sources at different depths. In Fig. 
5-11, at reconstruction distances of 620 mm and 1190 mm, intensity peaks were obtained. From 
Eq. (5-10), the respect corresponding object distances are 71 mm and 87 mm. The first peak is 
for the upper side point source; the second peak is for the lower side point source. When the 
pixel pitch becomes small, a bigger diffraction angle is achieved. This suggests the possibility of 
off-axis holograms, as be able to collect light beams with different diffraction angles.   
 
5.3.2 Experiment results with off-axis configuration and gratings 
Experiments with the second incoherent DHM configuration is demonstrated in this section. As 
in the first experiments, the point-like incoherent light sources are implemented by using a LED 
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light illuminating on to 10 m pinholes and a 20 nm-bandpass filter. Table 5-2 shows 
parameters used in this experiment. 
Table 5-2. Parameters used in the experiment. 
Items Settings 
SLM 1920 × 1080 imaging area,  
8 μm × 8 μm pixel size, 0~2 phase modulation 
Center wavelength 595 nm 
Focal length/grating period pairs displayed on SLM f1=1000 mm/ 3 pixels  ,  f2=800 mm / 3.2pixels 
Focal lengths of objective lens and tube lens fOL= 70 mm  , fTube =250 mm 
Distance ①.objective to SLM, ②.SLM to tube 
lens, ③. Tube lens to recording device. 
d1=140 mm, d2=160 mm, d3=130 mm 
Here I displayed two different diffraction gratings’ patterns for each focal length. This was 
possible by using smaller pixel pitched SLM. When the grating period is 24 m, which is 3 
pixels on the SLM, the diffraction angle is about 1.24 degrees. This small angle is very critical 
to effectively cut off the zero-order term in the normal direction of the SLM surface, as well as 
higher orders of diffraction terms. In the experiment, I set gratings’ periods 3 pixels and 3.2 
pixels. This setting is not perfect for the diffraction efficiency; the main focus was diffraction 
angles. Fig. 5-11 shows the hologram and Fourier transform of the hologram. 
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Figure 5-11 Hologram and Fourier transform of the hologram from a point source and off-axis 
incoherent DHM.  
This time the hologram does not have Fresnel zone plate like patterns. It rather has 
radiating lines. They distributed denser at the center, and looser when they become further from 
the center. This is caused by two adjacent spherical waves interfering. By taking the Fourier 
transform, I can extract the synthesized spherical phase information like in off-axis DHM, and 
perform light propagation algorithms to reconstruct the point source at proper reconstruction 
distance. Fig. 5-12 shows the reconstructed point source and the peak intensity with continuous 
reconstruction distances. The maximum peak value is obtained at distance 590 mm, and the 
calculated object distance d0 by Eq. (5-15) was 68.9 mm. Compared the measured data 69 mm, 
the result is considered to be accurate.   
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Figure 5-12 Reconstruction of point source and peak intensity profile as the function of reconstruction 
distance.  
Fig. 5-13 shows non-linear relationship between the reconstruction distance and the actual 
objects distances. All those experiments and calculated simulation do not take account of 
incoherent factors in the light. However, in actual case, the coherence of the light source plays 
very important role. Mainly, it affects the contrast of the recorded holograms, and thus the 
resolution of the reconstructions.  
 
Figure 5-13. A reconstruction distance curve as a function of object distance with the given 
parameters. 
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I performed a simple simulation where the bandwidth of the light source is counted. Fig. 
5-14 shows the holograms and reconstructed point sources with different bandwidths of the 
light. The patterns of the hologram does not change, however, the contrast degrades with bigger 
bandwidths in the wavelengths of the light. I also confirmed the size of the reconstructed point 
source became bigger. Fig. 5-15 is plotted resolutions as the function of bandwidths.  
 
Figure 5-14 Simulations of bandwidth and resolutions, upper row are holograms, and the lower row 
are resolutions of the recording system. (a). bandwidth is 2 nm in full width half maximum, (b) 8 nm, 
(c) 14 nm, and (d) 20 nm. 
 
 
Figure 5-15 Resolutions as a function of bandwidth. 
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5.4 CONCLUSIONS AND DISCUSSIONS  
The single-shot incoherent digital holography with diffraction gratings has been proposed. Computing 
single hologram from diffraction grating, the proposed incoherent digital holographic system confirmed 
three-dimensional reconstruction. This result suggests low-coherent light sources can be reconstructed 
without taking phase-shift. Although resolution might be compromised by spatial filtering process, the 
proposed method is recommended for the three-dimensional incoherent illumination measurements that 
are requiring fast acquisition rate.  
On the other hand, the optical diffraction elements used in the experiments have pixel pitches of 20 
m and 8 m. Those sizes of pixels could not diffract the light efficiently with big angles and high first 
order intensities. Also those elements are very costly for the actual use. The best solution is to decide the 
parameters best for the measurements, and customize gratins with nanometer order fringe patterns.  
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CHAPTER 6. CONCLUSION 
6.1  SUMMARY 
This dissertation discussed several topics related to multimodal digital holographic microscopy. 
General optical microscopic methods for biological imaging and overview of this dissertation 
are introduced in Chapter 1. In order to fully image biological specimens, simultaneous 
recordings of fluorescence and phase information in three dimensions are required.  
Chapter 2 discussed typical digital holographic techniques for quantitative phase imaging 
and recent advancements in incoherent digital holographic microscopy. Mathematical 
explanations are given in the section of quantitative phase imaging. The comparison of different 
methods in phase imaging and fluorescence imaging gives pros and cons at a glance. In phase 
imaging, off-axis digital holography exceled in most criteria; while in fluorescence imaging, a 
new method of common-path off-axis exceled.  
Chapter 3 introduced multimodal digital holographic microscopy that combined an 
epifluorescence microscope and an off-axis digital holographic microscope. The advantage of 
this system is fast recording of 3D phase information and 2D fluorescence information at the 
same time, and quantitative measurement in phase provides useful information regarding 
refractive index and specimen thickness. Experiments using static single HeLa cell and a part of 
mouse brain slice are imaged using multimodal system. Also living plant cells with 
autofluorescence also imaged in time-laps. There was a 2 wrapping problem when 
reconstructing phase images. To solve this problem, dual-wavelength phase shifting method was 
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applied. The result shows some improvement with fewer 2 jumps in the image, however, the 
calibration in the magnification and effect of aberrations have to be considered for more 
accurate results. Recording speed is also a problem in the current experiment set up. The 
maximum frame rate is decided by the frame rate of fluorescence imaging of 6 frames per 
second. This could be improved by using faster recording devices. CMOS sensors for 
fluorescence imaging can realize 1000 frame rate or above. This will give enough speed to 
realize live imaging. 
Chapter 4 discussed on image processing approaches of recovering out of focus 
fluorescence images. This was possible by knowing defocus distance that is provided by phase 
imaging. This will contribute to 3D fluorescence imaging with recordings of 2D intensity. First, 
the iterative method is discussed. In this method, the initial phase distribution was set to be a 
uniform spherical wavefront with the radius of defocusing dinstance, and repeat GS algorithms 
for around 50 times. The method can recover some microbeads. However in many cases with 
spherical aberration, it failed to recover from aberrations. Another approach of applying Zernike 
expansions on the image or Fourier transform of the image is introduced. This method adds 
phase distributions of Zernike expansion to the initial phase, and only back propagates once. 
Both methods were plausible for simple objects like microbeads. The problems of ring structure 
after compensation disappeared from both method, process in Fourier domain provides 
recovering multiple beads at once, too. 
Chapter 5 introduced a new method to realize fluorescence digital microscopy. Existing 
methods suffer from phase shifting or system stability. I introduced dual-focusing lens with 
diffraction gratings to realized single-shot off-axis fluorescence digital holography with 
common-path configuration. Mathematical explanation and simulations are presented. 
Advantages of the suggesting method are that the recording is fast, and it is very stable. Simple 
experiments using the LED light source with the bandwidth 10 nm confirmed the method. 
Further improvements on diffraction element and configurations are required for practical use.  
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6.2 FUTURE WORKS 
There still some works need to be done in order to fully utilize multimodal digital holography in 
fluorescence and phase imaging. One problem is calculation algorithms to automatically 
recognize focus planes. So far, the focus planes are decided manually. It hinders the possibility 
of live streaming, as the computer does not know which plane should to display. Of course 
display in full three-dimensional perceptive display would be preferable, it still need to decide 
the focus plane and defocus plane in order to render a volumetric image. Calculating all possible 
planes and evaluate their focus value will give some ideas. Another problem is calculation speed. 
To output a 3D volumetric field, I need to perform hundreds of Fast Fourier Transforms for a 
single hologram. For live streaming, at least 30 frames per second of output speed is required. 
Using GPGPU to perform parallel algorithms is possible way to solve the problem. 
Another main problem aside from image processing is the realization of fluorescence digital 
holography. Next step is setting the microscopic set-up for fluorescence imaging, and confirm 
the results in the biological specimen. Integrating phase and fluorescence systems in a compact 
and simple way is another problem towards practical use.   
Finally, visualizing those two outputs together in an intuitive way involves display and 
visualization methods. It should be able to provide an accurate quantitative measuring data, as 
well as easy-to-understand visualization.  
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