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RESTRICTING CELL MODULES OF PARTITION ALGEBRAS
INGA PAUL
Abstract. The restriction of a (dual) Specht module to a smaller symmetric
group has a filtration by (dual) Specht modules of this smaller group. In
the cellular structure of the group algebra of the symmetric group, the cell
modules are exactly the (dual) Specht modules. The partition algebra is a
cellular algebra containing the group algebra of the symmetric group. In this
article, we study the structure of the restriction of a cell module to the group
algebra of a symmetric group (with smaller index) and find conditions for the
restriction to possess a (dual) Specht filtration.
1. Introduction
The partition algebra was independently defined by Martin [Mar94] and Jones
[Jon94] to describe the Potts model in statistical mechanics. In representation
theory, the partition algebra Pk(r, δ) arises as a diagram algebra containing the
Temperley-Lieb and Brauer algebras. It has nice structural properties such as
being cellular [Xi99] and quasi-hereditary if and only if δ ≠ 0 and chark = 0 or
chark > r [KX99]. For r ≥ n, there is Schur-Weyl duality between kΣn and Pk(r,n),
see for example [HR05].
An enhanced cellular structure, called cellularly stratified, ensures that the cell
modules of Pk(r, δ), with δ ≠ 0, arise from cell modules of the group algebras of
symmetric groups with index n ≤ r by induction, i.e. they are induced (dual) Specht
modules [HHKP10]. The same holds for the cell modules of the Brauer algebra.
When restricted to a group algebra of a symmetric group, the cell modules of a
Brauer algebra admit a filtration by (dual) Specht modules, as shown in [Pag07].
The approach used for Brauer algebras is not applicable for the partition algebra,
since it is based on the fact that, in a Brauer diagram, each dot is connected to
exactly one other dot. For the partition algebra, there is no such regularity, which
makes the problem more complex.
In this article, we consider the question when the restriction elAen ⊗
enAen
Sν of a
cell module Aen ⊗
enAen
Sν of the partition algebra A = Pk(r, δ) to a group algebra
of a symmetric group Σl with 0 ≤ l ≤ r admits a dual Specht filtration. The main
result is the following.
Theorem 1. Let A be the partition algebra Pk(r, δ) with δ ≠ 0. Let 0 ≤ n ≤ l ≤ r. Let
ν be a partition of n. The restriction elAen ⊗
enAen
Sν of the cell module Aen ⊗
enAen
Sν
to kΣl −mod admits a dual Specht filtration if the following holds
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(1) chark = 0 or chark > ⌊ l−n
3
⌋
and
(2) for all i ∈ {1, ..., l}, αi ∈ {1, ..., ⌊ li ⌋} and for all partitions λi of αi, the gen-
eralised Foulkes modules with inner twists
kΣiαi ⊗
k(Σi≀Σαi
)
Sλi ≃ (kΣiαi ⊗
kΣ
(iαi )
k) ⊗
kΣαi
Sλi
admit filtrations by dual kΣiαi-Specht modules.
The elements en and el are special idempotents needed for the cellularly stratified
structure of A. They are defined in Subsection 2.2. Generalised Foulkes modules
with inner twists are defined in Section 4 and the bimodule structure of the per-
mutation module kΣiαi ⊗
kΣ
(iαi )
k is defined in Subsection 3.4.
Section 2 contains a definition of the partition algebra, some notation and an
explanation of the cellular and cellularly stratified structures.
The technical main result, Theorem 2, is the structural study of the (kΣl, kΣn)-
bimodule el(A/Aen−1A)en, which is the content of Section 3. It is the main ingre-
dient for the proof of Theorem 1 in Section 4. In Subsection 3.1, we define some
notation and prove the first result - a decomposition of el(A/Aen−1A)en into direct
summands, where each summand is indexed by an equivalence class of partial dia-
grams (with exactly n labelled parts). We fix such a partial diagram and continue
with the study of the corresponding summand. We realise this summand as an
induced exterior tensor product of modules corresponding to the labelled and the
unlabelled dots respectively, which we study individually in Subsections 3.3 and 3.4.
We show that the module corresponding to the unlabelled dots is isomorphic to an
induced exterior tensor product of Foulkes modules kΣam ⊗
k(Σa≀Σm)
k. If chark > m
(or chark = 0), we can show that the Foulkes module kΣam ⊗
k(Σa≀Σm)
k has a dual
Specht filtration; in smaller characteristic this is an open problem. This leads to
assumption (1) in Theorem 1. In Subsection 3.4, we show that the module corre-
sponding to the labelled dots is isomorphic to an induced exterior tensor product of
Young permutation modules M (i
αi) = kΣiαi ⊗
kΣ
(iαi )
k with a (kΣiαi , kΣαi)-bimodule
structure. In Subsection 3.5, we show that el(A/Aen−1A)en admits a dual Specht
filtration as left kΣl-module, provided chark is large enough.
The proof of Theorem 1 can be found in Section 4. It uses the results from the
previous section, the result on Brauer algebras from [Pag07] and the characteristic-
free version of the Littlewood-Richardson rule [JP79]. We prove the theorem in
Subsection 4.1 and state another version of it with nicer, yet stronger, assumptions
as a corollary.
Corollary 18. Let A be the partition algebra Pk(r, δ), δ ≠ 0 and let 0 ≤ n ≤ l ≤ r. Let
ν be a partition of n. The restriction elAen ⊗
enAen
Sν of the cell module Aen ⊗
enAen
Sν
to kΣl −mod admits a dual Specht filtration if chark = 0 or chark > ⌊ l2 ⌋.
In general, dual Specht filtrations may not exist. Some evidence and an idea how
to construct a counterexample are given in Subsection 4.2. Subsection 4.3 shows
that some of the assumptions made in Theorem 1 are necessary.
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This article is the first of two articles arising from the author’s PhD thesis
[Pau15]. The aim of the thesis was to extend the construction of kΣr-permutation
modules to permutation modules for a large class of diagram algebras, as it was
done by Hartmann and Paget for Brauer algebras [HP06], such that these ‘new’ per-
mutation modules satisfy similar properties to those of kΣr-permutation modules.
A list of assumptions which the algebra A has to satisfy was given; amongst others,
it is assumed that the cell modules of the cellularly stratified algebra A admit a
dual Specht filtration when restricted to the module category of one of the input
algebras Bl. In the case A = Pk(r, δ), these input algebras are exactly the group
algebras of the symmetric groups Σl with 0 ≤ l ≤ r. The remaining assumptions
are relatively easy to show for A = Pk(r, δ), which makes the article at hand the
crucial ingredient for the definition of permutation modules for partition algebras.
However, if the restriction of a cell module fails to admit a dual Specht filtration, we
can still define permutation modules. They might not be relative projective with
respect to the category of cell filtered modules anymore, as we show in [Pau]. This
is the second article (in progress) arising from the author’s PhD thesis, which is
devoted to the general construction of permutation modules for cellularly stratified
algebras, including a section about the partition algebra. Together with the article
at hand, this makes the construction of permutation modules for partition algebras
possible.
2. Definition of the Partition Algebra and its Structure
2.1. Definition. Let k be an algebraically closed field of arbitrary characteristic
and let δ ∈ k. Let r ∈ N.
The partition algebra Pk(r, δ) is the associative k-algebra with basis consisting
of set partitions of {1, ..., r,1′, ..., r′}. A set partition of a set X is a collection of
pairwise disjoint subsets Xi ⊆ X , such that ∐Xi = X . Regarding Pk(r, δ) as a
diagram algebra, this means that the basis consists of diagrams with two rows of r
dots each (top row labelled by 1, ..., r and bottom row labelled by 1′, ..., r′), where
dots which belong to the same part of the partition are connected transitively. Note
that this description is not unique. For example, the set partition
{{1,2′,3′},{2},{3,4,5,5′,6′},{6,4′},{1′}}
corresponds, among others, to the diagram
●1
❏❏
❏❏
●2 ●3 ●4 ●5 ●6
✐✐✐
✐✐✐
✐✐✐
●1′ ●2′ ●3′ ●4′ ●5′ ●6′
as well as to the diagram
●1
❏❏
❏❏
❯❯❯
❯❯❯
❯❯❯ ●2 ●3
❯❯❯
❯❯❯
❯❯❯ ●4 ●5
❏❏
❏❏
●6
✐✐✐
✐✐✐
✐✐✐
●1′ ●2′ ●3′ ●4′ ●5′ ●6′
Multiplication is given by concatenation of diagrams, i.e. writing one diagram on
top of the other, identifying the bottom row of the upper with the top row of
the lower diagram and following the lines from top to bottom or within one row.
Parts which have no dot in top or bottom row are replaced by a factor δ. This
multiplication is independent of the choice of diagram. We usually omit the labels
1, .., r,1′, ..., r′.
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Example. Let
x = ● ❍❍❍ ● ● ❙❙❙❙❙❙❙ ● ● ●❦❦❦❦❦❦❦● ● ● ● ● ●
and
y = ● ● ● ● ● ●● ● ● ● ● ●
Then
xy =
●
❍❍
❍ ● ●
❙❙❙
❙❙❙
❙ ● ● ●
❦❦❦
❦❦❦
❦
● ● ● ● ● ●
● ● ● ● ● ●
● ● ● ● ● ●
= δ ⋅ ● ❍❍❍ ● ● ❙❙❙❙❙❙❙ ● ● ●
● ● ● ● ● ●
We choose to write all diagrams as follows. First, connect dots of the top row
belonging to the same part from left to right. Do the same in the bottom row. Parts
which contain both top and bottom row dots will be connected via the respective
leftmost dots. Parts connecting top and bottom row are often called propagating
parts in the literature. The number #p(d) of propagating parts of a diagram
d is called propagating number. We call the actual line connecting a top and a
bottom row dot propagating line. We denote the top row of a diagram d by top(d),
its bottom row by bottom(d) and the permutation induced by the propagating
lines by Π(d) ∈ Σ#p(d). Note that multiplication of diagrams cannot increase the
propagating number, since a propagating part of x ⋅y connects top(x) to bottom(y)
via bottom(x) = top(y), hence #p(x ⋅y) ≤min{#p(x),#p(y)}. The unit element of
Pk(r, δ) is given by the set partition {{1,1′},{2,2′}, ...,{r, r′}} = ● ● ... ●● ● ... ● .
A diagram consisting of only one row with r dots and arbitrary connections is
called partial diagram. We have to distinguish certain parts from others; we say
they are labelled and write the dots as empty circles ○ instead of dots ●. When we
complete a partial diagram to a full diagram with two rows of dots, the labelled
parts become propagating. We count the labelled parts from left to right, according
to the leftmost dot of the part. Let Vn be the vector space with basis all partial
diagrams with exactly n labelled parts (and possibly further unlabelled parts). For
example, ● ○ ● ● ○ ○ ● is a basis element of V2 in case r = 7; the
labelled singleton ○ is the first labelled part, the part ○ − ○ is the second.
2.2. Structural Properties. The group algebra kΣr is a unitary subalgebra of
Pk(r, δ), where a permutation π ∈ Σr corresponds to a diagram where all parts are
of size 2 and propagating, i.e. each dot i of the top row is connected to exactly one
dot π(i) of the bottom row. For l < r, we have different embeddings of kΣl into
Pk(r, δ)
kΣr 
w

kΣl
1

66
 u

Pk(r, δ)
Pk(l, δ)/

ι
66
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where the inclusion ι ∶ Pk(l, δ)↪ Pk(r, δ) is given as follows. Let b be a diagram in
Pk(l, δ). Add dots l+1, ..., r to the top row and dots (l+1)′, ..., r′ to the bottom row
of b and attach these new dots to the lth, respectively l′th, dot of b. Throughout
this article, we use the embedding ιˆ ∶ kΣl ↪ Pk(l, δ) ι↪ Pk(r, δ). Restriction to a
(smaller) group algebra will also be via this embedding.
Xi showed that Pk(r, δ) is cellular by considering it as an iterated inflation of
group algebras of symmetric groups.
Theorem ([Xi99, Theorem 4.1]). The partition algebra Pk(r, δ) is cellular. More
precisely, it is an iterated inflation of the form
r
⊕
n=0
kΣn ⊗k Vn ⊗k Vn, with respect to
the involution i turning a diagram upside down.
The cell modules are called standard modules in [Xi99]. In [HHKP10], the par-
tition algebra (with δ ≠ 0) is one of the main examples for cellularly stratified
algebras. For the cellularly stratified structure, we need the existence of idempo-
tents en = 1Σn ⊗ un ⊗ vn such that enem = em = emen for m ≤ n.
From now on, let δ ≠ 0 and set
e0 ∶= 1
δ
⋅
●1 ● ... ● ●r
●1′ ● ... ● ●r′
, en ∶= ●
1 ... ● ●n ... ●r
●1′ ... ● ●n′ ... ●r′
for n ≥ 1.
Theorem ([HHKP10, Proposition 2.6]). The partition algebra Pk(r, δ) is cellularly
stratified with stratification data (k,V0, k, V1, kΣ2, V2, ..., kΣr, Vr) and idempotents
en for all parameters δ ∈ k ∖ {0}.
Intuitively, a cellular algebra is cellularly stratified if there is a chain of two-sided
ideals 0 = J0 ⊆ J1 ⊆ ... ⊆ Jr = A such that each subquotient Jl/Jl−1 is a non-unital
algebra of the form Bl⊗Vl⊗Vl for some smaller cellular algebra Bl and vector space
Vl.
As a consequence of the cellularly stratified structure, we have that kΣr is also
a quotient of Pk(r, δ) by the ideal generated by all diagrams d with #p(d) ≤ r − 1,
i.e. kΣr ≃ A/(Aer−1A), where A = Pk(r, δ) for any δ ≠ 0.
From now on, let A ∶= Pk(r, δ) and δ ≠ 0. By abuse of notation, we write
en(A/Jn−1) for the (enAen,A)-bimodule enA/enJn−1, where Jn−1 = Aen−1A is the
two-sided ideal generated by all diagrams d with #p(d) ≤ n − 1. We regard enA as
left kΣn-module via the embedding
1 kΣn ↪ enAen ≃ Pk(n, δ).
The group algebra kΣn is cellular; we choose as cell modules the dual Specht
modules Sλ. It follows from [HHKP10, Lemma 3.4 and Proposition 4.2] that the cell
modules of A are of the form (A/Jn−1)en ⊗
enAen
Sν for 0 ≤ n ≤ r and ν a partition of
n, where J−1 ∶= 0. This coincides with the more combinatorial definition in [Xi99].
Let
Fn(S) = {M ∈ kΣn −mod ∣ M =Ms ⊃Ms−1 ⊃ ... ⊃M1 ⊃M0 = 0,
Mi/Mi−1 ≃ Sλi for some partition λi of n}
denote the category of kΣn-modules admitting a dual Specht filtration.
1enAen is the image of the embedding ι ∶ Pk(n, δ) ↪ Pk(r, δ), hence enAen ≃ Pk(n, δ).
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3. The bimodule el(A/Jn−1)en
This section is dedicated to the proof of Theorem 2, which gives a structural
analysis of the (kΣl, kΣn)-bimodule el(A/Jn−1)en. Note that the bimodule is zero
if n > l, since in this case el ∈ Jn−1. Hence we always assume n ≤ l.
Most of the notation for Theorem 2 is defined in Subsection 3.1. We prove
Theorem 2 in separate lemmas and propositions.
Theorem 2. Let A = Pk(r, δ) with δ ≠ 0 and let 0 ≤ n ≤ l ≤ r. The following holds
for the (kΣl, kΣn)-bimodule el(A/Jn−1)en.
(1) There is a bimodule decomposition el(A/Jn−1)en ≃ ⊕
v∈V ln/∼
Uv, indexed by a
set of equivalence classes of partial diagrams.
(2) Fix v ∈ V ln/∼ and let l1 be the amount of labelled dots and l2 the amount of
unlabelled dots in v. Let ∏α ⊂ Σl1 be the stabilizer of the labelled dots and
let ∏β ⊂ Σl2 be the stabilizer of the unlabelled dots. Then
Uv ≃kΣl ⊗
k(∏α ×∏β )
kΣn
≃kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k))
as (kΣl, kΣn)-bimodules.
(3) kΣl1 ⊗
k∏α
kΣn is isomorphic to
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
((kΣα1 ⊗
kΣ
(1α1 )
k) ⊠ ... ⊠ (kΣsαs ⊗
kΣ(sαs )
k)) ⊗
kΣα
kΣn
as a (kΣl1 , kΣn)-bimodule and to a direct sum of copies of
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
((kΣα1 ⊗
kΣ(1α1 )
k) ⊠ ... ⊠ (kΣsαs ⊗
kΣ(sαs )
k))
as a left kΣl1-module.
(4) kΣl2 ⊗
k∏β
k is isomorphic to
kΣl2 ⊗
kΣ(β1,2β2,...,tβt)
(k ⊠ (kΣ2β2 ⊗
k(Σ2≀Σβ2
)
k) ⊠ ... ⊠ (kΣtβt ⊗
k(Σt ≀Σβt
)
k))
as a left kΣl2-module.
(5) The left kΣl-module el(A/Jn−1)en admits a dual Specht filtration if chark =
0 or chark > ⌊ l−n
3
⌋.
3.1. Notation and decomposition of el(A/Jn−1)en. If λ = (λ1, λ2, ..., λs) is a
composition of r, we denote the Young subgroup Σλ1 ×Σλ2 × ...×Σλs by Σλ and if
λi = λi+1 = ... = λi+j , we write λ = (λ1, ..., λi−1 , λji , λi+j+1 , ..., λs).
Let 0 ≤ n ≤ l ≤ r, set J−1 ∶= 0 and let V ln be the subspace of Vn generated by all
partial diagrams with n labelled parts, where the last r − l + 1 dots lie in the same
part.
We adopt the convention that these last r − l + 1 dots of an element in V ln are
counted as just one dot. Let v,w ∈ V ln. We say that v is equivalent to w, v ∼ w, if
and only if there is a π ∈ Σl ⊂ elAel such that πv = w, where πv is defined as follows.
Write the diagram π on top of v and identify bottom(π) with v. Then πv is the top
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row of this diagram, where a part is labelled if and only if it contains at least one
labelled dot. In terms of diagrams, this means that v and w are equivalent, if and
only if, for each size, the number of labelled parts and the number of unlabelled
parts of v and w coincide. Recall that the last r − l + 1 dots count as one.
Example. Let r = 7, l = 6, n = 2, π = (56) ∈ Σ6 and
v = ○ ● ○ ● ○ ● ●
Then
πv = top( ● ● ● ● ● ❍❍❍ ●✈✈✈ ●
○ ● ○ ● ○ ● ●
) = ○ ● ○ ● ● ○ ○
For v ∈ V ln, we define dv to be the diagram with top(dv) = v, bottom(dv) =
bottom(en) and Π(dv) = 1kΣn . Let b ∈ el(A/Jn−1)en be a diagram with top(b) ∼ v.
By definition, there is a π ∈ Σl such that top(b) = πv. Then b = πdvΠ(πdv)−1Π(b).
Let Uv be the (kΣl, kΣn)-bimodule generated by dv. The following example ex-
plains how to write any diagram in Uv in the form τdvη.
Example. Let r = 7, l = 6, n = 3, v = ○ ○ ○ ○ ○ ○ ○ and
b =
●
❙❙❙
❙❙❙
❙ ● ●
❦❦❦
❦❦❦
❦ ●
❦❦❦
❦❦❦
❦ ● ● ●
● ● ● ● ● ● ●
Then top(b) = (2354)v and Π(b) = (132). In particular,
b = (2354)dvΠ((2354)dv)−1Π(b).
Lemma 1 (Theorem 2, part (1)). The (kΣl, kΣn)-bimodule el(A/Jn−1)en decom-
poses into a direct sum ⊕
v∈V ln/∼
Uv.
Proof. Any diagram in el(A/Jn−1)en with top row in the equivalence class of v
equals τdvη for some τ ∈ Σl, η ∈ Σn by the remark above. For w ∈ V
l
n with w ≁ v, we
have Uw∩Uv = {0} because a diagram in the intersection would have top row equiv-
alent to v and to w simultaneously. Therefore, every diagram in el(A/Jn−1)en lies
in exactly one of the sets Uv and every diagram of Uv is a diagram in el(A/Jn−1)en
by definition. 
Remark. Let p(m) denote the number of integer partitions of the natural number
m and let p(m,k) denote the number of integer partitions of m into k parts. Set
p(0) = 1. Let v ∈ V ln. Assume that v has m labelled dots, where n ≤m ≤ l, arranged
into n parts. Then l−m dots are unlabelled. There are p(m,n)p(l−m) possibilities
for such a partial diagram v, up to equivalence. Hence ∣V ln/∼∣ = l∑
m=n
p(m,n)p(l−m).
For the remainder of this section, we fix a partial diagram v ∈ V ln and set d ∶= dv.
Let αi be the number of labelled parts of size i and βi the number of unlabelled
parts of size i of v, where again the last r − l + 1 dots count as one dot. Then
∑
i
(αi ⋅ i) + ∑
i
(βi ⋅ i) = l and ∑
i
αi = n. Without loss of generality, assume that the
parts of v are ordered as follows. The labelled parts are on the left hand side, the
unlabelled parts on the right hand side. The parts are then ordered increasingly
from left to right. Let Sji ⊆ {1, ..., l} be the set of dots of v belonging to the
jth labelled part of size i and let T ji ⊆ {1, ..., l} be the set of dots of v belonging to
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the jth unlabelled part of size i. Then ∏α ∶= ∏
i≥1,αi≠0
((ΣS1
i
× ... ×ΣSαi
i
) ⋊Σαi) ⊂ Σl
is the stabilizer subgroup of Σl which stabilizes exactly the labelled parts of v.
Similarly, ∏β ∶= ∏
i≥1,βi≠0
((ΣT 1
i
× ... ×Σ
T
βi
i
) ⋊Σβi) ⊂ Σl is the stabilizer subgroup of
Σl which stabilizes exactly the unlabelled parts of v. In particular, ∏β stabilizes d,
while ∏α can rearrange the propagating lines of d. Note that∏α ≃ ∏
i≥1,αi≠0
(Σi ≀Σαi)
and ∏β ≃ ∏
i≥1,βi≠0
(Σi ≀Σβi), where ≀ denotes the wreath product.
Example. Let r = 12, l = 11, n = 3 and v = ○ ○ ○ ○ ○ ○ ● ● ● ● ● ● .
Then α = (0,3), β = (1,2) and
∏α = (Σ{1,2} ×Σ{3,4} ×Σ{5,6}) ⋊Σ3 ≃ Σ2 ≀Σ3
and
∏β = Σ{7} × ((Σ{8,9} ×Σ{10,11}) ⋊Σ2) ≃ Σ1 × (Σ2 ≀Σ2).
3.2. The summands Uv. Consider the (kΣl, kΣn)-bimodule kΣl ⊗
k∏α ×k∏β
kΣn,
where ∏β acts trivially on kΣn and the action of ∏α on kΣn is given by ζ ⋅ η ∶=
Π(ζd)η for ζ ∈ ∏α, η ∈ Σn, i.e. ∏α acts on Σn via the canonical epimorphism
∏α ↠ Σα1 × ... ×Σαs . We have top(ζd) = top(d), so ζd = dΠ(ζd) for ζ ∈∏α.
Lemma 2. The map
ψ ∶ kΣl ⊗
k∏α ×k∏β
kΣn Ð→ Uv
τ ⊗ η z→ τdη
is an isomorphism of (kΣl, kΣn)-bimodules.
Proof. Let x ∈ ∏α and y ∈ ∏β . Then yd = d and xd = dΠ(xd). Consider the map
Ψ ∶ kΣl × kΣn → Uv given by Ψ(τ, η) = τdη. Then Ψ(τxy, η) = τxydη = τdΠ(xd)η =
Ψ(τ,Π(xd)η) = Ψ(τ, xy ⋅ η). This shows that ψ is well-defined.
Let τ, τ ′ ∈ Σl and η, η
′
∈ Σn. Then ψ(τ ′τ, ηη′) = τ ′τdηη′ = τ ′ψ(τ, η)η′, so ψ is a
bimodule-homomorphism.
The inverse map is given by
ψ˜ ∶Uv Ð→ kΣl ⊗
k∏α ×k∏β
kΣn
b z→ τ ⊗Π(τd)−1Π(b) if top(b) = τv.
We show that ψ˜ is well-defined, i.e. we show that it is independent of the choice
of τ . If top(b) = τ1v = τ2v, there are x ∈∏α, y ∈∏β such that τ1 = τ2xy. Then
τ1 ⊗Π(τ1d)−1Π(b) = τ2xy ⊗Π(τ2xyd)−1Π(b)
(†)
= τ2 ⊗Π(xd)Π(τ2dΠ(xd))−1Π(b)
(∗)
= τ2 ⊗Π(xd)(Π(τ2d)Π(xd))−1Π(b)
= τ2 ⊗Π(xd)Π(xd)−1Π(τ2d)−1Π(b)
= τ2 ⊗Π(τ2d)−1Π(b).
The equation (†) holds by definition of the action of ∏α ×∏β on kΣn and on d.
The equation (∗) holds since the permutation Π(aη) induced by the propagating
lines of the product of a diagram a ∈ Aen and a permutation diagram η ∈ Σn is read
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from top to bottom, so it does not matter whether we consider η as (bottom) part
of the diagram aη or as an independent diagram, hence Π(aη) = Π(a)η.
Let b ∈ Uv be a diagram with top(b) = τv for some τ ∈ Σl and let η ∈ Σn. Then
ψψ˜(b) = ψ(τ ⊗ Π(τd)−1Π(b)) = τdΠ(τd)−1Π(b) = b and ψ˜ψ(τ ⊗ η) = ψ˜(τdη) =
τ ⊗Π(τd)−1Π(τdη) = τ ⊗ η, so ψ˜ is the inverse of ψ. 
Set l1 ∶= ∑
i
αi ⋅ i and l2 ∶= ∑
i
βi ⋅ i, so l = l1 + l2, ∏α ⊂ Σl1 and define Σl2 ∶=
Σ{l1+1,...,l} = Σ⋃
i,j
T j
i
⊃ ∏β . Fix coset representatives ω1, ..., ωt of kΣl/kΣ(l1,l2). De-
note by X ⊠ Y ∈ kΣ(l1,l2) −mod the exterior tensor product of X ∈ kΣl1 −mod and
Y ∈ kΣl2 −mod given by
(τ1, τ2) ⋅ (x ⊠ y) = τ1x ⊠ τ2y
for τ1 ∈ Σl1 , τ2 ∈ Σl2 , x ∈X,y ∈ Y .
Consider the (kΣl, kΣn)-bimodule kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k))
with right kΣn-module structure given by
(ω ⊗ ((τ1 ⊗ η) ⊠ (τ2 ⊗ 1))) ⋅ η′ ∶= ω ⊗ ((τ1 ⊗ ηη′) ⊠ (τ2 ⊗ 1))
for ω⊗((τ1⊗η)⊠(τ2⊗1)) ∈ kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k)) and η′ ∈ Σn,
i.e. Σn acts regularly on kΣn and trivially on k.
Lemma 3. kΣl ⊗
k∏α ×k∏β
kΣn and kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k)) are
isomorphic as (kΣl, kΣn)-bimodules.
Proof. Define
Θ ∶kΣl × kΣn Ð→ kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k))
(τ, η) z→ ωi ⊗ ((τ1 ⊗ η) ⊠ (τ2 ⊗ 1)) if τ = ωiτ1τ2
where τ1 ∈ Σl1 and τ2 ∈ Σl2 . Let x ∈ ∏α, y ∈ ∏β . Then x ∈ Σl1 × {0} ⊂ Σl,
so τ2x = xτ2 for τ2 ∈ Σl2 . Thus, Θ(τxy, η) = Θ(ωiτ1τ2xy, η) = Θ(ωiτ1xτ2y, η) =
ωi⊗((τ1x⊗η)⊠(τ2y⊗1)) = ωi⊗((τ1⊗Π(xd)η)⊠(τ2⊗1)) = Θ(τ,Π(xd)η) = Θ(τ, xy⋅η).
Hence, the map
θ ∶kΣl ⊗
k∏α ×k∏β
kΣn Ð→ kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k))
τ ⊗ η z→ ωi ⊗ ((τ1 ⊗ η) ⊠ (τ2 ⊗ 1)) if τ = ωiτ1τ2
is well-defined.
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Let τ ′ ∈ Σl and let j ∈ {1, ..., t}, τ ′1 ∈ Σl1 , τ ′2 ∈ Σl2 such that τ ′ωi = ωjτ ′1τ ′2. Let
η′ ∈ Σn. Then
θ(τ ′τ ⊗ ηη′) = θ(ωjτ ′1τ ′2τ1τ2 ⊗ ηη′)
= θ(ωjτ ′1τ1τ ′2τ2 ⊗ ηη′) since τ1 ∈ Σl1 and τ ′2 ∈ Σl2 commute
= ωj ⊗ ((τ ′1τ1 ⊗ ηη′) ⊠ (τ ′2τ2 ⊗ 1)) by definition of the map θ
= ωj ⊗ (τ ′1τ ′2((τ1 ⊗ ηη′) ⊠ (τ2 ⊗ 1))) by definition of the exterior tensor product
= ωjτ
′
1τ
′
2 ⊗ ((τ1 ⊗ ηη′) ⊠ (τ2 ⊗ 1))
= τ ′ωi ⊗ ((τ1 ⊗ ηη′) ⊠ (τ2 ⊗ 1))
= τ ′(ωi ⊗ ((τ1 ⊗ η) ⊠ (τ2 ⊗ 1)))η′ by the right kΣn − action
= τ ′θ(τ ⊗ η)η′ by definition of the map θ
so θ is a homomorphism of (kΣl, kΣn)-bimodules.
The inverse is given by
θ−1 ∶kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k)) Ð→ kΣl ⊗
k∏α ×k∏β
kΣn
τ ⊗ ((ϑ⊗ η) ⊠ (υ ⊗ 1)) z→ (τϑυ ⊗ η) 
This concludes the proof of part (2) of Theorem 2.
3.3. The Foulkes module. We start with a deeper study of the module kΣl2 ⊗
k∏β
k
in this section and continue with a study of the more complex module kΣl1 ⊗
k∏α
kΣn
in the next section. Let t be the maximal size of an unlabelled part of v, keeping
in mind that the last r − l + 1 dots count as one, and set Σγi ∶= Σ⋃
j
T j
i
for i = 1, ..., t
and Σγ ∶=∏
i
Σγi . Then Σγ ≃ Σ(β1,2β2,...,tβt) and ∏β ⊂ Σγ ⊂ Σl2 .
Lemma 4 (Theorem 2, part (4)). There is an isomorphism
kΣl2 ⊗
k∏β
k ≃ kΣl2 ⊗
kΣγ
(k ⊠ (kΣ2β2 ⊗
k(Σ2≀Σβ2
)
k) ⊠ ... ⊠ (kΣtβt ⊗
k(Σt ≀Σβt
)
k))
of left kΣl2-modules.
Proof. Let ǫ1, ..., ǫu be coset representatives of Σl2/Σγ and let τ = ǫiτ1τ2...τt with τj ∈
Σγj . Then Σl2 ⊗
kΠβ
k ∋ τ⊗1 = ǫiτ1τ2...τt⊗1 = ǫiτ2...τt⊗1 since Πβ = Σβ1×(∏
j≥2
(Σj ≀Σβj))
and τ1 ∈ Σγ1 = Σβ1 . The assignment
τ ⊗ 1↦ ǫi ⊗ (1⊠ (τ2 ⊗ 1) ⊠ ... ⊠ (τt ⊗ 1))
defines the isomorphism, like in Lemma 3. 
The module H(a
m) ∶= kΣam ⊗
k(Σa≀Σm)
k is called the Foulkes module for the pa-
rameters a and m. If the characteristic of the field k is strictly greater than m,
or zero, the Foulkes module is isomorphic to a direct summand of the permutation
module M (a
m) ∶= kΣam ⊗
kΣ(am)
k, as mentioned in [Gia15]. We will give a proof of
this statement in Lemma 5. In smaller positive characteristic, this is not true. In
fact, Giannelli shows in [Gia15, Theorem 1.1] that for 0 < chark ≤ m there is a
non-projective summand of H(a
m) which is not a Young module. In general, it is
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not known whether or not a Foulkes module H(a
m) has a Specht filtration in the
case 0 < chark ≤ m and a > 3. The case a = 2 was solved in [Pag07] for arbitrary
characteristic of the field. Further special cases for Foulkes modules with a (dual)
Specht filtration can be found in [Wil09, Theorems 2 and 3].
Lemma 5. If chark = 0 or chark >m, the Foulkes module
H(a
m)
= kΣam ⊗
k(Σa ≀Σm)
k
is isomorphic to a direct summand of the permutation module M (a
m).
Proof. At the end of Subsection 3.1, we determined that the stabilizer of the m
unlabelled parts of size a of a partial diagram is isomorphic to the wreath product
Σa ≀Σm. The Foulkes module kΣam ⊗
k(Σa≀Σm)
k has a vector space basis indexed by left
cosets Σam/(Σa ≀Σm). In terms of partial diagrams, each coset in Σam/(Σa ≀Σm)
contains the information which dots belong to the same part2. Thus, kΣam ⊗
k(Σa≀Σm)
k
has a vector space basis of set partitions of the form
{{x1, ..., xa}, ...,{x(m−1)a+1, ..., xma}}
with xi ∈ {1, ..., am}, xi ≠ xj for i ≠ j.
Recall that the permutation module M (a
m) has a basis of (am)-tabloids. To
show that H(a
m) is a summand ofM (a
m), we show that there is a split epimorphism
Φ ∶ M (a
m) →H(a
m) with right-inverse Ψ. For the definition of the right inverse we
need an action of Σm on (am)-tabloids which is given by permutation of the rows.
We denote this action by ∗. The usual action of Σam on (am)-tabloids is denoted
by ⋅ as usual.
Define maps M (a
m)
Φ //
H(a
m)
Ψ
oo with
x1 ... xa
⋮
x(m−1)a+1 ... xma
Φ
z→ {{x1, ..., xa}, ...,{x(m−1)a+1, ..., xma}}
1
m!
∑
σ∈Σm
σ ∗
x1 ... xa
⋮
x(m−1)a+1 ... xma
Ψ
←Ð[ {{x1, ..., xa}, ...,{x(m−1)a+1, ..., xma}}
The ∗ and ⋅ actions commute: Let σ ∈ Σm, τ ∈ Σam and xi in row k of the tabloid
x. If σ(k) = l, then xi is in row l of σ ∗ x, so xτ(i) is in row l of τ ⋅ (σ ∗ x). On the
other hand, xτ(i) is in row k of τ ⋅ x and therefore in row l of σ ∗ (τ ⋅ x).
2Any element in the coset pi(Σa ≀Σm) sends the diagram w with m parts of size a sitting side
by side to the same partial diagram w′ via left multiplication, i.e. ∣pi(Σa ≀Σm)w∣ = 1.
12 INGA PAUL
We have
Φ
⎛⎜⎝τ ⋅
x1 ... xa
⋮
x(m−1)a+1 ... xma
⎞⎟⎠
=Φ
⎛⎜⎝
xτ(1) ... xτ(a)
⋮
xτ((m−1)a+1) ... xτ(ma)
⎞⎟⎠
={{xτ(1), ..., xτ(a)}, ...,{xτ((m−1)a+1), ..., xτ(ma)}}
=τ ⋅ {{x1, ..., xa}, ...,{x(m−1)a+1, ..., xma}}
=τΦ
⎛⎜⎝
x1 ... xa
⋮
x(m−1)a+1 ... xma
⎞⎟⎠
and
Ψ (τ ⋅ {{x1, ..., xa}, ...,{x(m−1)a+1, ..., xma}})
=Ψ ({{xτ(1), ..., xτ(a)}, ...,{xτ((m−1)a+1), ..., xτ(ma)}})
=
1
m!
∑
σ∈Σm
σ ∗
xτ(1) ... xτ(a)
⋮
xτ((m−1)a+1) ... xτ(ma)
=
1
m!
∑
σ∈Σm
σ ∗
⎛⎜⎝τ ⋅
x1 ... xa
⋮
x(m−1)a+1 ... xma
⎞⎟⎠
=τ ⋅
⎛⎜⎝
1
m!
∑
σ∈Σm
σ ∗
x1 ... xa
⋮
x(m−1)a+1 ... xma
⎞⎟⎠
=τ ⋅Ψ ({{x1, ..., xa}, ...,{x(m−1)a+1, ..., xma}}) .
Hence, Ψ and Φ are kΣam-module homomorphisms. Φ is surjective and ΦΨ is the
identity on H(a
m), so Φ is a split epimorphism. 
Corollary 6. If chark = 0 or chark > m, the indecomposable direct summands
of the Foulkes module H(a
m)
= kΣam ⊗
k(Σa≀Σm)
k are Young modules. In particular,
H(a
m) is both Specht and dual Specht filtered.
Corollary 7. If chark = 0 or chark >maxβi, then kΣl2 ⊗
k∏β
k ∈ Fl2(S).
Proof. By Lemma 4, kΣl2 ⊗
k∏β
k is induced from an exterior tensor product of Foulkes
modules. Corollary 6 shows that the Foulkes modules are dual Specht filtered,
provided the characteristic of the field is large enough. The characteristic-free
version of the Littlewood-Richardson rule [JP79] then says that the exterior tensor
product of Foulkes modules has a dual Specht filtration. 
3.4. Two-sided induction of permutation modules with bimodule struc-
ture. In this subsection, we examine the module kΣl1 ⊗
k∏α
kΣn corresponding to
the labelled parts of v. Recall that l1 is the number of labelled dots in the top row
of d = dv and that there are αi labelled parts of size i. Let s be the maximal size
of a labelled part, then l1 =
s
∑
i=1
iαi and n =
s
∑
i=1
αi.
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Proposition 8. The (kΣl1 , kΣn)-bimodule kΣl1 ⊗
k∏α
kΣn is isomorphic to
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
((kΣα1 ⊗
k(Σ1≀Σα1
)
kΣα1) ⊠ ... ⊠ (kΣsαs ⊗
k(Σs ≀Σαs )
kΣαs)) ⊗
kΣα
kΣn.
Figure 1. Maps for Proposition 8. The maps ψ˜ and θ are the
maps from Lemmas 2 and 3, respectively. The remaining maps are
defined in the course of the proof of the proposition.
kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k))
ρ3
ssss❤❤❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤
kΣl1 ⊗
k∏α
kΣn
ρ1
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
kΣl ⊗
k(∏α ×∏β)
kΣn
≀ θ
OO
Uv
≀ ψ˜
OO
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
(⊠
i
(kΣiαi ⊗
k(Σ
i
≀Σα
i
)
kΣαi)) ⊗
kΣα
kΣn
ρ2
OO
Proof. We prove this by giving explicit homomorphisms in both directions, as de-
picted in Figure 1. The inverse map is given by ρ−11 = ρ3 ○ θ ○ ψ˜ ○ ρ2.
Fix coset representatives ǫ1, ..., ǫp of Σl1/Σ(α1,2α2,...,sαs) and η1, ..., ηq of Σα/Σn.
Define a map
ρ1 ∶ kΣl1 ⊗
k∏α
kΣn Ð→ kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
(⊠
i
(kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi)) ⊗
kΣα
kΣn
by sending τ ⊗ σ to ǫ ⊗ (⊠
i
(τi ⊗ σi)) ⊗ η, if τ = ǫτ1τ2...τs and σ = σ1σ2...σsη
with τi ∈ Σiαi , σi ∈ Σαi for i = 1, ..., s and ǫ ∈ {ǫ1, ..., ǫp}, η ∈ {η1, ..., ηq}. We
show that this map is well-defined and leave the proof that it is a (kΣl1 , kΣn)-
bimodule homomorphism to the reader (works analoguosly to Lemma 3). Let
τ = ǫτ1...τs ∈ Σl1 with ǫ ∈ {ǫ1, ..., ǫp}, τi ∈ Σiαi , and σ = σ1...σsη ∈ Σn with
η ∈ {η1, ..., ηq}, σi ∈ Σαi . Let ζ = (ξ1,1, ..., ξ1,α1 ; ζ1)...(ξs,1, ..., ξs,αs ; ζs) ∈ ∏α with
ξi,j ∈ ΣSj
i
, ζi ∈ Σαi , in particular (ξi,1, ..., ξi,αi ; ζi) and τi are elements of the same
symmetric group Σiαi . Then τζ = ǫτ1...τs(ξ1,1, ..., ξ1,α1 ; ζ1)...(ξs,1, ..., ξs,αs ; ζs) =
ǫτ1(ξs,1, ..., ξs,αs ; ζs)τ2(ξ2,1, ..., ξ2,α2 ; ζ2)...τs(ξs,1, ..., ξs,αs ; ζs) and ζ ⋅ σ = Π(ζd)σ =
ζ1ζ2...ζsσ1...σsη = ζ1σ1ζ2σ2...ζsσsη. Now we can calculate the images of τζ ⊗σ and
τ ⊗Π(ζd)σ under the map ρ1 and compare them:
ρ1(τζ ⊗ σ) = ǫ⊗ (⊠
i
(τi(ξi,1, ..., ξi,αi ; ζi)⊗ σi))⊗ η
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and
ρ1(τ ⊗Π(ζd)σ) = ρ1(τ ⊗ ζ1σ1ζ2σ2...ζsσsη) = ǫ⊗ (⊠
i
(τi ⊗ ζiσi))⊗ η.
Since (ξi,1, ..., ξi,αi ; ζi) ∈ Σi ≀Σαi , we can move this element across the tensor to the
right and Π((ξi,1, ..., ξi,αi ; ζi)d) = ζi, so ρ1(τζ ⊗ σ) = ρ1(τ ⊗Π(ζd)σ) and the map
is well-defined.
Next, we construct a map
ρ2 ∶ kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
(⊠
i
(kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi)) ⊗
kΣα
kΣn Ð→ Uv,
which will be the crucial ingredient for the inverse of ρ1. For this map, we need a
special diagram x which is obtained as follows. For i = 1, ..., s, we set di to be the
diagram in Pk(iαi, δ)eαi with top row consisting of αi parts of size i sitting side
by side and αi non-crossing propagating lines. The bottom row consists of αi − 1
singletons followed by a part of size iαi − (αi − 1). Then we have s small diagrams
xi ∶= τidiσi ∈ Pk(iαi, δ)eαi , one for each i ∈ {1, ..., s}, which we can combine to a
big diagram x′ ∈ Pk(l1, δ) by simply writing the diagrams next to each other. To
obtain the diagram x ∈ Pk(r, δ)en, we now change the bottom row such that the
first α1 dots belong to the first α1 dots of the bottom row of x1, the following α2
dots belong to the first α2 dots of the bottom row of x2 and so on. After we have
rearranged the αs dots of the bottom row of xs, we connect all remaining r−n dots
to the rightmost of these αs dots to get one big part of size r − n + 1. In the top
row, we add the unlabelled parts of v in the same order as they appear in v. Then
this new diagram x lies in Uv. The construction of x is illustrated by an example
following the proof. Define
ρ2(ǫ⊗ (⊠(τi ⊗ σi))⊗ η) = ǫxη
for ǫ ∈ Σl1 , τi ∈ Σiαi , σi ∈ Σαi and η ∈ Σn. By the construction of x, ǫxη = τdσ,
where as before τ = ǫτ1...τs, d = dv and σ = σ1...σsη. We have to check that ρ2
is well-defined, i.e. we have to check that whenever we move an element across a
tensor, we get the same diagram in Uv. Let ǫ ∈ Σl1 , ξ = (ξ1, ...ξs) ∈ Σ(α1,2α2,...),
τi ∈ Σiαi , ζ ∈ Σi ≀ Σαi , σi ∈ Σαi , ϑ = (ϑ1, , ..., ϑs) ∈ Σα and η ∈ Σn. Denote the
diagram x by x(τi,σi).
It is ρ2(ǫξ⊗(⊠(τi⊗σi))⊗η) = ǫξx(τi,σi)η and ρ2(ǫ⊗(⊠(ξiτi⊗σi))⊗η) = ǫx(ξiτi,σi)η.
There is no difference whether we first write the diagrams xi = τidiσi next to each
other (and rearrange the bottom row, add dots and connections to the right) and
then multiply by ξ = (ξ1, ...ξs) or we start with multiplying each diagram xi by ξi
and then write them next to each other (and rearrange the bottom row, add dots
and connections to the right). Hence, we can move ξ = (ξ1, ..., ξs) ∈ Σ(α1,2αs,...)
across the first tensor product to or from the respective exterior tensor products.
It is ρ2(ǫ⊗ (⊠(τiζ ⊗ σi))⊗ η) = ǫx(τiζ,σi)η and ρ2(ǫ⊗ (⊠(τi ⊗Π(ζdi)σi)) ⊗ η) =
ǫx(τi,Π(ζdi)σi)η. Since τiζdiσi = τidiΠ(ζdi)σi for ζ ∈ Σi ≀ Σαi , we have x(τiζ,σi) =
x(τi,Π(ζdi)σi) and we can move ζ across the interior tensor products within the
exterior tensor product.
It is ρ2(ǫ ⊗ (⊠(τi ⊗ σiϑi)) ⊗ η) = ǫx(τi,σiϑi)η and ρ2(ǫ ⊗ (⊠(τi ⊗ σi)) ⊗ ϑη) =
ǫx(τi,σi)ϑη. Again, there is no difference whether we first write the diagrams xi next
to each other (and rearrange the bottom row, add dots and connections to the right)
and then multiply by ϑ from below, or we start with multiplying each diagram xi by
ϑi and then write them next to each other (and rearrange the bottom row, add dots
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and connections to the right). Hence, we can move an element ϑ = (ϑ1, ..., ϑs) ∈ Σα
across the third interior tensor product.
This shows that ρ2 is well-defined. We see that ρ2 is a (kΣl1 , kΣn)-bimodule
homomorphism analogously to Lemma 2.
We continue with an analysis of the image of ρ2. Assume that 1Σl is chosen as
one of the coset representatives ω of Σl/Σ(l1,l2), cf. Subsection 3.2, page 9. Using
the maps ψ˜ from Lemma 2 and θ from Lemma 3, we see that ǫxη = τdσ is sent to
1Σl ⊗ ((τ ⊗ σ) ⊠ (1Σl2 ⊗ 1)) ∈ kΣl ⊗kΣ(l1,l2) ((kΣl1 ⊗k∏α kΣn) ⊠ (kΣl2 ⊗k∏β k)) by θ ○ ψ˜.
So the image of ρ2 is isomorphic to kΣl1 ⊗
k∏α
kΣn and ρ3 ○ θ ○ ψ˜ ○ ρ2 is a candidate
for the inverse of ρ1, where ρ3 is the projection
kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k))↠ kΣl1 ⊗
k∏α
kΣn.
Note that ρ3 ○ θ is the identity on kΣl1 ⊗
k∏α
kΣn ⊂ kΣl ⊗
k(∏α ×∏β)
kΣn.
Let τ ⊗ σ ∈ kΣl1 ⊗
k∏α
kΣn as before. Then
(ρ3 ○ θ ○ ψ˜ ○ ρ2 ○ ρ1)(τ ⊗ σ) = (ρ3 ○ θ ○ ψ˜ ○ ρ2)(ǫ⊗ (⊠(τi ⊗ σi))⊗ η)
= (ρ3 ○ θ ○ ψ˜)(ǫxη)
= (ρ3 ○ θ ○ ψ˜)(τdσ)
= (ρ3 ○ θ)(τ ⊗ σ)
= τ ⊗ σ
Now let ǫ⊗(⊠(τi⊗σi))⊗η ∈ kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
(⊠(kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi)) ⊗
kΣα
kΣn,
then(ρ1 ○ ρ3 ○ θ ○ ψ˜ ○ ρ2)(ǫ⊗ (⊠(τi ⊗ σi))⊗ η)) = (ρ1 ○ ρ3 ○ θ ○ ψ˜)(ǫxη)
= (ρ1 ○ ρ3 ○ θ ○ ψ˜)(ǫτ1...τsdσ1...σsη)
= (ρ1 ○ ρ3 ○ θ)(ǫτ1...τs ⊗ σ1...σsη)
= ρ1(ǫτ1...τs ⊗ σ1...σsη)
= ǫ⊗ (⊠(τi ⊗ σi))⊗ η)
This shows that ρ3 ○ θ ○ ψ˜ ○ ρ2 is indeed the two-sided inverse of ρ1. 
We illustrate the isomorphism with an example.
Example. Let l1 = 12, l2 = 3, n = 5, α1 = 0, α2 = 3, α3 = 2 and β1 = β2 =
1. Then v = ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ● ● ● .
Assume that we have fixed coset representatives of Σl1/Σ(6,6) and Σ(3,2)/Σn such
that ǫ = (2748) and η = (1234) are such representatives, respectively. Let τ =(1347)(285)(9 11) and σ = (134), then τ ∈ ǫΣ(6,6) and σ ∈ Σ(3,2)η. We have
τdσ =
●
❅❅
❅ ●
⑦⑦
⑦
● ● ●
♦♦
♦♦
♦♦
♦ ●
♦♦
♦♦
♦♦
♦ ● ● ●
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣ ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
Since τ = ǫ(134)(25)(78)(9 11) and σ = (12)η, the diagram x is calculated as follows.
x2 = τ2d2σ2 =
● ●
❍❍
❍ ● ●
❦❦❦
❦❦❦
❦ ● ●
● ● ● ● ● ●
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and
x3 = τ3d3σ3 =
● ● ●
✈✈
✈
● ● ●
● ● ● ● ● ●
with τ2 = (134)(25), τ3 = (78)(9 11), σ2 = (12) and σ3 = 1Σ2 . Combining these two
diagrams and rearranging the bottom row yields
x′ =
● ●
❍❍
❍ ● ●
❦❦❦
❦❦❦
❦ ● ● ● ● ●
✈✈
✈
● ● ●
● ● ● ● ● ● ● ● ● ● ● ●
and
x =
● ●
❍❍
❍ ● ●
❦❦❦
❦❦❦
❦ ● ● ●
❣❣❣❣
❣❣❣❣
❣❣❣ ● ●
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡ ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
We then get
ǫxη =
●
❅❅
❅ ●
⑦⑦
⑦
● ● ●
♦♦
♦♦
♦♦
♦ ●
♦♦
♦♦
♦♦
♦ ● ● ●
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣ ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
= τdσ.
The following Lemma 10 gives an interpretation for the smaller diagrams τidiσi
obtained in the above proof. It requires the definition of a right kΣαi -module
structure on M (i
αi)
= kΣiαi ⊗
kΣ
(iαi )
k which is compatible with the usual left kΣiαi -
module structure to obtain a bimodule.
Definition/Proposition 9. The permutation module M (i
αi)
= kΣiαi ⊗
kΣ
(iαi )
k has
a right kΣαi -module structure which is compatible with the usual left kΣiαi -module
structure.
Proof. Let τ ∈ Σiαi and σ ∈ Σαi . Set (τ ⊗ 1)σ = τσˆ ⊗ 1 (where the tensor product
is taken over kΣ(iαi )) for some σˆ ∈ Σi ≀ Σαi such that the image of σˆ under the
canonical epimorphism Σi ≀Σαi ↠ Σαi is σ, i.e. such that Π(σˆdi) = σ. Extend this
multiplication linearly.
First, we have to show that the given right module structure is independent of
the choice of σˆ. For each σ ∈ Σαi we fix an element σˆ ∈ Σi ≀Σαi such that Π(σˆdi) = σ.
If σ¯ ∈ Σi ≀Σαi is another element with Π(σ¯di) = σ, then there must be an element
ζ ∈ Σ(iαi ) such that σ¯ = σˆζ. Hence τσ¯ ⊗ 1 = τσˆζ ⊗ 1 = τσˆ ⊗ 1 and the module
structure is well-defined.
Now, let η ∈ Σiαi . Then (η(τ ⊗ 1))σ = (ητ ⊗ 1)σ = ητσˆ ⊗ 1 = η((τ ⊗ 1)σ), so
M (i
αi) is in fact a (kΣiαi , kΣαi)-bimodule. 
Remark. The right module structure is based on the ∗-action we encountered in
Lemma 5.
Lemma 10. There is an isomorphism
kΣiαi ⊗
k(Σi ≀Σαi
)
kΣαi ≃ kΣiαi ⊗
kΣ
(iαi )
k
of (kΣiαi , kΣαi)-bimodules.
Proof. We check that the map
ϕ ∶kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi Ð→kΣiαi ⊗
kΣ
(iαi )
k
τ ⊗ σ z→ τσˆ ⊗ 1 for σˆ ∈ Σi ≀Σαi with Π(σˆdi) = σ
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is well-defined. We have seen in Definition/Proposition 9 that it is independent of
the choice of σˆ. Let Φ be the corresponding map kΣiαi×kΣαi Ð→ kΣiαi ⊗
kΣ
(iαi )
k with
Φ(τ, σ) = τσˆ ⊗ 1 and let ξ ∈ Σi ≀Σαi . Then Φ(τξ, σ) = τξσˆ ⊗ 1 and Φ(τ,Π(ξdi)σ) =
τ(Π̂(ξdi)σ)⊗ 1. Since σˆ ∈ Σi ≀Σαi , we have
σˆdi = diσ
which can be easily seen by comparison of the top and bottom rows of the dia-
grams (in both cases, the permutation induced by propagating lines is σ). Hence
Π(ξσˆdi) = Π(ξdiσ) = Π(ξdi)σ. It follows that Φ(τξ, σ) = τξσˆ⊗1 = τ(Π̂(ξdi)σ)⊗1 =
Φ(τ,Π(ξdi)σ), so ϕ is well-defined.
Let π, τ ∈ Σiαi and σ, η ∈ Σαi . Then πϕ(τ ⊗ σ)η = π(τσˆ ⊗ 1)η = πτσˆηˆ ⊗ 1. Since
Π(σˆηˆdi) = Π(σˆdiη) = Π(σˆdi)η = ση, we have πτσˆηˆ ⊗ 1 = πτ(σ̂η)⊗ 1 = ϕ(πτ ⊗ ση),
so ϕ is a homomorphism of bimodules.
Since for any element σ ∈ Σαi there is an element σˆ ∈ Σi≀Σαi such that Π(σˆdi) = σ,
we can write any element τ ⊗ σ ∈ Σiαi ⊗
Σi≀Σαi
Σαi as τσˆ ⊗ 1. This shows that the
inverse of ϕ is given by
ϕ−1 ∶kΣiαi ⊗
kΣ
(iαi )
k Ð→kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi
τ ⊗ 1 z→ τ ⊗ 1

Corollary 11. The (kΣl1 , kΣn)-bimodule kΣl1 ⊗
k∏α
kΣn is isomorphic to
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
((kΣα1 ⊗
kΣ
(1α1 )
k) ⊠ ... ⊠ (kΣsαs ⊗
kΣ(sαs )
k)) ⊗
kΣα
kΣn.
Proof. Use Proposition 8 and Lemma 10. 
We return to the module kΣl1 ⊗
k∏α
kΣn, now regarded only as left kΣl1 -module
instead of a bimodule.
Proposition 12. As left kΣl1-module, kΣl1 ⊗
k∏α
kΣn is isomorphic to a direct sum
of copies of kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
((kΣα1 ⊗
kΣ
(1α1 )
k) ⊠ ... ⊠ (kΣsαs ⊗
kΣ(sαs )
k)).
Proof. By Corollary 11, we have the bimodule-isomorphism
kΣl1 ⊗
k∏α
kΣn ≃ kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
((kΣα1 ⊗
kΣ
(1α1 )
k) ⊠ ... ⊠ (kΣsαs ⊗
kΣ(sαs )
k)) ⊗
kΣα
kΣn.
If w ∈ V l1n /∼ has no unlabelled dot, then Uw ≃ kΣl1 ⊗
k∏α
kΣn by Lemma 2, so
kΣl1 ⊗
k∏α
kΣn is isomorphic to the (kΣl1 , kΣn)-bimodule generated by the partition
diagram dw whose top row parts are all connected to a single dot in the bottom row
(with one exception, which is connected to a bottom row part of size r −n + 1, but
this is regarded as a single dot as well by the action of kΣn). The action of kΣn
permutes the propagating lines attached to parts of different sizes, while it leaves
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the top row unchanged. This cannot be obtained by the left kΣl1-action. Hence,
kΣl1 ⊗
k∏α
kΣn decomposes into a direct sum of copies of
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
((kΣα1 ⊗
kΣ
(1α1 )
k) ⊠ ... ⊠ (kΣsαs ⊗
kΣ(sαs )
k)) ,
one for each configuration of propagating lines which cannot be obtained from the
generator by left multiplication, i.e. one for each coset in Σα/Σn. 
Corollary 11 and Proposition 12 prove part (3) of Theorem 2.
Corollary 13. The left kΣl1-module kΣl1 ⊗
k∏α
kΣn has a filtration by dual Specht
modules.
Proof. It is well known that the Young permutation modules kΣiαi ⊗
kΣ
(iαi )
k have
filtrations by dual kΣiαi -Specht modules. The characteristic-free version of the
Littlewood-Richardson rule [JP79] then shows that the induced module
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
((kΣα1 ⊗
kΣ
(1α1 )
k) ⊠ ... ⊠ (kΣsαs ⊗
kΣ(sαs )
k))
has a dual Specht filtration as well. 
Proposition 14. kΣiαi ⊗
kΣ
(iαi )
k is free over kΣαi .
Proof. The permutation module kΣiαi ⊗
kΣ
(iαi )
k has a basis given by (iαi)-tabloids.
The right action of kΣαi permutes the αi rows of these tabloids. Let t¯ be any (iαi)-
tabloid, then the orbit of t¯ under this action is isomorphic to Σαi . In particular,
kΣiαi ⊗
kΣ
(iαi )
k is a direct sum of copies of kΣαi , one for each row configuration (in
this context, a row configuration fixes which entries belong to the same row, but
not which row they belong to). 
3.5. Specht filtration of el(A/Jn−1)en.
Proposition 15 (Theorem 2, part (5)). Let chark = 0 or chark > ⌊ l−n
3
⌋. Then
el(A/Jn−1)en ∈ Fl(S).
Proof. By Lemmas 2 and 3, the summands of el(A/Jn−1)en are of the form
kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k)),
where ∏α ≃ ∏
i
(Σi ≀ Σαi) and ∏β ≃ ∏
i
(Σi ≀ Σβi), l1 = s∑
i=1
iαi and l2 =
t
∑
i=1
iβi. We
know that kΣl1 ⊗
k∏α
kΣn ∈ Fl1(S) by Corollary 13 and kΣl2 ⊗
k∏β
k ∈ Fl2(S) provided
chark = 0 or chark > maxβi by Corollary 7. We then apply the characteristic-free
version of the Littlewood-Richardson rule [JP79] to see that
kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k))
lies in Fl(S).
Since we want to examine the whole bimodule el(A/Jn−1)en and not just one of
its summands Uv, we have to consider all top row configurations in V
l
n/∼ simulta-
neously.
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The factor kΣ2β2 ⊗
k(Σ2 ≀Σβ2
)
k is the stabilizer of unlabelled parts of size 2 and it is
dual Specht filtered by [Pag07, Proposition 8] in any characteristic. For i > 2, the
factor kΣiβi ⊗
k(Σi≀Σβi
)
k is dual Specht filtered if chark = 0 or chark > βi by Corollary 6.
The maximal amount of unlabelled parts of a certain size greater than two occurs
in the summands Uv where v consists of n labelled singletons and ⌊ l−n3 ⌋ unlabelled
parts of size 3. The remaining 0,1 or 2 dots form additional unlabelled parts.
Hence, we have to assume chark > ⌊ l−n
3
⌋. This lower bound for the characteristic of
the field comes from Lemma 5. It is sufficient, but probably too strong. 
This concludes the proof of Theorem 2.
4. Restriction of Cell Modules
We are now able to put the results of the previous section together to obtain
criteria for the restriction of a cell module of Pk(r, δ) to a group algebra of a
symmetric group with index l ≤ r to admit a dual Specht filtration. This last
section is dedicated to the proof of Theorem 1.
Theorem 1. Let A be the partition algebra Pk(r, δ) with δ ≠ 0. Let 0 ≤ n ≤ l ≤ r. Let
ν be a partition of n. The restriction elAen ⊗
enAen
Sν of the cell module Aen ⊗
enAen
Sν
to kΣl −mod admits a dual Specht filtration if the following holds
(1) chark = 0 or chark > ⌊ l−n
3
⌋
and
(2) for all i ∈ {1, ..., l}, αi ∈ {1, ..., ⌊ li ⌋} and for all partitions λi of αi, the gen-
eralised Foulkes modules with inner twists
kΣiαi ⊗
k(Σi≀Σαi
)
Sλi ≃ (kΣiαi ⊗
kΣ
(iαi )
k) ⊗
kΣαi
Sλi
admit filtrations by dual kΣiαi-Specht modules.
We prove this in Subsection 4.1 and conjecture that the theorem fails in full
generality in Subsection 4.2. In Subsection 4.3, we discuss the assumptions needed
for the theorem.
Our main result is about the restriction el(A/Jn−1)en ⊗
kΣn
Sν of a cell module,
where ν is a partition of n, and in the proof of the theorem we will encounter
a tensor factor of the form kΣiαi ⊗
k(Σi≀Σαi
)
Sλi where λ
i is a partition of αi. This
motivates the following lemma about the generalised Foulkes module with inner
twists kΣiαi ⊗
k(Σi≀Σαi
)
(S(i) ⊘ Sλi), where the product X ⊘ Y of X ∈ kΣi −mod and
Y ∈ kΣαi −mod is defined as follows
3. Let X⊠αi =X ⊠ ...⊠X be the αi-fold exterior
tensor product of X with itself. Then Σαi acts on X
⊠αi by place permutation,
turning X⊠αi into a k(Σi ≀Σαi)-module with action
(ξ1, ..., ξαi ; ζ) ⋅ (x1 ⊠ ... ⊠ xαi) ∶= ξ1xζ−1(1) ⊠ ... ⊠ ξαixζ−1(αi)
where ξj ∈ Σi, xj ∈ X for j = 1, ..., αi and ζ ∈ Σαi . Since kΣαi is a quotient of
k(Σi ≀Σαi), the kΣαi-module Y is also a k(Σi ≀ Σαi)-module, which we denote by
Inf
Σi≀Σαi
Σαi
Y ≃ kΣαi ⊗
kΣαi
Y . Then X ⊘Y is the k(Σi ≀Σαi)-module X⊠αi ⊠ InfΣi≀ΣαiΣαi Y .
3see, for example [PW16].
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Lemma 16. The module kΣiαi ⊗
k(Σi ≀Σαi
)
kΣαi ⊗
kΣαi
Sλi is isomorphic to the generalised
Foulkes module with inner twists H
(i)
λi
= kΣiαi ⊗
k(Σi ≀Σαi
)
(S(i) ⊘ Sλi).
Remark. In the literature, a generalised Foulkes module is defined using Specht
modules instead of dual Specht modules. Since dual Specht modules are Specht
modules tensored with the sign-module S(1
m), we call the modules in Lemma 16
generalised Foulkes modules with inner twists.
Proof. Applying the definition of the ⊘-product to our special case, we get
S(i) ⊘ Sλi = (S(i))⊠αi ⊠ InfΣi≀ΣαiΣαi Sλi ≃ k⊠αi ⊠ (kΣαi ⊗kΣαi Sλi).
Hence H
(i)
λi
≃ kΣiαi ⊗
k(Σi ≀Σαi
)
(k⊠αi ⊠ (kΣαi ⊗
kΣαi
Sλi)) ≃ kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi ⊗
kΣαi
Sλi ,
where the left k(Σi ≀ Σαi)-module structure of kΣαi is induced by the canonical
epimorphism Σi ≀Σαi ↠ Σαi , (ξ1, ..., ξαi ; ζ) ↦ ζ. 
4.1. Proof and corollary of Theorem 1. As we have seen in Section 3, the(kΣl, kΣn)-bimodule el(A/Jn−1)en decomposes into ⊕
v∈V ln/∼
Uv, so the restriction
el(A/Jn−1)en ⊗
kΣn
Sν of a cell module decomposes into ⊕
v∈V ln/∼
(Uv ⊗
kΣn
Sν). Fix v ∈ V ln/∼.
By Lemmas 2 and 3, we have
Uv ⊗
kΣn
Sν ≃ kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn) ⊠ (kΣl2 ⊗
k∏β
k)) ⊗
kΣn
Sν
≃ kΣl ⊗
kΣ(l1,l2)
((kΣl1 ⊗
k∏α
kΣn ⊗
kΣn
Sν) ⊠ (kΣl2 ⊗
k∏β
k)) .
By Corollary 7, the tensor factor kΣl2 ⊗
k∏β
k has a dual kΣl2 -Specht filtration,
provided the characteristic of the field is large enough.
It remains to check that the tensor factor kΣl1 ⊗
k∏α
kΣn ⊗
kΣn
Sν admits a filtration
by dual kΣl2 -Specht modules. By Proposition 8, kΣl1 ⊗
k∏α
kΣn ⊗
kΣn
Sν is isomorphic
to
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
( s⊠
i=1
(kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi)) ⊗
kΣα
kΣn ⊗
kΣn
Sν
≃ kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
( s⊠
i=1
(kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi)) ⊗
kΣα
Sν ,
so the action of kΣn on Sν is restricted to kΣα = k(Σα1 × ... × Σαs). Denote this
restriction by nα↓Sν . Then
n
α↓Sν is filtered by modules of the form Sλ1 ⊠ ... ⊠ Sλs ,
where each Sλi is a dual Specht module in kΣαi −mod. In particular,
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
( s⊠
i=1
(kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi)) ⊗
kΣα
Sν
is filtered by modules of the form
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
( s⊠
i=1
(kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi)) ⊗
kΣα
( s⊠
i=1
Sλi).
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By the action of Σα on the exterior tensor products, this is isomorphic to
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
( s⊠
i=1
(kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi ⊗
kΣαi
Sλi))
≃kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
( s⊠
i=1
(kΣiαi ⊗
k(Σi≀Σαi
)
Sλi)) .
By assumption 2 of Theorem 1, we have kΣiαi ⊗
k(Σi ≀Σαi
)
Sλi ∈ Fiαi(S) for all i = 1, ..., s
and it follows from the characteristic-free version of the Littlewood-Richardson
rule [JP79] that
kΣl1 ⊗
kΣ(α1,2α2,...,sαs)
( s⊠
i=1
(kΣiαi ⊗
k(Σi ≀Σαi
)
Sλi)) ∈ Fl1(S).
This shows that kΣl1 ⊗
k∏α
kΣn ⊗
kΣn
Sν admits a filtration by modules which lie in
Fl1(S). This filtration can then be refined to get a filtration by dual Specht modules
and thus kΣl1 ⊗
k∏α
kΣn ⊗
kΣn
Sν ∈ Fl1(S). Another application of the Littlewood-
Richardson rule shows that Uv ⊗
kΣn
Sν ∈ Fl(S).
Considering all summands Uv, v ∈ V
l
n/∼, simultaneously, we get the assumption
chark > ⌊ l−n
3
⌋ (or chark = 0), as in the proof of Proposition 15.
This concludes the proof of Theorem 1. 
Lemma 17 (Wildon4). If both i and αi are strictly less than chark = p and λ
i is
a partition of αi then the generalised Foulkes module with inner twists H
(i)
λi
has a
filtration by dual Specht modules.
Proof. Let p = chark > i and p > αi and let λ
i be a partition of αi. Then the Specht
module Sλ
i
is a direct summand of the self-dual permutation module Mλ
i
, so Sλi is
a direct summand ofMλ
i
. It follows that H
(i)
λi
= kΣiαi ⊗
k(Σi≀Σαi
)
(S(i)⊘Sλi) is a direct
summand of kΣiαi ⊗
k(Σi≀Σαi
)
(M (i)⊘Mλi) =∶M(i)
λi
. By definition, this is isomorphic to
kΣiαi ⊗
k(Σi≀Σαi
)
⎛⎜⎜⎝
(M (i) ⊠ ... ⊠M (i))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
αi times
⊠(kΣαi ⊗
kΣαi
Mλ
i)
⎞⎟⎟⎠
. Now M (i) = kΣi ⊗
kΣi
k ≃ k and
Mλ
i
= kΣαi ⊗
kΣ
λi
k, soM
(i)
λi
≃ kΣiαi ⊗
k(Σi≀Σαi
)
⎛⎜⎝(k ⊠ ... ⊠ k´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
αi times
) ⊠ (kΣαi ⊗
kΣαi
kΣαi ⊗
kΣ
λi
k)⎞⎟⎠ ≃
kΣiαi ⊗
k(Σi ≀Σαi
)
⎛⎜⎝(k ⊠ ... ⊠ k´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
αi times
) ⊠ (kΣαi ⊗
kΣ
λi
k)⎞⎟⎠ . The wreath product Σi ≀ Σαi ⊆ Σiαi
acts on k ⊠ ... ⊠ k via place permutation, but since all tensor factors are k we can
move everything across the tensor signs and ignore the place permutation. Then
Σi ≀ Σαi ⊆ Σiαi acts trivially on k ⊠ ... ⊠ k and via the canonical epimorphism
4Lemma 17 is based on an unpublished result by Mark Wildon. I am grateful to Mark Wildon
for informing me about this result and its proof, and for giving me permission to include it here.
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Σi ≀ Σαi ↠ Σαi on kΣαi ⊗
kΣ
λi
k. It follows that M
(i)
λi
≃ kΣiαi ⊗
k(Σi≀Σαi
)
kΣαi ⊗
kΣ
λi
k,
where k(Σi ≀Σαi) acts on kΣαi via the canonical epimorphism.
This is a permutation module induced (in multiple steps) from subgroups without
any p-elements, so H
(i)
λi
is projective. Therefore, H
(i)
λi
has a dual Specht filtration.

With the help of Lemma 17, we can reformulate assumption (2) of Theorem 1
in terms of the characteristic of the field. If αi = 1 then H
(i)
λi
≃ k ∈ Fiαi(S). The
maximal size i such that αi > 1 is i = ⌊ l2 ⌋ and the maximal value of the integers
αi is ⌊ l2 ⌋ (for i = 2). Hence we can simplify assumption (2) and demand that
chark > ⌊ l
2
⌋. This assumption might be stronger than the original assumption, but
less complicated, so it is worth stating the following version of Theorem 1 as a
corollary.
Corollary 18. Let A be the partition algebra Pk(r, δ), δ ≠ 0 and let 0 ≤ n ≤ l ≤ r. Let
ν be a partition of n. The restriction elAen ⊗
enAen
Sν of the cell module Aen ⊗
enAen
Sν
to kΣl −mod admits a dual Specht filtration if chark = 0 or chark > ⌊ l2 ⌋.
4.2. Non-existence of dual Specht filtrations. In this subsection, we discuss
why the theorem may not hold in full generality.
Lemma 19. Let chark ≥ 5 and let 0 ≤ n ≤ l ≤ r with l = mn. If elAen ⊗
enAen
Sν
admits a filtration by dual Specht modules, then so does H
(m)
ν .
Proof. Let elAen ⊗
enAen
Sν ∈ Fl(S). If chark ≥ 5, it follows from [HN04, Theorem
3.6.1] that the category Fl(S) is closed under taking direct summands. So for each
top row configuration v ∈ V ln/∼ we must have Uv ⊗
kΣn
Sν ∈ Fl(S). Since l = mn, one
summand is indexed by
w ∶= ○ ... ○ ○ ... ○ ... ○ ... ○ ∈ V ln,
the partial diagram consisting of exactly n labelled parts of size m. From Lemma
2, Proposition 8 and Lemma 16, we know that Uw ⊗
kΣn
Sν ≃ kΣl ⊗
k(Σm≀Σn)
kΣn ⊗
kΣn
Sν ≃
H
(m)
ν . Hence H
(m)
ν ∈ Fmn(S). 
Lemma 19 provides an idea how to create counterexamples for the general state-
ment.
Conjecture (Non-existence of dual Specht filtrations). Let A = Pk(r, δ)
with δ ≠ 0. There are 0 ≤ n ≤ l ≤ r and partitions ν of n such that the restriction
elAen ⊗
enAen
Sν of the cell module Aen ⊗
enAen
Sν does not admit a dual Specht filtration.
Idea of proof. By Lemma 19, finding a generalised Foulkes module with inner
twists H
(m)
ν which does not admit a dual Specht filtration if chark = p ≥ 5 creates
a counterexample to emnAen ⊗
enAen
Sν ∈ Fmn(S).
In the literature, it is common to use dual Specht modules to construct cell
modules for Brauer or partition algebras, e.g. in [HP06], [HHKP10]. This is why we
decided to use dual Specht modules as well. However, in the literature about Foulkes
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modules, it is common to use Specht modules. A proper proof for the general non-
existence of dual Specht filtrations would need a counterexample for our generalised
Foulkes module with inner twists. We give a counterexample using the usual Specht
and generalised Foulkes modules and expect that a similar counterexample exists
for the dual case.
Let chark = 5. The generalised Foulkes module (without inner twists) H
(2)
(15)
=
kΣ10 ⊗
k(Σ2 ≀Σ5)
(S(2)⊘S(15)) has a non-projective indecomposable summand M of the
form
D(5,4,1) ⊕D(7,1
3)
D(10) ⊕D(8,1
2) ⊕D(6,1
4) ⊕D(5,3,1
2) ⊕D(4,2)
D(5,4,1) ⊕D(7,1
3)
as shown by deBoeck in her PhD thesis [dB15, Theorem 8.4.8], where Dλ denotes
the simple module corresponding to the partition λ and the upper row is the head
of M , the bottom row its socle.
Assume that M has a Specht filtration. Then every composition factor must
appear in one of the Specht modules of the filtration and the Specht modules
appearing in the filtration may not have any other composition factor. M has two
simple quotients, namely D(5,4,1) and D(7,1
3), which must be simple quotients of
Specht modules in the filtration as well.
Compute the Specht modules for Σ10 (e.g. using the hecke package in GAP) and
cross out those with a composition factor which is not a composition factor of M .
The remaining Specht modules are S(10), S(7,1
3), S(6,1
4), S(5,3,1
2) and S(4
2,2). But
none of them has simple quotient D(5,4,1). This shows that M and thus H
(15)
(2)
does
not admit a Specht filtration.
4.3. On the necessity of the assumptions in Theorem 1. Let chark ≥ 5 or
chark = 0. In Subsection 4.2, we have seen that it is necessary that the generalised
Foulkes module with inner twists H
(m)
ν with mn = l admits a dual Specht filtration
in order to have that elAen ⊗
enAen
Sν admits a dual Specht filtration. This shows that
we cannot remove assumption (2) from Theorem 1 altogether. A similar statement
concerning usual Foulkes modules explains the assumption (1) from Theorem 1.
If n = 0 and l = am then H(a
m) is a direct summand of elAe0, so in this case
we need H(a
m)
∈ Fl(S). If chark > m, we know for sure that H(am) ∈ Fl(S) by
Corollary 6, but this assumption might be too strong. If a > 2, the maximal m
with am = l is for a = 3, so m = l
3
. This shows that assumption (1) in Theorem 1 is
necessary for n = 0.
All other (generalised) Foulkes modules appear as proper exterior tensor factors.
It is possible that there are summands Uv ⊗
kΣn
Sν which are dual Specht filtered even
if their tensor factors are not, since the Littlewood-Richardson rule only works in
one direction. In general, it may be possible to relax assumption (1), but not to
drop it completely. Assumption (2) also cannot be dropped completely, but further
insight into generalised Foulkes modules (with inner twists) may allow to verify it
under relatively weak assumptions in the future.
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