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Zusammenfassung
Die stochastischen Integralordnungen bilden eine Klasse von partiellen Ord-
nungen auf der Menge der Verteilungen reeller Zufallsvektoren. Diese Ord-
nungen ko¨nnen jeweils mittels einer geeigneten Klasse messbarer Funktionen
charakterisiert werden. Ist F eine solche Klasse messbarer und reellwertiger
Funktionen und sind X und Y Zufallsvektoren, so definieren wir X ≤F Y :⇔
∀f ∈ F : Ef(X) ≤ Ef(Y ) und nennen ≤F die von F erzeugte stochastische
Integralordnung. Ein klassisches Beispiel ist die von den Indikatorfunktionen
1(t,∞), t ∈ R, erzeugte gewo¨hnliche stochastische Ordnung.
Die vorliegende Arbeit befasst sich mit nichtparametrischen Zweistichpro-
ben-Tests zur U¨berpru¨fung der Hypothese H : X ≤F Y gegen die Alternative
K : X 6≤F Y im Fall der Laplace-Ordnung und der Konkordanz-Ordnung. Da-
bei werden die Grenzverteilungen der vorgestellten Testgro¨ßen bei Gu¨ltigkeit
der Hypothese und unter Folgen von benachbarten Alternativen bestimmt. Fu¨r
Teilhypothesen werden Effizienzvergleiche durchgefu¨hrt.
Es zeigt sich, dass die Grenzverteilung der Testgro¨ßen bei Gu¨ltigkeit der
Hypothese sowohl fu¨r die Laplace-, als auch fu¨r die Konkordanz-Ordnung nicht
verteilungsfrei ist. Ein Bootstrapverfahren wird vorgeschlagen und das Verhal-
ten der Testgro¨ßen unter dem Einfluss des Bootstrap untersucht. Die resultie-
renden Tests sind konsistent gegen alle Alternativen und halten asymptotisch
das vorgegebene Testniveau ein. Die theoretischen Ergebnisse werden von einer
Simulationsstudie begleitet.
Schlagwo¨rter: Laplace-Ordnung, Konkordanz-Ordnung, Zweistichproben-
Tests.
i
Abstract
Integral stochastic orders form an important class of partial orders on the
set of distributions of real valued random vectors. These orders can be cha-
racterized by a suitable class of real valued measurable functions. To be more
precise, given such a class F of real valued measurable functions and two real
valued random vectors X,Y , we define X ≤F Y :⇔ ∀f ∈ F : Ef(X) ≤ Ef(Y )
and call ≤F the integral stochastic order generated by F . A classical example
is the usual stochastic order in the univariate case generated by the class of
indicator functions 1(t,∞), t ∈ R.
This thesis deals with the multivariate nonparametric two-sample problem
of testing the null hypothesis H : X ≤F Y against the general alternative
K : X 6≤F Y for both the Laplace transform order and the concordance order.
Kolmogorov-Smirnov- and Crame´r-von Mises-type test statistics are considered
and the limiting distributions of the test statistics under the null hypothesis
and under contiguous alternatives are obtained. For specific alternatives the
relative approximate Bahadur efficiencies are computed.
Since the limiting distributions of the test statistics are not distribution-
free under the null hypothesis a bootstrap procedure is proposed to estimate
the critical values. The resulting tests are consistent against all alternatives
and asymptotically of the preassigned level.
Numerical results are given to illustrate the theoretical results.
Keywords: Laplace transform order, concordance order, two-sample tests.
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Kapitel 1
Die Laplace-Ordnung
1.1 Einfu¨hrung
Sei X ein d-dimensionaler Zufallsvektor mit Werten in Rd≥0 = [0,∞)d. Die multivariate
Laplacetransformierte LX von X = (X1, . . . , Xd)′ ist definiert als
LX(t) = E
(
e−t
′X
)
= E
(
d∏
i=1
e−tiXi
)
fu¨r t = (t1, . . . , td)
′ ∈ Rd≥0. Die Existenz der auftretenden Erwartungswerte fu¨r komponen-
tenweise nicht-negative Zufallsvektoren ist dabei wegen der Beschra¨nktheit von e−t trivial.
Mit Hilfe der (multivariaten) Laplacetransformierten la¨sst sich eine partielle Ordnung auf
der Menge der Verteilungen d-dimensionaler Zufallsvektoren mit nicht-negativen Kompo-
nenten einfu¨hren (siehe auch [Sto83]). Wir geben die Definition dieser Ordnung sogleich
an.
Zuvor vereinbaren wir zur Vereinfachung der Notation allerdings einige Schreibweisen:
Fett gedruckte Buchstaben bezeichnen in der Folge stets Vektoren und fu¨r Vektoren s =
(s1, . . . , sd)
′, t = (t1, . . . , td)′ ∈ Rd setzen wir außerdem t ≥ 0 :⇔ t ∈ Rd≥0 und s ≤ t :⇔
sk ≤ tk ∀k ∈ {1, . . . , d}. Hat der oben genannte Zufallsvektor X die Verteilungsfunktion
F , so schreiben wir fu¨r die (multivariate) Laplacetransformierte von X auch LF .
1.1.1. Definition. Seien X und Y Zufallsvektoren mit Werten in Rd≥0. Dann heißt X
kleiner oder gleich Y in der (multivariaten) Laplace-Ordnung, falls
LX(t) ≥ LY (t) fu¨r alle t ≥ 0 (1.1.1)
gilt. Wir schreiben in diesem Fall X ≤L Y und verwenden synonym auch die Bezeichnung
F ≤L G, falls X die Verteilungsfunktion F und Y die Verteilungsfunktion G hat.
1
2 1.1 Einfu¨hrung
Die Definition der Laplace-Ordnung ist in der Literatur nicht einheitlich. Einige Auto-
ren fordern in (1.1.1) die umgekehrte Ungleichung, siehe z.B. [Kle83] und [Den01]. Neben
der in 1.1.1 getroffenen Definition wird sich auch die a¨quivalente Definition der Laplace-
Ordnung als stochastische Integralordnung als nu¨tzlich erweisen (vergleiche auch Kapitel
A des Anhangs). Es gilt offenbar X ≤L Y genau dann, wenn Ef(X) ≤ Ef(Y ) fu¨r alle
f ∈ F , mit F := {ft, t ∈ Rd≥0} und
ft :=
Rd → Rx 7→ −et′x
ist.
Der Vergleich von Laplacetransformierten ist in vielen Bereichen der Stochastik von
Interesse, wie etwa der Warteschlangentheorie, der Zuverla¨ssigkeitstheorie oder der Nut-
zentheorie. Eine ausfu¨hrliche Auflistung verschiedener Anwendungen der Laplace-Ordnung
findet sich beispielsweise in [AKJ91] oder [Den01]. Wir beschra¨nken uns auf ein motivie-
rendes Beispiel im eindimensionalen Fall:
1.1.2. Beispiel. Wir betrachten das Wartesystem G/M/1 mit den unabha¨ngigen und
identisch verteilten Zwischenankunftszeiten T1 > 0, T2 > 0, . . ., und den davon und un-
tereinander unabha¨ngigen, je mit Parameter λ > 0 exponentialverteilten Bedienzeiten
S1, S2, . . .. Es gelte E(T1) < ∞. Sei weiter Q := (Q(t), t ≥ 0), wobei die Zufallsvariable
Q(t) fu¨r jedes t ≥ 0 die Anzahl der Kunden im System zum Zeitpunkt t angebe. Ferner
sei An :=
∑n
k=1 Tk, n ∈ N, der Zeitpunkt der Ankunft des n-ten Kunden im System.
Bekanntlich ist dann (Yn, n ∈ N) mit
Yn := lim
t↓0
Q(An − t)
eine homogene, irreduzible und aperiodische Markovkette, die genau dann eine stationa¨re
Verteilung pi = (pij , j ∈ N0) besitzt, falls 1λE(T1) < 1 ist. Genauer ist dann
pij = (1− η)ηj , j ∈ N0, (1.1.2)
also pi eine geometrische Verteilung mit dem Parameter η ∈ (0, 1), welcher sich als die im
Intervall (0, 1) eindeutig bestimmte Lo¨sung der Gleichung
η = LT1(λ(1− η))
ergibt.
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Seien nun G/M/1 und G˜/M/1 zwei Wartesysteme mit je derselben Bedienzeitver-
teilung, sowie verschiedenen Zwischenankunftsverteilungen mit den zugeho¨rigen Vertei-
lungsfunktionen F bzw. F˜ . Die Laplace-Ordnung der Zwischenankunftszeiten la¨sst dann
Ru¨ckschlu¨sse auf die stationa¨ren Verteilungen zu. Aufgrund der Monotonie der Laplace-
transformierten folgt aus F ≤L F˜ na¨mlich sofort η ≥ η˜. Existieren die entsprechenden
stationa¨ren Verteilungen pi,p˜i, so implizieren die Ordnung der Parameter und (1.1.2) die
stochastische Ordnung pi ≥st p˜i.
1.2 Eigenschaften von ≤L
Bevor wir uns im Hauptteil dieser Arbeit mit statistischen Tests fu¨r das Testproblem der
Laplace-Ordnung befassen, wollen wir zuvor der Vollsta¨ndigkeit halber einige grundlegende
Eigenschaften der Laplace-Ordnung angeben. Einige dieser Eigenschaften werden bei den
spa¨teren Betrachtungen beno¨tigt, wohingegen andere von eigensta¨ndigem Interesse sind.
Wir orientieren uns bei den folgenden Ausfu¨hrungen vorwiegend an den Ergebnissen
in [Sto83] und [SS07]. Die meisten dieser Aussagen sind evident und werden hier nicht
bewiesen, in den u¨brigen Fa¨llen geben wir kurz eigene Argumente an. Die elementaren
Gegenbeispiele, die in 1.2.6 gegeben werden, sind in dieser Form in der Literatur bisher
scheinbar nicht bekannt.
Zuna¨chst ist die Relation ≤L reflexiv auf der Menge der Verteilungen nicht-negativer
Zufallsvektoren und aufgrund der Endlichkeit der Erwartungswerte E
(
e−t′X
)
fu¨r alle
t ∈ Rd≥0 und alle Zufallsvariablen mit Werten in Rd≥0 auch transitiv. Der Eindeutigkeits-
satz fu¨r Laplacetransformierte liefert ferner die Antisymmetrie von ≤L, so dass ≤L in
der Tat eine (partielle) Ordnung auf der Menge der Verteilungen von komponentenweise
nicht-negativen Zufallsvektoren definiert. Viele Eigenschaften der multivariaten Laplace-
Ordnung ergeben sich aus den entsprechenden Eigenschaften der univariaten Laplace-
Ordnung. Der Grund dafu¨r ist die folgende Charakterisierung von ≤L u¨ber die Ordnung
eindimensionaler Zufallsvariablen, die sich - wie auch die Aussage des darauf folgenden
Lemmas - direkt anhand der Definition verifizieren la¨sst.
Im Folgenden seien die betrachteten Zufallsvektoren stets komponentenweise nicht-
negativ.
1.2.1. Lemma. Es gilt
X ≤L Y ⇔ a′X ≤L a′Y fu¨r alle a ∈ Rd≥0.

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1.2.2. Lemma.
a) Die Laplace-Ordnung ist abgeschlossen unter Marginalbildung: Fu¨r Zufallsvektoren X =
(X1, . . . , Xd),Y = (Y1, . . . , Yd) gilt
X ≤L Y ⇒ (Xi1 , . . . , Xik) ≤L (Yi1 , . . . , Yik)
fu¨r alle paarweise verschiedenen i1, . . . , ik ∈ {1, . . . , d}, k = 1, . . . , d.
b) Die Laplace-Ordnung ist abgeschlossen unter Adjunktion: Fu¨r unabha¨ngige Zufallsvekto-
ren X1, . . . ,Xn und unabha¨ngige Zufallsvektoren Y1, . . . ,Yn mit dim(Xi) = dim(Yi) =
ki ∈ N und Xi ≤L Yi, i = 1, . . . , n gilt
(X1,X2, . . . ,Xn) ≤L (Y1,Y2, . . . ,Yn).
c) Die Laplace-Ordnung ist abgeschlossen unter Faltungen: Fu¨r unabha¨ngige, d-dimensionale
Zufallsvektoren X1, . . . ,Xn und unabha¨ngige, d-dimensionale Zufallsvektoren Y1, . . . ,Yn
mit Xi ≤L Yi fu¨r alle i = 1, . . . , n gilt
n∑
i=1
Xi ≤L
n∑
i=1
Yi.

Die Laplace-Ordnung impliziert außerdem im folgenden Sinne die Ordnung zwischen
den Komponenten der Erwartungswerte der betrachteten Zufallsvektoren:
1.2.3. Lemma. Es gilt
X = (X1, . . . , Xd) ≤L Y = (Y1, . . . , Yd)⇒ E(Xi) ≤ E(Yi), i = 1, . . . , d,
sofern die Erwartungswerte endlich sind.
Beweis. Das vorige Lemma liefert zuna¨chst Xi ≤L Yi, i = 1, . . . , d, also auch
∀t > 0 : 1− LXi(t)
t
≤ 1− LYi(t)
t
.
Die Laplacetransformierten sind auf (0,∞) beliebig oft differenzierbar, so dass
lim
t↓0
1− LXi(t)
t
= − lim
t↓0
L′Xi(t)
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folgt. Mit L′Xi(t) = −E(Xie−tXi) und dem Satz von der majorisierten Konvergenz ergibt
sich schließlich die Behauptung. 
A¨hnliche Aussagen wie in Lemma 1.2.2 c) erha¨lt man ebenfalls fu¨r Summen mit einer
zufa¨lligen Anzahl von Summanden.
1.2.4. Lemma. Es seien M = (M1, . . . ,Md),N = (N1, . . . , Nd) Zufallsvektoren mit
Werten in Nd0.
a) Fu¨r jedes j = 1, . . . , d sei {Xij}i∈N eine Folge von unabha¨ngigen und identisch verteilten
Zufallsvariablen. Fu¨r jedes j = 1, . . . , d seien M und {Xij}i∈N unabha¨ngig und fu¨r jedes
j = 1, . . . , d seien N und {Xij}i∈N unabha¨ngig. Sei M ≤L N . Dann gilt(
M1∑
i=1
Xi1, . . . ,
Md∑
i=1
Xid
)
≤L
(
N1∑
i=1
Xi1, . . . ,
Nd∑
i=1
Xid
)
,
wobei die leere Summe gleich Null gesetzt wird.
b) Seien {Xi}i∈N, {Yi}i∈N zwei Folgen d-dimensionaler Zufallsvektoren mit Xi ≤L Yi
fu¨r alle i ∈ N. Seien N , {Xi}i∈N, {Yi}i∈N unabha¨ngig. Es bezeichne Xij bzw. Yij, j =
1, . . . , d, die j-te Komponente von Xi bzw. Yi. Dann gilt(
N1∑
i=1
Xi1, . . . ,
Nd∑
i=1
Xid
)
≤L
(
N1∑
i=1
Yi1, . . . ,
Nd∑
i=1
Yid
)
,
wobei die leere Summe gleich Null gesetzt wird.
Beweis.
a) Wir berechnen zuna¨chst fu¨r t = (t1, . . . , td)
′ ∈ Rd≥0
L(∑M1
i=1Xi1,...,
∑Md
i=1Xid
)(t) = E
exp
− d∑
j=1
tj
Mj∑
i=1
Xij

=
d∏
j=1
E
E
Mj∏
i=1
exp(−tjXij)
∣∣∣∣∣∣Mj

=
d∏
j=1
E
(
exp(−tjX1j)Mj
)
= E
 d∏
j=1
(LX1j (tj))Mj

= E
 d∏
j=1
s
Mj
j
 , (1.2.1)
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mit sj = LX1j (tj) ∈ (0, 1], j = 1, . . . , d. Nach Voraussetzung gilt M ≤L N , also
E
(∏d
j=1 e
−tjMj
)
≥ E
(∏d
j=1 e
−tjNj
)
fu¨r alle nicht-negativen Werte tj , j = 1, . . . , d.
Insbesondere folgt mit tj = − ln sj , j = 1, . . . , d, dass
E
 d∏
j=1
s
Mj
j
 ≥ E
 d∏
j=1
s
Nj
j

gilt. Zusammen mit (1.2.1) ergibt sich daher
L(∑M1
i=1Xi1,...,
∑Md
i=1Xid
)(t) ≥ L(∑N1
i=1Xi1,...,
∑Nd
i=1Xid
)(t), fu¨r alle t ≥ 0.
b) Der Beweis kann a¨hnlich zu Teil a) gefu¨hrt werden.

Der Beweis von Lemma 1.2.4 a) zeigt, dass fu¨r nicht-negative ganzzahlige Zufallsvek-
toren X,Y die Ordnung bezu¨glich ≤L die entsprechende Ordnung zwischen den erzeugen-
den Funktionen impliziert. Man u¨berzeugt sich leicht, dass daru¨ber hinaus dann ebenso
die Ru¨ckrichtung, also insgesamt
X ≤L Y ⇔ E
(
d∏
i=1
tXii
)
≥ E
(
d∏
i=1
tYii
)
fu¨r alle t = (t1, . . . , td)
′ ∈ (0, 1)d zutrifft.
Wir wollen im Folgenden ≤L in den Kontext anderer ga¨ngiger stochastischer Integral-
ordnungen einordnen und weisen fu¨r die im nachstehenden Lemma verwendeten Notatio-
nen dazu erneut auf Kapitel A des Anhangs hin.
1.2.5. Lemma. Es gilt
a) X ≤st Y ⇒X ≤L Y ,
b) X ≤icv Y ⇒X ≤L Y ,
c) X ≤dir−cx Y ⇒ Y ≤L X,
d) X ≤sm Y ⇒ Y ≤L X.
Beweis. Die Behauptungen in a) und b) folgen sofort, da die Funktionen ft(x) = −e−t′x
offensichtlich fu¨r jedes t ∈ Rd≥0 monoton wachsend und konkav sind. Die Aussagen c) und
d) folgen aus der Tatsache, dass die Funktionen gt(x) = e
−t′x fu¨r jedes t ∈ Rd≥0 aufgrund
von ∂
2
∂xi∂xj
gt(x) ≥ 0, i, j = 1, . . . , d, komponentenweise konvex und supermodular sind. 
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Fu¨r bestimmte Verteilungsfamilien gilt in Teil b) des vorherigen Lemmas auch die
umgekehrte Relation, also in diesen Fa¨llen die A¨quivalenz der beiden Ordnungen ≤icv und
≤L. Sind beispielsweise X ∼ Exp(λ) und Y ∼ Exp(µ) jeweils exponentialverteilt mit den
Parametern µ, λ > 0, so gilt X ≤L Y ⇔ X ≤icv Y (es gilt offenbar X ≤st Y ⇔ λ ≥ µ).
Im Allgemeinen ist die Laplace-Ordnung allerdings schwa¨cher als ≤icv, wie die folgen-
den Gegenbeispiele illustrieren.
1.2.6. Beispiel (X ≤L Y 6⇒ X ≤icv Y ). Es seien X und Y diskret verteilte Zufalls-
variablen mit P (X = 1) = P (X = 3) = 0.3, P (X = 4) = 0.4 und P (Y = 1) = 0.2,
P (Y = 2) = 0.3, P (Y = 4) = 0.5.
a) Mit ∆(t) := LX(t)− LY (t) fu¨r t ≥ 0 gilt
∆(t) = 0.1 (e−t − e−4t) + 0.3 (e−3t − e−2t),
und ∆(t) ≥ 0 fu¨r alle t ≥ 0 genau dann, wenn p(s) := 0.1s− 0.1s4 + 0.3s3 − 0.3s2 ≥ 0
fu¨r alle s ∈ (0, 1] gilt, was zu q(s) := 0.1−0.1s3 +0.3s2−0.3s ≥ 0∀s ∈ (0, 1] a¨quivalent
ist. Es ist q(0) = 0.1 > 0, q(1) = 0 und q′(s) < 0, s ∈ (0, 1), und daher X ≤L Y . Die
Funktion f(x) := min(0, x − 3) ist aber offensichtlich monoton wachsend und konkav
mit Ef(X) = −0.6 > −0.7 = Ef(Y ), was auf X 6≤icv Y fu¨hrt.
(Wir merken außerdem an, dass ebenfalls Y 6≤icv X gilt, denn aus Y ≤icv X wu¨rde
aufgrund von Teil b) des vorherigen Lemmas bereits Y ≤L X, also X v= Y folgen).
b) Das Beispiel aus Teil a) la¨sst sich etwa auf die folgende Weise verallgemeinern. Sei
U ∼ R([0, 1]) gleichverteilt auf [0, 1], U unabha¨ngig von X und Y . Wir betrachten die
Zufallsvariablen
Vε := X + εU, Wε := Y + εU,
mit ε ≥ 0. Mit Teil a) und der Aussage in Lemma 1.2.2 c) ergibt sich unmittelbar
Vε ≤L Wε, ε ≥ 0. Fu¨r die Funktion f(x) := min(0, x− 3) gilt dann
Ef(Vε) =
∑
k∈{1,3,4}
(∫ 1
0
min(0, k + εy − 3) dy
)
P (X = k) =
−0.6 ε−1, ε ≥ 2,0.15 ε− 0.6, ε ≤ 2,
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und
Ef(Wε) =
∑
k∈{1,2,4}
(∫ 1
0
min(0, k + εy − 3) dy
)
P (Y = k)
=

−0.55 ε−1, ε ≥ 2,
0.1 ε− 0.15 ε−1 − 0.4, ε ∈ [1, 2],
0.25 ε− 0.7, ε ≤ 1.
Insbesondere gilt Ef(Vε) > Ef(Wε) fu¨r alle ε < 1 und somit insbesondere Vε 6≤icv Wε
fu¨r alle ε < 1.
Zum Abschluss dieses Abschnitts wollen wir noch einige Beispiele ga¨ngiger Verteilungsfa-
milien angeben, bei denen die Ordnung geeigneter Parameter Ru¨ckschlu¨sse auf die Laplace-
Ordnung der entsprechenden Zufallsvariablen zula¨sst.
1.2.7. Beispiele.
a) Sei X ∼ R([a, b]) gleichverteilt auf [a, b], 0 ≤ a < b. Dann ist
LX(t) = e
−ta − e−tb
t(b− a) , t > 0,
und es gilt fu¨r X ∼ R([a, b]) und Y ∼ R([c, d]) die Implikation
a ≤ c, b ≤ d⇒ X ≤L Y.
b) Sei X ∼ Γ(α, β) gammaverteilt mit den Parametern α, β > 0. Dann ist
LX(t) = β
α
(β + t)α
, t ≥ 0,
und es gilt fu¨r X ∼ Γ(α, β) und Y ∼ Γ(γ, δ) die Implikation
α ≤ γ, β ≥ δ ⇒ X ≤L Y.
Im Spezialfall α = γ = 1 ergibt sich die entsprechende Aussage fu¨r die Exponential-
verteilung und im Spezialfall α = γ = n2 , n ∈ N, β = δ = 12 , folgt die entsprechende
Aussage fu¨r χ2n - die zentrale Chi-Quadrat-Verteilung mit n Freiheitsgraden.
c) Seien X ∼Wei(α, β), Y ∼Wei(γ, δ) weibullverteilt mit den Parametern α, β, γ, δ > 0.
Dann besitzt X die Dichte
f(x) = αβxα−1e−βx
α
, x > 0,
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und es gilt die Implikation
α ≤ γ, EX ≤ EY ⇒ X ≤L Y.
Im Fall der Weibull-Verteilung ist die Laplacetransformierte nicht geschlossen darstell-
bar. Zum Beweis der getroffenen Aussage und ebenfalls der folgenden Aussage in Teil
d) siehe [Tay83].
d) Seien X ∼ LogN(µ1, σ21), Y ∼ LogN(µ2, σ22) jeweils logarithmisch normalverteilt mit
den Parametern µ1, µ2 ∈ R, σ21, σ22 > 0. Dann besitzt X die Dichte
f(x) =
1
xσ1
√
2pi
exp
(
−(ln(x)− µ1)
2
2σ21
)
, x > 0,
und es gilt die Implikation
σ1 ≥ σ2, EX ≤ EY ⇒ X ≤L Y.
e) Sei X vom Gumbel-Morgenstern-Typ mit der bivariaten Verteilungsfunktion
Fϑ,µ,λ(x, y) = Expλ(x) Expµ(y)
(
1 + ϑ(1− Expλ(x))(1− Expµ(y))
)
,
x, y ≥ 0, µ, λ > 0, ϑ ∈ [−1, 1], Expλ(x) := 1 − exp(−λx), Expµ(y) := 1 − exp(−µy).
Dann ist
LFϑ,µ,λ(s, t) =
λ
λ+ s
µ
µ+ t
+ ϑ
(
2λ
2λ+ s
− λ
λ+ s
)(
2µ
2µ+ t
− µ
µ+ t
)
, s, t ≥ 0.
Wegen 2λ2λ+s− λλ+s ≥ 0 fu¨r alle s ≥ 0 und 2µ2µ+t− µµ+t ≥ 0 fu¨r alle t ≥ 0 ist Fϑ,µ,λ ≤L Fθ,µ,λ
fu¨r ϑ ≥ θ.
f) Seien Y0, Y1, . . . , Yd unabha¨ngige Zufallsvariablen mit den Dichtefunktionen
fYk(y) =
1
Γ(ϑk)
yϑk−1e−y, y > 0, ϑk > 0, k = 0, . . . , d.
Sei Xk = Y0 + Yk, k = 1, . . . , d. Dann ist X = (X1, . . . , Xd) d-dimensional multivariat
gammaverteilt mit den Parametern ϑ0, . . . , ϑd (siehe [KBJ00], S. 454 ff.) und es gilt
LX(t) =
(
1 +
d∑
k=1
tk
)−ϑ0 d∏
k=1
(1 + tk)
−ϑk , t = (t1, . . . , td) ≥ 0.
Folglich ist LX(t) monoton fallend in ϑk, k = 0, . . . , d.
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Kapitel 2
Test auf Laplace-Ordnung
2.1 Das Testproblem und die Testgro¨ßen
In diesem Abschnitt sollen Testverfahren zur U¨berpru¨fung der Hypothese der Laplace-
Ordnung aufgestellt werden. Nichtparametrische Tests auf Laplace-Ordnung sind dabei
nach Wissen des Autors in der Literatur bisher nicht untersucht worden.
Eine Ausnahme bilden die scheinbar unvero¨ffentlichten Ansa¨tze fu¨r nichtparametri-
sche Tests fu¨r das Einstichproben-Testproblem auf Laplace-Ordnung im univariaten Fall
in [Ben07]. Dort werden Testgro¨ßen vorgestellt, die den hier untersuchten einseitigen
Kolmogorov-Smirnov und Crame´r-von Mises-Testgro¨ßen im Eindimensionalen entsprechen
(im Crame´r-von Mises Fall wird allerdings auf Gewichtsfunktionen verzichtet). Das dort
vorgestellte Bootstrapverfahren scheint fu¨r die vorliegende Situation und fu¨r den Fall der
Supremumstestgro¨ße im Allgemeinen allerdings unbrauchbar zu sein.
Es seien im Folgenden X,Y Zufallsvektoren mit Werten in Rd≥0. Wir betrachten das
Zweistichproben-Testproblem
H : X ≤L Y vs. K : X 6≤L Y , (2.1.1)
was nach Definition 1.1.1 zu
H : ∀t ≥ 0 : LX(t)− LY (t) ≥ 0 vs. K : ∃t ≥ 0 : LY (t)− LX(t) > 0
a¨quivalent ist. Es ist daher plausibel, die Testgro¨ßen auf dem empirischen A¨quivalent des
Abstandes LY (t)−LX(t) basieren zu lassen. Seien dazu X1, . . . ,Xm, m ∈ N, unabha¨ngige
Zufallsvektoren mit je derselben Verteilung wie X und Y1, . . . ,Yn, n ∈ N, unabha¨ngige
und von X1, . . . ,Xm unabha¨ngige Zufallsvektoren mit je derselben Verteilung wie Y . Wir
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definieren die empirische Laplacetransformierte von X1, . . . ,Xm als
LX1,...,Xm(t) :=
1
m
m∑
i=1
exp(−t′Xi), t = (t1, . . . , td) ∈ Rd≥0,
und verwenden alternativ die Notation LX,m(t) := LX1,...,Xm(t). In analoger Weise be-
zeichnen wir mit LY ,n(t) := LY1,...,Yn(t) die empirische Laplacetransformierte der Zufalls-
vektoren Y1, . . . ,Yn. Ist F die Verteilungsfunktion der Zufallsvariablen Xi, so benutzen
wir gelegentlich auch die Schreibweise LF,m := LX,m.
Es sei ferner
∆m,n(t) :=
√
mn
m+ n
(LY ,n(t)− LX,m(t)) , m, n ∈ N.
Um zu sinnvollen Testgro¨ßen fu¨r das eingangs definierte Testproblem zu gelangen, bie-
ten sich dann beispielsweise Supremums- und Integraltyp-Testgro¨ßen an. Dabei sind im
vorliegenden Fall lediglich einseitige Abweichungen von der Hypothese zu betrachten.
Diese U¨berlegungen fu¨hren in natu¨rlicher Weise auf die folgenden einseitigen Varianten
der bekannten Kolmogorov-Smirnov- und Crame´r-von Mises-Testgro¨ßen. Es sei
TKSm,n := sup
t≥0
∆m,n(t) (2.1.2)
und
TCvMm,n :=
∫
Rd≥0
∆+m,n(t)ω(t) dt (2.1.3)
=
∫ ∞
0
. . .
∫ ∞
0
∆+m,n(t1, . . . , td)ω(t1, . . . , td) dt1 . . . dtd,
mit einer integrierbaren Gewichtsfunktion ω : Rd≥0 −→ R>0 und
∆+m,n(t) := max(0,∆m,n(t))
als Positivteil der Funktion t 7→ ∆m,n(t), t ∈ Rd≥0. Große Werte von TKSm,n bzw. TCvMm,n
sprechen gegen die Hypothese.
Wir bemerken, dass die Wahl ω ≡ 1 im Hinblick auf die gewu¨nschte Endlichkeit des
Integrals TCvMm,n im Allgemeinen X1, . . . ,Xm,Y1, . . . ,Yn > 0 f.s. no¨tig macht:
Fu¨r d = 1 und mit
ck :=
 1n , k = 1, . . . , n− 1m , k = n+ 1, . . . , n+m , Zk :=
Yk, k = 1, . . . , nXk−n, k = n+ 1, . . . , n+m,
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k = 1, . . . ,m+ n, gilt na¨mlich beispielsweise
∆m,n(t) =
√
mn
m+ n
m+n∑
k=1
ck exp(−tZk).
Die Funktion t 7→ ∆m,n(t) ist dann stetig auf [0,∞) und hat im Fall ∆m,n(t) 6≡ 0 ho¨chstens
m + n Nullstellen (siehe [PS70], Problem 76). Bezeichnen wir mit a1 < . . . < aN , N ∈
{1, . . . ,m + n}, die paarweise verschiedenen und der Gro¨ße nach geordneten Nullstellen
von ∆m,n(t), so ist die Testgro¨ße T
CvM
m,n von der Form
TCvMm,n =
∑
j∈I
∫ aj+1
aj
∆m,n(t) dt+
(∫ ∞
aN
∆m,n(t) dt
)+
(2.1.4)
mit einer geeigneten gewa¨hlten Indexmenge I ⊂ {1, . . . , N}. Hinreichende Bedingungen
fu¨r die fast sichere Endlichkeit von TCvMm,n im Fall ω ≡ 1 sind daher beispielsweise die
Momentenbedingungen E
(
X−11
)
<∞, E (Y −11 ) <∞. Damit auf Bedingungen dieser Art
an die Zufallsvektoren X1,Y1 verzichtet werden kann, beschra¨nken wir uns im Folgenden
auf Gewichtsfunktionen mit den genannten Eigenschaften.
2.2 Asymptotik
Es seien im Folgenden fu¨r m,n ∈ N stets X1, . . . ,Xm,Y1, . . . ,Yn unabha¨ngige und d-
dimensionale Zufallsvektoren mit je nicht-negativen Komponenten, wobei X1, . . . ,Xm
identisch verteilt mit der Verteilungsfunktion F und Y1, . . . ,Yn identisch verteilt mit
der Verteilungsfunktion G sind. Wir setzen F und G als nicht-degeneriert voraus. Sei
m
m+n → τ ∈ [0, 1] fu¨r m,n→∞.
Wir wollen in diesem Abschnitt das asymptotische Verhalten der Testgro¨ßen (2.1.2)
und (2.1.3) untersuchen, die sich jeweils als Funktionen des Prozesses (∆m,n(t), t ≥ 0)
ergeben. Fu¨r ∆m,n(t) erhalten wir dabei offenbar die Darstellung
∆m,n(t) =
√
m
m+ n
√
n (LY ,n(t)− LY (t))−
√
n
m+ n
√
m (LX,m(t)− LX(t))
+
√
mn
m+ n
(LY (t)− LX(t)) , ∀t ≥ 0. (2.2.1)
Setzen wir
LY ,n(t) :=
√
n (LY ,n(t)− LY (t)) =
√
n
(
1
n
n∑
i=1
ft(Yi)− Eft(Y1)
)
,
LX,m(t) :=
√
m (LX,m(t)− LX(t)) =
√
m
(
1
m
m∑
i=1
ft(Xi)− Eft(X1)
)
,
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mit ft : Rd≥0 → R, ft(x) := exp(−t′x), so sind (LY ,n(t), t ≥ 0) und (LX,m(t), t ≥ 0) un-
abha¨ngige und durch die Funktionenklasse H = {ft; t ≥ 0} indizierte empirische Prozesse
(vergleiche Anhang B.2.1). Wegen |ft| ≤ 1 fu¨r alle t ≥ 0 lassen sich diese empirischen
Prozesse als Abbildungen mit Werten in l∞(H) oder l∞(Rd≥0) auffassen. Bekanntlich kann
es bei der Interpretation des empirischen Prozesses als Abbildung mit Werten in speziellen
Funktionenra¨umen zu Messbarkeitsproblemen kommen, wie etwa das klassische Beispiel
des zur Gleichverteilung auf [0, 1] geho¨renden empirischen Prozesses, interpretiert als Ab-
bildung in den Raum der ca´dla´g-Funktionen auf [0, 1], lehrt (siehe [Bil68], Kapitel 18). Im
vorliegenden Fall ko¨nnen diese Probleme allerdings vermieden werden; ein Sachverhalt der
im na¨chsten Lemma verdeutlicht werden soll.
Versehen mit der u¨blichen Metrik
ρ(s, t) = | arctan(s)− arctan(t)|, s, t ∈ [−∞,∞],
arctan(−∞) := −pi/2, arctan(∞) := pi/2, fassen wir dabei im Folgenden die erweiter-
ten reellen Zahlen R = [−∞,∞] und auch die nicht-negativen erweiterten reellen Zahlen
R≥0 = [0,∞] (versehen mit der entsprechenden Einschra¨nkung von ρ auf [0,∞]) jeweils als
kompakten metrischen Raum auf. Dann sind auch die kartesischen Produkte (Rd, ρd) und
(Rd≥0, ρd) mit ρd(s, t) :=
∑d
k=1 ρ(sk, tk) fu¨r s = (s1, . . . , sd), t = (t1, . . . , td) ∈ R
d
, kom-
pakte metrische Ra¨ume. Fu¨r die folgenden Betrachtungen dieses Abschnitts definieren wir
ferner fu¨r ein t = (t1, . . . , td) ∈ Rd≥0 die Menge
I(t) := {j ∈ {1, . . . , d} : tj =∞}. (2.2.2)
2.2.1. Lemma. Fu¨r ein t∗ = (t∗1, . . . , t∗d) ∈ R
d
≥0 \ Rd≥0 sei
LX,m(t∗) := lim
tj→∞, j∈I(t∗)
tj=t
∗
j , j 6∈I(t∗)
LX,m(t), LX(t∗) := lim
tj→∞, j∈I(t∗)
tj=t
∗
j , j 6∈I(t∗)
LX(t) (2.2.3)
und (C(Rd≥0), ‖·‖∞) sei der metrische Raum der stetigen Funktionen auf der kompakten
Menge Rd≥0, versehen mit der Supremumsmetrik. Es sei (Ω,A, P ) ein Wahrscheinlichkeits-
raum und weiter {Xk}k∈N eine Folge unabha¨ngiger und identisch verteilter Zufallsvektoren
mit Xk : (Ω,A) 7→ (Rd≥0,B(Rd≥0)), k ∈ N. Dann ist die Abbildung
LX,m : Ω→ C(Rd≥0)
ω 7→
(
√
m
(
1
m
m∑
i=1
ft(Xi(ω))− Eft(X1(ω))
)
, t ∈ Rd≥0
)
fu¨r jedes m ∈ N
(
A,B(C(Rd≥0))
)
-messbar.
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Beweis. Die Funktion t 7→ LX,m(t) ist stetig auf Rd≥0, monoton fallend in jeder Kom-
ponente und nach unten durch Null beschra¨nkt, so dass die Limites in (2.2.3) existieren.
Mit der getroffenen Definition der Fortsetzung auf Rd≥0 sind die empirischen Laplacetrans-
formierten LX,m somit stetig auf Rd≥0 fu¨r jedes m ∈ N. Ebenso ist LX stetig auf Rd≥0. Die
Abbildung LX,m nimmt also Werte in (C(R
d
≥0), ‖·‖∞) an. Es ist (C(Rd≥0), ‖·‖∞) separabel,
und LX,m(t) ist fu¨r jedes feste t eine reelle Zufallsvariable. Die Behauptung folgt dann
mit [VW96], Problem 1.7.1. 
2.2.2. Bemerkung. Bei den Untersuchungen der asymptotischen Eigenschaften der zu-
vor eingefu¨hrten stochastischen Prozesse und den damit verbundenen Testgro¨ßen wollen
wir im Folgenden den allgemeinen Ansatz der Hoffmann-Jørgensen-Theorie fu¨r schwache
Konvergenz nicht messbarer Abbildungen verwenden (vergleiche Kapitel B des Anhangs).
Setzen wir die empirischen Prozesse wie oben beschrieben stetig auf Rd≥0 fort, so zeigt
Lemma 2.2.1 allerdings, dass dieser Grad der Allgemeinheit hier im Grunde noch nicht
no¨tig ist. Aufgrund der Borel-Messbarkeit der Abbildungen LX,m und LY ,n kann bei den
Grenzbetrachtungen na¨mlich zuna¨chst der gewo¨hnliche Begriff der schwachen Konvergenz
verwendet und mit Standardmethoden der Verteilungskonvergenz stochastischer Prozes-
se argumentiert werden. Vorgreifend auf empirische Prozesse, die durch Funktionen mit
analytisch schwa¨cheren Eigenschaften indiziert werden - wie etwa die in Abschnitt 4 be-
trachteten - machen wir aber bereits hier von der allgemeineren Theorie Gebrauch.
Um Grenzwertaussagen fu¨r die empirischen Prozesse LX,m und LY ,n zu erhalten, wol-
len wir funktionale Grenzwertsa¨tze benutzen. Im Hinblick auf das vorherige Lemma er-
scheint es dabei zuna¨chst sinnvoll, die empirischen Prozesse LX,m und LY ,n mit der in
(2.2.3) getroffenen Definition als Prozesse auf Rd≥0 aufzufassen. Mit
F :=
ft : Rd≥0 → [0, 1]∣∣∣t ∈ Rd≥0, ft(x1, . . . , xd) =
d∏
j=1
ftj (xj)

und
ftj (x) :=
exp(−tjx), tj ∈ R,1{0}(x), tj =∞,
fu¨r x ∈ R≥0, sind dann (LX,m(t), t ∈ Rd≥0) bzw. (LY ,n(t), t ∈ Rd≥0) die durch F indizier-
ten empirischen Prozesse der Zufallsvektoren X1, . . . ,Xm bzw. Y1, . . . ,Yn. Das na¨chste
Lemma sichert die asymptotische Straffheit dieser Prozesse.
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2.2.3. Lemma. F ist eine VC-Funktionenklasse und gleichma¨ßig Donsker.
Beweis. Wir betrachten die Funktionenklasse G = {gt, t ∈ Rd≥0} mit
gt :=
Rd≥0 → R≥0x 7→ t′x .
Der Subgraph von gt fu¨r ein festes t ∈ Rd≥0 ist die Menge {(x, s) ∈ Rd≥0×R≥0 : t′x ≥ s}, die
offenbar das Komplement eines Halbraums in Rd+1≥0 beschreibt. Die Menge aller Halbra¨ume
in Rn, n ∈ N, ist bekanntlich eine VC-Klasse (siehe [VW96], S. 152) und daher G eine VC-
Funktionenklasse. Die Funktion φ : R≥0 → [0, 1], φ(x) = exp(−x), ist monoton und daher
ist die Klasse φ(G), definiert durch
φ(G) := {φ ◦ gt, t ∈ Rd≥0}, (φ ◦ gt)(x) = exp
− d∑
j=1
tjxj
 ,
gema¨ß [VW96], Lemma 2.6.18 (viii), ebenfalls eine VC-Funktionenklasse. Mit I(t) wie in
(2.2.2) und H := F \ φ(G) sowie
ht(x1, . . . , xd) :=
∏
j∈I(t)
1{0}(xj) exp
− ∑
j 6∈I(t)
tjxj
 , (2.2.4)
gilt dann H = {ht, t ∈ Rd≥0 \ Rd≥0}. Offenbar gilt I(t) 6= ∅ fu¨r jedes t ∈ R
d
≥0 \ Rd≥0.
Bezeichnen wir mit I die Menge sa¨mtlicher nichtleerer Teilmengen der Menge {1, . . . , d},
erhalten wir außerdem die Darstellung
H =
⋃
J∈I
HJ , HJ := {ht ∈ H : I(t) = J} .
Fu¨r jedes feste J ⊂ I gibt es dann aber aufgrund von (2.2.4) fu¨r jede Funktion ht ∈ HJ
eine Funktion φ(gt) ∈ φ(G) mit der Eigenschaft, dass ht(x) =
∏
j∈J 1{0}(xj)φ(gt)(x) fu¨r
alle x ∈ Rd≥0 zutrifft. Insbesondere ha¨ngt die Funktion g(x) =
∏
j∈J 1{0}(xj) in dieser
Darstellung bei fest gewa¨hltem J ∈ I nicht mehr von t ab.
Mit [VW96], Lemma 2.6.18 (vi), folgt, dass jedes der HJ , J ∈ I, eine VC-Funktionen-
klasse ist. Somit ergibt sich F als endliche Vereinigung von VC-Funktionenklassen, was
schließlich die erste Behauptung des Lemmas zeigt.
Wegen |ft| ≤ 1, Satz B.2.1.5 und Satz B.2.1.3 ist F daru¨ber hinaus Donsker fu¨r jedes
zugrunde liegende Wahrscheinlichkeitsmaß Q. 
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Nach diesen vorbereitenden U¨berlegungen erhalten wir schließlich das folgende Resultat
u¨ber das Grenzverhalten der zugrunde liegenden empirischen Prozesse.
2.2.4. Satz. Es sei
(
L(t), t ∈ Rd≥0
)
ein zentrierter Gaußprozess mit Pfaden in C(Rd≥0)
und der Kovarianzfunktion
ρ(s, t) := Cov(L(s),L(t)) = τρG(s, t) + (1− τ)ρF (s, t), s, t ∈ Rd≥0,
wobei fu¨r s, t ∈ Rd≥0
ρF (s, t) := LF (s+ t)− LF (s)LF (t), ρG(s, t) := LG(s+ t)− LG(s)LG(t)
ist.
Dann gilt(√
m
m+ n
LY ,n(t)−
√
n
m+ n
LX,m(t), t ∈ Rd≥0
)
v−→
(
L(t), t ∈ Rd≥0
)
,
fu¨r m,n→∞.
Beweis. Nach Lemma 2.2.3 und Satz B.2.1.3 ist (LY ,n(t)), t ∈ Rd≥0) eine asymptotisch
straffe Folge von Abbildungen. Offenbar ist ferner fu¨r jedes t ∈ Rd≥0 ft ∈ F quadrat-
integrierbar bezu¨glich jedes zugrunde liegenden Wahrscheinlichkeitsmaßes und es sind
ft(Y1), . . . , ft(Yn) unabha¨ngig und identisch verteilt. Wir erhalten deshalb mit dem mehr-
dimensionalen zentralen Grenzwertsatz, dass fu¨r beliebige t1, . . . , tk ∈ Rd≥0
(LY ,n(t1), . . . ,LY ,n(tk))
v−→ Nk(0,Σ) (2.2.5)
mit Σ = (σij)1≤i,j≤k, σij = Cov(fti(Y1), ftj (Y1)) gilt. Gema¨ß Satz B.2.1 konvergiert
(LY ,n(t), t ∈ Rd≥0) gegen einen straffen Grenzprozess (LY (t), t ∈ Rd≥0) mit Pfaden in
l∞(Rd≥0), der wegen (2.2.5) ein zentrierter Gaußprozess mit der Kovarianzfunktion
ρG(s, t) := Cov(LY (s),LY (t))
=
∫
Rd≥0
fs(x)ft(x) dG(x)−
∫
Rd≥0
fs(x) dG(x)
∫
Rd≥0
ft(x) dG(x)
=
∫
Rd≥0
e−(s+t)
′x dG(x)−
∫
Rd≥0
e−s
′x dG(x)
∫
Rd≥0
e−t
′x dG(x)
= LG(s+ t)− LG(s)LG(t), s, t ∈ Rd≥0,
ist. Nach Lemma 2.2.1 kann der empirische Prozess LY ,n als Zufallsvariable mit Werten in
C(Rd≥0) aufgefasst werden. Da jede gleichma¨ßig konvergente Folge stetiger Funktionen auf
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einem kompakten metrischen Raum einen stetigen Grenzwert besitzt, ist (C(Rd≥0), ‖·‖∞)
eine abgeschlossene Teilmenge von (l∞(Rd≥0), ‖·‖∞).
Satz B.1.2 und
(
LY ,n(t), t ∈ Rd≥0
)
v−→ (LY (t), t ∈ Rd≥0) implizieren daher
1 = lim sup
n→∞
P
(
LY ,n ∈ C(Rd≥0)
)
≤ P
(
LY ∈ C(Rd≥0)
)
,
so dass der Grenzprozess ebenfalls als Abbildung mit Werten in C(Rd≥0) aufgefasst werden
kann.
Analog erhalten wir(
LX,m(t), t ∈ Rd≥0
)
v−→ (LX(t), t ∈ Rd≥0),
mit einem zentrierten Gaußprozess LX mit Pfaden in C(R
d
≥0) und der Kovarianzfunktion
ρF (s, t) = Cov(LX(s),LX(t)) = LF (s+ t)− LF (s)LF (t), s, t ∈ Rd≥0.
Aufgrund der Unabha¨ngigkeit von LX,m(t) und LY ,n(t) folgt schließlich wie behauptet(√
m
m+ n
LY ,n(t)−
√
n
m+ n
LX,m(t), t ∈ Rd≥0
)
v−→ (L(t), t ∈ Rd≥0),
fu¨r m,n→∞, mit
(L(t), t ∈ Rd≥0) :=
(√
τ LY (t)−
√
1− τ LX(t), t ∈ Rd≥0
)
und
ρ(s, t) := Cov(L(s),L(t)) = τE (LY (s)LY (t)) + (1− τ)E (LX(s)LX(t))
= τρG(s, t) + (1− τ)ρF (s, t), s, t ∈ Rd≥0. (2.2.6)

Die Resultate des letzten Satzes und die Zerlegung des empirischen Prozesses ∆m,n(t)
in (2.2.1) zeigen, dass fu¨r ein festes t ∈ Rd≥0 das asymptotische Verhalten von ∆m,n(t) von
dem des Terms
√
mn
m+n (LY (t)− LX(t)) beeinflusst wird. Bei Gu¨ltigkeit der Hypothese
der Laplace-Ordnung von X und Y treten bei festem t ∈ Rd≥0 dabei offenbar die beiden
Fa¨lle √
mn
m+ n
(LY (t)− LX(t)) −→
 0, LY (t)− LX(t) = 0,−∞, LY (t)− LX(t) < 0, m, n→∞,
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auf. Mit
A := {t ∈ Rd≥0;LY (t) = LX(t)} und A := {t ∈ Rd≥0;LY (t) = LX(t)}
erhalten wir die im folgenden Satz formulierten Grenzwertaussagen.
2.2.5. Satz. Bei Gu¨ltigkeit der Hypothese (2.1.1) gilt fu¨r m,n→∞
TKSm,n
v−→ sup
t∈A
L(t),
TCvMm,n
v−→
∫
A
L(t)+ω(t) dt.
Bei Gu¨ltigkeit der Alternative ist fu¨r m,n→∞
TKSm,n
P→∞, TCvMm,n P→∞.
Beweis. Setzt man
Lm,n(t) =
√
m
m+ n
LY ,n(t)−
√
n
m+ n
LX,m(t), t ∈ Rd≥0,
so ist (Lm,n(t), t ∈ Rd≥0) nach Satz 2.2.4 verteilungskonvergent mit dem straffen und
Borel-messbaren Grenzwert (L(t), t ∈ Rd≥0).
Es existieren daher nach Satz B.1.6 auf einem geeigneten Wahrscheinlichkeitsraum
(Ω˜, A˜, P˜ ) Zufallsvariablen L˜m,n, L˜ : Ω˜→ C(Rd≥0) mit L˜m,n v= Lm,n,m, n ∈ N, sowie L˜ v= L
und L˜m,n → L˜ fast sicher fu¨r m,n→∞.
Wir betrachten den Kolmogorov-Smirnov-Fall: Offenbar gilt
TKSm,n = sup
t≥0
∆m,n(t) = sup
t∈Rd≥0
∆m,n(t)
und
sup
t∈Rd≥0
∆m,n(t)
v
= sup
t∈Rd≥0
(
L˜m,n(t) +
√
mn
m+ n
(LY (t)− LX(t))
)
, m, n ∈ N.
Nach Konstruktion gilt ferner
‖L˜m,n − L˜‖∞ = sup
t∈Rd≥0
∣∣∣L˜m,n(t)− L˜(t)∣∣∣ f.s.−→ 0, m, n→∞,
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und die Funktion t 7→ L˜(t), t ∈ Rd≥0, ist stetig. Bei Gu¨ltigkeit der Hypothese der Laplace-
Ordnung X ≤L Y ist wie bereits bemerkt h(t) := LY (t) − LX(t) ≤ 0 fu¨r alle t ∈ Rd≥0.
Mit Satz D.3.2 folgt somit
lim
m,n→∞ sup
t∈Rd≥0
(
L˜m,n(t) +
√
mn
m+ n
(LY (t)− LX(t))
)
= sup
t∈A
L˜(t)
fast sicher. Daher ist
TKSm,n
v−→ sup
t∈A
L(t), m, n→∞,
wie behauptet.
Wir betrachten nun die Testgro¨ße TCvMm,n . Mit den eingangs definierten Zufallsvariablen
L˜m,n, L˜ erhalten wir
TCvMm,n
v
=
∫
Rd≥0
(
L˜m,n(t) +
√
mn
m+ n
(LY (t)− LX(t))
)+
ω(t) dt.
Die Integranden sind fu¨r jedes m,n ∈ N fast sicher beschra¨nkt und es gilt wegen
lim
m,n→∞
(
L˜m,n(t) +
√
mn
m+ n
h(t)
)
ω(t) =
L˜(t)ω(t), t ∈ A,−∞, t ∈ {t ∈ Rd≥0;h(t) < 0},
fast sicher auch limm,n→∞
(
L˜m,n(t) +
√
mn
m+nh(t)
)+
ω(t) = L˜+(t)ω(t)1A(t) fast sicher fu¨r
jedes t ∈ Rd≥0. Bei Gu¨ltigkeit der Hypothese folgt daher mit dem Satz von der majorisierten
Konvergenz schließlich
lim
m,n→∞
∫
Rd≥0
(
L˜m,n(t) +
√
mn
m+ n
h(t)
)+
ω(t) dt
=
∫
Rd≥0
lim
m,n→∞
(
L˜m,n(t) +
√
mn
m+ n
h(t)
)+
ω(t) dt
=
∫
A
L(t)+ ω(t) dt
fast sicher und daher die behauptete Verteilungskonvergenz fu¨r TCvMm,n bei Gu¨ltigkeit der
Hypothese.
Bei Gu¨ltigkeit der Alternative existiert zumindest ein t ∈ Rd≥0 mit h(t) > 0, was die
Behauptung TKSm,n
P→ ∞ fu¨r m,n → ∞ im Kolmogorov-Smirnov-Fall zeigt. Aufgrund der
Stetigkeit von h gilt dann außerdem h(t) > 0 in einer Umgebung von t, so dass schließlich
fu¨r m,n→∞ die Behauptung TCvMm,n P→∞ im Crame´r-von Mises Fall folgt. 
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2.2.6. Bemerkung. Die Zufallsvariablen supt∈A L(t) und supt∈A L(t) haben im All-
gemeinen nicht dieselbe Verteilung, denn aufgrund von Satz 2.2.4 und der Definition der
Fortsetzung der Laplacetransformierten auf Rd≥0 in Lemma 2.2.1 wird deutlich, dass fu¨r
ein t ∈ A \ A auch Var(L(t)) 6= 0 zutreffen kann. In der Tat, fu¨r jedes t ∈ Rd≥0 \ Rd≥0
erhalten wir
LX(t) = E
 ∏
j∈I(t)
1{Xj=0} exp
− ∑
j 6∈I(t)
tjXj
 (2.2.7)
und somit im Allgemeinen nicht LX(t) = 0 fu¨r t ∈ Rd≥0 \ Rd≥0.
Gilt P (Xk = 0) = 0 fu¨r alle Komponenten X1, . . . , Xd von X, so folgt aus (2.2.7) aller-
dings Var(L(t)) = 0 fu¨r alle t ∈ A\A. Insbesondere haben die Zufallsvariablen supt∈A L(t)
und supt∈A L(t) dann dieselbe Verteilung und es gilt bei Gu¨ltigkeit der Hypothese
TKSm,n
v−→ sup
t∈A
L(t), m, n→∞.
Die Grenzverteilung der vorgestellten Testgro¨ßen ha¨ngt also sowohl u¨ber die Kovari-
anzfunktion der Grenzprozesse als auch u¨ber die Mengen A bzw. A von den zugrunde
liegenden unbekannten Verteilungen der Zufallsvektoren X1, . . . ,Xm bzw. Y1, . . . ,Yn ab.
Die analytischen Eigenschaften der Laplacetransformierten liefern allerdings die im
folgenden Satz formulierte Eigenschaft der Menge A in dem Fall, dass die Verteilungen
der Zufallsvektoren X und Y nicht gleich sind. Diese Eigenschaft wird sich besonders im
Zusammenhang mit dem Crame´r-von Mises-Test als nu¨tzlich erweisen.
2.2.7. Satz. Es sei F 6= G. Dann ist A ⊂ Rd≥0 eine Nullmenge bezu¨glich des d-
dimensionalen Lebesgue-Borelschen Maßes.
Beweis. Die Laplacetransformierten LF (t) und LG(t) sind jeweils analytische Funk-
tionen auf Rd>0 = (0,∞)d und somit ist die Differenzfunktion ∆(t) = LF (t) − LG(t)
analytisch auf Rd>0. Wegen F 6= G ist ∆(t) 6≡ 0. Es ist Rd>0 ⊂ Rd offen, so dass die Menge
A◦ = {t ∈ Rd>0 : ∆(t) = 0} nach Satz D.3.1 das d-dimensionale Lebesgue-Maß Null hat.
Ferner ist Rd≥0 \ Rd>0 als endliche Vereinigung von Hyperfla¨chen im Rd ebenfalls vom d-
dimensionalen Lebesgue-Maß Null, also auch A vom d-dimensionalen Lebesgue-Maß Null.

Der letzte Satz und die Aussagen in Satz 2.2.5 liefern daher das bemerkenswerte Re-
sultat, dass die Grenzverteilung der Crame´r-von Mises-Testgro¨ße in sa¨mtlichen Fa¨llen, in
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denen F ≤L G und F 6= G gilt, die Einpunktverteilung im Nullpunkt ist. Naturgema¨ß im-
pliziert dieses Resultat ein spezielles Verhalten der Gu¨te bei der Durchfu¨hrung des Tests.
Wir werden diesen Sachverhalt am Ende des na¨chsten Abschnittes pra¨zisieren.
Wegen L(0) ≡ 0 fast sicher und 0 ∈ A stellt sich ebenso die Frage, ob aus F ≤L
G und F 6= G stets die Degeneriertheit der Grenzverteilung der Kolmogorov-Smirnov-
Testgro¨ße folgt. Zuna¨chst ist klar, dass sich etwa fu¨r reelle Zufallsvariablen X,Y mit den
Verteilungsfunktionen F,G und den Eigenschaften X ≤L Y sowie F 6= G sofort
L(X,0)(t)− L(Y,0)(t) = 0 fu¨r alle t ∈ {(0, t) : t ∈ R≥0}
ergibt. Das nachfolgende Beispiel zeigt, dass aber auch Zufallsvariablen mit X ≤L Y ,
F 6= G und P (X = 0) = P (Y = 0) = 0 existieren, fu¨r die die Grenzverteilung der
Kolmogorov-Smirnov-Testgro¨ße nicht degeneriert ist.
2.2.8. Beispiel. Wir untersuchen die diskret verteilten Zufallsvariablen X,Y mit
X ∼ 2
64
δ1 +
1
64
δ3 +
24
64
δ5 +
2
64
δ7 +
35
64
δ9,
Y ∼ 1
64
δ1 +
9
64
δ3 +
2
64
δ5 +
26
64
δ7 +
26
64
δ9.
Dann gilt
∆(t) := LX(t)− LY (t) = exp(−t)
(
1
8
− 1
2
exp(−2t) + 3
8
exp(−4t)
)2
, t ≥ 0.
Es folgt X ≤L Y und ferner gilt ∆(t) = 0 fu¨r t ≥ 0 genau dann, wenn t ∈ {0, 12 ln(3)} ist.
Also ergibt sich A = {0, 12 ln(3)}. Abbildung 2.1 zeigt den Plot von ∆(t) fu¨r t ∈ [0, 4]. Fu¨r
Zufallsvariablen mit der angegebenen Verteilung konvergiert die Kolmogorov-Smirnov-
Testgro¨ße nach Satz 2.2.5 also nicht gegen eine degenerierte Verteilung, denn mit den
dortigen Bezeichnungen gilt fu¨r jedes t ∈ A
Var(L(t)) = τ
(LY (2t)− LY (t)2)+ (1− τ) (LX(2t)− LX(t)2)
= τLY (2t) + (1− τ)LX(2t)− LX(t)2,
so dass sich hier Var(L(12 ln(3))) 6= 0 fu¨r alle τ ∈ [0, 1] ergibt. Folglich erhalten wir in
diesem Fall wegen P (X = 0) = P (Y = 0) = 0, sowie mit t0 :=
1
2 ln(3)
TKSm,n → sup
t∈{0, 1
2
ln(3)}
L(t) f.s.= L+(t0), m, n→∞.
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Auf der Basis der Zufallsvariablen X,Y lassen sich außerdem sofort weitere Zufallsva-
riablen konstruieren, die nicht rein diskret verteilt sind und ebenfalls Beispiele fu¨r das
oben genannte Verhalten liefern. Ist etwa Z eine Zufallsvariable mit stetiger Verteilung
und Werten in R≥0, Z unabha¨ngig von X und Y , so folgt aus Satz 1.2.2, Teil c), sofort
X +Z ≤L Y +Z. Ferner beru¨hren sich die Laplacetransformierten von X +Z und Y +Z
in t = 12 ln(3).
Der oben beschriebene Sachverhalt zeigt erste Unterschiede im asymptotischen Ver-
halten der beiden vorgestellten Testgro¨ßen bei Gu¨ltigkeit der Hypothese auf. Die Grenz-
verteilung der Crame´r-von Mises-Testgro¨ße ist in einem gro¨ßeren Bereich der Hypothese
degeneriert, denn die Grenzverteilung der Kolmogorov-Smirnov-Testgro¨ße ist genau dann
die Einpunktverteilung im Nullpunkt, wenn Var(L(t)) = 0 fu¨r alle t ∈ A gilt. Ist F = G
(also A = Rd≥0), so ist die Grenzverteilung der Kolmogorov-Smirnov-Testgro¨ße aufgrund
der vorausgesetzten Nichtdegeneriert der Verteilungsfunktionen F und G daher nicht de-
generiert.
In den folgenden Abschnitten werden sich weitere Unterschiede im Verhalten der beiden
Testgro¨ßen herausstellen. Obwohl sich die Crame´r-von Mises-Testgro¨ße an dieser Stelle in
dem zuvor dargelegten Sinne der Kolmogorov-Smirnov-Testgro¨ße gegenu¨ber in gewisser
Weise als vorteilhaft erweist (die Degeneriertheit der Grenzverteilung der Crame´r-von
Mises-Testgro¨ße in einem gro¨ßeren Bereich der Hypothese la¨sst hoffen, dass der darauf
basierende Test das Testniveau eher einha¨lt), werden wir speziell im Hinblick auf eine
praktische Umsetzung der Testverfahren spa¨ter auch Vorteile der Supremumstestgro¨ße
erkennen.
Zuvor wollen wir im na¨chsten Abschnitt aber zuna¨chst die fu¨r die Durchfu¨hrung der
Tests notwendigen kritischen Werte bereitstellen. Wie bereits erwa¨hnt, ha¨ngen die Grenz-
verteilungen der Testgro¨ßen bei Gu¨ltigkeit der Hypothese, also die Gro¨ßen
TKS := sup
t∈A
L(t) und TCvM :=
∫
A
L(t)+ω(t) dt,
dabei u¨ber die Kovarianzfunktion des Prozesses (L(t), t ∈ Rd≥0) und u¨ber die Identita¨ts-
mengen A bzw. A von den zugrunde liegenden unbekannten Verteilungen der Zufallsvek-
toren X und Y ab.
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Abbildung 2.1: Plot der Differenz ∆(t) der Laplacetransformierten von X und Y . Es ist
X ≤L Y und A = {0, 12 ln(3)}, die Laplacetransformierten haben daher einen von Null
verschiedenen Beru¨hrpunkt.
2.3 Kritische Werte u¨ber den Bootstrap 25
2.3 Kritische Werte u¨ber den Bootstrap
Die Aussagen des letzten Abschnitts zeigen, dass die Grenzverteilungen der Testgro¨ßen bei
Gu¨ltigkeit der Hypothese nicht verteilungsfrei sind. Die Quantile dieser Grenzverteilungen
sind also nicht ohne Weiteres verfu¨gbar, so dass es sinnvoll erscheint die kritischen Werte
zur Durchfu¨hrung des Tests u¨ber ein Bootstrap- und Simulationsverfahren zu ermitteln.
In diesem Abschnitt soll dazu ein mo¨gliches Bootstrapverfahren vorgestellt werden.
Wir bemerken zuna¨chst, dass das Vorliegen von Ordnungsbeschra¨nkungen im Bereich
der Hypothese dazu fu¨hren kann, dass das Standard-Bootstrapverfahren im Zweistich-
probenfall, also das Resampling anhand der Gleichverteilung auf der zusammengelegten
Stichprobe, kritische Werte liefert, die auch asymptotisch zu einer Nicht-Einhaltung des
vorgegeben Testniveaus fu¨hren (siehe [BG09]). Seien
Fm(t) =
1
m
m∑
k=1
1(−∞,t](Xk), Gn(t) =
1
n
n∑
k=1
1(−∞,t](Yk)
die empirischen Verteilungsfunktionen zu X1, . . . ,Xm bzw. Y1, . . . ,Ym und
Hm,n(t) :=
n
m+ n
Fm(t) +
m
m+ n
Gn(t), t ∈ Rd. (2.3.1)
Bei gegebenen X1, . . . ,Xm,Y1, . . . ,Yn seien ZˆN1, . . . , ZˆNN , N = m+n, unabha¨ngige Zu-
fallsvariablen mit der VerteilungsfunktionHm,n. Dann ist ZˆN1, . . . , ZˆNN fu¨r jedesm,n ∈ N
ein Resample von X1, . . . ,Xm,Y1, . . . ,Yn. Fu¨r feste m,n ∈ N bezeichnen wir mit GˆN,n
die empirische Verteilungsfunktion zu ZˆN1, . . . , ZˆNn und mit FˆN,m die empirische Vertei-
lungsfunktion zu ZˆN(n+1), . . . , ZˆNN . Ferner seien
LGˆN,n(t) =
1
n
n∑
k=1
e−t
′ZˆNk , LFˆN,m(t) =
1
m
m∑
k=1
e−t
′ZˆN(n+k)
die zu ZˆN1, . . . , ZˆNn und ZˆN(n+1), . . . , ZˆNN geho¨rigen empirischen Laplacetransformier-
ten. Wir definieren
∆ˆm,n(t) :=
√
mn
m+ n
(
LGˆN,n(t)− LFˆN,m(t)
)
, t ≥ 0,
sowie
TˆKSm,n := sup
t≥0
∆ˆm,n(t),
TˆCvMm,n :=
∫
Rd≥0
∆ˆ+m,n(t)ω(t) dt.
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Die nachstehende Grenzwertaussage liefert das asymptotische Verhalten der Testgro¨ßen
unter dem Einfluss des vorgeschlagenen Bootstrapverfahrens.
2.3.1. Satz. Sei (LH(t), t ∈ Rd≥0) ein zentrierter Gaußprozess mit Pfaden in C(Rd≥0)
und der Kovarianzfunktion
ρH(s, t) := LH(s+ t)− LH(s)LH(t), s, t ∈ Rd≥0,
mit LH als der stetigen Fortsetzung der Laplacetransformierten der Verteilungsfunktion
H(t) := (1 − τ)F (t) + τG(t), t ∈ Rd≥0, auf den Bereich R
d
≥0. Dann gilt fu¨r fast alle
X1,X2, . . . ,Y1,Y2, . . .
TˆKSm,n
v−→ sup
t∈Rd≥0
LH(t), m, n→∞,
TˆCvMm,n
v−→
∫
Rd≥0
L+H(t)ω(t) dt, m, n→∞.
Beweis. Wir betrachten den Prozess ∆ˆm,n erneut als Prozess auf R
d
≥0, indem wir die
empirischen Laplacetransformierten gema¨ß (2.2.3) stetig fortsetzen. Fu¨r t ∈ Rd≥0 ist dann
zuna¨chst
∆ˆm,n(t) =
√
m
m+ n
√
n
(
LGˆN,n(t)− LHm,n(t)
)
−
√
n
m+ n
√
m
(
LFˆN,m(t)− LHm,n(t)
)
.
Fu¨r festes m,n ∈ N und ft(x) := exp(t′x) ist
√
n
(
LGˆN,n(t)− LHm,n(t)
)
=
√
n
(
1
n
n∑
i=1
ft(ZNi)− Eft(ZN1)
)
,
also
(√
n
(
LGˆN,n(t)− LHm,n(t)
)
, t ∈ Rd≥0
)
der durch F indizierte empirische Prozess der
ZˆN1, . . . , ZˆNn. Nach Lemma 2.2.3 und Satz B.2.1.5 erfu¨llt F die Entropiebedingung (B.2.1)
aus Kapitel B.2.1. Es ist E ≡ 1 eine Envelope von F . Offenbar ist E quadratintegrierbar
bezu¨glich jedem Hm,n mit der Eigenschaft, dass fast sicher
∀ε ≥ 0 : lim sup
m,n→∞
∫
Rd
E2(x)1{E≥ε√n} dHm,n(x) = 0,
fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . . ist. Es gilt dann mit dem Satz von Glivenko-Cantelli
in der Form von Satz B.2.1.6
∀t ∈ Rd≥0 : limm,n→∞Hm,n(t) = limm,n→∞
(
n
m+ n
Fm(t) +
m
m+ n
Gn(t)
)
= (1− τ)F (t) + τG(t)
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fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . ., so dass im Hinblick auf Satz B.2.2.1 und Bemerkung
B.2.2.2 zu zeigen bleibt, dass fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . .
sup
f,g∈F
|L2(Hm,n)(f − g)− L2(H)(f − g)| −→ 0, m, n→∞,
zutrifft. Es ist
sup
f,g∈F
|L2(Hm,n)(f − g)− L2(H)(f − g)|
= sup
f,g∈F
∣∣∣∣∣∣
(∫
Rd≥0
(f(x)− g(x))2 dHm,n(x)
) 1
2
−
(∫
Rd≥0
(f(x)− g(x))2 dH(x)
) 1
2
∣∣∣∣∣∣
= sup
s,t∈Rd≥0
∣∣∣∣∣∣
(∫
Rd≥0
(fs(x)− ft(x))2 dHm,n(x)
) 1
2
−
(∫
Rd≥0
(fs(x)− ft(x))2 dH(x)
) 1
2
∣∣∣∣∣∣ .
Wir setzen abku¨rzend hs,t(x) = fs(x)−ft(x) fu¨r alle s, t ∈ Rd≥0. Dann gilt wegen |hs,t| ≤ 1
auch
∫
Rd≥0
h2s,t(x) dHm,n(x) ≤ 1 und
∫
Rd≥0
h2s,t(x) dH(x) ≤ 1 fu¨r alle s, t ∈ Rd≥0. Damit folgt
sup
s,t∈Rd≥0
∣∣∣∣∣∣
(∫
Rd≥0
h2s,t(x) dHm,n(x)
) 1
2
−
(∫
Rd≥0
h2s,t(x) dH(x)
) 1
2
∣∣∣∣∣∣
≤ sup
s,t∈Rd≥0
∣∣∣∣∣
∫
Rd≥0
h2s,t(x) dHm,n(x)−
∫
Rd≥0
h2s,t(x) dH(x)
∣∣∣∣∣
1
2

=
 sup
s,t∈Rd≥0
∣∣∣∣∣
∫
Rd≥0
h2s,t(x) dHm,n(x)−
∫
Rd≥0
h2s,t(x) dH(x)
∣∣∣∣∣
 12 .
Außerdem erhalten wir∫
Rd≥0
h2s,t(x) dHm,n(x) = LHm,n(2t)− 2LHm,n(t+ s) + LHm,n(2s)
und ∫
Rd≥0
h2s,t(x) dH(x) = LH(2t)− 2LH(t+ s) + LH(2s).
Es ergibt sich schließlich
sup
s,t∈Rd≥0
∣∣∣∣∣
∫
Rd≥0
h2s,t(x) dHm,n(x)−
∫
Rd≥0
h2s,t(x) dH(x)
∣∣∣∣∣ ≤ sup
t∈Rd≥0
∣∣LHm,n(2t)− LH(2t)∣∣
+ 2 sup
s,t∈Rd≥0
∣∣LHm,n(s+ t)− LH(s+ t)∣∣+ sup
s∈Rd≥0
∣∣LHm,n(2s)− LH(2s)∣∣ . (2.3.2)
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Die Laplacetransformierte von Hm,n konvergiert fu¨r m,n→∞ nach Satz B.2.1.6 fast
sicher gleichma¨ßig gegen die Laplacetransformierte von H, so dass der Ausdruck in (2.3.2)
fu¨r m,n→∞ fast sicher gegen Null konvergiert. Wir erhalten also mit Satz B.2.2.1, dass(√
n
(
LGˆN,n(t)− LHm,n(t)
)
, t ∈ Rd≥0
)
v−→ (LH(t), t ∈ Rd≥0), m, n→∞,
fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . . gilt und der Gaußprozess (LH(t), t ∈ Rd≥0) die Kovari-
anzfunktion
ρH(s, t) =
∫
Rd≥0
fs(x)ft(x) dH(x)−
∫
Rd≥0
fs(x) dH(x)
∫
Rd≥0
ft(x) dH(x)
= LH(s+ t)− LH(s)LH(t), s, t ∈ Rd≥0,
hat. Analog erhalten wir fu¨r den zweiten empirischen Prozess(√
m
(
LFˆN,m(t)− LHm,n(t)
)
, t ∈ Rd≥0
)
v−→ (LH(t), t ∈ Rd≥0), m, n→∞,
fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . .. Aufgrund der Unabha¨ngigkeit der empirischen Prozes-
se bei gegebenen X1,X2, . . .Y1,Y2, . . . folgt
(∆ˆm,n(t), t ∈ Rd≥0) v−→ (LH(t), t ∈ Rd≥0), m, n→∞,
fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . .. Analog zu Satz 2.2.5 ergeben sich durch Heranziehen
fast sicher konvergenter Versionen der betrachteten Prozesse dann die Behauptungen fu¨r
TˆKSm,n und Tˆ
CvM
m,n . Aufgrund der Stetigkeit der Pfade von LH und da Rd≥0 ⊂ R
d
≥0 dicht ist,
ergibt sich ferner supt∈Rd≥0 LH(t)
v
= sup
t∈Rd≥0
LH(t). 
Fu¨r die im vorherigen Satz auftretenden Grenzverteilungen setzen wir im Folgenden
TˆKS := sup
t∈Rd≥0
LH(t), TˆCvM :=
∫
Rd≥0
L+H(t)ω(t) dt.
Die in der na¨chsten Bemerkung zusammengefassten U¨berlegungen rechtfertigen dann die
getroffene Wahl des Bootstrapverfahrens in (2.3.1).
2.3.2. Bemerkung. Der Prozess LH(t) aus Satz 2.3.1 hat die Kovarianzfunktion
ρH(s, t) = (1− τ)LF (s+ t) + τLG(s+ t)
−
(
(1− τ)LF (s) + τLG(s)
)(
(1− τ)LF (t) + τLG(t)
)
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fu¨r s, t ∈ Rd≥0 und fu¨r die Kovarianzfunktion des Prozesses L gilt nach Satz 2.2.4
ρ(s, t) = (1− τ)LF (s+ t) + τLG(s+ t)
−
(
(1− τ)LF (s)LF (t) + τLG(s)LG(t)
)
, s, t ∈ Rd≥0.
Aus diesen Darstellungen der Kovarianzfunktionen erhalten wir ρH(s, t)|A = ρ(s, t)|A,
also mit Lemma B.2.2 (L(t), t ∈ A) v= (LH(t), t ∈ A). Als Konsequenz ergibt sich, dass die
in Satz 2.3.1 erhaltenen Grenzverteilungen der Testgro¨ßen TˆKSm,n und Tˆ
CvM
m,n stochastisch
gro¨ßer sind als die Grenzverteilungen der Testgro¨ßen TKSm,n und T
CvM
m,n bei Gu¨ltigkeit der
Hypothese, denn es gilt
sup
t∈A
L(t) v= sup
t∈A
LH(t) ≤st sup
t∈Rd≥0
LH(t)
v
= sup
t∈Rd≥0
LH(t)
und somit TKS ≤st TˆKS . Außerdem ist
TCvM =
∫
A
L+(t)ω(t) dt ≤st
∫
Rd≥0
L+H(t)ω(t) dt = Tˆ
CvM .
Gilt X
v
= Y , so haben TˆKS und TKS bzw. TˆCvM und TCvM insbesondere die gleiche Ver-
teilung. Diese U¨berlegungen zeigen, dass die u¨ber das vorgeschlagene Bootstrapverfahren
erhaltenen Quantile der Gro¨ßen TˆKSm,n und Tˆ
CvM
m,n asymptotisch kritische Werte liefern, die
die Einhaltung eines vorgegebenen Testniveaus bei der Durchfu¨hrung der Tests gewa¨hr-
leisten.
Es zeigt sich ferner erneut eine Besonderheit des Crame´r-von Mises-Tests. Aufgrund
von Satz 2.2.7 erhalten wir bei Gu¨ltigkeit der Hypothese nur die beiden Fa¨lle TCvM ≡ 0 f.s.
und TCvM
v
= TˆCvM als mo¨gliche Grenzverteilungen der Testgro¨ße, so dass fu¨r den Crame´r-
von Mises-Test ebenso das eingangs erwa¨hnte Standard-Bootstrapverfahren zula¨ssige kri-
tische Werte liefert. Wir formulieren diesen Sachverhalt in folgendem Korollar.
2.3.3. Korollar. Bei gegebenen X1, . . . ,Xm,Y1, . . . ,Yn sei
HAltm,n(t) :=
m
m+ n
Fm(t) +
n
m+ n
Gn(t), t ∈ Rd,
und fu¨r jedes m,n ∈ N seien ZˆAltN1 , . . . , ZˆAltNN , N = m+n, unabha¨ngige Zufallsvariablen mit
der Verteilungsfunktion HAltm,n. Es sei Tˆ
CvM ;Alt
m,n die auf den Zufallsvariablen ZˆAltN1 , . . . , Zˆ
Alt
NN
basierende Crame´r-von Mises-Testgro¨ße. Es sei (LHAlt(t), t ∈ Rd≥0) ein zentrierter Gauß-
prozess mit Pfaden in C(Rd≥0) und der Kovarianzfunktion
ρHAlt(s, t) = LHAlt(s+ t)− LHAlt(s)LHAlt(t), s, t ∈ Rd≥0,
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und LHAlt die Laplacetransformierte der Verteilungsfunktion
HAlt(t) := τF (t) + (1− τ)G(t), t ∈ Rd≥0.
Dann gilt
TˆCvM ;Altm,n
v−→
∫
Rd≥0
L+
HAlt
(t)ω(t) dt, m, n→∞,
fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . .. 
Der Beweis der Grenzwertaussage verla¨uft vollkommen analog zu Satz 2.3.1 und wird
an dieser Stelle nicht gefu¨hrt. Die Prozesse LHAlt und L haben im Fall der Gleichheit der
Verteilungen von X und Y dieselbe Kovarianzfunktion und daher dieselbe Verteilung.
Wegen TCvMm,n
P−→ 0 fu¨r m,n → ∞, falls F ≤L G und F 6= G gilt, ergibt sich so bei
Gu¨ltigkeit der Hypothese
TCvM ≤st
∫
Rd≥0
L+
HAlt
(t)ω(t) dt. (2.3.3)
Aufgrund der vorangegangenen Betrachtungen fu¨r den Crame´r-von Mises-Test liegt
die Frage nahe, ob das im vorherigen Korollar verwendete Bootstrapverfahren, basierend
auf dem Resampling anhand der Gleichverteilung auf der zusammengelegten Stichpro-
be, auch fu¨r die Supremumstestgro¨ße im Allgemeinen zu brauchbaren kritischen Werten
fu¨hrt. Anders als im Fall von TCvM ist die Supremumstestgro¨ße TKSm,n gema¨ß Beispiel 2.2.8
allerdings bei Gu¨ltigkeit der Hypothese und dem Vorliegen verschiedener Verteilungen
der Zufallsvektoren X und Y asymptotisch nicht zwangsla¨ufig die Einpunktverteilung
im Nullpunkt. Ein stochastischer Vergleich im Stile von (2.3.3), der die Grenzverteilung
von TKSm,n unter dem Einfluss der durch H
Alt
m,n beschriebenen Resamplingvorschrift mit der
Grenzverteilung TKS in Beziehung setzt, ist daher nicht ohne Weiteres mo¨glich. In der
Tat ist nicht zu sehen, warum die so gewonnenen kritischen Werte stets eine Einhaltung
des Testniveaus gewa¨hrleisten sollen. In [Ben07] wird im Einstichprobenfall und fu¨r d = 1
ein Moving-Block-Bootstrapverfahren fu¨r beide Testgro¨ßen vorgeschlagen.
Die Resultate in Satz 2.3.1 und die anschließende Bemerkung rechtfertigen zumindest,
dass die Quantile, die mit Hilfe des durch (2.3.1) beschriebenen Bootstrapverfahrens ge-
wonnen werden, brauchbare kritische Werte fu¨r beide Testgro¨ßen liefern. Wir beschra¨nken
uns bei den weiteren Untersuchungen daher auf diese kritischen Werte und das damit
verbundene Bootstrapverfahren und untersuchen im Folgenden Eigenschaften der so er-
haltenen Tests. Es seien dazu
qˆKSm,n(α) := inf{q ∈ R : P (TˆKSm,n > q) ≤ α}, α ∈ (0, 1),
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qˆKS(α) := inf{q ∈ R : P (TˆKS > q) ≤ α}, α ∈ (0, 1),
die (1− α)-Quantile von TˆKSm,n und TˆKS , sowie
qˆCvMm,n (α) := inf{q ∈ R : P (TˆCvMm,n > q) ≤ α}, α ∈ (0, 1),
qˆCvM (α) := inf{q ∈ R : P (TˆCvM > q) ≤ α}, α ∈ (0, 1),
die (1− α)-Quantile von TˆCvMm,n und TˆCvM . Es seien
ϕKSm,n(X1, . . . ,Xm,Y1, . . . ,Yn) :=
 1, TKSm,n > qˆKSm,n(α),0, TKSm,n ≤ qˆKSm,n(α),
sowie
ϕCvMm,n (X1, . . . ,Xm,Y1, . . . ,Yn) :=
 1, TCvMm,n > qˆCvMm,n (α),0, TCvMm,n ≤ qˆCvMm,n (α).
Wir verwerfen die Hypothese (2.1.1) also fu¨r ein gegebenes Testniveau α ∈ (0, 1), falls die
Werte der Testgro¨ßen die u¨ber das Bootstrapverfahren gewonnenen (1 − α)-Quantile der
Gro¨ßen TˆKSm,n bzw. Tˆ
CvM
m,n u¨berschreiten. Der folgende Satz liefert die ersten Resultate fu¨r
die vorgeschlagenen Tests.
2.3.4. Satz. Die Tests ϕKSm,n und ϕ
CvM
m,n sind fu¨r das Testproblem (2.1.1) konsistent gegen
alle Alternativen und halten asymptotisch jedes vorgegebene Testniveau α ∈ (0, 12) ein.
Beweis. Wir betrachten zuna¨chst den Fall des Tests ϕKSm,n. Aufgrund von Satz 2.3.1 gilt
P (LH ∈ C(Rd≥0)) = 1. (2.3.4)
Da die Pfade von LH fast sicher stetig sind, ist LH ein separabler Prozess (vergleiche
D.2.2) und
TˆKS = sup
t∈Rd≥0
LH(t) = sup
t∈Rd≥0
LH(t)
kann als Supremum abza¨hlbar vieler normalverteilter Zufallsvariablen angesehen werden,
die nicht sa¨mtlich die Varianz Null besitzen. Nach Satz D.1.1 ist die Funktion x 7→
P
(
sup
t∈Rd≥0
LH(t) < x
)
fu¨r
a0 := inf
x ∈ R : P( sup
t∈Rd≥0
LH(t) < x
)
> 0

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stetig auf (a0,∞) und die Dichte zu supt∈Rd≥0 LH(t) ist auf (a0,∞) fast u¨berall definiert
und positiv.
Wir wollen a0 bestimmen. Mit den Sa¨tzen D.1.2 und D.1.3 folgt zuna¨chst, dass die
Zufallsvariable ‖LH‖∞ = supt∈Rd≥0 |LH(t)| eine streng monoton wachsende Verteilungs-
funktion auf [0,∞) hat, also ist
P (‖LH‖∞ < x) > 0, x > 0.
Es ist TˆKS ≤st ‖LH‖∞, so dass a0 ≤ 0 folgt. Fu¨r die Testgro¨ße TˆKSm,n = supt≥0 ∆ˆm,n(t)
gilt wegen ∆ˆm,n(0) = 0 fast sicher offenbar Tˆ
KS
m,n ≥ 0 fast sicher und daher mit dem
Portmanteau-Theorem B.1.2 P (TˆKS ≥ 0) ≥ lim supm,n→∞ P (TˆKSm,n ≥ 0) = 1. Es folgt
P
 sup
t∈Rd≥0
LH(t) < x
 = 0, x < 0,
und somit schließlich a0 = 0. Mit den Vorbetrachtungen erhalten wir daraus, dass die
Verteilungsfunktion von TˆKS streng monoton wachsend auf [0,∞) ist.
Es gilt TˆKSm,n
v→ TˆKS , m,n → ∞, fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . .. Zusammen mit
der gezeigten strengen Monotonie der Verteilungsfunktion der Grenzverteilung auf [0,∞)
und
∀a ∈ (0, 1)∀m,n ∈ N : qˆKSm,n ≥ 0,
fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . . , folgt daher
lim
m,n→∞ qˆ
KS
m,n(α) = qˆ
KS(α), (2.3.5)
fast sicher (siehe [WMF95], Satz 6.66). Nach Satz 2.2.4 gilt bei Gu¨ltigkeit der Alternative
TKSm,n
P−→∞ fu¨r m,n→∞ und mit (2.3.5) folgt daher
lim
m,n→∞P
(
ϕKSm,n(X1, . . . ,Xm,Y1, . . . ,Yn) = 1
∣∣K) = 1,
also die behauptete Konsistenz von ϕKSm,n gegen alle Alternativen.
Wir untersuchen die Einhaltung des Testniveaus: Der Grenzprozess LH hat die Vari-
anzfunktion
Var(LH(t)) = ρH(t, t) = LH(2t)− LH(t)2, t ∈ Rd≥0.
Nach Voraussetzung sind die Verteilungsfunktionen F und G nicht-degeneriert. Wir finden
folglich ein t0 ∈ Rd≥0 mit σ20 := Var(LH(t0)) 6= 0. Die Zufallsvariable LH(t0) ist daher von
der Form LH(t0) = U mit U ∼ N(0, σ20), σ20 > 0. Wegen TˆKS ≥ LH(t0) erhalten wir so
qˆKS(α) ≥ inf{q ∈ R : P (U > q) ≤ α}, α ∈ (0, 1),
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wobei die rechte Seite fu¨r α ∈ (0, 12) gro¨ßer als Null ist. Bei Gu¨ltigkeit der Hypothe-
se konvergiert TKSm,n in Verteilung gegen den Grenzwert T
KS = supt∈A L(t). Mit dem
gleichen Argument wie fu¨r TˆKS erhalten wir aus Satz D.1.1 fu¨r den Fall, dass die Grenz-
verteilung TKS nicht-degeneriert im Nullpunkt ist, dass TKS eine auf (a0,∞), a0 :=
inf
{
x : P
(
supt∈A L(t) < x
)
> 0
}
, stetige Verteilungsfunktion hat. Da die Verteilungen
der Prozesse L und LH nach Bemerkung 2.3.2 auf A gleich sind folgt
TKS = sup
t∈A
L(t) v= sup
t∈A
LH(t)
≤ sup
t∈A
|LH(t)| ≤ sup
t∈Rd≥0
|LH(t)|
= ‖LH‖∞,
und daher wie oben a0 = 0. Die so im Fall der Nichtdegeneriertheit von T
KS erhaltene
Stetigkeit der Verteilungsfunktion von TKS auf (0,∞) liefert mit (2.3.5) dann
lim
m,n→∞P
(
TKSm,n > qˆ
KS
m,n(α)|H
)
= P
(
TKS > qˆKS(α)
) ≤ P (TˆKS > qˆKS(α)) = α,
fu¨r alle α ∈ (0, 12) und somit in diesen Fa¨llen die Einhaltung des Testniveaus. Ist TKS ≡ 0,
so gilt
lim
m,n→∞P
(
TKSm,n > qˆ
KS
m,n(α)|H
)
= P
(
TKS > qˆKS(α)
)
= 0,
fu¨r alle α ∈ (0, 12), so dass ϕKSm,n auch in diesen Fa¨llen das Testniveau einha¨lt.
Wir betrachten nun den Crame´r-von Mises-Test ϕCvMm,n . Die Pfade des Grenzprozes-
ses LH sind fast sicher beschra¨nkt und daher ist die Funktion t 7→ LH(t)ω(t), t ∈ Rd≥0,
fast sicher integrierbar bezu¨glich des Lebesgue-Maßes auf Rd. Ist Q ein Wahrscheinlich-
keitsmaß mit der Lebesgue-Dichte ω, so ko¨nnen wir den stochastischen Prozess LH , durch
Einschra¨nkung der Pfade von LH auf den Bereich Rd≥0, daher als Abbildung mit Wer-
ten in (L1Q(Rd≥0), ‖·‖L1Q) auffassen. Dabei bezeichnet (L
1
Q(Rd≥0), ‖·‖L1Q) den Raum der
bezu¨glich Q integrierbaren, reellwertigen Funktionen auf Rd≥0 versehen mit der L1Q-Norm
‖x‖L1Q :=
∫
Rd≥0
|x(t)| dQ(t). Wir wollen analog zum Fall des Tests ϕKSm,n verfahren und
stellen
TˆCvM =
∫
Rd≥0
L+H(t)ω(t) dt
dazu zuna¨chst als Supremum abza¨hlbar vieler normalverteilter Zufallsvariablen dar. Es ist
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(L1Q(Rd≥0), ‖·‖L1Q) ein separabler Banachraum mit dem Dualraum (L
∞
Q (Rd≥0), ‖·‖L∞Q ),
L∞Q (Rd≥0) :={f : Rd≥0 → R : f Borel-messbar und ess sup
Rd≥0
|f | <∞},
ess sup
Rd≥0
|f | := inf{x ∈ R≥0 : |f | ≤ xQ-f.s.},
‖f‖L∞Q := ess sup
Rd≥0
|f |,
wobei jedes g ∈ L∞Q (Rd≥0) via g(f) :=
∫
Rd≥0
f(t)g(t) dQ(t), f ∈ L1Q(Rd≥0), ein lineares und
stetiges Funktional auf L1Q(Rd≥0) definiert. Als Folgerung des Satzes von Hahn-Banach
(siehe z.B. [Rud91], Corollary 3.3) erhalten wir fu¨r die Norm eines Elements f ∈ L1Q(Rd≥0)
die Darstellung
‖f‖L1Q =
∫
Rd≥0
|f(t)| dQ(t) = sup
g∈L∞Q (Rd≥0), ‖g‖L∞Q =1
{∫
Rd≥0
f(t)g(t) dQ(t)
}
. (2.3.6)
Die einfache Identita¨t 2 max(0, x) = |x|+ x, x ∈ R, und (2.3.6) liefern dann
2 TˆCvM = 2
∫
Rd≥0
L+H(t) dQ(t) =
∫
Rd≥0
(|LH(t)|+ LH(t)) dQ(t)
= sup
g∈L∞Q (Rd≥0), ‖g‖L∞Q =1
{∫
Rd≥0
LH(t)g(t) dQ(t)
}
+
∫
Rd≥0
LH(t) dQ(t)
= sup
g∈L∞Q (Rd≥0), ‖g‖L∞Q =1
{∫
Rd≥0
(1 + g(t))LH(t) dQ(t)
}
.
Nach Satz D.3.3 kann dieses Supremum als ein Supremum u¨ber abza¨hlbar viele Elemente
aus L∞Q (Rd≥0) angesehen werden. Die Zufallsvariablen
∫
Rd≥0
(1+g(t))LH(t) dQ(t) sind ferner
normalverteilt (siehe z.B. [Vak79], Theorem 1 fu¨r einen Beweis) und haben offenbar den
Erwartungswert Null. Erneut mit Satz D.1.1 ergibt sich, dass P
(∫
Rd≥0
L+H(t)ω(t) dt < x
)
stetig auf (a0,∞),
a0 := inf
{
x ∈ R : P
(∫
Rd≥0
L+H(t)ω(t) dt < x
)
> 0
}
,
ist, wobei mit Satz D.1.2 und TˆCvMm,n ≥ 0 fast sicher, wieder a0 = 0 folgt. Nach Satz 2.2.4
gilt bei Gu¨ltigkeit der Alternative TCvMm,n
P−→ ∞ fu¨r m,n → ∞ und mit der Konvergenz
der Quantile erhalten wir daher analog zu oben
lim
m,n→∞P
(
ϕCvMm,n (X1, . . . ,Xm,Y1, . . . ,Yn) = 1
∣∣K) = 1,
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also die behauptete Konsistenz von ϕCvMm,n gegen alle Alternativen. Ebenso erhalten wir
dann in Analogie zu oben, dass TCvM im Falle der Nichtdegeneriertheit eine auf (0,∞)
stetige Verteilungsfunktion hat. Die Stetigkeit der Verteilungsfunktion der Grenzverteilung
und die Konvergenz der Quantile in (2.3.5) liefert dann erneut
lim
m,n→∞P
(
TCvMm,n > qˆ
CvM
m,n (α)|H
)
= P
(
TCvM > qˆCvM (α)
) ≤ P (TˆCvM > qˆCvM (α)) = α,
fu¨r alle α ∈ (0, 12), also die behauptete Einhaltung des Testniveaus von ϕCvMm,n . Ist TCvM ≡
0 degeneriert, so gilt schließlich
lim
m,n→∞P
(
TCvMm,n > qˆ
CvM
m,n (α)|H
)
= P
(
TCvM > qˆCvM (α)
)
= 0,
fu¨r alle α ∈ (0, 12).

Bei Gu¨ltigkeit der Hypothese la¨sst sich das Verhalten der Tests mit den im letzten
Beweis verwendeten Argumenten noch genauer beschreiben. Es ist klar, dass die Mengen
A und A die Gestalt der Grenzverteilung der Testgro¨ßen maßgeblich bestimmt. Mit den
Ergebnissen in Satz 2.2.7 und den anschließenden Ausfu¨hrungen liefert Teil c) des na¨chsten
Korollars insbesondere das bereits zuvor erwa¨hnte Resultat, dass der Crame´r-von Mises-
Test im Fall F ≤L G, F 6= G, asymptotisch den Fehler erster Art Null hat.
2.3.5. Korollar. Sei α ∈ (0, 12). Bei Gu¨ltigkeit der Hypothese der Laplace-Ordnung
X ≤L Y erhalten wir:
a) Ist F = G, so gilt
lim
m,n→∞P
(
ϕKSm,n(X1, . . . ,Xm,Y1, . . . ,Yn) = 1
)
= α
und
lim
m,n→∞P
(
ϕCvMm,n (X1, . . . ,Xm,Y1, . . . ,Yn) = 1
)
= α.
b) Ist A = {0}, so gilt
lim
m,n→∞P
(
ϕKSm,n(X1, . . . ,Xm,Y1, . . . ,Yn) = 1
)
= 0
c) Ist F 6= G, also A nach Satz 2.2.7 eine Lebesgue-Nullmenge im Rd≥0, so gilt
lim
m,n→∞P
(
ϕCvMm,n (X1, . . . ,Xm,Y1, . . . ,Yn) = 1
)
= 0
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Beweis. Die Aussagen in b) und c) folgen sofort aus der Tatsache, dass in den an-
gesprochenen Fa¨llen aufgrund von Satz 2.2.4 die Grenzverteilungen der Testgro¨ßen Ein-
punktverteilungen im Nullpunkt sind. Die Aussage in Teil a) folgt, da nach Bemerkung
2.3.2 die Grenzverteilungen TKS und TˆKS bzw. TCvM und TˆCvM im Fall F = G gleich
sind. Die im letzten Satz bewiesene Stetigkeit der Verteilungsfunktion von TˆKS auf (0,∞)
liefert dann
lim
m,n→∞P
(
ϕKSm,n(X1, . . . ,Xm,Y1, . . . ,Yn) = 1
)
= P
(
TˆKS > qˆKS(α)
)
= α.
Analog la¨sst sich fu¨r TCvM argumentieren. 
2.4 Invarianz des Testproblems
Invarianzeigenschaften des Testproblems sind insbesondere im Hinblick auf die Praktika-
bilita¨t der hier bereitgestellten statistischen Verfahren von Interesse. Dieser Sachverhalt
fu¨hrt in natu¨rlicher Weise auf die Frage nach geeigneten Transformationen φ : Rd≥0 → Rd≥0
der Zufallsvektoren X,Y , bezu¨glich denen das urspru¨nglich betrachtete Testproblem H :
X ≤L Y invariant ist, fu¨r die also
X ≤L Y ⇔ φ(X) ≤L φ(Y ) (2.4.1)
fu¨r alle Rd≥0-wertige Zufallsvektoren X,Y zutrifft. Das Resultat dieses Abschnitts liefert
eine Klasse von Transformationen mit dieser Eigenschaft. Der folgende Satz gibt dabei so-
gar eine Charakterisierung aller Homo¨omorphismen φ : Rd≥0 → Rd≥0 an, die die Bedingung
(2.4.1) fu¨r alle Rd≥0-wertigen Zufallsvektoren X,Y erfu¨llen.
Bevor wir die Aussage formulieren, erinnern wir zuvor an den Begriff der Permuta-
tionsmatrix. Fu¨r n ∈ N sei dazu Sn die symmetrische Gruppe vom Grad n, bestehend
aus sa¨mtlichen Permutationen der Menge {1, . . . , n}. Es seien ferner ek, k = 1, . . . , n, die
n-dimensionalen Einheitsvektoren. Dann setzen wir fu¨r jedes pi ∈ Sn
Ppi :=
[
epi(1), . . . , epi(n)
] ∈ Rn×n,
und nennen Ppi die zu pi geho¨rige Permutationsmatrix.
2.4.1. Satz. Es sei φ : Rd≥0 → Rd≥0 ein Homo¨omorphismus mit der Eigenschaft, dass
X ≤L Y ⇔ φ(X) ≤L φ(Y ) fu¨r alle Rd≥0-wertigen Zufallsvektoren X,Y zutrifft. Dann ist
φ von der Form
φ(x) = Ax, x ∈ Rd≥0, (2.4.2)
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mit einer geeigneten d × d-Matrix A. Ferner existiert fu¨r jede Matrix A in (2.4.2) eine
Diagonalmatrix D ∈ Rd×d mit positiven Diagonaleintra¨gen und eine Permutation pi ∈ Sd,
so dass
A = DPpi
gilt. Insbesondere hat A in jeder Zeile und in jeder Spalte genau einen von Null verschie-
denen (und damit positiven) Eintrag.
Beweis. Es sei φ : Rd≥0 → Rd≥0 ein Homo¨omorphismus mit der Eigenschaft, dass
X ≤L Y ⇔ φ(X) ≤L φ(Y ) (2.4.3)
fu¨r alle Rd≥0-wertigen Zufallsvektoren X,Y gilt.
Zuna¨chst folgt mit der Jensenschen Ungleichung X ≤L E(X) fu¨r alle komponenten-
weise beschra¨nkten Rd≥0-wertigen Zufallsvektoren X und somit φ(X) ≤L φ(E(X)). Nach
Lemma 1.2.1 ist φ(X) ≤L φ(E(X)) a¨quivalent zu a′φ(X) ≤L a′φ(E(X)) fu¨r alle a ∈ Rd≥0.
Wir erhalten
∀t ≥ 0∀a ∈ Rd≥0 : E
(
e−ta
′φ(X)
)
≥ E
(
e−ta
′φ(E(X))
)
,
was wiederum
∀a ∈ Rd≥0 : lim
t→0
1
t
(
E
(
e−ta
′(φ(X)−φ(E(X)))
)
− 1
)
≥ 0,
impliziert. Der Grenzu¨bergang t → 0 liefert mit dem Satz von der majorisierten Konver-
genz daher
∀a ∈ Rd≥0 : a′ (φ(E(X)− E(φ(X))) ≥ 0,
und folglich φ(E(X)) ≥ E(φ(X)) fu¨r alle beschra¨nkten Rd≥0-wertigen Zufallsvektoren X.
Wir wenden dieses Resultat auf ZufallsvektorenX mit P (X = x1) = p, P (X = x2) = 1−p
fu¨r p ∈ [0, 1] und x1,x2 ∈ Rd≥0 an. Dann folgt
φ(px1 + (1− p)x2) ≥ p φ(x1) + (1− p)φ(x2), p ∈ [0, 1]. (2.4.4)
Es sei φ = (φ1, . . . , φd), mit den Komponentenfunktionen φk : Rd≥0 → R≥0, k =
1, . . . , d. Aufgrund von (2.4.4) sind die Funktionen φk, k = 1, . . . , d, konkav. Wir zeigen,
dass sa¨mtliche φk, k = 1, . . . , d, außerdem monoton wachsend sind in dem Sinne, dass aus
x ≤ y ∈ Rd≥0 bereits φk(x) ≤ φk(y) folgt. Angenommen, eine der Funktionen φ1, . . . , φk
- etwa φ1 - ist nicht monoton wachsend. Dann existieren x0,y0 ∈ Rd≥0 mit x0 ≤ y0 und
φ1(x0) > φ1(y0). Aufgrund der Konkavita¨t von φ1 gilt zuna¨chst
∀x,y ∈ Rd≥0 ∀p ∈ [0, 1] : φ1((1− p)x+ py) ≥ (1− p)φ1(x) + pφ1(y).
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Ist fu¨r ein p > 1 und x,y ∈ Rd≥0 auch z := (1− p)x+ py ∈ Rd≥0, so ergibt sich daraus
φ1(y) = φ1
(
1
p
z +
p− 1
p
x
)
≥ 1
p
φ1(z) +
p− 1
p
φ1(x).
Somit erhalten wir, dass fu¨r jedes feste p > 1 die Ungleichung
φ1(z) = φ1((1− p)x+ py) ≤ (1− p)φ1(x) + p φ1(y)
fu¨r alle x,y ∈ Rd≥0 mit Eigenschaft (1− p)x+ py ∈ Rd≥0 zutrifft. Fu¨r jedes p > 1 ist aber
wegen x0 ≤ y0 auch (1− p)x0 + py0 ∈ Rd≥0. Wir erhalten daher fu¨r jedes p > 1
φ1 ((1− p)x0 + py0) ≤ (1− p)φ1(x0) + p φ1(y0)
= φ1(x0) + p (φ1(y0)− φ1(x0))→ −∞, p→∞,
im Widerspruch zur Bijektivita¨t von φ auf Rd≥0. Somit sind alle Komponentenfunktionen
φk : Rd≥0 → R≥0, k = 1, . . . , d, monoton wachsend. Folglich ist auch φ monoton wach-
send in dem Sinne, dass φ - bei jeweils festgehaltenen u¨brigen Komponenten - monoton
wachsend in jeder Komponente ist.
Gilt (2.4.3) fu¨r eine Funktion φ mit den genannten Eigenschaften, so gilt diese Aussage
offenbar auch fu¨r die Umkehrfunktion φ−1. Fu¨r einen beschra¨nkten Zufallsvektor X ist
ferner auch der Zufallsvektor φ−1(X) beschra¨nkt, so dass analoge Argumente wie eingangs
fu¨r φ, angewendet auf φ−1, schließlich φ−1(E(X)) ≥ E(φ−1(X)) fu¨r alle beschra¨nkten
Rd≥0-wertigen Zufallsvektoren X und somit insbesondere
φ−1(E(φ(X))) ≥ E(φ−1(φ(X))) = E(X)
liefern. Wenden wir auf diese Ungleichung die monoton wachsende Funktion φ an, so ergibt
sich daraus φ(E(X)) ≤ E(φ(X)) fu¨r alle beschra¨nkten Rd≥0-wertigen Zufallsvektoren X,
was fu¨r diese Zufallsvektoren schließlich die Identita¨t φ(E(X)) = E(φ(X)) impliziert.
Wir untersuchen nun die Funktionalgleichung
φ(E(X)) = E(φ(X)), (2.4.5)
fu¨r alle beschra¨nkten Rd≥0-wertigen Zufallsvektoren X und fu¨r Homo¨omorphismen φ :
Rd≥0 → Rd≥0: Zuna¨chst ist aufgrund der Bijektivita¨t und da φ monoton wachsend ist offen-
bar φ(0) = 0. Bezeichnet man ferner erneut mit ek, k = 1, . . . , d, den k-ten Einheitsvektor,
so liefert (2.4.5) angewendet auf diskrete Zufallsvektoren X mit P (X = ek) = pk, pk ≥ 0,
k = 1, . . . d,
∑d
k=1 pk = 1, dass
φ
(
d∑
k=1
pkek
)
=
d∑
k=1
pkφ(ek) = Ap,
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mit p = (p1, . . . , pd)
′ und der Matrix A = (φ(e1), . . . , φ(ed)) ∈ Rd×d gilt. Ferner folgt aus
(2.4.5), dass fu¨r α ∈ [0, 1] und x ∈ Rd≥0
φ(αx) = φ (αx+ (1− α)0) = αφ(x) + (1− α)φ(0) = αφ(x)
zutrifft. Ist α > 1, so ergibt sich fu¨r x ∈ Rd≥0 offenbar φ(x) = φ
(
1
ααx
)
= 1αφ(αx), also
schließlich
∀α ≥ 0 ∀x ∈ Rd≥0 : φ(αx) = αφ(x).
Sei nun x = (x1, . . . , xd)
′ ∈ Rd≥0, x 6= 0, beliebig. Dann hat der Vektor
p = (p1, . . . , pd)
′ :=
1∑d
k=1 xk
x
die Eigenschaft pk ≥ 0, k = 1, . . . d,
∑d
k=1 pk = 1. Es folgt
φ(x) = φ
((
d∑
k=1
xk
)
p
)
=
(
d∑
k=1
xk
)
φ (p) =
(
d∑
k=1
xk
)
Ap = Ax,
fu¨r alle x ∈ Rd≥0. Somit hat φ die Gestalt φ(x) = Ax und A hat aufgrund der Bijektivita¨t
von φ nicht-negative Eintra¨ge. Um die im Satz behaupteten Eigenschaften von A zu zeigen,
betrachten wir zur Matrix A = (aij)1≤i,j≤d mit nicht-negativen Eintra¨gen die inverse
Matrix A−1 = (blk)1≤l,k≤d. Offenbar gilt aufgrund der Bijektivita¨t dann auch blk ≥ 0 fu¨r
alle 1 ≤ l, k ≤ d. Wir nehmen an, dass A in einer Zeile oder einer Spalte mehr als einen
positiven Eintrag hat. Ohne Einschra¨nkung seien a11, a12 > 0. Aus
∀k ∈ {2, . . . , d} :
d∑
j=1
a1jbjk = 0,
folgt dann aber b1k = 0 und b2k = 0 jeweils fu¨r alle k = 2, . . . , d, so dass die ersten
beiden Zeilenvektoren von A−1 linear abha¨ngig sind - im Widerspruch zur Bijektivita¨t
von φ. Also hat A in jeder Zeile und in jeder Spalte genau einen von Null verschiedenen
positiven Eintrag. Jede derartige Matrix ergibt sich durch Vertauschung der Spalten einer
Diagonalmatrix mit positiven Eintra¨gen, was schlussendlich die Behauptung zeigt.

Die Matrizen A mit der Eigenschaft, dass in jeder Zeile und in jeder Spalte genau ein
von Null verschiedener, positiver Eintrag steht, lassen sich geometrisch interpretieren. Im
Spezialfall d = 2 etwa kommen nur die Matrizen
A =
(
α 0
0 β
)
und A =
(
0 α
β 0
)
,
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mit α, β > 0 in Frage, die zu Streckungen bzw. Spiegelungen in R2 korrespondieren.
Als Folgerung ergibt sich außerdem, dass mit den genannten Abbildungen in der Tat
eine Gruppe von Transformationen vorliegt, bezu¨glich der das Testproblem auf Laplace-
Ordnung invariant ist. Wir bezeichnen dazu fu¨r a1, . . . , ad ∈ R mit diag(a1, . . . , ad) die
d× d-Diagonalmatrix mit den Diagonaleintra¨gen a1, . . . , ad.
2.4.2. Korollar. Die Klasse
G :=
{
φ : Rd≥0 → Rd≥0
∣∣φ(x) = DPpix, pi ∈ Sd,D = diag(a1, . . . , ad), ak > 0, k = 1, . . . , d}
der im letzten Satz betrachteten Transformationen ist bezu¨glich der Komposition von
Abbildungen eine nicht abelsche Gruppe.
Beweis. Die Assoziativita¨t und die Existenz eines neutralen Elements sind offensicht-
lich. Um die Existenz eines inversen Elements in G zu zeigen, sei φ ∈ G beliebig. Wir de-
finieren dann zu φ mit der Darstellung φ(x) = DPpix, x ∈ Rd≥0, mit D = diag(a1, . . . , ad),
ak > 0, k = 1, . . . , d, und pi ∈ Sd die Abbildung ψ(x) := D˜Ppi−1x, x ∈ Rd≥0, mit
D˜ = diag(a−1pi(1), . . . , a
−1
pi(d)). Offenbar ist ψ ∈ G.
Fu¨r einen beliebigen Vektor x = (x1, . . . , xd)
′ ∈ Rd≥0 und eine beliebige Permutation
pi ∈ Sd gilt
Ppix =
[
epi(1), . . . , epi(d)
]
x1
...
xd
 =

xpi−1(1)
...
xpi−1(d)
 .
Daher erhalten wir fu¨r beliebiges x = (x1, . . . , xd)
′ ∈ Rd≥0
ψ(φ(x)) =
(
D˜Ppi−1
)
(DPpix) = D˜Ppi−1D

xpi−1(1)
...
xpi−1(d)

= D˜Ppi−1

a1xpi−1(1)
...
adxpi−1(d)
 = D˜

api(1)x1
...
api(d)xd

= x.
Es folgt ψ(φ(x)) = x fu¨r alle x ∈ Rd≥0 und somit ψ = φ−1. Mit a¨hnlichen U¨berlegungen
u¨berzeugt man sich schließlich davon, dass fu¨r beliebige φ, ψ ∈ G auch φ ◦ ψ ∈ G gilt.
Also ist G wie behauptet eine Gruppe. Im Allgemeinen ist allerdings DPpi 6= PpiD,
also ist G nicht abelsch. (Fu¨r d > 2 ergibt sich dieser Sachverhalt alternativ aus der
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Tatsache, dass die symmetrische Gruppe fu¨r d > 2 bekanntlich nicht abelsch ist und somit
im Allgemeinen PpiPσ = Ppi◦σ 6= Pσ◦pi = PσPpi, pi, σ ∈ Sd gilt.) 
2.4.3. Bemerkung. Das Testproblem auf Laplace-Ordnung der Zufallsvariablen X,Y
ist zwar gema¨ß Satz 2.4.1 invariant unter den dort angegebenen Transformationen, die-
ser Sachverhalt trifft aber bei fest gewa¨hlter Gewichtsfunktion ω offenbar nicht auf den
Crame´r-von Mises-Test zu. Wir wollen einige mo¨gliche Modifikationen der bisher unter-
suchten Crame´r-von Mises-Testgro¨ße erwa¨hnen, die die Invarianz des Tests unter den ge-
nannten Transformationen gewa¨hrleisten ko¨nnen.
a) Unter zusa¨tzlichen Integrabilita¨tsvoraussetzungen an die Zufallsvariablen X,Y kann
als Integrator beispielsweise das Lebesgue-Maß, also die Gewichtsfunktion ω ≡ 1 gewa¨hlt
werden (vergleiche Abschnitt 2.1). Nach dem Transformationssatz erhalten wir dann
die Invarianz des Crame´r-von Mises-Tests bezu¨glich der in Satz 2.4.1 genannten Trans-
formationen φ in dem Sinne, dass
ϕCvMm,n (X1, . . . ,Xm,Y1, . . . ,Yn) = ϕ
CvM
m,n (φ(X1), . . . , φ(Xm), φ(Y1), . . . , φ(Yn))
fast sicher gilt. Die Argumente und Beweisfu¨hrungen die Asymptotik der Testgro¨ße
betreffend, mu¨ssen in diesem Fall an einigen Stellen modifiziert werden (vergleiche z.B.
[BG09] fu¨r eine a¨hnliche Situation im univariaten Fall).
b) Sei d = 1 und fu¨r k = 1, . . . ,m+ n sei
Zk :=
Yk, k = 1, . . . , n,Xk−n, k = n+ 1, . . . , n+m.
Wir setzen ferner Z = 1m+n
∑m+n
k=1 Zk bzw. φ(Z) =
1
m+n
∑m+n
k=1 φ(Zk), sowie bei gege-
benen X1, . . . , Xm, Y1, . . . , Yn
ωm,n(t) := Z exp
(−tZ) , t ≥ 0.
Im eindimensionalen Fall sind die Transformationen aus Satz 2.4.1 von der Form φ(x) =
cx, mit einem geeigneten c > 0. Wa¨hlen wir als Gewichtsfunktion der Crame´r-von
Mises-Testgro¨ße die anhand der empirischen Daten gebildete Funktion ωm,n, so erhalten
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wir durch eine einfache Substitution offenbar
T ∗m,n :=
√
mn
m+ n
∫ ∞
0
(
1
n
n∑
k=1
e−tYk − 1
m
m∑
k=1
e−tXk
)+
Ze−tZ dt
=
√
mn
m+ n
∫ ∞
0
(
1
n
n∑
k=1
e−tφ(Yk) − 1
m
m∑
k=1
e−tφ(Xk)
)+
φ(Z)e−tφ(Z) dt, m, n ∈ N,
fu¨r jedes beliebige c > 0, also die Invarianz der Testgro¨ße
T ∗m,n :=
∫ ∞
0
∆+m,n(t)ωm,n(t) dt
unter den genannten Transformationen. Bei asymptotischen Betrachtungen ist hierbei
die Zufa¨lligkeit der Gewichtsfunktion ωm,n zu beachten.
Es gilt mit σ := (τE(X) + (1− τ)E(Y ))
∀ t ≥ 0 : lim
m,n→∞ωm,n(t) = ω(t) := σ exp(−σt)
fast sicher.
Abschließend sei bemerkt, dass sich in der d ≥ 2-dimensionalen Situation die Angabe
eines geeigneten empirischen Maßes, welches im oben genannten Sinne eine Kompen-
sation der Transformationen der Form φ(x) = Ax bewirkt und so zu einer unter diesen
Transformationen invarianten Testgro¨ße fu¨hrt, ohne Weiteres aus der eindimensionalen
Situation verallgemeinern la¨sst.
c) Statt wie in Teil a) bezu¨glich eines festen Maßes zu integrieren, oder wie in Teil b) eine
empirische Modifikation der Exponentialverteilung als Integrator zu verwenden, bietet
sich auch die - in Zweistichproben-Problemen ha¨ufig u¨bliche - Integration bezu¨glich
einer diskreten Verteilung auf der zusammengelegten Stichprobe an.
Fu¨r gegebene X1, . . . ,Xm, Y1, . . . ,Yn sei dazu
Hm,n =
n
m+ n
1
m
m∑
k=1
δXk +
m
m+ n
1
n
n∑
k=1
δYk , m, n ∈ N,
und
T ∗∗m,n =
∫
Rd≥0
∆+m,n(t) dHm,n(t)
=
n
m(m+ n)
m∑
k=1
∆+m,n(Xk) +
m
n(m+ n)
n∑
k=1
∆+m,n(Yk). (2.4.6)
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Offensichtlich liefert (2.4.6) in diesem Fall eine einfach zu berechnende Darstellung der
Testgro¨ße. Im Hinblick auf die Konsistenz dieses Verfahrens ist allerdings zu bemerken,
dass das betrachtete Abstandsmaß∫
Rd≥0
(LY ,n(t)− LX,m(t))+ dHm,n(t)
auch bei Gu¨ltigkeit der Alternative asymptotisch den Wert Null annehmen kann. Bei-
spielsweise gilt im Fall d = 1 und fu¨r Zufallsvariablen X und Y mit den Verteilungsfunk-
tionen F bzw. G und den Zweipunktverteilungen P Y = 12δ0+
1
2δ1 bzw. P
X = 89δ 13
+ 19δ 23
,
dass mit
t0 := −3 ln
(
1
18
(√
373− 7
))
≈ 1.13,
zuna¨chst LY (t)− LX(t) ≤ 0 fu¨r t ∈ (0, t0] und ferner LY (t)− LX(t) > 0 fu¨r t > t0 ist.
Somit ergibt sich X 6≤L Y . Wegen t0 > 1 ergibt sich allerdings (LY (t) − LX(t))+ = 0
fu¨r alle t im Tra¨ger des zu H = (1 − τ)F + τ G geho¨renden Maßes. Folglich gilt in
diesem Fall ∫ ∞
0
(LY (t)− LX(t))+ dH(t) = 0.
2.5 Simulationen
Bei der Durchfu¨hrung der Tests mit konkreten Daten ist aufgrund des vorgeschlagenen
Bootstrapverfahrens und der theoretischen Resultate in Satz 2.3.4 asymptotisch im Allge-
meinen mit einer Unterschreitung des vorgegebenen Testniveaus, also einem konservativen
Verhalten der Tests zu rechnen. Wir wollen in diesem Abschnitt einige Simulationsergeb-
nisse auffu¨hren.
Zur Berechnung der Testgro¨ßen TKSm,n und T
CvM
m,n anhand von Beobachtungen der Zu-
fallsvektoren X1, . . . ,Xm, Y1, . . . ,Yn muss zum Einen das Supremum und zum Anderen
das Integral der Differenz der empirischen Laplacetransformierten
∆m,n(t) :=
√
mn
m+ n
(LY ,n(t)− LX,m(t)) , m, n ∈ N,
auf Rd≥0 bestimmt werden. Die Funktion t 7→ ∆m,n(t) ist stetig und differenzierbar, so
dass bekannte und implementierte Verfahren zur numerischen Berechnung mehrdimen-
sionaler Integrale und Algorithmen zum Auffinden von Maximalstellen stetiger Funktionen
verwendet werden ko¨nnen um die Testgro¨ßen zu berechnen.
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Die Simulationsergebnisse dieses Abschnitts wurden im Fall des Crame´r-von Mises-Tests
fu¨r die Crame´r-von Mises-Testgro¨ße mit Gewichtsfunktion ω(t) = exp(−∑dk=1 tk) beob-
achtet.
Die Bestimmung der empirischen Gu¨ten beider Tests wurde anhand der folgenden
Vorgehensweise durchgefu¨hrt.
i) Es werden m Zufallszahlen x1, . . . ,xm zu einer vorgegeben Verteilungsfunktion F von
X und n Zufallszahlen y1, . . . ,yn zu einer vorgegebenen Verteilungsfunktion G von
Y erzeugt und daraus die Werte der Testgro¨ßen TKSm,n (bzw. T
CvM
m,n ) berechnet.
ii) Anschließend werden m+ n Zufallszahlen z1, . . . ,zm+n zur Verteilung
n
m+ n
1
m
m∑
k=1
δxk +
m
m+ n
1
n
n∑
k=1
δyk
erzeugt und der Wert der Testgro¨ße TˆKSm,n (bzw. Tˆ
CvM
m,n ) basierend auf z1, . . . ,zm+n
berechnet.
iii) Schritt ii) wird R ∈ N Mal wiederholt, so dass sich R Werte (TˆKSm,n)(1), . . . , (TˆKSm,n)(R)
(bzw. (TˆCvMm,n )
(1), . . . , (TˆCvMm,n )
(R)) ergeben.
iv) Fu¨r ein vorgegebenes Testniveau α ∈ (0, 12) wird das empirische (1 − α)-Quantil
qˆKSm,n(α) von (Tˆ
KS
m,n)
(1), . . . , (TˆKSm,n)
(R) (bzw. das empirische (1 − α)-Quantil qˆCvMm,n (α)
von (TˆCvMm,n )
(1), . . . , (TˆCvMm,n )
(R)) bestimmt.
v) Die Hypothese wird verworfen, falls TKSm,n > qˆ
KS
m,n(α) (bzw. T
CvM
m,n > qˆ
CvM
m,n (α)) ist.
vi) Die Schritte i)-v) werden anschließend S ∈ N Mal wiederholt und es wird die relative
Ha¨ufigkeit der Ablehnungen der Hypothese notiert.
Die Tabellen 2.2 und 2.3 enthalten Simulationsergebnisse der empirischen Gu¨ten der Tests
ϕKSm,n und ϕ
CvM
m,n bei Gu¨ltigkeit der Hypothese (Tabelle 2.2) und bei Gu¨ltigkeit der Alter-
native (Tabelle 2.3) fu¨r jeweils ausgewa¨hlte eindimensionale Verteilungen. Es wurde bei
den Simulationen stets S = 1000 und α = 0.05 gewa¨hlt. Erste Simulationen zeigen dabei,
dass sich im Hinblick auf eine Einhaltung des Testniveaus ein relativ geringer Umfang R
von Bootstrap-Wiederholungen als ausreichend erweist und ein ho¨herer Umfang nicht zu
signifikanten Verbesserungen fu¨hrt. Die Ergebnisse in den Tabellen 2.2 und 2.3 ergaben
sich stets fu¨r R = 50.
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Beide Tests zeigen bei Gu¨ltigkeit der Hypothese vergleichbare Resultate. Bei Gleichheit
der Verteilungen F und G erhalten wir fu¨r die empirischen Gu¨ten Werte in der Gro¨ßenord-
nung des vorgeschriebenen Niveaus. Gilt F ≤L G und F 6= G, so zeigt sich eine deutlichere
Unterschreitung des Testniveaus, was in vielen Fa¨llen die theoretischen Ergebnisse aus Ko-
rollar 2.3.5 widerspiegelt. Auch bei Gu¨ltigkeit der Alternative verhalten sich beide Tests
in den simulierten Fa¨llen a¨hnlich. Die beno¨tigte Zeit fu¨r die Berechnung der Testgro¨ße
ist im Fall des Kolmogorov-Smirnov-Tests allerdings deutlich geringer als die numerisch
aufwa¨ndigere Berechnung der Integraltestgro¨ße TCvMm,n .
Um ein unterschiedliches Verhalten der beiden Tests zu beobachten, kommen wir noch-
mals auf die in Beispiel 2.2.8 untersuchten Zufallsvariablen X,Y mit
PX =
2
64
δ1 +
1
64
δ3 +
24
64
δ5 +
2
64
δ7 +
35
64
δ9,
P Y =
1
64
δ1 +
9
64
δ3 +
2
64
δ5 +
26
64
δ7 +
26
64
δ9
zuru¨ck. Wir hatten dort gesehen, dass X ≤L Y und A = {t ≥ 0 : LX(t) = LY (t)} =
{0, 12 ln(3)} gilt, und die Grenzverteilungen der beiden Testgro¨ßen TKSm,n und TCvMm,n somit
nach Satz 2.2.4 verschieden sind. Tabelle 2.1 zeigt die empirischen Gu¨ten der beiden Tests
fu¨r diese Verteilungen fu¨r R = 50 und S = 1000.
F G
ϕKSm,n ϕ
CvM
m,n
a) b) c) a) b) c)
PX P Y 0.040 0.040 0.036 0.023 0.027 0.022
Tabelle 2.1: Empirische Gu¨ten anhand der Verteilungen von X und Y aus Beispiel 2.2.8
fu¨r α = 0.05 und a) m = n = 1000, b) m = 800, n = 1200, c) m = 1200, n = 800.
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F G
ϕKSm,n ϕ
CvM
m,n
a) b) c) a) b) c)
R([0, 1]) R([0, 1]) 0.057 0.052 0.064 0076 0062 0062
R([1, 2]) R([1, 2]) 0.062 0.059 0.073 0071 0063 0062
R([10, 20]) R([10, 20]) 0.054 0.064 0.056 0045 0060 0059
R([pi, 2pi]) R([pi, 2pi]) 0.058 0.067 0.061 0057 0055 0058
R([0, 1]) R([12 , 1]) 0.000 0.000 0.000 0.000 0.000 0.000
R([0, 1]) R([3, 4]) 0.000 0.000 0.000 0.000 0.000 0.000
R([3, 4]) R([5, 6]) 0.000 0.000 0.000 0.000 0.000 0.000
R([pi, 2pi]) R([4, 10]) 0.000 0.000 0.000 0.000 0.000 0.000
Exp(1) Exp(1) 0.049 0.039 0.080 0.060 0.063 0.054
Exp(2) Exp(2) 0.076 0.056 0.055 0.069 0.085 0.063
Exp(10) Exp(10) 0.063 0.051 0.071 0.049 0.076 0.043
Exp(1.1) Exp(1) 0.034 0.032 0.030 0.032 0.027 0.038
Exp(1.5) Exp(1) 0.008 0.008 0.011 0.007 0.003 0.001
Exp(2) Exp(1) 0.001 0.000 0.000 0.000 0.001 0.000
Exp(10) Exp(1) 0.000 0.000 0.000 0.000 0.000 0.000
Γ(2, 2) Γ(2, 2) 0.068 0.051 0.075 0.065 0.068 0.066
Γ(2, 1) Γ(2, 1) 0.063 0.057 0.058 0.073 0.066 0.074
χ21 Exp(1) 0.010 0.005 0.007 0.017 0.010 0.010
χ22 Γ(3, 2) 0.000 0.000 0.000 0.000 0.000 0.000
Γ(2, 2) Γ(2, 3) 0.000 0.002 0.001 0.000 0.000 0.000
Γ(2, 2) Γ(2.1, 2.1) 0.057 0.046 0.058 0.032 0.024 0.035
Weib(2, 2) Weib(2, 2) 0.069 0.053 0.059 0.057 0.070 0.082
Weib(2, 3) Weib(2, 3) 0.067 0.051 0.070 0.057 0.054 0.081
Weib(10, 10) Weib(10, 10) 0.059 0.061 0.071 0.053 0.058 0.084
Weib(2, 2) Weib(2.1, 2) 0.053 0.045 0.064 0.059 0.045 0.061
Weib(2, 2) Weib(2.5, 2) 0.037 0.024 0.040 0.022 0.032 0.033
Weib(2, 2) Weib(10, 2) 0.002 0.001 0.001 0.001 0.000 0.000
LogN(0, 1) LogN(0, 1) 0.059 0.052 0.052 0.063 0.069 0.058
LogN(1, 1) LogN(1, 1) 0.063 0.054 0.046 0.060 0.068 0.083
LogN(1, 1.1) LogN(2, 1) 0.000 0.000 0.000 0.000 0.000 0.000
LogN(1, 1.5) LogN(2, 1) 0.000 0.000 0.000 0.000 0.000 0.000
LogN(1, 2) LogN(2, 1) 0.003 0.000 0.001 0.000 0.000 0.000
LogN(1, 2) LogN(3, 4) 0.015 0.015 0.011 0.007 0.007 0.003
Tabelle 2.2: Empirische Gu¨ten von ϕKSm,n und ϕ
CvM
m,n bei Gu¨ltigkeit der Hypothese fu¨r α =
0.05 und a) m = 20, n = 20, b) m = 20, n = 30, c) m = 30, n = 20.
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F G
ϕKSm,n ϕ
CvM
m,n
a) b) c) a) b) c)
R([0, 1]) R([0, 12 ]) 0.812 0.856 0.849 0.903 0.964 0.925
R([0, 1]) R([0, 0.8]) 0.211 0.195 0.205 0.278 0.320 0.307
R([0, 1]) R([0, 0.99]) 0.054 0.060 0.075 0.048 0.065 0.074
R([2, 3]) R([1, 4]) 0.210 0.210 0.283 0.229 0.240 0.317
R([2, 3]) R([1.5, 3.5]) 0.120 0.118 0.134 0.135 0.120 0.150
R([2, 3]) R([1.9, 3.1]) 0.076 0.064 0.076 0.066 0.055 0.076
Exp(1) Exp(1.5) 0.276 0.320 0.320 0.316 0.331 0.357
Exp(1) Exp(1.4) 0.238 0.236 0.295 0.239 0.268 0.255
Exp(1) Exp(1.3) 0.268 0.172 0.192 0.192 0.221 0.217
Exp(1) Exp(1.2) 0.128 0.145 0.139 0.138 0.146 0.159
Exp(1) Exp(1.1) 0.087 0.094 0.099 0.098 0.115 0.108
Γ(2.1, 1) Γ(2, 1) 0.108 0.092 0.102 0.027 0.090 0.111
Γ(2.2, 1) Γ(2, 1) 0.130 0.137 0.151 0.145 0.153 0.196
Γ(2.5, 1) Γ(2, 1) 0.320 0.350 0.389 0.337 0.354 0.396
Exp(1) χ21 0.330 0.359 0.441 0.201 0.263 0.217
Weib(2.1, 1) Weib(2, 1) 0.066 0.065 0.082 0.068 0.071 0.085
Weib(2.2, 1) Weib(2, 1) 0.089 0.073 0.088 0.051 0.066 0.072
Weib(2.3, 1) Weib(2, 1) 0.085 0.080 0.102 0.069 0.086 0.092
Weib(2.4, 1) Weib(2, 1) 0.083 0.095 0.097 0.071 0.076 0.095
Weib(2.5, 1) Weib(2, 1) 0.101 0.087 0.112 0.090 0.094 0.123
Weib(1, 2) Weib(1, 1.9) 0.069 0.076 0.076 0.073 0.077 0.093
Weib(1, 2) Weib(1, 1.5) 0.187 0.188 0.226 0.197 0.248 0.227
Weib(1, 2) Weib(1, 1) 0.560 0.632 0.647 0.578 0.647 0.629
LogN(0, 1) LogN(0, 1.1) 0.057 0.068 0.070 0.064 0.061 0.074
LogN(0, 1) LogN(0, 1.5) 0.094 0.108 0.114 0.053 0.071 0.064
LogN(0, 1) LogN(0, 2) 0.185 0.222 0.265 0.268 0.244 0.169
Tabelle 2.3: Empirische Gu¨ten von ϕKSm,n und ϕ
CvM
m,n bei Gu¨ltigkeit der Alternative fu¨r
α = 0.05 und a) m = 20, n = 20, b) m = 20, n = 30, c) m = 30, n = 20.
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Kapitel 3
Benachbarte Alternativen
Neben dem in Kapitel 2.2 untersuchten Verhalten der Testgro¨ße bei Vorliegen einer festen
Alternative F 6≤L G, stellt sich auch die Frage nach dem Verhalten der Testgro¨ßen bei
Vorliegen einer Folge von Alternativverteilungen, die - in noch zu pra¨zisierendem Sinne -
gegen eine Hypothesenverteilung konvergieren. Dies fu¨hrt auf den bekannten Begriff der
benachbarten Alternative (vgl. Kapitel C).
Es seien im Folgenden fu¨r jedes m ∈ NXm1, . . . ,Xmm unabha¨ngige, identisch verteilte
und Rd≥0-wertige Zufallsvektoren mit der Verteilungsfunktion F und fu¨r jedes n ∈ N seien
Yn1, . . . ,Ynn, unabha¨ngige, identisch verteilte und Rd≥0-wertige Zufallsvektoren mit der
Verteilungsfunktion G. Seien Xm1, . . . ,Xmm, Yn1, . . . ,Ynn unabha¨ngig. Wir fassen dabei
Xmi,Ynj , i = 1, . . . ,m, j = 1, . . . , n, fu¨r feste m,n ∈ N als die auf
m+n⊗
i=1
(
Rd≥0,B(Rd≥0)
)
=
(
(Rd≥0)m+n, (B(Rd≥0))m+n
)
definierten Koordiantenprojektionen
Xmi :
(
(Rd≥0)m+n, (B(Rd≥0))m+n
)
→
(
Rd≥0,B(Rd≥0)
)
(x1, . . . ,xm,y1, . . . ,yn) 7→ xi
und
Ynj :
(
(Rd≥0)m+n, (B(Rd≥0))m+n
)
→
(
Rd≥0,B(Rd≥0)
)
(x1, . . . ,xm,y1, . . . ,yn) 7→ yj
auf.
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Es sei F ≤L G. Die gemeinsame Verteilung von Xm1, . . . ,Xmm,Yn1, . . . ,Ynn auf(
(Rd≥0)m+n, (B(Rd≥0))m+n
)
ist dann gegeben durch
P (m+n) =
m⊗
i=1
F ⊗
n⊗
i=1
G.
Wir wollen Folgen von Alternativen der Form
Q(m+n) =
m⊗
i=1
Fˆm,n ⊗
n⊗
i=1
Gˆm,n, m, n ∈ N, (3.0.1)
mit
d Fˆm,n =
1 + hm,n√
mn
m+n
 dF, m, n ∈ N, (3.0.2)
und
d Gˆm,n =
1 + gm,n√
mn
m+n
 dG, m, n ∈ N, (3.0.3)
betrachten. Dabei seien hm,n, gm,n : (Rd≥0,B(Rd≥0)) → R Folgen integrierbarer Funktio-
nen mit den fast sicheren Grenzwerten h und g unter P (m+n). Ohne Einschra¨nkung sei
hm,n, gm,n 6≡ 0 fast sicher fu¨r alle m,n ∈ N. Offenbar gilt∫
Rd≥0
hm,n(x) dF (x) =
∫
Rd≥0
gm,n(x) dG(x) = 0 (3.0.4)
fu¨r alle m,n ∈ N. Außerdem halten wir an dieser Stelle fest, dass Fˆm,n 6≤L Gˆm,n genau
dann der Fall ist, wenn ein tm,n ∈ Rd≥0 existiert mit∫
Rd≥0
gm,n(y)e
−t′m,nydG(y)−
∫
Rd≥0
hm,n(x)e
−t′m,nxdF (x) >
√
mn
m+ n
(LF (tm,n)− LG(tm,n)) .
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Das zu untersuchende Konvergenzverhalten der Testgro¨ßen in der einleitend beschriebenen
Situation ha¨ngt von der Art der in (3.0.1) definierten Alternativen, also insbesondere von
den Funktionen hm,n und gm,n ab. Bei geeigneter Wahl dieser Funktionen ist zu hoffen,
dass die Folgen der Verteilungen {P (m+n)}m,n∈N und {Q(m+n)}m,n∈N benachbart sind.
Eine in diesem Zusammenhang u¨blicherweise getroffene Voraussetzung ist die gleichma¨ßige
Beschra¨nktheit der Funktionenfolgen {hm,n}m,n∈N und {gm,n}m,n∈N, eine Bedingung die
in vielen typischen Anwendungsbeispielen allerdings nicht gegeben ist.
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Wir unterstellen im Folgenden die schwa¨chere gleichma¨ßige Beschra¨nktheit der vierten
absoluten Momente der Folgen {hm,n}m,n∈N und {gm,n}m,n∈N, also
sup
m,n∈N
E(h4m,n(X)) <∞, sup
m,n∈N
E(g4m,n(Y )) <∞ (3.1.1)
fu¨r X ∼ F bzw. Y ∼ G. Fu¨r viele ga¨ngige Verteilungsfamilien sind diese Bedingungen
erfu¨llt (siehe [Tah09], 4.2, fu¨r den Einstichprobenfall).
3.1.1. Satz. Es gelte (3.1.1) und mm+n → τ ∈ (0, 1). Dann sind die Folgen der Wahr-
scheinlichkeitsmaße {P (m+n)}m,n∈N und {Q(m+n)}m,n∈N definiert durch
P (m+n) =
m⊗
i=1
F ⊗
n⊗
i=1
G, Q(m+n) =
m⊗
i=1
Fˆm,n ⊗
n⊗
i=1
Gˆm,n,
und (3.0.2) sowie (3.0.3) benachbart.
Beweis. Wir betrachten den Log-Likelihood-Quotienten Λm,n = log
dQ(m+n)
dP (m+n)
. Aufgrund
der Unabha¨ngigkeit der Xmi,Ynj fu¨r feste m,n ∈ N ist
Λm,n(Xm1, . . . ,Xmm,Yn1, . . . ,Ynn)
= log
dQ(m+n)(Xm1, . . . ,Xmm,Yn1, . . . ,Ynn)
dP (m+n)(Xm1, . . . ,Xmm,Yn1, . . . ,Ynn)
= log
 m∏
i=1
d Fˆm,n(Xmi)
dF (Xmi)
·
n∏
j=1
d Gˆm,n(Ynj)
dG(Ynj)

=
m∑
i=1
log
1 + hm,n(Xmi)√
mn
m+n
+ n∑
j=1
log
1 + gm,n(Ynj)√
mn
m+n
 .
Wegen (3.1.1) ko¨nnen wir ohne Einschra¨nkung annehmen, dass 1 +
hm,n(Xmi)√
mn
m+n
und 1 +
gm,n(Ynj)√
mn
m+n
fu¨r alle m,n ∈ N jeweils positiv sind. Eine Taylorentwicklung liefert dann fu¨r die
Summanden in der letzten Gleichung die Darstellung
log
1 + hm,n(Xmi)√
mn
m+n
 = hm,n(Xmi)√
mn
m+n
− 1
2
h2m,n(Xmi)
mn
m+n
+R2(hm,n(Xmi)), m, n ∈ N,
mit dem Restglied R2(hm,n(Xmi)). Unter den getroffenen Annahmen an die Funktionen
hm,n gilt mit entsprechenden U¨berlegungen wie in [Tah09]
m∑
i=1
R2(hm,n(Xmi)) = oP (m+n)(1), fu¨r m,n→∞.
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Analog erhalten wir durch eine Taylorentwicklung der Summanden log
(
1 +
gm,n(Ynj)√
mn
m+n
)
log
1 + gm,n(Ynj)√
mn
m+n
 = gm,n(Ynj)√
mn
m+n
− 1
2
g2m,n(Ynj)
mn
m+n
+R2(gm,n(Ynj)),
mit R2(gm,n(Ynj)) als Restglied der Taylorentwicklung mit der Eigenschaft
n∑
j=1
R2(gm,n(Ynj)) = oP (m+n)(1), fu¨r m,n→∞,
und daraus somit die Darstellung
Λm,n(Xm1 . . . ,Ynn) =
m∑
i=1
hm,n(Xmi)√
mn
m+n
− 1
2
h2m,n(Xmi)
mn
m+n

+
n∑
j=1
gm,n(Ynj)√
mn
m+n
− 1
2
g2m,n(Ynj)
mn
m+n
+ oP (m+n)(1).
Wir betrachten den ersten Summanden. Zuna¨chst implizieren die fast sichere Konvergenz
hm,n → h,m, n→∞, und (3.1.1) die Konvergenz von hm,n gegen h in L2, d.h., es gilt
lim
m,n→∞Var(hm,n(Xmi)) = Var(h(X1)) =
∫
Rd≥0
h2(x)dF (x).
Die Bedingung (3.1.1) impliziert fu¨r die Zufallsvariablen hm,n(Xmi), i = 1, . . . ,m, ferner
die Ljapunovbedingung, denn
lim
m,n→∞
(
m∑
i=1
Var(hm,n(Xmi))
)−2 m∑
i=1
E
(
h4m,n(Xmi)
)
= 0.
Mit mm+n → τ und σ22 :=
∫
Rd≥0
h2(x)dF (x) liefert der zentrale Grenzwertsatz von Lindeberg-
Feller fu¨r m,n→∞√
m+ n
n
1√
m
m∑
i=1
hm,n(Xmi)
v−→
√
1
1− τ N
(
0, σ22
)
= N
(
0,
1
1− τ σ
2
2
)
,
unter P (m+n). Außerdem ergibt sich
−1
2
m+ n
n
m∑
i=1
h2m,n(Xmi)
m
P (m+n)−→ −1
2
1
1− τ σ
2
2, m, n→∞.
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Mit dem Lemma von Slutsky ergibt sich daraus zusammenfassend, dass
m∑
i=1
hm,n(Xmi)√
mn
m+n
− 1
2
h2m,n(Xmi)
mn
m+n
 v−→ N (−1
2
1
1− τ σ
2
2,
1
1− τ σ
2
2
)
, m, n→∞,
unter P (m+n) gilt. Analog schließt man
n∑
j=1
gm,n(Ynj)√
mn
m+n
− 1
2
g2m,n(Ynj)
mn
m+n
 v−→ N (−1
2
1
τ
σ21,
1
τ
σ21
)
, m, n→∞,
unter P (m+n) mit σ21 :=
∫
Rd≥0
g(x)2dG(x). Aufgrund der Unabha¨ngigkeit liefert dies
Λm,n(Xm1 . . . ,Ynn)
v−→ N
(
−1
2
σ2, σ2
)
, m, n→∞, (3.1.2)
unter P (m+n), mit
σ2 =
1
τ
σ21 +
1
1− τ σ
2
2. (3.1.3)
Wir wenden schließlich Satz C.2 an und erhalten aus (3.1.2) so
Λm,n(Xm1 . . . ,Ynn)
v−→ N
(
1
2
σ2, σ2
)
, m, n→∞,
unterQ(m+n) sowie die behauptete Benachbartheit von {P (m+n)}m,n∈N und {Q(m+n)}m,n∈N.

Wir wollen nun die Grenzverteilung der Testgro¨ßen
TKSm,n = sup
t≥0
∆m,n(t)
und
TCvMm,n =
∫
Rd≥0
∆+m,n(t)ω(t) dt,
unter der Folge der benachbarten Alternativen {Q(m+n)}m,n∈N untersuchen. Es bezeich-
ne erneut Λm,n = Λm,n(Xm1 . . . ,Ynn) den Log-Likelihoodquotienten aus dem vorherigen
Satz. Ferner unterstellen wir im Folgenden den Spezialfall F = G.
3.1.2. Satz. Fu¨r t1, . . . , tk ∈ Rd≥0, k ∈ N, sei c′ = (c(t1), . . . , c(tk)) ∈ Rk, mit
c(ti) :=
∫
Rd≥0
e−t
′
ix (g(x)− h(x)) dF (x), i = 1, . . . , k.
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Weiter sei σ2 = 1τ σ
2
1 +
1
1−τ σ
2
2 definiert wie in (3.1.3) und Σ = (σij)1≤i,j≤k ∈ Rk×k habe
die Eintra¨ge σij = ρ(ti, tj), wobei
ρ(s, t) = ρF (s, t), s, t ∈ Rd≥0,
die Kovarianzfunktion des Grenzprozesses L aus Satz 2.2.4 im Fall F = G bezeichnet.
Dann gilt unter der Folge der Verteilungen {P (m+n)}m,n∈N
(∆m,n(t1), . . . ,∆m,n(tk),Λm,n)
v−→ Nk+1


0
...
0
−12σ2
 ,
(
Σ c
c′ σ2
) , m, n→∞.
Beweis. Nach Satz 3.1.1 hat Λm,n dieselbe Grenzverteilung wie
Λ˜m,n :=
m∑
i=1
hm,n(Xmi)√
mn
m+n
− 1
2
h2m,n(Xmi)
mn
m+n
+ n∑
j=1
gm,n(Ynj)√
mn
m+n
− 1
2
g2m,n(Ynj)
mn
m+n
 .
Die Behauptung ist nach dem Lemma von Crame´r-Wold (vgl. z.B. [WMF95], 5.69) a¨qui-
valent dazu, dass fu¨r jedes x′ = (x1, . . . , xk+1) ∈ Rk+1 und t1, . . . , tk ∈ Rd≥0
k∑
i=1
xi∆m,n(ti) + xk+1Λ˜m,n
v−→ N
x′

0
...
0
−12σ2
 ,x′
(
Σ c
c′ σ2
)
x
 (3.1.4)
unter P (m+n) gilt. Es ist
k∑
i=1
xi∆m,n(ti) + xk+1Λ˜m,n
=
k∑
i=1
xi
√
mn
m+ n
 1
n
n∑
j=1
e−t
′
iYnj − LYn1(ti)
+ xk+1 n∑
j=1
gm,n(Ynj)√
mn
m+n
− 1
2
g2m,n(Ynj)
mn
m+n

+
k∑
i=1
xi
√
mn
m+ n
(
LXm1(ti)−
1
m
m∑
ν=1
e−t
′
iXmν
)
+ xk+1
m∑
ν=1
hm,n(Xmν)√
mn
m+n
− 1
2
h2m,n(Xmν)
mn
m+n

+
k∑
i=1
xi
√
mn
m+ n
(LYn1(ti)− LXm1(ti)) .
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fu¨r alle t1, . . . , tk ∈ Rd≥0. Da nach Voraussetzung F = G ist, verschwindet der letzte Term
im obigen Ausdruck fu¨r alle ti ∈ Rd≥0. Wir erhalten daher die Darstellung
k∑
i=1
xi∆m,n(ti) + xk+1Λ˜m,n =
1√
n
n∑
j=1
C(1)m,n(Ynj) +
1√
m
m∑
ν=1
C(2)m,n(Xmν)
mit
C(1)m,n(Ynj) =
k∑
i=1
xi
√
m
m+ n
(
exp(−t′iYnj)− LYn1(ti)
)
+xk+1
(√
m+ n
m
gm,n(Ynj)− 1
2
m+ n
m
√
n
g2m,n(Ynj)
)
und
C(2)m,n(Xmν) =
k∑
i=1
xi
√
n
m+ n
(LXm1(ti)− exp(−t′iXmν))
+xk+1
(√
m+ n
n
hm,n(Xmν)− 1
2
m+ n√
mn
h2m,n(Xmν)
)
.
Die Ausdru¨cke 1√
n
∑n
j=1C
(1)
m,n(Ynj) und
1√
m
∑m
ν=1C
(2)
m,n(Xmν) sind stochastisch unabha¨ngig.
Wir betrachten zuna¨chst C
(1)
m,n(Ynj). Mit (3.0.4) ist
E
(
C(1)m,n(Ynj)
)
= −xk+1 1
2
m+ n
m
√
n
Eg2m,n(Yn1), ∀j = 1, . . . , n,
so dass mit der L2-Konvergenz von gm,n fu¨r jedes j = 1, . . . , n
lim
m,n→∞
√
nE
(
C(1)m,n(Ynj)
)
= −xk+1
2
1
τ
Eg2(Yn1)
folgt. Außerdem ist fu¨r jedes j = 1, . . . , n
Var(C(1)m,n(Ynj)) =
k∑
r,s=1
xrxs
m
m+ n
Cov
(
e−t
′
rYnj − LYn1(tr), e−t
′
sYnj − LYn1(ts)
)
+ x2k+1
m+ n
m
Var(gm,n(Ynj)) + x
2
k+1
1
4
(m+ n)2
m2n
Var(g2m,n(Ynj))
− x2k+1
√
m+ n
m
m+ n
m
√
n
Cov
(
gm,n(Ynj), g
2
m,n(Ynj)
)
+ 2
k∑
r=1
xrxk+1
√
m
m+ n
√
m+ n
m
Cov
(
e−t
′
rYnj − LYn1(tr), gm,n(Ynj)
)
−
k∑
r=1
xrxk+1
√
m
m+ n
m+ n
m
√
n
Cov
(
e−t
′
rYnj − LYn1(tr), g2m,n(Ynj)
)
.
(3.1.5)
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Es gilt
Cov
(
e−t
′
rYnj − LYn1(tr), e−t
′
sYnj − LYn1(ts)
)
= LF (tr + ts)− LF (tr)LF (ts)
= ρF (tr, ts)
fu¨r alle n ∈ N, j = 1, . . . , n, und außerdem ist
Cov
(
e−t
′Ynj − LYn1(t), gm,n(Ynj)
)
= E
(
exp(−t′Ynj)gm,n(Ynj)
)
.
Mit dem Satz von der majorisierten Konvergenz folgt
σ2(1)(t) := limm,n→∞E
(
exp(−t′Ynj)gm,n(Ynj)
)
=
∫
Rd≥0
exp(−t′y)g(y) dF (y).
Die gleichma¨ßige Beschra¨nktheit der vierten Momente von gm,n und
m
m+n → τ, ergeben
mit (3.1.5) und σ21 = Eg
2(Yn1) dann
α1 := lim
m,n→∞Var(C
(1)
m,n(Yn1)) =
k∑
r,s=1
xrxsτρF (tr, ts) + x
2
k+1
1
τ
σ21
+ 2
k∑
r=1
xrxk+1σ
2
(1)(tr)
unter P (m+n). Mit dem zentralen Grenzwertsatz von Lindeberg-Feller folgt
1√
n
n∑
j=1
C(1)m,n(Ynj)
v−→ N
(
−xk+1
2
1
τ
σ21, α1
)
, m, n→∞,
unter P (m+n). Analoge Betrachtungen fu¨r C
(2)
m,n(Xmν) fu¨hren mit σ
2
2 = Eh
2(Xm1),
σ2(2)(t) := limm,n→∞E
(
exp(−t′Xmν)hm,n(Xmν)
)
=
∫
Rd≥0
exp(−t′x)h(x) dF (x)
und
α2 := lim
m,n→∞Var(C
(2)
m,n(Xmν)) =
k∑
r,s=1
xrxs(1− τ)ρF (tr, ts) + x2k+1
1
1− τ σ
2
2
− 2
k∑
r=1
xrxk+1σ
2
(2)(tr),
auf
1√
m
m∑
ν=1
C(2)m,n(Xmν)
v−→ N
(
−xk+1
2
1
1− τ σ
2
2, α2
)
, m, n→∞,
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unter P (m+n). Mit c(t) wie im Satz definiert, erhalten wir die Darstellung c(t) = σ2(1)(t)−
σ2(2)(t), t ∈ Rd≥0. Dann ist
α1 + α2 =
k∑
r,s=1
xrxsρF (tr, ts) + x
2
k+1
(
1
τ
σ21 +
1
1− τ σ
2
2
)
+ 2xk+1
k∑
r=1
xrc(tr)
und es folgt daraus
k∑
i=1
xi∆m,n(ti) + xk+1Λ˜m,n
v−→ N
(
−xk+1
2
(
1
τ
σ21 +
1
1− τ σ
2
2
)
, α1 + α2
)
, m, n→∞,
unter P (m+n). Mit der im Satz definierten Matrix Σ rechnet man schließlich nach, dass fu¨r
alle x′ = (x1, . . . , xk+1) ∈ Rk+1
x′

0
...
0
−12σ2
 = −
xk+1
2
(
1
τ
σ21 +
1
1− τ σ
2
2
)
,
x′
(
Σ c
c′ σ2
)
x = α1 + α2,
gilt, was die Behauptung in (3.1.4) zeigt. 
Nach diesen Voru¨berlegungen ko¨nnen wir das Hauptresultat dieses Abschnitts formu-
lieren.
3.1.3. Satz. Unter der Folge {Q(m+n)}m,n∈N von benachbarten Alternativen gilt
TKSm,n
v−→ sup
t∈Rd≥0
(L(t) + c(t)) , m, n→∞,
und
TCvMm,n
v−→
∫
Rd≥0
(L(t) + c(t))+ω(t) dt, m, n→∞,
mit
c(t) :=
∫
Rd≥0
e−t
′x (g(x)− h(x)) dF (x), t ∈ Rd≥0.
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Beweis.
Wie bereits gezeigt sind {P (m+n)}m,n∈N und {Q(m+n)}m,n∈N benachbarte Folgen von
Wahrscheinlichkeitsmaßen und es ist
Nk+1


0
...
0
−12σ2
 ,
(
Σ c
c′ σ2
) ,
die Grenzverteilung des Vektors (∆m,n(t1), . . . ,∆m,n(tk),Λm,n), t1, . . . , tk ∈ Rd≥0, unter
{P (m+n)}m,n∈N. Nach Satz C.3 konvergiert daher (∆m,n(t1), . . . ,∆m,n(tk)) fu¨r t1, . . . , tk ∈
Rd≥0 unter Q(m+n) gegen die Normalverteilung
Nk


c(t1)
...
c(tk)
 ,Σ
 , t1, . . . , tk ∈ Rd≥0. (3.1.6)
Die Konvergenz der Randverteilungen und ein Straffheitsargument wie in Satz 2.2.4 liefert
dann mit den dortigen Bezeichnungen und der Funktion c(t), t ∈ Rd≥0, aus dem vorigen
Satz (
∆m,n(t), t ∈ Rd≥0
)
v−→
(
L(t) + c(t), t ∈ Rd≥0
)
, m, n→∞,
unter Q(m+n). Mit dem Satz von der stetigen Abbildung folgt die Behauptung fu¨r die
Testgro¨ßen. 
Im Kapitel 2.3 hatten wir bereits gesehen, dass die (1−α)-Quantile qˆKSm,n(α) von TˆKSm,n fu¨r
F = G gegen den Grenzwert qˆKS(α) konvergieren, wobei qˆKS(α) das entsprechende Quan-
til der Grenzverteilung TˆKS ist. Ebenso konvergiert die Folge der Quantile qˆCvMm,n (α) gegen
den Grenzwert qˆCvM (α). Die Benachbartheit der Folgen der Verteilungen{P (m+n)}m,n∈N
und {Q(m+n)}m,n∈N liefert dann sofort die entsprechende Konvergenz der Quantile unter
{Q(m+n)}m,n∈N.
3.1.4. Korollar. Es seien qˆKSm,n(α) bzw. qˆ
CvM
m,n (α) die (1 − α)-Quantile der Testgro¨ßen
TˆKSm,n bzw. Tˆ
CvM
m,n . Sei F = G. Dann gilt
qˆKSm,n(α)
Q(m+n)−→ qˆKS(α) und qˆCvMm,n (α) Q
(m+n)
−→ qˆCvM (α),
fu¨r m,n −→∞ und α ∈ (0, 1).
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Beweis. Wie bereits gesehen gilt unter P (m+n)
qˆKSm,n(α)− qˆKS(α) P
(m+n)−→ 0 und qˆCvMm,n (α)− qˆCvM (α) P
(m+n)−→ 0.
Da P (m+n) und Q(m+n) benachbart sind, gilt dies nach Definition auch unter Q(m+n). 
3.1.5. Bemerkung.
a) Fu¨r die Shiftfunktion
c(t) :=
∫
Rd≥0
e−t
′x (g(x)− h(x)) dF (x), t ∈ Rd≥0,
aus dem vorherigen Satz gilt offenbar c(t) ≥ 0, falls g(x) ≥ h(x) fu¨r alle x ∈ Rd ist.
Somit gilt dann fu¨r α ∈ (0, 12) unter Q(m+n)
lim
m,n−→∞Q
(m+n)
(
TKSm,n > qˆ
KS
m,n(α)
)
= P
(
sup
t∈Rd
(L(t) + c(t)) > qˆKS(α)
)
≥ P
(
sup
t∈Rd
L(t) > qˆKS(α)
)
= α.
Der Test ist fu¨r diese benachbarten Alternativen also asymptotisch unverfa¨lscht.
b) Wir betrachten exemplarisch ein Kontaminationsmodell. Es seien dazu F und G gege-
ben und die Folge von benachbarten Alternativen sei definiert durch
Fˆm,n =
1− 1√
mn
m+n
F + 1√
mn
m+n
H1, m, n ∈ N,
und
Gˆm,n =
1− 1√
mn
m+n
G+ 1√
mn
m+n
H2, m, n ∈ N,
fu¨r beliebige VerteilungenH1, H2 mit jeweils existierenden Radon-Nikodym-Ableitungen
dH1
dF ,
dH2
dG . Dann gilt
dFˆm,n =
1 + 1√
mn
m+n
(
dH1
dF
− 1
) dF,
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d Gˆm,n =
1 + 1√
mn
m+n
(
dH2
dG
− 1
) dG.
Setzen wir voraus, dass die vierten Momente von hm,n(x) :=
dH1
dF (x)−1, x ∈ Rd≥0, und
gm,n(x) :=
dH2
dG (x)− 1, x ∈ Rd≥0, beschra¨nkt sind und ferner F = G gilt, so ergibt sich
fu¨r die Shiftfunktion c(t) offenbar
c(t) =
∫
exp(−t′x)
(
dH2
dG
(x)− dH1
dF
(x)
)
dF (x)
= LH2(t)− LH1(t).
Wie wir in Teil a) eingesehen haben, ist c(t) ≥ 0, t ≥ 0, eine hinreichende Bedin-
gung dafu¨r, dass der Kolmogorov-Smirnov-Test unter den hier definierten benachbar-
ten Alternativen unverfa¨lscht ist. In diesem Fall ist c(t) ≥ 0, t ≥ 0, a¨quivalent zu
LH2(t) ≥ LH1(t) fu¨r alle t ≥ 0, was auf H2 ≤L H1 und daher auf Fˆm,n ≥L Gˆm,n fu¨r
alle m,n ∈ N fu¨hrt.
3.2 Approximative Bahadursteigungen fu¨r eine Teilhypo-
these
In diesem Abschnitt wollen wir exemplarisch eine Effizienzuntersuchung fu¨r den auf der
Supremumstestgro¨ße
TKSm,n = sup
t≥0
∆m,n(t)
basierenden Test auf Laplace-Ordnung durchfu¨hren. Wir legen zu diesem Zweck kurz
den auf Bahadur (1960) zuru¨ckgehenden Begriff der relativen approximativen Bahadur-
Effizienz im Zweistichprobenfall dar.
Es seien X1,X2, . . . unabha¨ngig und identisch verteilt mit der Verteilungsfunktion F
und Y1,Y2, . . . unabha¨ngig und identisch verteilt mit der Verteilungsfunktion G. Es sei-
en X1,X2, . . ., Y1,Y2, . . . unabha¨ngig. Ferner sei (mk, nk)k∈N, mk, nk ∈ N, derart, dass
limk→∞ mkmk+nk = τ ∈ (0, 1) gilt. Wir betrachten Teilmengen P1,P2 ⊂ {F : Rd →
[0, 1] |F Verteilungsfunktion} und setzen Θ := P1 ×P2. Fu¨r jedes k ∈ N sei Tmk,nk eine
auf den Zufallsvariablen X1, . . . ,Xmk ,Y1, . . . ,Ynk basierende Teststatistik fu¨r eine Hypo-
these H : (F,G) ∈ Θ0, mit geeignetem Θ0 ⊂ Θ. Große Werte von Tmk,nk sprechen dabei
wie u¨blich gegen die Hypothese. Die folgende Definition geht fu¨r den Einstichprobenfall
auf Bahadur selbst zuru¨ck (siehe [Bah60b]).
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3.2.1. Definition. Die Folge der Teststatistiken (Tmk,nk)k∈N heißt Standardfolge fu¨r
die Hypothese H : (F,G) ∈ Θ0, falls die folgenden Bedingungen gelten:
i) Fu¨r alle ϑ ∈ Θ0 gilt
lim
k→∞
P (Tmk,nk ≤ x) = Ψ(x), x ∈ R,
mit einer nicht von ϑ abha¨ngenden Verteilungsfunktion Ψ auf R.
ii) Es gibt ein a ∈ (0,∞) mit
lim
x→∞
−2 log(1−Ψ(x))
x2
= a.
iii) Es gibt eine Funktion b : Θ \Θ0 → (0,∞) mit der Eigenschaft, dass fu¨r alle ϑ ∈ Θ1
lim
k→∞
P
(∣∣∣∣√mk + nkmknk Tmk,nk − b(ϑ)
∣∣∣∣ > x) = 0, x > 0,
gilt.
In der urspru¨nglichen Definition der Standardfolge wird zusa¨tzlich die Stetigkeit der in
Bedingung i) genannten Verteilungsfunktion gefordert. Auf die Stetigkeit der Verteilungs-
funktion Ψ kann aber fu¨r die folgenden Betrachtungen verzichtet werden (vergleiche [KK95],
Bemerkung zur Definition 2).
Wir definieren dann die approximative Bahadursteigung der Folge (Tmk,nk)k∈N fu¨r die
Hypothese H als
c(ϑ) :=
0, ϑ ∈ Θ0,ab2(ϑ), ϑ ∈ Θ \Θ0.
Dann lassen sich die Tests (Tmk,nk)k∈N fu¨r die HypotheseH mittels des Ausdrucks c(ϑ), ϑ ∈
Θ \Θ0, bewerten. (Wir verzichten an dieser Stelle auf eine detailliertere Darstellung sowie
auf anschauliche Interpretationen der Bahadursteigungen und verweisen fu¨r weitere Darle-
gungen der Begriffe auf die Standardarbeiten [Bah60b] und [Bah60a]. Fu¨r eine Diskussion
daru¨ber, inwieweit approximative Bahadur-Effizienzen gute Approximationen der exakten
Bahadur-Effizienzen liefern, siehe [Bah67]).
Aufgrund der nicht vorhandenen Verteilungsfreiheit der Grenzverteilung von TKSm,n bei
Gu¨ltigkeit der Hypothese beschra¨nken wir uns an dieser Stelle bei der Wahl von Θ0 auf
eine fest gewa¨hlte Verteilungsfamilie und betrachten dazu ausgewa¨hlte Skalenalternativen.
Exemplarisch gehen wir davon von der Familie der Exponentialverteilungen auf R≥0 aus.
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Der Fall anderer Verteilungsfamilien und der zugeho¨rigen Skalenalternativen kann vielfach
a¨hnlich behandelt werden.
Sei Θ := {(F,G) : F = Exp(1), G = Exp(1 + ϑ), ϑ ∈ [0,∞)} und Θ0 = {(F,G) : F =
G = Exp(1)}. Dann ist Θ1 := Θ\Θ0 = {(F,G) : F = Exp(1), G = Exp(1+ϑ), ϑ ∈ (0,∞)}.
Dabei sei Exp(λ), λ > 0, erneut die Verteilungsfunktion der Exponentialverteilung mit
Parameter λ. Wir identifizieren Θ1 mit der Parametermenge (0,∞) und untersuchen das
Testproblem
H : (F,G) ∈ Θ0 vs. K : (F,G) ∈ Θ1.
Es gilt fu¨r t ≥ 0
LExp(1)(t) =
1
1 + t
, LExp(1+ϑ)(t) =
1 + ϑ
t+ (1 + ϑ)
,
so dass fu¨r (F,G) ∈ Θ0 auch F ≤L G und fu¨r (F,G) ∈ Θ1 entsprechend F 6≤L G gilt.
Wir wollen nun die approximative Bahadursteigung von TKSm,n berechnen und u¨ber-
pru¨fen zu diesem Zweck, ob es sich bei (TKSm,n)m,n∈N um eine Standardfolge handelt.
Zuna¨chst erfu¨llt TKSm,n aufgrund von Satz 2.2.5 offensichtlich Bedingung i). Fu¨r jedes
ϑ ∈ (0,∞) erhalten wir daru¨ber hinaus bei Gu¨ltigkeit der Alternative√
m+ n
mn
TKSm,n
Pϑ−→ sup
t≥0
(LExp(1+ϑ)(t)− LExp(1)(t))
= sup
t≥0
(
1 + ϑ
(1 + ϑ) + t
− 1
1 + t
)
, m, n→∞.
Fu¨r f(t) := 1+ϑ1+ϑ+t − 11+t , t ≥ 0, folgt
d
dt
f(t) =
(1 + ϑ− t2)ϑ
(1 + ϑ+ t)2(1 + t)2
,
so dass f(t) fu¨r t =
√
1 + ϑ auf (0,∞) maximal wird. Insgesamt erhalten wir so fu¨r alle
ϑ ∈ Θ1 √
mn
m+ n
TKSm,n
Pϑ−→ b1(ϑ), m, n→∞,
mit der Funktion b1(ϑ) := f(
√
1 + ϑ). Fu¨r den Nachweis von Bedingung (iii) verwenden
wir das folgende klassische Resultat u¨ber die Verteilung der Suprema von Gaußprozessen.
3.2.2. Satz ([Adl90], S. 43). Sei ∅ 6= T ⊂ Rd und (Xt, t ∈ T ) ein zentrierter und
separabler Gaußprozess mit fast sicher beschra¨nkten Pfaden und σ2 := supt∈T Var(Xt) > 0.
Dann gilt
lim
x→∞−2
log P (supt∈T Xt > x)
x2
=
1
σ2
.

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Nach Satz 2.2.5 hat TKSm,n bei Gu¨ltigkeit der Hypothese die Grenzverteilung supt≥0 L(t),
wobei der zentrierte Gaußprozess (L(t), t ≥ 0) fast sicher beschra¨nkte Pfade und die
Varianzfunktion
ρExp(1)(t, t) = LExp(1)(2t)− (LExp(1)(t))2 =
1
1 + 2t
− 1
(1 + t)2
hat. Es folgt
τ := argmaxt≥0 ρExp(1)(t, t) =
1
2
+
1
2
√
5
und daher fu¨r σ aus dem letzten Satz
σ2 = ρExp(1)(τ) =
1
1 + 2τ
− 1
(1 + τ)2
≈ 0.09017.
Somit ist (TKSm,n)m,n∈N eine Standardfolge. Mit a1 := σ−2 ist dann c1(ϑ) := a1 [b1(ϑ)]
2 die
approximative Bahadursteigung von TKSm,n fu¨r die Hypothese H.
Wir wollen die approximative Bahadursteigung von TKSm,n mit der approximativen Ba-
hadursteigung von anderen Tests fu¨r das beschriebene Testproblem vergleichen. Seien
U := X1 + . . .+Xm, V := Y1 + . . .+ Yn und
T (1)m,n :=
√
mn
m+ n
(
1
mU
1
nV
− 1
)
, m, n ∈ N.
Dann ist der Test
φ(X1, . . . , Xm, Y1, . . . , Yn) =
1, T
(1)
m,n > cm,n,
0, T
(1)
m,n ≤ cm,n,
mit geeignet gewa¨hlten Konstanten cm,n > 0,m, n ∈ N, der gleichma¨ßig beste unverfa¨lschte
Test fu¨r das allgemeinere Testproblem
H∗ : (F,G) ∈ Θ0 vs. K∗ : (F,G) ∈ Θ1,
wobei Θ0 = {(F,G) : F = Exp(λ), G = Exp(ϑ), λ ≤ ϑ} und Θ1 = {(F,G) : F =
Exp(λ), G = Exp(ϑ), λ > ϑ} ist (siehe [Leh86], Section 3, 14.6. Dort wird ein a¨quivalen-
ter Test fu¨r den Fall vorgeschlagen, dass zusa¨tzlich Lageparameter zugelassen sind. Die
Konstanten cm,n ergeben sich dann u¨ber die Quantile von F2m,2n - der F -Verteilung mit
2m Freiheitsgraden im Za¨hler und 2n Freiheitsgraden im Nenner. Im Fall F = G ist F2m,2n
die Verteilung des Quotienten
(
1
mU
)
/
(
1
nV
)
).
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Wir verwenden diesen Test als Test fu¨r das eingangs beschriebene Testproblem. Es
folgt dann bei Gu¨ltigkeit der Hypothese H
√
mn
m+ n
(
1
mU
1
nV
− 1
)
=
√
n
m+n
√
m( 1mU − 1)−
√
m
m+n
√
n( 1nV − 1)
1
nV
v−→ N(0, 1)
1
= N(0, 1), m, n→∞,
also T
(1)
m,n
v−→ N(0, 1) fu¨r m,n → ∞. Außerdem folgt mit dem starken Gesetz der großen
Zahlen bei Gu¨ltigkeit der Alternative K fu¨r jedes ϑ ∈ (0,∞)√
m+ n
mn
T (1)m,n
f.s−→ 11
1+ϑ
− 1 = ϑ, m, n→∞.
Setzen wir also b2(ϑ) := ϑ, θ ∈ (0,∞) und
a2 := lim
x→∞
−2 log
(
P
(
T
(1)
m,n > x
))
x2
= 1,
so ergibt sich c2(ϑ) := a2 (b2(ϑ))
2 = ϑ2 als approximative Bahadursteigung fu¨r T
(1)
m,n.
Wir definieren die relative approximative Bahadur-Effizienz der Testgro¨ße TKSm,n relativ
zur Testgro¨ße T
(1)
m,n als
Rel(T
KS
m,n, T
(1)
m,n)(ϑ) :=
c1(ϑ)
c2(ϑ)
=
a1 [b1(ϑ)]
2
ϑ2
=
a1
(
ϑ
√
1+ϑ
(1+ϑ+
√
1+ϑ)(1+
√
1+ϑ)
)2
ϑ2
.
Die folgende Tabelle zeigt die relative Effizienz Rel(T
KS
m,n, T
(1)
m,n) fu¨r ausgewa¨hlte Werte von
ϑ. Dabei wird
Rel(T
KS
m,n, T
(1)
m,n)(0) := lim
ϑ→0
Rel(T
KS
m,n, T
(1)
m,n)(ϑ)
gesetzt.
ϑ 0 1 2 5 10 ∞
Rel(T
KS
m,n, T
(1)
m,n)(ϑ)
11
32 +
5
32
√
5 0.326 0.199 0.078 0.031 0
Abbildung 3.1 zeigt daru¨ber hinaus die Entwicklung von Rel(T
KS
m,n, T
(1)
m,n)(ϑ) fu¨r ϑ ∈ [0, 10].
Erwartungsgema¨ß schneidet der gleichma¨ßig beste unverfa¨lschte Test bezu¨glich der appro-
ximativen Bahadursteigungen besser ab als TKSm,n.
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ϑ
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Abbildung 3.1: Relative approximative Bahadur-Effizienz Rel(T
KS
m,n, T
(1)
m,n)(ϑ).
Wir wollen eine weitere Vergleichs-Testgro¨ße heranziehen, und betrachten zu diesem
Zweck die klassische einseitige Kolmogorov-Smirnov-Testgro¨ße
T (2)m,n =
√
mn
m+ n
sup
t≥0
(Gn(t)− Fm(t)) .
Bekanntlich gilt bei Gu¨ltigkeit der Hypothese
T (2)m,n
v−→ sup
t≥0
L(t), m, n→∞,
in l∞(R≥0), mit dem zentrierten Gaußprozess L mit der Kovarianzfunktion
ρ(s, t) = F (min(s, t))− F (s)F (t), s, t ≥ 0.
Alternativ ergibt sich diese Grenzwertaussage als Spezialfall der im Abschnitt 5.1 pra¨sen-
tierten Ergebnisse beim Test auf die sogenannte Konkordanz-Ordnung. Bei Gu¨ltigkeit der
Alternative erhalten wir fu¨r jedes ϑ ∈ (0,∞) dann√
m+ n
mn
T (2)m,n
Pϑ−→ sup
t≥0
(exp(−t)− exp(−(1 + ϑ)t)) , m, n→∞.
Mit g(t) = exp(−t)− exp(−(1 + ϑ)t) folgt
d
dt
g(t) = 0 ⇔ t = ln(1 + ϑ)
ϑ
, ϑ ∈ (0,∞),
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und daher
b3(ϑ) := sup
t≥0
g(t) = g
(
ln(1 + ϑ)
ϑ
)
= (1 + ϑ)−
1
ϑ
(
1− (1 + ϑ)−1) , ϑ ∈ (0,∞).
Aus
Var(L(t)) = F (min(t, t))− F (t)F (t) = exp(−t)− exp(−2t)
fu¨r alle t ≥ 0 folgt supt≥0 Var(L(t)) = Var(L(ln(2))) = 14 und mit Satz 3.2.2 schließlich
a3 := lim
x→∞
−2 log
(
P
(
T
(2)
m,n > x
))
x2
= 4.
Wir erhalten, dass (T
(2)
m,n)m,n∈N eine Standardfolge ist und somit
c3(ϑ) = a3(b3(ϑ))
2 = 4
(
(1 + ϑ)−
1
ϑ (1− (1 + ϑ)−1)
)2
als die approximative Bahadursteigung fu¨r (T
(2)
m,n)m,n∈N. Die relative approximative Bahadur-
Effizienz der Testgro¨ße T
(2)
m,n relativ zu TKSm,n ist dann der Quotient
Rel(T
(2)
m,n, T
KS
m,n)(ϑ) =
c3(ϑ)
c1(ϑ)
=
4
(
(1 + ϑ)−
1
ϑ
(
1− (1 + ϑ)−1))2(
ϑ
√
1+ϑ
(1+ϑ+
√
1+ϑ)(1+
√
1+ϑ)
)2
a1
.
Fu¨r einige Werte von ϑ ist die relative Effizienz in der folgenden Tabelle vertafelt.
ϑ 0 1 2 5 10 ∞
Rel(T
(2)
m,n, TKSm,n)(ϑ) 0.781 0.7675 0.744 0.692 0.640 0.360
Der auf den Laplacetransformierten basierende Kolmogorov-Smirnov-Test TKSm,n weist
also fu¨r die untersuchte Teilhypothese eine bessere approximative Bahadur-Effizienz auf
als der klassische einseitige Kolmogorov-Smirnov-Test.
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ϑ
0.66
0.68
0.70
0.72
0.74
0.76
0.78
0 2 4 6 8 10
Abbildung 3.2: Relative approximative Bahadur-Effizienz Rel(T
(2)
m,n, TKSm,n)(ϑ).
68 3.2 Approximative Bahadursteigungen fu¨r eine Teilhypothese
Kapitel 4
Die Konkordanz-Ordnung
4.1 Grundbegriffe
Bei der mathematischen Modellierung von Risiken in ho¨heren Dimensionen spielt ha¨ufig
der Grad der stochastischen Abha¨ngigkeit der betrachteten Zufallsvariablen eine zentrale
Rolle. Die in diesem Abschnitt zu definierende Konkordanz-Ordnung liefert eine Ordnung
von Zufallsvektoren, die einen Vergleich der Abha¨ngigkeiten der Komponenten dieser Zu-
fallsvektoren ermo¨glicht.
Es sei X = (X1, . . . , Xd) ein d-dimensionaler Zufallsvektor mit reellen Komponenten
und der Verteilungsfunktion FX , sowie der U¨berlebens-Funktion
FX(t) = P (X1 > t1, . . . , Xd > td), t = (t1, . . . , td) ∈ Rd.
Betrachtet man die gewo¨hnliche stochastische Ordnung ≤st von Zufallsvariablen im Ein-
dimensionalen, so ist X ≤st Y wegen FX(t) = 1 − FX(t), t ∈ R, a¨quivalent zu FX(t) ≤
F Y (t), t ∈ R. Fu¨r d ≥ 2 besteht dieser Zusammenhang offenbar nicht mehr. Vielmehr
gilt mit Aj := {Xj > tj} fu¨r j = 1, . . . , d, und F (i1,...,ik)X als Verteilungsfunktion von
(Xi1 , . . . , Xik) mit paarweise verschiedenen i1, . . . , ik ∈ {1, . . . , d}, k ≤ d, dass
FX(t1, . . . , td) = P (A1 ∩ . . . ∩Ad) = 1− P (Ac1 ∪ . . . ∪Acd)
= 1−
d∑
k=1
(−1)k−1
∑
1≤i1<...<ik≤d
P (Aci1 ∩ . . . ∩Acik)
= 1−
d∑
k=1
(−1)k−1
∑
1≤i1<...<ik≤d
F
(i1,...,ik)
X (t1, . . . , td) (4.1.1)
ist. Diese U¨berlegungen fu¨hren auf die folgende Definition.
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4.1.1. Definition. Es seien X = (X1, . . . , Xd) und Y = (Y1, . . . , Yd) Zufallsvektoren
mit Werten in Rd, d ≥ 2, und den Verteilungsfunktionen F und G. Dann heißt X kleiner
oder gleich Y in der Konkordanz-Ordnung, in Zeichen X ≤c Y , falls jeweils fu¨r alle t ∈ Rd
F (t) ≤ G(t) und F (t) ≤ G(t)
zutrifft.
Anders als die zuvor betrachtete Laplace-Ordnung, die sich in natu¨rlicher Weise als
Verallgemeinerung einer univariaten stochastischen Ordnung ergibt, macht die getroffene
Definition der Konkordanz-Ordnung erst in einer multivariaten Situation Sinn.
Es gilt X ≤c Y genau dann, wenn Ef(X) ≤ Ef(Y ) fu¨r alle f ∈ {1(−∞,t], t ∈ Rd} ∪
{1(t,∞), t ∈ Rd} ist, wobei die Indikatoren wieder in der Weise 1(−∞,t] := 1(−∞,t1]×...×(−∞,td]
zu lesen sind. Wir schreiben synonym F ≤c G statt X ≤c Y , falls X bzw. Y die Ver-
teilungsfunktionen F bzw. G haben. Beziehungen zu verschiedenen anderen Ordnungen
werden in Abschnitt 4.2 aufgezeigt. Ein elementares Beispiel zweier bezu¨glich ≤c geord-
neter Verteilungen geben wir sogleich an. Weitere Beispiele und eine Klassifikation von
elliptisch symmetrischen Verteilungen mittels der Konkordanz-Ordnung werden in Ab-
schnitt 4.3 betrachtet.
4.1.2. Beispiel ([Joe90]).
Es seien x1,x2 ∈ Rd und x3 := x1 ∧ x2 bzw. x4 := x1 ∨ x2 das (komponentenweise
gebildete) Minimum bzw. Maximum von x1,x2. Es sei F die Verteilungsfunktion des
diskreten Wahrscheinlichkeitsmaßes
P =
4∑
i=1
piδxi ,
mit pi > 0,
∑4
i=1 pi = 1. Fu¨r ein 0 < ε < min(p1, p2, 1− p3, 1− p4) sei G die Verteilungs-
funktion von
Q = (p1 − ε)δx1 + (p2 − ε)δx2 + (p3 + ε)δx3 + (p4 + ε)δx4 .
Es folgt F (t) ≤ G(t) und F (t) ≤ G(t) jeweils fu¨r alle t ∈ Rd, so dass F ≤c G gilt.
Abbildung 4.1 verdeutlicht diesen Sachverhalt am Beispiel der Verteilungsfunktionen
im Fall d = 2 und fu¨r Punkte x1 = (x11, x12)
′ und x2 = (x21, x22)’ mit x11 < x21 und
x12 > x22 . In diesem Fall nimmt eine Zufallsvariable mit der Verteilungsfunktion G die
Werte x3 und x4 jeweils mit gro¨ßerer Wahrscheinlichkeit an, als eine Zufallsvariable mit
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Abbildung 4.1: Werte von F (x, y) (links) und G(x, y) (rechts) fu¨r d = 2.
der Verteilungsfunktion F . Die Abbildung zeigt die Werte, die die Verteilungsfunktionen
F und G in den entsprechend markierten Bereichen annehmen. Beispielsweise ist die Ver-
teilungsfunktion F konstant auf dem Rechteck
R := {(x, y) ∈ R2 : x11 ≤ x ≤ x21, x22 ≤ y ≤ x12} \ {x4}
mit dem Funktionswert p3. Das Verhalten der U¨berlebensfunktionen F und G macht man
sich auf analoge Weise klar.
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Wir wollen hier einige wichtige Eigenschaften der Konkordanz-Ordnung auffu¨hren, die die
einleitend bereits angedeutete Charakterisierung von ≤c als Multivariate Abha¨ngigkeits-
ordnung (eingefu¨hrt in [KS87]) begru¨nden. Es zeigt sich, dass der bivariate Fall dabei von
gesondertem Interesse ist.
Eine erste offensichtliche Beobachtung ist, dass im Falle von F (t) ≤ G(t), t ∈ Rd, fu¨r
die eindimensionalen Randverteilungsfunktionen auch F (i)(t) ≤ G(i)(t), t ∈ R, fu¨r jedes
i = 1, . . . , d gilt. Analog folgt aus F (t) ≤ G(t), t ∈ Rd, dass F (i)(t) ≥ G(i)(t), t ∈ R,
fu¨r jedes i = 1, . . . , d ist. Zusammengefasst ergeben diese U¨berlegungen das nachstehende
Resultat.
4.2.1. Lemma. Es sei X ≤c Y . Dann gilt Xi v= Yi, i = 1, . . . , d.

72 4.2 Eigenschaften und Beziehungen zu anderen Ordnungen
Die folgenden elementaren Eigenschaften ergeben sich durch a¨hnliche U¨berlegungen oder
direkt anhand von Definition 4.1.1.
4.2.2. Lemma.
a) Die Konkordanz-Ordnung ≤c ist reflexiv, transitiv und antisymmetrisch.
b) Die Konkordanz-Ordnung ≤c ist invariant unter wachsenden Transformationen, es gilt
also
(X1, . . . , Xd) ≤c (Y1, . . . , Yd)⇒ (f1(X1), . . . , fd(Xd)) ≤c (f1(Y1), . . . , fd(Yd))
fu¨r alle reellen und monoton wachsenden Funktionen f1, . . . , fd.
c) Die Konkordanz-Ordnung ≤c ist abgeschlossen unter Marginalbildung, es gilt also
X ≤c Y ⇒ (Xi1 , . . . , Xik) ≤c (Yi1 , . . . , Yik)
fu¨r alle paarweise verschieden i1, . . . , ik ∈ {1, . . . , d}, k = 2, . . . , d.
d) Seien X ≤c Y , U ≤c V , X,U unabha¨ngig, sowie Y ,V unabha¨ngig. Dann ist X +
U ≤c Y + V .
Beweis. Die Aussagen a) - c) sind offensichtlich. Eigenschaft d) folgt aus
P (X +U ≤ t) =
∫
Rd
P (X ≤ t− u) dPU (u) ≤
∫
Rd
P (Y ≤ t− u) dPU (u)
= P (Y +U ≤ t) =
∫
Rd
P (U ≤ t− y) dPY (y)
≤
∫
Rd
P (V ≤ t− y) dPY (y) = P (Y + V ≤ t), t ∈ Rd.
Der Fall der U¨berlebensfunktion kann analog behandelt werden. 
Die folgende Charakterisierung der Konkordanz-Ordnung geht auf Bergmann ([Ber91])
zuru¨ck.
4.2.3. Satz ([Ber91], Prop. 3.1. und 3.2.). Es gilt X ≤c Y genau dann, wenn
E
(
d∏
k=1
fk(Xk)
)
≤ E
(
d∏
k=1
fk(Yk)
)
fu¨r sa¨mtliche monoton wachsenden reellen Funktionen f1, . . . , fd, fk ≥ 0, k = 1, . . . , d, und
sa¨mtliche monoton fallenden reellen Funktionen f1, . . . , fd, fk ≥ 0, k = 1, . . . , d, gilt.
Ist d = 2, so folgt aus X ≤c Y , dass E (f1(X1)f2(X2)) ≤ E (f1(Y1)f2(Y2)) fu¨r alle
monoton wachsenden reellen Funktionen f1, f2 ist.
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Aus dem letzten Satz ergeben sich erste Konsequenzen im Hinblick auf den Vergleich
der Kovarianzen der Komponenten von Zufallsvektoren. Im folgenden Korollar formulieren
wir die zu Beginn dieses Abschnitts angedeutete Monotonieeigenschaft der Kovarianzen.
4.2.4. Korollar. Es seiM := {f : R→ R; f monoton wachsend} die Menge der monoton
wachsenden reellen Funktionen. Dann gilt
a) X ≤c Y =⇒ Cov(f(Xi), g(Xj)) ≤ Cov(f(Yi), g(Yj)), fu¨r alle i 6= j und alle f, g ∈ M
fu¨r die die Kovarianzen existieren.
b) Ist d = 2 und haben X,Y die gleichen Randverteilungen, so ist die Implikation in a)
sogar eine A¨quivalenz, es gilt dann also
X ≤c Y ⇐⇒Cov(f(X1), g(X2)) ≤ Cov(f(Y1), g(Y2)) ∀f, g ∈M
fu¨r die die Kovarianzen existieren.
Beweis. a) Aus X ≤c Y folgt wegen Lemma 4.2.2 b) und c) zuna¨chst (Xi, Xj) ≤c
(Yi, Yj) fu¨r alle i 6= j. Mit Satz 4.2.3 und der Tatsache, dass X und Y dann die gleichen
Randverteilung haben, folgt die Behauptung.
b) Im Falle der Gleichheit der Randverteilungen ist wegen (4.1.1) X ≤c Y a¨quivalent zu
F (t1, t2) ≤ G(t1, t2) fu¨r alle t1, t2 ∈ R. Die Beziehung F (t1, t2) ≤ G(t1, t2) folgt dann aus
der Eigenschaft
∀f, g ∈M : Cov(f(X1), g(X2)) ≤ Cov(f(Y1), g(Y2)),
durch Wahl von f := 1(−∞,t1] und g := 1(−∞,t2]. 
Insbesondere folgt aus X ≤c Y also Cov(Xi, Xj) ≤ Cov(Yi, Yj) ∀i 6= j falls die Ko-
varianzen existieren. Die Konkordanz-Ordnung ≤c liefert also den eingangs behaupteten
Vergleich der Abha¨ngigkeiten der Komponenten von Zufallsvektoren mit gleichen Rand-
verteilungen.
Im bivariaten Fall ist die Konkordanz-Ordnung unter einer Zusatzvoraussetzung daru¨ber
hinaus sogar die einzige stochastische Integralordnung zwischen Zufallsvektoren mit glei-
chen Randverteilungen die sowohl invariant unter monoton wachsenden Transformationen
ist, als auch Cov(Xi, Xj) ≤ Cov(Yi, Yj) ∀i 6= j impliziert (vergleiche [MS02], Theorem
3.8.3).
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4.2.5. Bemerkung. Monotonien in der Form von Korollar 4.2.4 bleiben unter der
Konkordanz-Ordnung auch fu¨r andere Korrelationsmaße erhalten. Die Gleichheit der Rand-
verteilungen liefert zuna¨chst, dass - Existenz der entsprechenden Gro¨ßen vorausgesetzt -
aus X ≤c Y bereits ρXi,Xj ≤ ρYi,Yj fu¨r alle i 6= j folgt, wobei
ρXi,Xj =
Cov(Xi, Xj)√
Var(Xi)Var(Xj)
den Korrelationskoeffizienten von Xi und Xj und analog ρYi,Yj den Korrelationskoeffizi-
enten von Yi und Yj bezeichnet.
Wir werden diese Eigenschaften im Hinblick auf Korollar 4.2.4 b) spa¨ter dazu verwen-
den ko¨nnen, um in einigen parametrischen Spezialfa¨llen alternative Testgro¨ßen genauer
zu untersuchen. Weitere Korrelationsmaße fu¨r die sich a¨hnliche Resultate ergeben sind
etwa Kendall’s τ und Spearman’s ρ (siehe [YO69]). Verallgemeinerungen dieses Sachver-
halts auf multivariate Varianten von Kendall’s τ und Spearman’s ρ, und entsprechende
Monotonieeigenschaften im Bezug auf die Konkordanz-Ordnung finden sich in [Joe90].
Auch im Fall der Konkordanz-Ordnung wollen wir Beziehungen zu einigen anderen
ga¨ngigen multivariaten stochastischen Integralordnungen anfu¨hren. Satz 4.2.3 liefert dabei
zuna¨chst die Beziehung zur eingangs betrachteten Laplace-Ordnung:
4.2.6. Korollar. Seien X, Y komponentenweise nicht-negativ. Dann gilt X ≤c Y =⇒
Y ≤L X.
Beweis. Fu¨r feste ti ≥ 0, i = 1, . . . , d, sind die Funktionen fti : x 7→ exp(−tix) nicht-
negativ und monoton fallend. Satz 4.2.3 liefert die Behauptung. 
Wie wir einleitend bereits festgehalten haben, unterscheidet sich die Definition der
Konkordanz-Ordnung fu¨r d ≥ 2 von der u¨blichen gewo¨hnlichen stochastischen Ordnung
Das folgende Beispiel zeigt, dass im Allgemeinen weder die Konkordanz-Ordnung die
gewo¨hnliche stochastische Ordnung, noch umgekehrt die gewo¨hnliche stochastische Ord-
nung die Konkordanz-Ordnung impliziert.
4.2.7. Beispiel.
a) Seien x1 = (1, 0),x2 = (0, 1), y1 = (0, 0),y2 = (1, 1) und X, Y Zufallsvektoren mit
P (X = x1) = P (X = x2) = P (Y = y1) = P (Y = y2) =
1
2 . Dann gilt X ≤c Y . Wir
betrachten die Funktion f : R2−→R, f(x, y) = 1M (x, y), mit
M := {(x, y) ∈ R2; x, y ≥ 0}\{(0, 0)}.
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Es ist f monoton wachsend in jeder Komponente (bei jeweils festgehaltener anderer
Komponente) und außerdem beschra¨nkt. Ferner ist Ef(X) = 1, Ef(Y ) = 12 und somit
X 6≤st Y .
b) Seien x1 = (0, 0),x2 = (1, 1), y1 = (2, 2),y2 = (3, 3) und X, Y Zufallsvektoren
mit P (X = x1) = P (X = x2) = P (Y = y1) = P (Y = y2) =
1
2 . Dann gilt
fu¨r alle monotonen und beschra¨nkten Funktionen Ef(X) = 12(f((0, 0)) + f(1, 1))) ≤
1
2(f((2, 2)) + f((3, 3))) = Ef(Y ) und daher X ≤st Y . Es ist aber z.B. P (X ≤ x1) =
1
2 > P (Y ≤ x1) = 0 also insbesondere X 6≤c Y . Ebenso erha¨lt man mit diesen U¨ber-
legungen Y 6≤c X.
Neben der erwa¨hnten Beziehung zur Laplace-Ordnung ist besonders der enge Zusam-
menhang der Konkordanz-Ordnung zur supermodularen Ordnung ≤sm interessant, die vor
allem bei der Bewertung und dem Vergleich von Risiken und in der Nutzentheorie eine
Rolle spielt (siehe [Den05]).
4.2.8. Satz. Im bivariaten Fall (d = 2) stimmen die supermodulare Ordnung und die
Konkordanz-Ordnung u¨berein. Fu¨r d > 2 gilt
X ≤sm Y =⇒ X ≤c Y
Beweis. Fu¨r den ersten Teil der Behauptung verweisen wir auf [MS02] Theorem 3.8.2.
Der zweite Teil folgt aus der Charakterisierung der Konkordanz-Ordnung als Integralord-
nung und der Tatsache, dass die Funktionen 1(−∞,t] und 1(t,∞) offensichtlich fu¨r jedes
feste t ∈ Rd supermodular sind. 
4.2.9. Bemerkung.
a) Fu¨r d ≥ 3 stimmen ≤sm und ≤c nicht mehr u¨berein, d.h., im Allgemeinen folgt aus
X ≤c Y nicht X ≤sm Y . Siehe [Sca00] fu¨r ein Beispiel.
b) Ein zentraler Grund fu¨r die Bedeutung der supermodularen Ordnung ≤sm im Risiko-
management ist die Implikation
X ≤sm Y =⇒
d∑
i=1
Xi ≤icx
d∑
i=1
Yi. (4.2.1)
Im Kontext der Nutzentheorie la¨sst sich auf diese Weise das Entscheidungsverhalten
risikoaverser Entscheidungstra¨ger beschreiben (vergleiche etwa [DG96] fu¨r Details).
Ein statistisches Verfahren zur direkten U¨berpru¨fung der Hypothese
∑d
i=1Xi ≤icx∑d
i=1 Yi fu¨r nicht-negative Zufallsvariablen findet sich in [BG09].
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c) Im bivariaten Fall gilt fu¨r die Konkordanz-Ordnung wegen Satz 4.2.8 auch die Impli-
kation in (4.2.1). Fu¨r d ≥ 3 folgt aus X ≤c Y im Allgemeinen aber nicht
∑d
i=1Xi ≤icx∑d
i=1 Yi. Siehe dazu [Mu¨l97].
4.3 Elliptisch symmetrische Verteilungen
Fu¨r Verteilungen, die gewissen Symmetrien unterliegen, la¨sst sich die Konkordanz-Ordnung
ha¨ufig durch die Ordnung bestimmter Parameter beschreiben. Die folgende Aussage ist
auch als Slepiansche Ungleichung bekannt.
4.3.1. Lemma ([Ton80], S. 8). Es seien X ∼ Nd(µ1,Σ1) und Y ∼ Nd(µ2,Σ2) d-
dimensional normalverteilt mit Erwartungswertvektoren µ1, µ2 ∈ Rd und Σ1 = (σ1ij)1≤i,j≤d,
Σ2 = (σ
2
ij)1≤i,j≤d als Kovarianzmatrizen. Sei µ1 = µ2 und σ
1
ii = σ
2
ii, i = 1, . . . , d. Ist
σ1ij ≤ σ2ij fu¨r alle 1 ≤ i, j ≤ d, so gilt X ≤c Y .
Lemma 4.3.1 ergibt sich als Spezialfall eines a¨hnlichen Resultates fu¨r elliptisch symme-
trischen Verteilungen (zuerst eingefu¨hrt in [Kel70]), welches wir in Satz 4.3.3 formulieren
werden. Zur Bedeutung von elliptisch symmetrischen Verteilungen im Risikomanagement
siehe z.B. [EMS02].
4.3.2. Definition. Sei X ein d-dimensionaler Zufallsvektor mit Werten in Rd, µ ∈ Rd,
Σ ∈ Rd×d symmetrisch und positiv definit und φ : [0,∞) → R eine Funktion mit der
Eigenschaft, dass die Funktion ψ : (t1, . . . , td) 7→ φ
(∑d
i=1 t
2
i
)
die Fouriertransformierte
eines d-dimensionalen Zufallsvektors ist. Es heißt X dann d-dimensional elliptisch sym-
metrisch verteilt mit den Parametern µ, Σ und dem charakteristischen Generator φ, in
Zeichen X ∼ Ed(µ,Σ, φ), falls X die Fouriertransformierte
ϕX(t) = e
it′µ φ
(
t′Σ t
)
, t ∈ Rd, (4.3.1)
hat.
Elliptisch symmetrische Verteilung ergeben sich als lineare Transformationen spha¨risch
symmetrischer Verteilung: Sei dazu Y spha¨risch symmetrisch, d.h., es gelte Y
v
= PY fu¨r
alle orthogonalen Matrizen P . Fu¨r t1, t2 ∈ Rd, t1 6= t2, mit ‖t1‖ = ‖t2‖, existiert dann
eine orthogonale Matrix Q mit Qt1 = t2. Es folgt fu¨r die Fouriertransformierte ψY von
Y , dass
ψY (t2) = E
(
eit
′
2Y
)
= E
(
ei(Qt1)
′Y
)
= E
(
eit
′
1Q
′Y
)
= E
(
eit
′
1Y
)
= ψY (t1).
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Somit ha¨ngt die Funktion ψY (t) nur von der Norm von t ab. Wegen Y
v
= −Y ist ψY
außerdem reellwertig, so dass ψY von der Form ψY (t) = φ(‖t‖2) mit einer wie in Definition
4.3.2 betrachteten Funktion φ ist.
Ist dann µ ∈ Rd und Σ = AA′ die Cholesky-Zerlegung der positiv definiten Matrix Σ,
so hat der transformierte Zufallsvektor
X = µ+AY (4.3.2)
die Fouriertransformierte
ϕX(t) = e
it′µE
(
eit
′AY
)
= eit
′µ φ
(
t′AA′t
)
= eit
′µ φ
(
t′Σ t
)
.
Also ist X ∼ Ed(µ,Σ, φ). Umgekehrt kann jede elliptisch symmetrische Verteilung als
Verteilung eines transformierten Zufallsvektors mit spha¨risch symmetrischer Verteilung
gema¨ß (4.3.2) erhalten werden, siehe dazu [FKN87], Kapitel 2.5.
Falls X ∼ Ed(µ,Σ, φ) eine Dichte fX besitzt, so ist diese von der Form
fX(t) = cd|Σ|−
1
2 g((t− µ)′Σ−1(t− µ)), t ∈ Rd, (4.3.3)
mit einer Funktion g : R≥0 → R≥0 mit der Eigenschaft
∫∞
0 y
d
2
−1g(y) dy < ∞ und einer
Normierungskonstanten
cd =
Γ(d/2)
pid/2
∫∞
0 y
d/2−1g(y) dy
(vergleiche [FA90], (iii)]). Die Funktion g heißt auch der Dichtegenerator von X.
Den Zusammenhang zur Konkordanz-Ordnung liefert der folgende Satz und das sich
anschließende Korollar. Wir bezeichnen dabei erneut eine reellwertige Funktion f : Rd →
R, (x1, . . . , xd) 7→ f(x1, . . . , xd), als monoton wachsend in xj , falls die Funktion xj 7→
f(x1, . . . , xd) fu¨r festgehaltene xk, k 6= j, monoton wachsend ist.
4.3.3. Satz ([Joe90], Theorem A.2). Sei Y = (Y1, . . . , Yd) spha¨risch symmetrisch
und Σ = (σij)1≤i,j≤d eine symmetrische und positiv definite Matrix mit σii = 1 fu¨r i =
1, . . . , d und der Cholesky-Zerlegung Σ = AA′. Sei X = (X1, . . . , Xd) von der Form X =
AY . Dann ist die Funktion P (X1 ≤ t1, . . . , Xt ≤ td) fu¨r jedes feste t ∈ Rd monoton
wachsend in jeder Komponente σij, i 6= j.
4.3.4. Korollar. Seien X ∼ Ed(µ,Σ1, φ) und Y ∼ Ed(µ,Σ2, φ) mit Σ1 = (σ1ij)1≤i,j≤d,
Σ2 = (σ
2
ij)1≤i,j≤d, sowie σ
1
ii = σ
2
ii := σii, i = 1, . . . d, und σ
1
ij ≤ σ2ij fu¨r alle i 6= j. Dann ist
X ≤c Y .
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Beweis. Wir definieren die Diagonalmatrix
D :=

σ
− 1
2
11 · · · 0
...
. . .
...
0 · · · σ−
1
2
dd

und die Zufallsvektoren Xˆ = D(X − µ), Yˆ = D(Y − µ). Es gilt
ϕXˆ(t) = E
(
eit
′D(X−µ)
)
= e−i(D
′t)′µϕX(D
′t) = φ(t′Σˆ1t), t ∈ Rd,
mit Σˆ1 = (σˆ
1
ij)1≤i,j≤d = DΣ1D. Es ist Σˆ1 positiv definit, so dass Xˆ ∼ Ed(0, Σˆ1, φ) folgt.
Analog erha¨lt man Yˆ ∼ Ed(0, Σˆ2, φ) mit Σˆ2 = (σˆ2ij)1≤i,j≤d = DΣ2D. Es ist σˆ1ii = σˆ2ii = 1,
i = 1, . . . , d, und ferner fu¨r i 6= j σˆ1ij ≤ σˆ2ij genau dann, wenn σ1ij ≤ σ2ij ist. Satz 4.3.3
liefert dann zuna¨chst P (Xˆ ≤ t) ≤ P (Yˆ ≤ t) fu¨r alle t ∈ Rd. Wegen
ϕ−Xˆ(t) = ϕXˆ(−t) = φ(t′Σˆ1t)
folgt −Xˆ ∼ Ed(0, Σˆ1, φ) und ebenso −Yˆ ∼ Ed(0, Σˆ2, φ). Daher ist die Funktion P (−Xˆ ≤
t) = P (Xˆ ≥ t), wieder aufgrund von Satz 4.3.3, fu¨r jedes feste t ∈ Rd monoton wachsend
in σˆ1ij . Wegen
lim
ε↓0
P (Xˆ ≥ t− ε1) = P (Xˆ > t),
ist außerdem ebenfalls P (Xˆ > t) monoton wachsend in σˆ1ij und somit gilt P (Xˆ > t) ≤
P (Yˆ > t) fu¨r alle t ∈ Rd. Es folgt Xˆ ≤c Yˆ . Schließlich liefert Lemma 4.2.2 b) die
Behauptung fu¨r X und Y . 
4.3.5. Beispiele.
a) Gleichverteilungen: Wir definieren fu¨r c > 0 den Dichtegenerator g(t) := cd1[0,c2](t)
und die zugeho¨rige Familie von Dichtefunktionen
f(t) = cd|Σ|−
1
21[0,c2]
(
(t− µ)′Σ−1(t− µ))) , t ∈ Rd,
der Gleichverteilungen auf der Menge {t ∈ Rd; (t − µ)′Σ−1(t − µ) ≤ c2}. Fu¨r d = 2
und µ = 0 erha¨lt man mit Korollar 4.3.4 insbesondere das anschauliche Resultat,
dass eine Gleichverteilung auf dem Kreis mit Radius c im Sinne der Konkordanz-
Ordnung kleiner ist, als die Gleichverteilung auf den Ellipsen {(t1, t2) ∈ R2; t21 + t22−
2bt1t2 ≤ (1 − b2)c2}, b ∈ (0, 1), deren Hauptachsen auf der Ursprungsgeraden mit
dem Richtungsvektor (1, 1) liegen.
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b) Kotz-Typ: Wir betrachten den Dichtegenerator g(t) = cdt
n−1 exp(−rts), r, s > 0,
2n+ d > 2 und die zugeho¨rige Familie von Dichtefunktionen
f(t) = cd[(t− µ)′Σ−1(t− µ)]n−1|Σ|−
1
2 exp
(−r[(t− µ)′Σ−1(t− µ)]s) , t ∈ Rd,
mit
cd :=
sΓ(d/2)r(2n+d−2)/2s
pid/2Γ((2n+ d− 2)/2s) .
Eine Zufallsvariable X mit der Dichte f heißt vom Kotz-Typ mit Parametern n, r, s.
Speziell fu¨r n = s = 1 und r = 12 ergibt sich die multivariate Normalverteilung mit
Erwartungswertvektor µ und Kovarianzmatrix Σ. Satz 4.3.3 ist somit eine Verallge-
meinerung der Slepianschen Ungleichung in Satz 4.3.1.
c) Pearson-Typ VII: Der Dichtegenerator
g(t) =
Γ(n)
(pim)d/2Γ(n− d/2)
(
1 +
t
m
)−n
, n >
d
2
,m > 0,
fu¨hrt zu symmetrischen Verteilungen von Pearson-Typ VII mit den Freiheitsgraden
m,n. Speziell fu¨r m ∈ N und n = 12(d+m) ergibt sich die multivariate t-Verteilung
mit m Freiheitsgraden und der Dichte
f(t) =
Γ((d+m)/2)
(pim)d/2Γ(m/2)
|Σ|−1/2
(
1 +
1
m
(t− µ)′Σ−1(t− µ)
)−(d+m)/2
, t ∈ Rd.
Fu¨r m = 1 und n = 12(d+ 1) fu¨hrt das auf die multivariate Cauchyverteilung.
d) Logistische Verteilung: Der Dichtegenerator g(t) = cd
e−t
(1+e−t)2 fu¨hrt auf multivariate
symmetrische logistische Verteilungen.
Weitere Beispiele zu elliptisch symmetrischen Verteilungen finden sich in [FC84].
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Kapitel 5
Test auf Konkordanz-Ordnung
5.1 Supremums- und Integraltestgro¨ßen
Wir wollen in diesem Abschnitt nichtparametrische Testverfahren fu¨r die Hypothese der
Konkordanz-Ordnung bereitstellen und erneut deren asymptotische Eigenschaften untersu-
chen. Die im letzten Kapitel begru¨ndete Interpretation von ≤c als multivariate Abha¨ngig-
keitsordnung auf der einen Seite und deren Charakterisierung u¨ber die Ordnung von Para-
metern bestimmter Verteilungsfamilien auf der anderen Seite, legen verschiedene Ansa¨tze
fu¨r parametrische Verfahren nahe. In [CDS04] findet sich beispielsweise im Einstichpro-
benfall ein parametrisches Verfahren um die Hypothese der Konkordanz-Ordnung in dem
Fall zu u¨berpru¨fen, dass die parametrische Klasse der zugrunde liegenden Kopulas der
Zufallsvektoren X, Y bekannt ist. Bisher ist der Literatur nach Wissen des Autors kein
nichtparametrischer Test auf Konkordanz-Ordnung bekannt.
Es seien im Folgenden X und Y d-dimensionale und komponentenweise reellwertige
Zufallsvektoren mit den Verteilungsfunktionen F und G und den U¨berlebensfunktionen F
und G. Wir untersuchen das Zweistichproben-Testproblem
H : X ≤c Y vs. K : X 6≤c Y . (5.1.1)
A¨quivalent dazu liegt die Hypothese vor, dass die Verteilungsfunktionen und die U¨berle-
bensfunktionen jeweils punktweise geordnet sind, also
H : ∀t ∈ Rd : F (t) ≤ G(t) ∧ F (t) ≤ G(t)
K : ∃t ∈ Rd : F (t) > G(t) ∨ F (t) > G(t),
gilt. Seien X1, . . . ,Xm, m ∈ N, unabha¨ngige und identisch verteilte Zufallsvektoren mit
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der Verteilungsfunktion F und Y1, . . . ,Yn, n ∈ N, unabha¨ngige und identisch verteilte Zu-
fallsvektoren mit der Verteilungsfunktion G. Es seien X1, . . . ,Xm,Y1, . . . ,Yn unabha¨ngig,
sowie F,G stetig. Es seien Fm, Gn die empirischen Verteilungsfunktionen zu F,G und
Fm(t) :=
1
m
m∑
i=1
1(t,∞)(Xi), t ∈ Rd, Gn(t) :=
1
n
n∑
i=1
1(t,∞)(Yi), t ∈ Rd,
die empirischen U¨berlebensfunktionen zu F und G.
Wir setzen ferner fu¨r t ∈ Rd und m,n ∈ N
∆m,n(t) :=
√
mn
m+ n
(Fm(t)−Gn(t)) , ∆m,n(t) :=
√
mn
m+ n
(
Fm(t)−Gn(t)
)
.
A¨hnlich zum Test auf Laplace-Ordnung scheinen auch hier einseitige Varianten von Supremums-
und Integraltestgro¨ßen, die auf diesen empirischen Absta¨nden beruhen, plausible Kandi-
daten fu¨r Testgro¨ßen zu sein. Wir definieren daher die Testgro¨ßen
CKuim,n := sup
t∈Rd
∆m,n(t) + sup
t∈Rd
∆m,n(t),
und
CKSm,n := max
(
sup
t∈Rd
∆m,n(t), sup
t∈Rd
∆m,n(t)
)
sowie
CCvMm,n :=
∫
Rd
(
∆+m,n(t) + ∆
+
m,n(t)
)
ω(t) dt,
erneut mit einer integrierbaren Gewichtsfunktion ω : Rd → R>0. Die definierten Test-
gro¨ßen ko¨nnen als einseitige Varianten der klassischen Kuiper-, Kolmogorov-Smirnov- und
Crame´r-von Mises-Testgro¨ßen angesehen werden. Große Werte von CKuim,n respektive C
KS
m,n
oder CCvMm,n sprechen gegen die Hypothese.
5.1.1 Ein parametrischer Test
In parametrischen Situationen liefern die Ergebnisse des letzten Kapitels Ansa¨tze fu¨r al-
ternative Testgro¨ßen. Wir wollen diesen Sachverhalt anhand eines Beispiels illustrieren.
Seien X = (X1, X2),Y = (Y1, Y2) zweidimensionale Zufallsvektoren mit den Verteilungen
X ∼ N2 (µ,Σ1) , Y ∼ N2 (µ,Σ2) , (5.1.2)
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fu¨r ein µ ∈ R2 und den positiv definiten Kovarianzmatrizen
Σ1 =
(
σ21 σ12
σ21 σ
2
2
)
, Σ2 =
(
σ21 τ12
τ21 σ
2
2
)
,
σ21, σ
2
2 > 0, σ12 = Cov(X1, X2), τ12 = Cov(Y1, Y2). Dann haben X und Y elliptisch
symmetrische Verteilungen mit denselben Randverteilungen. Nach Korollar 4.2.4 a) und
Satz 4.3.3 ist daher die Ordnung der Kovarianzen eine a¨quivalente Bedingung fu¨r die
Konkordanz-Ordnung von X und Y , das heißt es gilt σ12 ≤ τ12 ⇔X ≤c Y .
Es seien ρX = ρX1,X2 und ρY = ρY1,Y2 die Korrelationskoeffizienten von X bzw. von
Y . Da X und Y die selben Randverteilungen haben, gilt σ12 ≤ τ12 genau dann, wenn
ρX ≤ ρY ist. Ferner ist ρX ≤ ρY genau dann, wenn
1
2
log
(
1 + ρX
1− ρX
)
≤ 1
2
log
(
1 + ρY
1− ρY
)
ist. Wir definieren
ρX,m :=
∑m
k=1
(
Xk1 −X ·1
) (
Xk2 −X ·2
)√∑m
k=1
(
Xk1 −X ·1
)2∑m
k=1
(
Xk2 −X ·2
)2 , X ·j := 1m
m∑
k=1
Xkj , j = 1, 2,
mit unabha¨ngigen Zufallsvariablen X1 = (X11, X12), . . . ,Xm = (Xm1, Xm2), m ∈ N, je
mit derselben Verteilung wie X. Es ist ρX,m der empirische Korrelationskoeffizient der
Zufallsvariablen X1, . . . ,Xm. Analog bezeichnen wir mit ρY ,n den empirischen Korrelati-
onskoeffizienten der Zufallsvariablen Y1, . . . ,Yn.
Zur U¨berpru¨fung der Hypothese H : ρX ≤ ρY gegen die Alternative K : ρX > ρY
scheint dann die Testgro¨ße
Tm,n =
√
mn
m+ n
(
1
2
log
(
1 + ρX,m
1− ρX,m
)
− 1
2
log
(
1 + ρY ,n
1− ρY ,n
))
plausibel. Wir schreiben
Tm,n =
√
n
m+ n
√
m
(
1
2
log
(
1 + ρX,m
1− ρX,m
)
− 1
2
log
(
1 + ρX
1− ρX
))
−
√
m
m+ n
√
n
(
1
2
log
(
1 + ρY ,n
1− ρY ,n
)
− 1
2
log
(
1 + ρY
1− ρY
))
+
√
mn
m+ n
(
1
2
log
(
1 + ρX
1− ρX
)
− 1
2
log
(
1 + ρY
1− ρY
))
. (5.1.3)
Bekanntlich gilt
√
m
(
1
2
log
(
1 + ρX,m
1− ρX,m
)
− 1
2
log
(
1 + ρX
1− ρX
))
v−→ N(0, 1), m→∞,
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(siehe [WMF95], Beispiel 5.111). Das Konvergenzverhalten der Testgro¨ße wird daher vor-
wiegend durch den letzten Term in (5.1.3) bestimmt. Wir erhalten direkt die nachstehen-
den asymptotischen Aussagen.
5.1.1. Lemma.
a) Sei ρX = ρY . Dann gilt Tm,n
v−→ N(0, 1) fu¨r m,n→∞.
b) Sei ρX < ρY . Dann gilt Tm,n
P−→ −∞ fu¨r m,n→∞.
c) Sei ρX > ρY . Dann gilt Tm,n
P−→∞ fu¨r m,n→∞.
Bezeichnet man mit uα, α ∈ (0, 1), das (1−α)-Quantil der Standard-Normalverteilung,
so liefert das letzte Lemma, dass der Test
ϕParm,n(X1, . . . ,Xm,Y1, . . . ,Yn) :=
 1, Tm,n > uα,0, Tm,n ≤ uα,
asymptotisch jedes vorgegebene Testniveau α ∈ (0, 1) einha¨lt und im zugrunde liegen-
den Modell konsistent gegen alle Alternativen ist. Die Tabellen 5.1 und 5.2 zeigen die
bei einigen Simulationen erhaltenen empirischen Gu¨ten dieses Tests. Es bezeichnet F die
Verteilungsfunktion von X und G die Verteilungsfunktion von Y .
Die Diagonalelemente in Tabelle 5.1 und 5.2 repra¨sentieren den Fall, dass F = G ist;
unterhalb der Diagonalen wird der Fall F 6≤c G behandelt. Oberhalb der Diagonalen ist
F ≤c G und F 6= G.
In Tabelle 5.1 wurde fu¨r die Verteilungen in (5.1.2) stets µ = (0, 0) und σ21 = σ
2
2 = 1
gewa¨hlt. In Tabelle 5.2 ist fu¨r die Verteilungen in (5.1.2) stets µ = (15,−10) und σ21 =
0.5, σ22 = 3.
Es zeigt sich in beiden Fa¨llen eine leichte U¨berschreitung des Testniveaus fu¨r die Si-
tuation F = G, wa¨hrend das Testniveau im Fall F ≤c G, F 6= G, deutlich unterschritten
wird.
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α = 0.05 G
τ12 = 0 τ12 =
1
5 τ12 =
1
2 τ12 =
7
10 τ12 =
9
10
F
σ12 = 0 0.056 0.005 0.000 0.000 0.000
σ12 =
1
5 0.298 0.056 0.000 0.000 0.000
σ12 =
1
2 0.855 0.552 0.062 0.000 0.000
σ12 =
7
10 0.995 0.947 0.467 0.059 0.000
σ12 =
9
10 1.000 1.000 0.996 0.926 0.056
Tabelle 5.1: Empirische Gu¨te fu¨r ϕParm,n fu¨r die Verteilungen in (5.1.2) mit µ = (0, 0) und
σ21 = σ
2
2 = 1 bei 1000 Durchla¨ufen. Es ist m = n = 50.
α = 0.05 G
τ12 = 0 τ12 =
1
5 τ12 =
1
2 τ12 =
7
10 τ12 =
9
10
F
σ12 = 0 0.061 0.010 0.000 0.000 0.000
σ12 =
1
5 0.162 0.054 0.005 0.000 0.000
σ12 =
1
2 0.593 0.345 0.055 0.005 0.000
σ12 =
7
10 0.896 0.666 0.241 0.060 0.004
σ12 =
9
10 0.993 0.948 0.677 0.350 0.056
Tabelle 5.2: Empirische Gu¨te fu¨r ϕParm,n fu¨r die Verteilungen in (5.1.2) mit µ = (15,−10)
und σ21 = 0.5, σ
2
2 = 3 bei 1000 Durchla¨ufen. Es ist m = 50, n = 30.
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Wir kehren zur eingangs beschriebenen nichtparametrischen Ausgangssituation und den
vorgestellten einseitigen Testgro¨ßen zuru¨ck. Die Testgro¨ßen CKuim,n , C
KS
m,n und C
CvM
m,n aus
Abschnitt 5.1 ergeben sich dabei offenbar jeweils als Funktionale von (∆m,n(t), t ∈ Rd)
und (∆m,n(t), t ∈ Rd).
Gema¨ß der im letzten Kapitel angemerkten Charakterisierung von ≤c als stochastische
Integralordnung giltX ≤c Y genau dann, wenn Ef(X) ≤ Ef(Y ) fu¨r alle f ∈ F := F1∪F2
mit
F1 := {1(−∞,t], t ∈ Rd}, F2 := {1(t,∞), t ∈ Rd} (5.2.1)
ist. Seien Pm =
1
m
∑m
k=1 δXk und Qn =
1
n
∑n
k=1 δYk die empirischen Maße der Zufallsvek-
toren X1, . . . ,Xm bzw. Y1, . . . ,Yn. Wir betrachten den durch F indizierten empirischen
Prozess
Gm,n := (Gm,nf, f ∈ F) =
(√
mn
m+ n
(Pm −Qn)f, f ∈ F
)
.
Offenbar la¨sst sich Gm,n
∣∣
F1 mit ∆m,n und Gm,n
∣∣
F2 mit ∆m,n identifizieren. Der empiri-
sche Prozess wird durch die oberen und unteren Indikatorfunktionen indiziert, also durch
Funktionenklassen, die bekanntlich VC-Funktionenklassen sind. Wir formulieren dieses
Resultat der Vollsta¨ndigkeit halber in folgendem Lemma.
5.2.1. Lemma. Die Funktionenklasse F = F1 ∪ F2 mit F1,F2 wie in (5.2.1) ist eine
VC-Funktionenklasse und außerdem gleichma¨ßig Donsker.
Beweis. Die Mengensysteme {(−∞, t], t ∈ Rd} und {(t,∞), t ∈ Rd} sind VC-Klassen
(vgl. [VW96], 2.6.1 und 2.6.17 i)) und die Funktionenklassen F1,F2 daher VC-Funktionen-
klassen. Aufgrund der Beschra¨nktheit sa¨mtlicher Funktionen f ∈ F1 ∪F2 sind F1 und F2
insbesondere gleichma¨ßig Donsker. Dann ist F als Vereinigung von F1 und F2 ebenfalls
eine VC-Funktionenklasse und wegen [VW96], 2.10.7, ist F ferner gleichma¨ßig Donsker.

5.2.2. Bemerkung. Bei den weiteren U¨berlegungen werden teilweise auch die durch
die Funktionenklasse F = F1 ∪ F2,
F1 := {1(−∞,t], t ∈ Rd}, F2 := {1(t,∞), t ∈ Rd},
indizierten empirischen Prozesse betrachtet. Mit a¨hnlichen U¨berlegungen wie in Lemma
5.2.1 folgt, dass F ebenfalls eine VC-Funktionenklasse und gleichma¨ßig Donsker ist.
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Im Folgenden sei wieder mm+n → τ ∈ [0, 1]. Bei Gu¨ltigkeit der Hypothese werden sich
die Bereiche A = {t ∈ Rd : F (t) = G(t)} und B = {t ∈ Rd : F (t) = G(t)} erneut
als relevant fu¨r das Grenzverhalten der Testgro¨ßen herausstellen. Bevor wir die Resultate
zum asymptotischen Verhalten der Testgro¨ßen formulieren, fu¨hren wir zuna¨chst noch einige
Notationen ein:
Es seien im Folgenden P bzw. Q die Verteilungen der Zufallsvariablen X1 bzw. Y1.
Es seien CF := (CF f, f ∈ F) und CG := (CGf, f ∈ F) stochastisch unabha¨ngige und
jeweils zentrierte und straffe Gaußprozesse mit Pfaden in l∞(F) und den zugeho¨rigen
Kovarianzfunktionen
Cov(CF f, CF g) := Pfg − PfPg, Cov(CGf, CGg) := Qfg −QfQg,
fu¨r f, g ∈ F . Wir setzen
C := (Cf, f ∈ F) := (√1− τ CF f −√τ CGf, f ∈ F)
und bezeichnen die Restriktion des Prozesses C auf die Teilmengen F1 bzw. F2 mit C bzw.
C. Genauer sei
C = (C(t), t ∈ Rd), mit C(t) := C1(−∞,t],
sowie
C = (C(t), t ∈ Rd), mit C(t) := C1(t,∞).
Dann ist C(t) =
(
C(t), t ∈ Rd) ein zentrierter Gaußprozess in l∞(Rd) mit der Kovarianz-
funktion
Cov(C(s), C(t)) = (1− τ) [F (min(s, t))− F (s)F (t)]
+ τ [G(min(s, t))−G(s)G(t)] , s, t ∈ Rd,
und
(
C(t), t ∈ Rd) ein zentrierter Gaußprozess in l∞(Rd) mit der Kovarianzfunktion
Cov(C(s), C(t)) = (1− τ) [F (max(s, t))− F (s)F (t)]
+ τ
[
G(max(s, t))−G(s)G(t)] , s, t ∈ Rd.
5.2.3. Satz. Bei Gu¨ltigkeit der Hypothese gilt fu¨r m,n→∞
CCvMm,n
v→ CCvM :=
∫
A
C+(t)ω(t) dt+
∫
B
C
+
(t)ω(t) dt.
Bei Gu¨ltigkeit der Alternative ist
CCvMm,n
P−→∞, m, n→∞.
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Beweis. Fu¨r ein f ∈ F ist
Gm,nf =
√
mn
m+ n
(Pm − P ) f −
√
mn
m+ n
(Qn −Q) f
+
√
mn
m+ n
(P −Q) f. (5.2.2)
Aufgrund des vorhergehenden Lemmas sind die durch F indizierten empirischen Prozesse(√
mn
m+n (Pm − P ) f, f ∈ F
)
und
(√
mn
m+n (Qn −Q) f, f ∈ F
)
jeweils asymptotisch straffe
Folgen von Abbildungen mit Werten in (l∞(F), ‖·‖∞). Die d-dimensionalen Randvertei-
lungen dieser empirischen Prozesse konvergieren aufgrund der Quadratintegrierbarkeit der
Indikatorfunktionen außerdem nach dem mehrdimensionalen zentralen Grenzwertsatz ge-
gen d-dimensionale Normalverteilungen.
Etwas genauer formuliert, konvergieren die d-dimensionalen Randverteilungen von(√
mn
m+n (Pm − P ) f, f ∈ F
)
in Verteilung gegen zentrierte Normalverteilungen Nd(0,Σ),
mit Σ = (σij)1≤i,j≤d und σij = Cov(fi(X1), fj(X1)) fu¨r geeignete fi, fj ∈ F , und es
konvergieren die d-dimensionalen Randverteilungen von
(√
mn
m+n (Qn −Q) f, f ∈ F
)
in
Verteilung gegen zentrierte Normalverteilung Nd(0,Σ), mit Σ = (σij)1≤i,j≤d und σij =
Cov(fi(Y1), fj(Y1)) fu¨r geeignete fi, fj ∈ F .
Die asymptotische Straffheit der empirischen Prozesse ergibt dann(√
mn
m+ n
(Pm − P ) f, f ∈ F
)
v−→ (√1− τ CF f, f ∈ F), m, n→∞,
in l∞(F).
Fu¨r Funktionen fs = 1(−∞,s], ft = 1(−∞,t] ∈ F1 ist insbesondere
Cov(CF fs, CF ft) =
∫
Rd
fs(x)ft(x) dF (x)−
∫
Rd
fs(x) dF (x)
∫
Rd
ft(x) dF (x)
=
∫
Rd
1(−∞,t](x)1(−∞,s](x) dF (x)
−
∫
Rd
1(−∞,s](x) dF (x)
∫
Rd
1(−∞,t](x) dF (x)
= F (min(s, t))− F (s)F (t), (5.2.3)
wobei das Minimum komponentenweise zu bilden ist. Analog ist fu¨r Funktionen gs =
1(s,∞), gt = 1(t,∞) ∈ F2
Cov(CF gs, CF gt) = F (max(s, t))− F (s)F (t). (5.2.4)
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Mit der gleichen Argumentation ergibt sich fu¨r den zweiten empirischen Prozess(√
mn
m+ n
(Qn −Q) f, f ∈ F
)
v−→ (√τ CGf, f ∈ F), m, n→∞,
in l∞(F) mit
Cov(CGfs, CGft) = G(min(s, t))−G(s)G(t), falls fs, ft ∈ F1, (5.2.5)
und
Cov(CGgs, CGgt) = G(max(s, t))−G(s)G(t), falls gs, gt ∈ F2. (5.2.6)
Aufgrund der Unabha¨ngigkeit folgt schließlich(√
mn
m+ n
(
(Pm − P ) f − (Qn −Q) f
)
, f ∈ F
)
v−→ (√1− τ CF f −√τ CGf, f ∈ F)
= (Cf, f ∈ F) , m, n→∞,
in l∞(F). Es ist
Cov(Cf, Cg) = Cov (√1− τ CF f −√τ CGf,√1− τ CF g −√τ CGg)
= (1− τ)Cov(CF f, CF g) + τCov(CGf, CGg), f, g ∈ F .
Eingeschra¨nkt auf F1 = {ft, t ∈ Rd : ft = 1(−∞,t]} hat der Prozess (Cf, f ∈ F) also
dieselbe Kovarianzfunktion wie
(
C(t), t ∈ Rd) und somit nach Lemma B.2.2 dieselbe Ver-
teilung. Außerdem hat (Cf, f ∈ F) eingeschra¨nkt auf F2 = {ft, t ∈ Rd : ft = 1(t,∞)}
dieselbe Kovarianzfunktion wie
(
C(t), t ∈ Rd) und somit dieselbe Verteilung.
Wir wollen nun das Verhalten der Testgro¨ße CCvMm,n selbst untersuchen und definieren
zu diesem Zweck zuna¨chst fu¨r t ∈ Rd und m,n ∈ N die Hilfsprozesse (Cm,n(t), t ∈ Rd)
und (Cm,n(t), t ∈ Rd) durch
Cm,n(t) :=
√
mn
m+ n
(Fm(t)− F (t))−
√
mn
m+ n
(Gn(t)−G(t))
Cm,n(t) :=
√
mn
m+ n
(Fm(t)− F (t))−
√
mn
m+ n
(Gn(t)−G(t)).
Die Prozesse Cm,n und Cm,n ko¨nnen dann als Einschra¨nkungen von(√
mn
m+ n
(
(Pm − P ) f − (Qn −Q) f
)
, f ∈ F
)
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auf die Bereiche F1 bzw. F2 angesehen werden und konvergieren nach den Vorbetrachtun-
gen in Verteilung gegen die Gaußprozesse C und C.
Ferner betrachten wir das Funktional
TCvM : l∞(F)−→R≥0
x 7→
∫ ∗
Rd
x+(1(−∞,t]) dµ(t) +
∫ ∗
Rd
x+(1(t,∞)) dµ(t),
wobei µ ein Wahrscheinlichkeitsmaß auf Rd ist, welches die eingangs definierte Gewichts-
funktion ω als Lebesgue-Dichte hat, und
∫ ∗
dµ das a¨ußere Integral bezu¨glich µ bezeich-
net. Dann ist TCvM (Gm,n) = CCvMm,n . Bei Gu¨ltigkeit der Hypothese H gilt außerdem
F (t) ≤ G(t) und F (t) ≤ G(t) jeweils fu¨r alle t ∈ Rd, so dass dann
TCvM (Gm,n)
=
∫ ∗
Rd
G+m,n(1(−∞,t]) dµ(t) +
∫ ∗
Rd
G+m,n(1(t,∞)) dµ(t)
=
∫
Rd
∆+m,n(t) dµ(t) +
∫
Rd
∆
+
m,n(t) dµ(t)
=
∫
{F=G}
C+m,n(t) dµ(t) +
∫
{F<G}
(
Cm,n(t) +
√
mn
m+ n
(F (t)−G(t))
)+
dµ(t)
+
∫
{F=G}
C
+
m,n(t) dµ(t) +
∫
{F<G}
(
Cm,n(t) +
√
mn
m+ n
(F (t)−G(t))
)+
dµ(t)
gilt. Aufgrund von Satz B.1.6 finden wir auf einem geeigneten Wahrscheinlichkeitsraum
Abbildungen C˜m,n, C˜ mit C˜m,n ∼ Cm,n, C˜ ∼ C und ‖C˜m,n − C˜‖∗∞ → 0 fast sicher fu¨r
m,n → ∞ und ebenso Abbildungen C˜m,n, C˜ mit C˜m,n ∼ Cm,n, C˜ ∼ C und ‖C˜m,n −
C˜‖∗∞ → 0 fast sicher fu¨r m,n→∞.
Ferner ist
0 ≤
∫ ∗
{F<G}
(
C˜m,n(t) +
√
mn
m+ n
(F (t)−G(t))
)+
dµ(t)
≤
∫ ∗
{F<G}
(
sup
s∈Rd
C˜m,n(s) +
√
mn
m+ n
(F (t)−G(t))
)+
dµ(t)
und sups∈Rd C˜m,n(s)
f.s.∗−→ sups∈Rd C˜(s) fu¨r m,n→∞ (zur Definition von ’ f.s.∗−→ ‘ siehe Defi-
nition B.1.5). Mit
√
mn
m+n →∞ folgt dann mit dem Satz von der majorisierten Konvergenz
fu¨r das a¨ußere Integral (siehe auch [VW96], S. 13)∫ ∗
{F<G}
(
sup
s∈Rd
C˜m,n(s) +
√
mn
m+ n
(F (t)−G(t))
)+
dµ(t)
f.s.∗−→ 0,
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fu¨r m,n→∞. Analog erhalten wir∫ ∗
{F<G}
(
sup
s∈Rd
C˜m,n(s) +
√
mn
m+ n
(F (t)−G(t))
)+
dµ(t)
f.s.∗−→ 0,
fu¨r m,n→∞.
Die Funktionen t 7→ C˜+m,n(t) und t 7→ C˜
+
m,n(t) sind nach Konstruktion f.s. gleichma¨ßig
beschra¨nkt in m,n ∈ N, so dass wir erneut mit dem Satz von der majorisierten Konvergenz(∫ ∗
A
C˜+m,n(t) dµ(t) +
∫ ∗
B
C˜
+
m,n(t) dµ(t)
)
f.s.∗−→
∫ ∗
A
C˜+(t) dµ(t) +
∫ ∗
B
C˜
+
(t) dµ(t)
fu¨r m,n→∞ erhalten. Zusammengefasst gilt∫ ∗
{F=G}
C˜+m,n(t) dµ(t) +
∫ ∗
{F<G}
(
C˜m,n(t) +
√
mn
m+ n
(F (t)−G(t))
)+
dµ(t)
+
∫ ∗
{F=G}
C˜
+
m,n(t) dµ(t) +
∫ ∗
{F<G}
(
C˜m,n(t) +
√
mn
m+ n
(F (t)−G(t))
)+
dµ(t)
f.s.∗−→
∫ ∗
A
C˜+(t) dµ(t) +
∫ ∗
B
C˜
+
(t) dµ(t),
fu¨r m,n→∞. Es folgt
TCvM (Gm,n)
v−→
∫
A
C+(t) dµ(t) +
∫
B
C
+
(t) dµ(t), m, n→∞.
Bei Gu¨ltigkeit der Alternative existiert mindestens ein t0 ∈ Rd mit F (t0) > G(t0) oder
F (t0) > G(t0). Aufgrund der Stetigkeit von F und G und der daraus resultierenden Ste-
tigkeit der jeweiligen U¨berlebensfunktionen gilt diese Beziehung dann in einer Umgebung
von t0, so dass fu¨r mindestens eines der Integrale∫
Rd
∆+m,n(t)ω(t) dt,
∫
Rd
∆
+
m,n(t)ω(t) dt,
die stochastische Konvergenz gegen unendlich folgt.

Als Folgerungen ergeben sich die entsprechenden Grenzwertaussagen fu¨r die anderen
Testgro¨ßen. Wir setzen dazu
A := {t ∈ Rd : F (t) = G(t)}, B := {t ∈ Rd : F (t) = G(t)}.
Offenbar sind A und B stets nicht leer und es gilt außerdem
sup
t∈Rd
∆m,n(t) = sup
t∈Rd
∆m,n(t) und sup
t∈Rd
∆m,n(t) = sup
t∈Rd
∆m,n(t).
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5.2.4. Satz. Bei Gu¨ltigkeit der Hypothese gilt
CKuim,n
v−→ CKui := sup
t∈A
C(t) + sup
t∈B
C(t), m, n→∞.
Bei Gu¨ltigkeit der Alternative ist
CKuim,n
P−→∞, m, n→∞.
Beweis. Es seien Cm,n(t), Cm,n(t) wie im Beweis des vorherigen Satzes und
TKui : l∞(F)−→R
x 7→ sup
F1
x+ sup
F2
x.
Dann ist CKuim,n = T
Kui(Gm,n) und es gilt
TKui(Gm,n) = sup
f∈F1
Gm,nf + sup
f∈F2
Gm,nf
= sup
t∈Rd
(
Cm,n(t) +
√
mn
m+ n
(F (t)−G(t))
)
+ sup
t∈Rd
(
Cm,n(t) +
√
mn
m+ n
(F (t)−G(t))
)
Die auftretenden (empirischen) Verteilungs- und U¨berlebensfunktionen lassen sich in natu¨rli-
cher Weise auf Rd fortsetzen. Mit dieser natu¨rlichen Fortsetzung auf Rd ist aufgrund
von Bemerkung 5.2.2 offensichtlich, dass der entsprechend fortgesetzte Prozess Gm,n :=
(Gm,nf, f ∈ F) außerdem in l∞(Rd) in Verteilung gegen einen straffen Grenzwert konver-
giert. Die auf Rd fortgesetzten Prozesse (Cm,n(t), t ∈ Rd) und (Cm,n(t), t ∈ Rd) konver-
gieren dann als entsprechende Einschra¨nkungen von Gm,n auf die Teilmengen F1 und F2
ebenfalls in l∞(Rd) gegen die straffen und Borel-messbaren Grenzwerte (C(t), t ∈ Rd) und
(C(t), t ∈ Rd). Der Grenzprozess C hat wegen Satz B.2.5 fast sicher gleichma¨ßig stetige
Pfade bezu¨glich der Semimetrik
ρ2(s, t) =
(
E(C(s)− C(t))2) 12 , s, t ∈ Rd,
auf Rd.
Die Kovarianzfunktion von C aus Satz 5.2.3 ist aufgrund der Stetigkeit von F und G
stetig auf Rd×Rd. Die Stetigkeit der Pfade bezu¨glich der Semimetrik ρ2 und die Stetigkeit
der Kovarianzfunktion liefern zusammen, dass die Pfade t 7→ C(t) fast sicher stetige Funk-
tionen auf Rd sind (vergleiche dazu [Adl90], S. 2-3). Analog la¨sst sich fu¨r den Grenzprozess
C argumentieren.
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Erneut nach Satz B.1.6 finden wir dann auf einem geeigneten Wahrscheinlichkeitsraum
l∞(Rd)-wertige Abbildungen C˜m,n, C˜ mit der Eigenschaft C˜m,n ∼ Cm,n, C˜ ∼ C und
‖C˜m,n − C˜‖∗∞ → 0 fast sicher, sowie Abbildungen C˜m,n, C˜ mit C˜m,n ∼ Cm,n, C˜ ∼ C
und ‖C˜m,n − C˜‖∗∞ → 0 fast sicher. Da die fast sicher konvergenten Versionen C˜m,n und
C˜ nach Satz B.1.6 so gewa¨hlt werden ko¨nnen, dass sie keine anderen Werte als Cm,n und
C annehmen, u¨bertragen sich die zuvor genannten Stetigkeitseigenschaften auf die Pfade
von C˜m,n, C˜.
Bei Gu¨ltigkeit der Hypothese gilt F (t) − G(t) ≤ 0, t ∈ Rd, und es ist etwa ∞ · 1 ∈
{t ∈ Rd : F (t) = G(t)}. Wir wenden Satz D.3.2 an und erhalten
sup
t∈Rd
(
C˜m,n(t) +
√
mn
m+ n
(F (t)−G(t))
)
f.s.∗−→ sup
{t∈Rd:F (t)=G(t)}
C˜(t),
fu¨r m,n→∞. Analog folgern wir
sup
t∈Rd
(
C˜m,n(t) +
√
mn
m+ n
(F (t)−G(t))
)
f.s.∗−→ sup
{t∈Rd:F (t)=G(t)}
C˜(t),
fu¨r m,n→∞ und somit
CKuim,n
v−→ sup
{t∈Rd:F (t)=G(t)}
C(t) + sup
{t∈Rd:F (t)=G(t)}
C(t), m, n→∞.
Bei Gu¨ltigkeit der Alternative finden wir wieder ein t0 mit F (t0) > G(t0) oder F (t0) >
G(t0), so dass mindestens einer der Summanden supt∈Rd ∆m,n(t) oder supt∈Rd ∆m,n(t) fu¨r
m,n→∞ gegen unendlich konvergiert. 
Schließlich erhalten wir fu¨r den Kolmogorov-Smirnov Fall die folgenden Grenzwertaus-
sagen:
5.2.5. Satz. Bei Gu¨ltigkeit der Hypothese gilt
CKSm,n
v−→ CKS := max
(
sup
t∈A
C(t), sup
t∈B
C(t)
)
, m, n→∞.
Bei Gu¨ltigkeit der Alternative ist
CKSm,n
P−→∞, m, n→∞.
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Beweis. Es bezeichne x∨y das Maximum von x und y. Aus dem Beweis zum vorherigen
Satz, ergibt sich dann bei Gu¨ltigkeit der Hypothese sofort
sup
t∈Rd
(
C˜m,n(t) +
√
mn
m+ n
(F (t)−G(t))
)
∨ sup
t∈Rd
(
C˜m,n(t) +
√
mn
m+ n
(F (t)−G(t))
)
f.s.∗−→ max
(
sup
t∈A
C˜(t), sup
t∈B
C˜(t)
)
,
fu¨r m,n→∞. Daraus folgt ebenfalls bei Gu¨ltigkeit der Hypothese
max
(
sup
t∈Rd
∆m,n(t), sup
t∈Rd
∆m,n(t)
)
v−→ max
(
sup
t∈A
C(t), sup
t∈B
C(t)
)
, m, n→∞,
und daher die Behauptung.

5.2.6. Bemerkung. Die Ergebnisse dieses Abschnitts zur Asymptotik der Testgro¨ßen
ergeben sich alternativ auch durch alleinige Betrachtung der Asymptotik des empirischen
Prozesses Gm,n
∣∣
F1 und unter Zuhilfenahme der Darstellung der U¨berlebensfunktion mit-
tels der Verteilungsfunktion in (4.1.1). Mit a¨hnlichen Argumenten la¨sst sich die empirische
U¨berlebensfunktion mittels der empirischen Verteilungsfunktion ausdru¨cken. Demnach er-
gibt sich der Prozess (∆m,n(t), t ∈ Rd) als Funktion des Prozesses (∆m,n(t), t ∈ Rd).
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Analog zum Test auf Laplace-Ordnung wollen wir auch fu¨r die Tests auf Konkordanz-
Ordnung ein Bootstrapverfahren angeben, um die zur Durchfu¨hrung des Tests no¨tigen
kritischen Werte zu simulieren. Sei dazu
Hm,n(t) :=
n
m+ n
Fm(t) +
m
m+ n
Gn(t), t ∈ Rd,
und bei gegebenen X1, . . . ,Xm,Y1, . . . ,Ym seien ZˆN1, . . . , ZˆNN , N = m+n, unabha¨ngige
Zufallsvariablen mit der Verteilungsfunktion Hm,n. Es sei H(t) := (1 − τ)F (t) + τG(t),
t ∈ Rd. Weiter setzen wir
Fˆm(t) =
1
m
m∑
ν=1
1(−∞,t](ZˆNν), Gˆn(t) =
1
n
N∑
ν=m+1
1(−∞,t](ZˆNν)
und
Fˆm(t) =
1
m
m∑
ν=1
1(t,∞)(ZˆNν), Gˆn(t) =
1
n
N∑
ν=m+1
1(t,∞)(ZˆNν).
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Fu¨r t ∈ Rd sei außerdem
∆ˆm,n(t) :=
√
mn
m+ n
(
Fˆm(t)− Gˆn(t)
)
, ∆ˆm,n(t) :=
√
mn
m+ n
(
Fˆm(t)− Gˆn(t)
)
und fu¨r m,n ∈ N definieren wir
CˆKuim,n := sup
t∈Rd
∆ˆm,n(t) + sup
t∈Rd
∆ˆm,n(t),
CˆKSm,n := max
(
sup
t∈Rd
∆ˆm,n(t), sup
t∈Rd
∆ˆm,n(t)
)
,
CˆCvMm,n :=
∫
Rd
(
∆ˆ+m,n(t) + ∆ˆ
+
m,n(t)
)
ω(t) dt.
Das Verhalten der empirischen Prozesse (∆ˆm,n(t), t ∈ Rd) und (∆ˆm,n(t), t ∈ Rd) fu¨r
wachsende m,n ∈ N liefert die folgenden Grenzwertaussagen fu¨r die Testgro¨ßen unter dem
Einfluss des Bootstrapverfahrens. Ein Vergleich dieser Aussagen mit den Resultaten des
letzten Abschnittes zeigt, dass die u¨ber das vorgeschlagene Bootstrapverfahren erhalte-
nen kritischen Werte verwendet werden ko¨nnen, um eine Einhaltung des Testniveaus zu
gewa¨hrleisten (vergleiche auch Bemerkung 2.3.2 fu¨r den Fall der Laplace-Ordnung).
5.3.1. Satz. Es sei (Cˆf, f ∈ F) ein zentrierter Gaußprozess mit Pfaden in l∞(F) und
der Kovarianzfunktion Cov(Cˆf, Cˆg) = Hfg −HfHg, f, g ∈ F . Sei
CH = (CH(t), t ∈ Rd), CH(t) := Cˆ1(−∞,t], t ∈ Rd,
und
CH = (CH(t), t ∈ Rd), CH(t) := Cˆ1(t,∞), t ∈ Rd.
Dann ist (CH(t), t ∈ Rd) ein zentrierter Gaußprozess mit fast sicher beschra¨nkten Pfaden
und der Kovarianzfunktion ρCH (s, t) := H(min(s, t))−H(s)H(t) und (CH(t), t ∈ Rd) ist
ein zentrierter Gaußprozess mit fast sicher beschra¨nkten Pfaden und der Kovarianzfunk-
tion ρCH (s, t) = H(max(s, t))−H(s)H(t) und es gilt fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . .
a)
CˆKuim,n
v−→ CˆKui := sup
t∈Rd
CH(t) + sup
t∈Rd
CH(t), m, n→∞.
b)
CˆKSm,n
v−→ CˆKS := max
(
sup
t∈Rd
CH(t), sup
t∈Rd
CH(t)
)
, m, n→∞.
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c)
CˆCvMm,n
v−→ CˆCvM :=
∫
Rd
(C+H(t) + C
+
H(t))ω(t) dt, m, n→∞.
Beweis.
Wir definieren bei gegebenen X1, . . .Xm, Y1, . . . ,Yn die empirischen Maße Pˆm =
1
m
∑m
ν=1 δZˆNν und Qˆn =
1
n
∑N
ν=m+1 δZˆNν und den Prozess
Gˆm,n = (Gˆm,nf, f ∈ F) :=
(√
mn
m+ n
(Pˆm − Qˆn)f, f ∈ F
)
=
(√
mn
m+ n
(
Pˆm −Hm,n
)
f −
√
mn
m+ n
(
Qˆn −Hm,n
)
f, f ∈ F
)
.
Wegen |f | ≤ 1 fu¨r alle f ∈ F ist E ≡ 1 eine Envelope von F und nach Lemma 5.2.1 erfu¨llt
F daher die Entropiebedingung (B.2.1). In Analogie zu Satz 2.3.1 und im Hinblick auf
Satz B.2.2.1 und Bemerkung B.2.2.2 untersuchen wir den Abstand
sup
f,g∈F
|L2(Hm,n)(f − g)− L2(H)(f − g)|
= sup
f,g∈F
∣∣∣∣∣
(∫
Rd
(f(x)− g(x))2 dHm,n(x)
) 1
2
−
(∫
Rd
(f(x)− g(x))2 dH(x)
) 1
2
∣∣∣∣∣ ,
und zeigen, dass fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . .
lim
m,n→∞ supf,g∈F
|L2(Hm,n)(f − g)− L2(H)(f − g)| = 0
gilt. Die Funktionen f, g ∈ F sind Indikatorfunktionen. Mit |1A−1B| = 1A4B fu¨r beliebige
Ereignisse A,B, folgt daher (1A − 1B)2 = 12A4B = 1A4B. Ist Zˆ eine Zufallsvariable mit
der Verteilungsfunktion H, ergibt sich daher
sup
f,g∈F
|L2(Hm,n)(f − g)− L2(H)(f − g)| = sup
A∈D
∣∣∣P (ZˆN1 ∈ A) 12 − P (Zˆ ∈ A) 12 ∣∣∣
≤
(
sup
A∈D
∣∣∣P (ZˆN1 ∈ A)− P (Zˆ ∈ A)∣∣∣) 12 ,
mit
D =
{
A4B : A,B ∈ {(−∞, t], t ∈ Rd} ∪ {(t,∞), t ∈ Rd}
}
.
Fu¨r ein beliebiges A ∈ B(Rd) gilt bei gegebenen X1, . . .Xm, Y1, . . . ,Yn
P (ZˆN1 ∈ A) = n
m+ n
1
m
m∑
ν=1
1A(Xν) +
m
m+ n
1
n
n∑
ν=1
1A(Yν)
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und
P (Zˆ ∈ A) = (1− τ)P (X1 ∈ A) + τP (Y1 ∈ A).
Das Mengensystem D ist eine VC-Klasse (vergleiche etwa [VW96], Lemma 2.6.17 i)-iii))
und die Menge der Indikatorfunktionen {1A, A ∈ D} somit eine VC-Funktionenklasse. Der
Satz von Gilvenko Cantelli in der Form von Satz B.2.1.6 liefert dann, dass fu¨r fast alle
X1,X2, . . . ,Y1,Y2, . . .
sup
A∈D
∣∣∣P (ZˆN1 ∈ A)− P (Zˆ ∈ A)∣∣∣ ≤ sup
A∈D
∣∣∣∣∣ nm+ n 1m
m∑
ν=1
1A(Xν)− (1− τ)P (X1 ∈ A)
∣∣∣∣∣
+ sup
A∈D
∣∣∣∣∣ mm+ n 1n
n∑
ν=1
1A(Yν)− τP (Y1 ∈ A)
∣∣∣∣∣
−→ 0, m, n→∞,
gilt. Mit Satz B.2.2.1 und den Vorbetrachtungen ergibt sich daraus schließlich fu¨r m,n→
∞ und fast alle X1,X2, . . . ,Y1,Y2, . . .(√
mn
m+ n
(
Pˆm −Hm,n
)
f, f ∈ F
)
v−→
(
(1− τ) Cˆf, f ∈ F
)
, m, n→∞,
mit dem zentrierten Gaußprozess (Cˆf, f ∈ F) mit Pfaden in l∞(F) und der Kovarianz-
funktion Cov(Cˆf, Cˆg) = Hfg −HfHg, f, g ∈ F . Analoge Argumente fu¨hren auf(√
mn
m+ n
(
Qˆn −Hm,n
)
f, f ∈ F
)
v−→
(
τ Cˆf, f ∈ F
)
, m, n→∞,
fu¨r fast alle X1,X2, . . .Y1,Y2, . . .. Aufgrund der bedingten Unabha¨ngigkeit der empiri-
schen Prozesse bei gegebenen X1,X2, . . .Y1,Y2, . . . gilt daher Gˆm,n
v−→ Cˆ in l∞(F) fu¨r
m,n→∞ und fast alle X1,X2, . . .Y1,Y2, . . ..
Eingeschra¨nkt auf F1 hat Cˆ dieselbe Kovarianzfunktion wie CH und eingeschra¨nkt
auf F2 hat Cˆ dieselbe Kovarianzfunktion wie CH . Um die behaupteten Aussagen fu¨r
CˆKuim,n , Cˆ
KS
m,n und Cˆ
CvM
m,n zu erhalten, gehen wir schließlich wie in den Beweisen zu den
Sa¨tzen 5.2.3 - 5.2.5 vor, indem wir die entsprechenden Funktionale auf fast sicher konver-
gente Versionen der Prozesse Gˆm,n und Cˆ anwenden. 
Um Resultate bezu¨glich der Konsistenz der vorgestellten Verfahren zu erhalten, beno¨ti-
gen wir wieder analytische Aussagen u¨ber die Verteilungsfunktionen der Grenzprozesse un-
ter dem Einfluss des Bootstrapverfahrens. Begru¨ndet durch die Ergebnisse des vorherigen
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Satzes definieren wir die Tests
ϕKSm,n(X1, . . . ,Xm,Y1, . . . ,Yn) =
 1, CKSm,n > cˆKSm,n(α),0, CKSm,n ≤ cˆKSm,n(α),
ϕKuim,n(X1, . . . ,Xm,Y1, . . . ,Yn) =
 1, CKuim,n > cˆKuim,n(α),0, CKuim,n ≤ cˆKuim,n(α),
und
ϕCvMm,n (X1, . . . ,Xm,Y1, . . . ,Yn) =
 1, CCvMm,n > cˆCvMm,n (α),0, CCvMm,n ≤ cˆCvMm,n (α).
mit den jeweiligen (1− α)-Quantilen
cˆKSm,n(α) := inf{c ∈ R : P (CˆKSm,n > c) ≤ α}, α ∈ (0, 1),
cˆKS(α) := inf{c ∈ R : P (CˆKS > c) ≤ α}, α ∈ (0, 1),
sowie
cˆKuim,n(α) := inf{c ∈ R : P (CˆKuim,n > c) ≤ α}, α ∈ (0, 1),
cˆKui(α) := inf{c ∈ R : P (CˆKui > c) ≤ α}, α ∈ (0, 1),
und
cˆCvMm,n (α) := inf{c ∈ R : P (CˆCvMm,n > c) ≤ α}, α ∈ (0, 1),
cˆCvM (α) := inf{c ∈ R : P (CˆCvM > c) ≤ α}, α ∈ (0, 1).
Die folgenden Sa¨tze liefern die gewu¨nschten Eigenschaften der Tests.
5.3.2. Satz. Fu¨r α ∈ (0, 12) ist ϕKSm,n ein konsistenter Test zum Niveau α fu¨r das
Testproblem (5.1.1).
Beweis.
Wir betrachten wieder den Gaußprozess (Cˆf, f ∈ F) aus Satz 5.3.1 mit der Kovarianz-
funktion Cov(Cˆf, Cˆg) = Hfg−HfHg, f, g ∈ F . Da sich Cˆ als Grenzwert eines durch eine
VC-Klasse indizierten empirischen Prozesses ergibt, ist Cˆ eine straffe und Borel-messbare
Zufallsgro¨ße mit Werten in l∞(F). Die Parametermenge F ist nach Satz B.2.5 totalbe-
schra¨nkt bezu¨glich der Semimetrik ρ2 und die Pfade von Cˆ sind fast sicher gleichma¨ßig
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stetig bezu¨glich ρ2. Wir ko¨nnen Cˆ somit als Zufallsgro¨ße mit Werten in (Cu(F), ‖·‖∞)
auffassen. Nach Satz D.2.2 ist Cˆ ein separabler Gaußprozess. Ferner gilt
CˆKS = max
(
sup
f∈F1
Cˆf, sup
f∈F2
Cˆf
)
= sup
f∈F
Cˆf.
Aufgrund der Separabilita¨t von Cˆ ko¨nnen wir dieses Supremum als Supremum von abza¨hl-
bar vielen Zufallsvariablen ansehen, wobei die Varianzen Var(Cˆf), f ∈ F , aufgrund der
vorausgesetzten Nichtdegeneriertheit von F und G nicht sa¨mtlich Null sind. Die Anwen-
dung von Satz D.1.1 gibt dann die Stetigkeit der Verteilungsfunktion von CˆKS im Bereich
(a0,∞), mit
a0 := inf
{
x ∈ R : P
(
sup
f∈F
Cˆf < x
)
> 0
}
.
Außerdem ist die Wahrscheinlichkeitsdichte von CˆKS nach Satz D.1.1 in diesem Bereich
positiv.
Wir verfahren wie im Beweis zu Satz 2.3.4: Es ist (Cu(F), ‖·‖∞) ein separabler Banach-
raum (siehe Satz D.3.4). Mit Satz D.1.2 erhalten wir dann, dass die Verteilungsfunktion
der Norm ‖Cˆ‖∞ = supf∈F |Cˆf | streng monoton wachsend auf [0,∞) ist. Damit ergibt sich
P
(
‖Cˆ‖∞ < x
)
> 0,
fu¨r alle x > 0. Mit CˆKS ≤st ‖Cˆ‖∞ folgt daraus zuna¨chst a0 ≤ 0 und zusammen mit
P (CˆKS ≥ 0) = 1 also a0 = 0 und die Stetigkeit der Verteilungsfunktion von CˆKS im Be-
reich (0,∞). Wegen CˆKSm,n v→ supf∈F Cˆf fu¨r m,n→∞ und fast alle X1,X2, . . . ,Y1,Y2, . . . ,
sowie
∀a ∈ (0, 1)∀m,n ∈ N : cˆKSm,n ≥ 0, (5.3.1)
fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . ., ergibt sich aus der strengen Monotonie der Vertei-
lungsfunktion von CˆKS auf [0,∞), dass fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . .
lim
m,n→∞ cˆ
KS
m,n(α) = cˆ
KS(α), (5.3.2)
ist. Das Verhalten der Testgro¨ße CKSm,n bei Gu¨ltigkeit der Alternative liefert somit die
Konsistenz von ϕKSm,n gegen alle Alternativen.
Sei α ∈ (0, 12). Dann ist cˆKS(α) > 0, da die Dichte von CˆKS nach Satz D.1.1 nach
unten durch die Dichte einer normalverteilten Zufallsvariablen mit nicht-negativem Er-
wartungswert beschra¨nkt ist. Wir betrachten dann den Grenzwert
CKS = max
(
sup
t∈A
C(t), sup
t∈B
C(t)
)
(5.3.3)
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der Kolmogorov-Smirnov-Testgro¨ße aus Satz 5.2.5 bei Gu¨ltigkeit der Hypothese. Ist CKS ≡
0 degeneriert, so hat CKS die Verteilungsfunktion P (CKS ≤ x) = 1[0,∞)(x), x ∈ R, so
dass aufgrund der fast sicheren Konvergenz der Quantile cˆKSm,n(α) gegen einen positiven
Grenzwert
lim
m,n→∞P
(
CKSm,n > cˆ
KS
m,n(α)|H
)
= P
(
CKS > cˆKS(α)
)
= 0,
fu¨r alle α ∈ (0, 12) folgt. Ist die Verteilungsfunktion von CKS nicht-degeneriert, so ist CKS
wegen (5.3.3) von der Form
CKS = sup
f∈F∗
Cf,
mit F∗ = {f ∈ F : Pf = Qf}. Ein Separabilita¨tsargument fu¨r (Cf, f ∈ F) und Satz D.1.1
liefern dann analog zu oben die Stetigkeit der Verteilungsfunktion von CKS auf (0,∞).
Wegen cˆKS(α) > 0 fu¨r α ∈ (0, 12) und (5.3.2) ergibt sich somit erneut
lim
m,n→∞P
(
CKSm,n > cˆ
KS
m,n(α)|H
)
= P
(
CKS > cˆKS(α)
) ≤ P (CˆKS > cˆKS(α)) = α,
fu¨r alle α ∈ (0, 12). 
5.3.3. Satz. Fu¨r α ∈ (0, 12) ist ϕKuim,n ein konsistenter Test zum Niveau α fu¨r das
Testproblem (5.1.1).
Beweis. Wir betrachten erneut den Gaußprozess (Cˆf, f ∈ F) und dessen Einschra¨nkun-
gen auf die Bereiche F1 und F2. Dann ist der Prozess Cˆ|F1 + Cˆ |F2 := (Cˆf + Cˆg, (f, g) ∈
F1 ×F2) ein straffer Gaußprozess, der wegen Satz B.2.5 als Zufallsvariable mit dem Wer-
tebereich Cu(F1 ×F2) interpretiert werden kann. Es ist
CˆKui = sup
f∈F1
Cˆf + sup
g∈F2
Cˆg = sup
(f,g)∈F1×F2
(Cˆf + Cˆg),
und dieses Supremum kann aufgrund der Separabilita¨t von (Cˆf, f ∈ F) als Supremum
abza¨hlbar vieler Elemente angesehen werden. Es gilt offenbar
CˆKui ≤ sup
(f,g)∈F1×F2
|Cˆf + Cˆg| = ‖ Cˆ|F1 + Cˆ |F2‖∞,
mit ‖·‖∞ als Supremumsnorm auf Cu(F1 ×F2).
Mit U¨berlegungen wie im vorherigen Satz, erhalten wir dann mit den Sa¨tzen D.1.1
und D.1.2 die Stetigkeit der Verteilungsfunktion von CˆKui auf (0,∞) und die strenge
Monotonie auf [0,∞), woraus die Konsistenz des Tests gegen alle Alternativen folgt. Die
Darstellung
CKui = sup
(f,g)∈F∗1×F∗2
(Cˆf + Cˆg),
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mit den Teilmengen F∗1 = {f ∈ F1 : Pf = Qf}, F∗2 = {f ∈ F2 : Pf = Qf}, liefert ferner
erneut die Stetigkeit der Verteilungsfunktion von CKui auf (0,∞) im Fall der Nichtde-
generiertheit der Grenzverteilung analog zum Beweis des letzten Satzes und somit die
Einhaltung des Testniveaus fu¨r α ∈ (0, 12).

Schließlich erhalten wir fu¨r den Crame´r-von Mises-Test:
5.3.4. Satz. Fu¨r α ∈ (0, 12) ist ϕCvMm,n ein konsistenter Test zum Niveau α fu¨r das
Testproblem (5.1.1).
Beweis. Es ist
CˆCvM =
∫
Rd
(C+H(t) + C
+
H(t))ω(t) dt.
Die Pfade t 7→ C+H(t)ω(t), t ∈ Rd, und t 7→ C
+
H(t)ω(t), t ∈ Rd, sind integrierbar bezu¨glich
des Lebesgue-Borelschen Maßes auf Rd. Bezeichnet Q ein Wahrscheinlichkeitsmaß auf Rd
mit der Lebesgue-Dichte ω, so ko¨nnen wir CH und CH jeweils als Zufallsvariable mit
Werten in (L1Q(Rd), ‖·‖L1Q) auffassen. Wir argumentieren dann a¨hnlich wie im Beweis zu
Satz 2.3.4 indem wir mit Hilfe des Satzes von Hahn-Banach und der Identita¨t 2x+ =
2 max(0, x) = |x|+ x, x ∈ R, die Darstellung
2 CˆCvM =
∫
Rd
(|CH(t)|+ CH(t)) dQ(t) +
∫
Rd
(|CH(t)|+ CH(t)) dQ(t)
= sup
f∈L∞Q (Rd), ‖f‖L∞Q =1
{∫
Rd
(1 + f(t))CH(t) dQ(t)
}
+ sup
g∈L∞Q (Rd), ‖g‖L∞Q =1
{∫
Rd
(1 + g(t))CH(t) dQ(t)
}
= sup
(f,g)∈L∞Q (Rd)×L∞Q (Rd)
‖f‖L∞
Q
=‖g‖L∞
Q
=1
{∫
Rd
(
(1 + f(t))CH(t) + (1 + g(t))CH(t)
)
dQ(t)
}
erhalten, so dass sich CˆCvM als Supremum u¨ber abza¨hlbar viele normalverteile Zufallsva-
riablen ergibt.
Mit dem Maß µ := δ0 + δ1 auf P({0, 1}) definieren wir ferner den Maßraum(
T,S, Q˜
)
=
(
Rd × {0, 1},B(Rd)⊗P({0, 1}), Q⊗ µ
)
,
sowie den Prozess Z = (Z(s, t), (s, t) ∈ T ) mit Z(s, 0) := CH(s), Z(s, 1) := CH(s). Dann
ist Z ein Gaußprozess mit Werten im separablen Banachraum L1
Q˜
(T ) und es gilt mit dem
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Satz von Fubini
‖Z‖L1
Qˆ
(T ) =
∫
Rd
(|CH(t)|+ |CH(t)|) dQ(t) ≥st CˆCvM .
Also ist CˆCvM stochastisch nach oben durch die Norm eines Banachraum-wertigen gauß-
schen Zufallselements beschra¨nkt. Schließlich liefert dann die Kombination der Sa¨tze D.3.3,
D.1.1 und D.1.2 fu¨r die Verteilungsfunktion von CˆCvM erneut die Stetigkeit auf (0,∞) und
die strenge Monotonie auf [0,∞).
Analog wie zuvor schließen wir aus
∀a ∈ (0, 1)∀m,n ∈ N : cˆCvMm,n ≥ 0,
fu¨r fast alle X1,X2, . . . ,Y1,Y2, . . . und
lim
m,n→∞ cˆ
CvM
m,n (α) = cˆ
CvM (α),
fast sicher und fu¨r alle α ∈ (0, 1), dass bei Gu¨ltigkeit der Alternative K : X 6≤c Y
lim
m,n→∞P
(
ϕCvMm,n (X1, . . . ,Xm,Y1, . . . ,Yn) = 1
∣∣K) = 1
ist. Schließlich ist die Grenzverteilung der Testgro¨ße CCvMm,n entweder degeneriert im Null-
punkt, oder von der Form
CCvM =
∫
A
C+(t)ω(t) dt+
∫
B
C
+
(t)ω(t) dt,
mit ∅ 6= A ∪ B ⊂ Rd. Wir verwenden dann die gleichen Argumente wie zuvor um die
Stetigkeit der Verteilungsfunktion der Grenzverteilung auf (0,∞) einzusehen und erhalten
wiederum
lim
m,n→∞P
(
CCvMm,n > cˆ
CvM
m,n (α)|H
)
= P
(
CCvM > cˆCvM (α)
) ≤ P (CˆCvM > cˆCvM (α)) = α,
fu¨r alle α ∈ (0, 12). 
Alle drei Tests halten asymptotisch jedes vorgegeben Testniveau α ∈ (0, 12) ein. Im Fall
der Degeneriertheit der Grenzverteilungen der Testgro¨ßen CKS , CKui oder CCvM ergibt
sich mit den vorherigen Ergebnissen ferner, dass die Tests in diesen Fa¨llen daru¨ber hinaus
sogar asymptotisch einen Fehler erster Art von Null haben, denn es ist dann etwa
lim
m,n→∞P
(
CCvMm,n > cˆ
CvM
m,n (α)|H
)
= P
(
CCvM > cˆCvM (α)
)
= 0,
fu¨r α ∈ (0, 12).
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5.4 Implementierung und numerische Ergebnisse
Die Berechnung der Testgro¨ßen erfordert vor allem die Berechnung der Differenz der em-
pirischen Verteilungsfunktionen
∆m,n(t) =
√
mn
m+ n
(Fm(t)−Gn(t)) , t ∈ Rd,
und die Differenz der empirischen U¨berlebensfunktionen
∆m,n(t) :=
√
mn
m+ n
(
Fm(t)−Gn(t)
)
, t ∈ Rd.
Offenbar sind die Funktionen ∆m,n(t) und ∆m,n(t) ”stu¨ckweise” konstant und nehmen
jeweils nur endlich viele Werte an. Die im na¨chsten Lemma zu formulierende Aussage
pra¨zisiert diesen Sachverhalt und gibt, bei gegebenen Beobachtungen zu den Verteilungs-
funktionen F und G, explizit die Punkte an, an denen die Funktionen ∆m,n(t) und ∆m,n(t)
auszuwerten sind.
Seien zuna¨chst wieder X1 = (X11, . . . , X1d), . . . ,Xm = (Xm1, . . . , Xmd),m ∈ N, un-
abha¨ngig und identisch verteilt mit der Verteilungsfunktion F und Y1 = (Y11, . . . , Y1d),
. . ., Yn = (Yn1, . . . , Ynd), n ∈ N, unabha¨ngig und identisch verteilt mit der Verteilungs-
funktion G. Seien X1, . . . ,Xm, Y1, . . . ,Yn unabha¨ngig. Sei Z1 = (Z11, . . . , Z1d), . . . ,ZN =
(ZN1, . . . , ZNd), N = m + n, definiert durch Zk = Xk, k = 1, . . . ,m, und Zk = Yk−m,
k = m+ 1, . . . ,m+ n.
Ferner vereinbaren wir in diesem Abschnitt fu¨r s = (s1, . . . , sd) ∈ Rd, t = (t1, . . . , td) ∈
Rd die Schreibweisen
[s, t] :=
d×
k=1
[sk, tk], [s, t) :=
d×
k=1
[sk, tk), (s, t] :=
d×
k=1
(sk, tk].
Das folgende Resultat liefert die Grundlage fu¨r eine einfache Berechnung der Testgro¨ßen.
5.4.1. Lemma. Seien Z1 = (Z11, . . . , Z1d), . . . ,ZN = (ZN1, . . . , ZNd), N = m + n,
gegeben und fu¨r (i1, . . . , id) ∈ {1, . . . ,m+ n}d sei
V (i1,...,id) := (Z(i1)1, . . . , Z(id)d), (5.4.1)
wobei Z(j)k fu¨r jedes feste k = 1, . . . , d die j-te Ordnungsstatistik der Z1k, . . . , ZNk bezeich-
ne, j = 1, . . . ,m+ n. Dann nimmt ∆m,n die ho¨chstens (m+ n)
d verschiedenen Werte
∆m,n(V
(i1,...,id)), (i1, . . . , id) ∈ {1, . . . ,m+ n}d,
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an. Wir setzen ferner fu¨r ein fest gewa¨hltes ε > 0 und (i1, . . . , id) ∈ {1, . . . ,m+ n}d
V (i1,...,id)ε := (Z
ε
(i1)1
, . . . , Zε(id)d),
mit Zε(1)k := Z(1)k − ε, k = 1, . . . , d, und Zε(j)k := Z(j−1)k, j = 2, . . . ,m+ n, k = 1, . . . , d.
Dann nimmt ∆m,n die ho¨chstens (m+ n)
d verschiedenen Werte
∆m,n(V
(i1,...,id)
ε ), (i1, . . . , id) ∈ {1, . . . ,m+ n}d,
an. Dabei kann ε > 0 beliebig gewa¨hlt werden.
Beweis. Die Werte von ∆m,n(t) a¨ndern sich ho¨chstens dann, wenn sich mindestens
einer der Werte Fm(t) oder Gn(t) a¨ndert. Es ist fu¨r t = (t1, . . . , td)
Fm(t) =
1
m
m∑
k=1
1(Xk1 ≤ t1, . . . , Xkd ≤ td). (5.4.2)
Zuna¨chst ist offenbar
Fm(t) = 0, ∀t = (t1, . . . , td) : ∃k ∈ {1, . . . , d} mit tk < X(1)k.
Wir bezeichnen im Folgenden mit Rkj , k = 1, . . . ,m, j = 1, . . . , d, den Rang der j-ten
Koordinate Xkj von Xk in X1j , . . . , Xmj . Dann erhalten wir direkt aus (5.4.2), dass Fm(t)
fu¨r ein beliebiges (i1, . . . , id) ∈ {1, . . . ,m}d auf der Rechteckmenge
Mi1,...,id := [Xi11, X(Ri11+1)1)× . . .× [Xidd, X(Ridd+1)d) (5.4.3)
konstant gleich Fm(Xi11, . . . , Xidd) ist, wobei wir X(Rkj+1)j :=∞ setzen, falls Rkj = m gilt.
Es gilt Fm(t) > 0 fu¨r ein t ∈ Rd genau dann, wenn ein k ∈ {1, . . . ,m} existiert mit Xk ≤ t.
Somit gibt es fu¨r jedes t ∈ Rd mit Fm(t) > 0 ein (i1, . . . , id) ∈ {1, . . . ,m}d mit t ∈Mi1,...,id .
Wir finden daher fu¨r jedes t ∈ Rd mit Fm(t) > 0 ein Tupel (i1, . . . , id) ∈ {1, . . . ,m}d mit
Fm(t) = Fm(Xi11, . . . , Xidd). Ebenso schließen wir fu¨r Gn(t), dass fu¨r jedes t ∈ Rd mit
Gn(t) > 0 ein Tupel (i1, . . . , id) ∈ {1, . . . , n}d existiert mit Gn(t) = Gn(Yi11, . . . , Yidd).
Aus diesen Voru¨berlegungen fu¨r Fm und Gn folgt, dass die Differenz Fm(t) − Gn(t),
t ∈ Rd, (und daher auch die Funktion ∆m,n(t), t ∈ Rd) auf den Rechteckmengen
[V (i1,...,id),V (i1+1,...,id+1)), (i1, . . . , id) ∈ {1, . . . ,m+ n}d,
konstant gleich ∆m,n(V
(i1,...,id)) ist, wobei wir die Definition von V (i1,...,id) in (5.4.1) auf
Indizes (i1, . . . , id) ∈ {1, . . . ,m + n + 1}d erweitern, indem wir Z(id+1)d = ∞ setzen,
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falls id = m gilt. Also existiert fu¨r jedes t ∈ Rd ein (i1, . . . , id) ∈ {1, . . . ,m + n}d mit
∆m,n(t) = ∆m,n(V
(i1,...,id)), woraus die Behauptung des Lemmas fu¨r ∆m,n folgt.
Wir betrachten nun die Funktion t 7→ ∆m,n(t). Aus
Fm(t) =
1
m
m∑
k=1
1(Xk1 > t1, . . . , Xkd > td)
folgt zuna¨chst
Fm(t) = 0, ∀t = (t1, . . . , td) : ∃k ∈ {1, . . . , d} mit tk ≥ X(m)k,
so dass ∆m,n(V
(i1,...,id)) = 0 gilt, sobald ein k ∈ {1, . . . , d} existiert mit ik = m + n. Mit
a¨hnlichen U¨berlegungen wie im Fall der Verteilungsfunktionen, macht man sich außerdem
klar, dass Fm(t) fu¨r ein beliebiges (i1, . . . , id) ∈ {1, . . . ,m}d auf der Rechteckmenge
Mi1,...,id = [Xi11, X(Ri11+1)1)× . . .× [Xidd, X(Ridd+1)d)
konstant gleich Fm(Xi11, . . . , Xidd) ist, wobei wir erneut X(Rkj+1)j := ∞ setzen, falls
Rkj = m gilt.
Im Fall der U¨berlebensfunktion ist Fm(t) allerdings im Allgemeinen auch fu¨r solche
t = (t1, . . . , td) ∈ Rd positiv, fu¨r die ein k ∈ {1, . . . , d} mit tk < X(1)k, also tk = X(1)k − ε
fu¨r ein ε > 0, existiert. (Beispielsweise gilt fu¨r t0 := (X(1)1 − ε, . . . ,X(1)d − ε) mit einem
beliebigen ε > 0 offenbar Fm(t0) = 1, aber es ist t0 6∈ Mi1,...,id fu¨r jedes (i1, . . . , id) ∈
{1, . . . ,m}d.)
Fu¨r jedes t ∈ Rd mit tk < X(1)k fu¨r mindestens ein k ∈ {1, . . . , d} und jedes feste ε > 0,
gibt es dann aber ein Tupel (i1, . . . , id) ∈ {1, . . . ,m}d und einen Punkt (Xε(i1)1, . . . , Xε(id)d),
Xε(1)k := X(1)k − ε, Xε(j)k := X(j−1)k, j = 2, . . . ,m, k = 1, . . . , d, mit
Fm(t) = Fm(X
ε
(i1)1
, . . . , Xε(id)d).
Analoge U¨berlegungen fu¨r Gn(t) liefern dann schließlich die im Lemma formulierte Be-
hauptung fu¨r ∆m,n(t).

5.4.2. Bemerkung. Die Ergebnisse des vorherigen Lemmas erlauben eine einfache Be-
rechnung der Supremumstestgro¨ßen CKuim,n und C
KS
m,n. Aus der vorliegenden zusammengeleg-
ten Stichprobe Z1, . . . ,ZN sind lediglich die Funktionswerte von ∆m,n(t) in den Punkten
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V (i1,...,id) und die Funktionswerte von ∆m,n(t) in den Punkten V
(i1,...,id)
ε fu¨r ein beliebi-
ges ε > 0 zu berechnen. Anschließend ergeben sich die Werte der Testgro¨ßen CKuim,n und
CKSm,n als entsprechende Maxima dieser Werte. Bevor wir diesen Sachverhalt im na¨chsten
Korollar formulieren, schließen wir zuna¨chst einige Bemerkungen an.
a) Die Menge der Punkte {V (i1,...,id), (i1, . . . , id) ∈ {1, . . . ,m+ n}d} ist offensichtlich mit
der Menge der Punkte {(Zi11, . . . , Zidd), (i1, . . . , id) ∈ {1, . . . ,m + n}d} identisch. Die
Differenz ∆m,n(t) muss also ho¨chstens an sa¨mtlichen Punkten ausgewertet werden, die
sich im Sinne von Lemma 5.4.1 aus Mischungen der Komponenten der Zufallsvektoren
Z1, . . . ,ZN ergeben. Offenbar ist ferner jedes V
(i1,...,id)
ε mit der Eigenschaft, dass ik 6= 1
fu¨r alle k = 1, . . . , d gilt, mit einem Punkt V (j1,...,jd) identisch. Die Differenz ∆m,n(t)
wird also zusa¨tzlich noch an solchen Punkten t ∈ Rd ausgewertet, fu¨r die fu¨r mindestens
eine Komponente tk, k = 1, . . . , d, die Beziehung tk < Z(1)k besteht.
b) In der Situation von Lemma 5.4.1 sind die Verteilungsfunktionen F und G stetig und
die u¨ber die Ordnungsstatistiken definierten Punkte V (i1,...,id) und V
(i1,...,id)
ε somit
wohldefiniert. Bei der Durchfu¨hrung des Bootstrapverfahrens aus Abschnitt 5.3 zur
Ermittlung der beno¨tigten kritischen Werte, sind die Beobachtungen zu den Zufalls-
vektoren Z1, . . . ,ZN im vorherigen Lemma allerdings mit positiver Wahrscheinlichkeit
nicht paarweise verschieden.
In diesen Fa¨llen sind die aufgefu¨hrten Ordnungsstatistiken und Ra¨nge nicht wohldefi-
niert und die Definition der Punkte V (i1,...,id) und V
(i1,...,id)
ε in Lemma 5.4.1 in dieser
Form nicht sinnvoll. Die Punkte, an denen die Funktionen ∆m,n(t) und ∆m,n(t) dann
ausgewertet werden mu¨ssen, ergeben sich aber weiterhin durch Mischung der Koordi-
naten der Zufallsvektoren Z1, . . . ,ZN :
Pra¨ziser formuliert, seien Z1 = (Z11, . . . , Z1d), . . . , ZN = (ZN1, . . . , ZNd), N = m+ n,
gegeben und es seienU1 = (U11, . . . , U1d), . . . ,UM = (UM1, . . . , UMd),M ≤ N, definiert
als die paarweise verschiedenen Zk. Der Beweis zu Lemma 5.4.1 zeigt, dass im Fall der
Funktion ∆m,n(t) nur die Funktionswerte von ∆m,n(t) in den Punkten (Zi11, . . . , Zidd),
(i1, . . . , id) ∈ {1, . . . , N}d relevant sind. Die Menge der Punkte{
(U(i1)1, . . . , U(id)d), (i1, . . . , id) ∈ {1, . . . ,M}d
}
ist aber identisch mit der Menge der Punkte{
(Zi11, . . . , Zidd), (i1, . . . , id) ∈ {1, . . . , N}d
}
,
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so dass die Funktion ∆m,n(t), basierend auf den Zufallsvariablen Z1, . . . ,ZN , also keine
anderen Werte als
∆m,n(U(i1)1, . . . , U(id)d), (i1, . . . , id) ∈ {1, . . . ,M}d,
annimmt.
Mit dem gleichen Argument ist offensichtlich, dass die Funktion ∆m,n(t), basierend auf
den Zufallsvariablen Z1, . . . ,ZN , keine anderen Werte als
∆m,n(U
ε
(i1)1
, . . . , U ε(id)d), (i1, . . . , id) ∈ {1, . . . ,M}d,
annimmt, wobei ε > 0 beliebig und U ε(1)k := U(1)k − ε, sowie U ε(j)k := U(j−1)k fu¨r
j = 2, . . . ,M , k = 1, . . . , d ist.
Bei Vorliegen von nicht zwingend paarweise verschiedenen Beobachtungen der Zufalls-
vektoren Z1, . . . ,ZN sind die folgenden Aussagen dieses Abschnitts daher in der Weise
zu verstehen, dass sich die Punkte V (i1,...,id) und V
(i1,...,id)
ε in der oben dargelegten
Weise aus den paarweise verschiedenen Zufallsvektoren U1, . . . ,UM ergeben.
Insbesondere reduziert sich in diesen Fa¨llen die Anzahl der zu berechnenden Funkti-
onswerte.
c) Abschließend bemerken wir, dass die Funktionen ∆m,n und ∆m,n in vielen Fa¨llen jeweils
deutlich weniger als (m+ n)d verschiedene Werte annehmen.
Als Folgerung des letzten Lemmas erhalten wir eine einfache Darstellung der Supremums-
testgro¨ßen.
5.4.3. Korollar. Es seien X1 = (X11, . . . , X1d), . . . ,Xm = (Xm1, . . . , Xmd), m ∈ N,
und Y1 = (Y11, . . . , Y1d), . . . ,Yn = (Yn1, . . . , Ynd), n ∈ N, gegeben. Sei I := {1, . . . ,m+n}d.
Dann gilt fu¨r ein beliebiges ε > 0
CKuim,n = max
(i1,...,id)∈I
∆m,n(V
(i1,...,id)) + max
(i1,...,id)∈I
∆m,n(V
(i1,...,id)
ε ),
und
CKSm,n = max
(
max
(i1,...,id)∈I
∆m,n(V
(i1,...,id)), max
(i1,...,id)∈I
∆m,n(V
(i1,...,id)
ε )
)
.

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Tabelle 5.4 entha¨lt erste Simulationsergebnisse zur gescha¨tzten Gu¨te des Kolmogorov-
Smirnov-Tests ϕKSm,n im Fall einiger bivariater Verteilungen. Zwecks der besseren U¨bersicht
wurde abku¨rzend
I(α) :=
(
1 α
α 1
)
, α ∈ (−1, 1),
und I := I(0) gesetzt. Mit N2(a,Σ) bezeichnen wir wie gewohnt die bivariate Normalver-
teilung mit Erwartungswertvektor a und Kovarianzmatrix Σ. Ferner bezeichnet tn(a,Σ),
n ∈ N, die bivariate t-Verteilung mit n Freiheitsgraden im Sinne von Beispiel 4.3.5 c). Das
generelle Vorgehen bei der Durchfu¨hrung der Simulationen wurde bereits in Abschnitt 2.5
dargelegt. Die folgenden Ergebnisse ergaben sich stets fu¨r R = 50 Bootstrapwiederholun-
gen.
Die Zeilen 1-3 im ersten Block von Tabelle 5.4 repra¨sentieren Verteilungen bei Gu¨ltig-
keit der Hypothese (vergleiche Satz 4.3.4 und die Beispiele in 4.3.5), die Zeilen 4-8 repra¨sen-
tieren die Alternative. Analog repra¨sentieren Zeilen 1-3 des zweiten Blocks Verteilungen
bei Gu¨ltigkeit der Hypothese fu¨r die t-Verteilung, und die Zeilen 4-8 die Alternative. Es
zeigt sich, dass das Niveau bei Gu¨ltigkeit der Hypothese in den Fa¨llen X
v
= Y leicht
u¨berschritten wird, wohingegen in den Fa¨llen X ≤c Y und PX 6= PY das Niveau auch
bei den Simulationen bereits stets eingehalten wird. Bei Gu¨ltigkeit der Alternative wer-
den Lagealternativen offenbar leichter aufgedeckt als Skalenalternativen. Der dritte Block
repra¨sentiert Verteilungen bei Gu¨ltigkeit der Alternative bei denen nicht Y ≤c X gilt.
Tabelle 5.5 zeigt die Simulationsergebnisse in diesen Fa¨llen fu¨r den Kuiper-Test ϕKuim,n .
Auffa¨llig ist, dass ϕKuim,n in fast allen Fa¨llen ein konservativeres Verhalten zeigt, im Fall der
Lagealternativen aber eine deutlich ho¨here empirische Gu¨te als ϕKSm,n aufweist.
Wir wollen nun eine leicht zu implementierende Darstellung der Integral-Testgro¨ße
CCvMm,n angeben. Die Tatsache, dass die Funktionen ∆m,n(t) und ∆m,n(t), wie bereits oben
dargelegt, jeweils konstant auf geeignet gewa¨hlten und von den Daten abha¨ngenden d-
dimensionalen Quadern sind und ferner offenbar
∆m,n(t) = 0, ∀t = (t1, . . . , td) : ∃k ∈ {1, . . . , d} mit tk < Z(1)k,
und
∆m,n(t) = 0, ∀t = (t1, . . . , td) : ∃k ∈ {1, . . . , d} mit tk ≥ Z(m+n)k
gilt, reduziert die Berechnung der Crame´r-von Mises-Testgro¨ße auf die Berechnung von
endlichen Summen. Wir illustrieren diesen Sachverhalt zwecks der besseren U¨bersicht an-
hand der zweidimensionalen Situation.
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Seien X1 = (X11, X12), . . . ,Xm = (Xm1, Xm2),m ∈ N, unabha¨ngig und identisch
verteilt mit Verteilungsfunktion F und Y1 = (Y11, Y12), . . . ,Yn = (Ym1, Yn2), n ∈ N, un-
abha¨ngig und identisch verteilt mit Verteilungsfunktion G und Z1 = (Z11, Z12), . . . ,ZN =
(ZN1, ZN2), N = m+ n, seien unabha¨ngig.
Dann ist ∆m,n(t) jeweils konstant in den Bereichen
[V (i,j),V (i+1,j+1)) = [Z(i)1, Z(i+1)1)× [Z(j)2, Z(j+1)2, )
(i, j) ∈ {1, . . . , N − 1}2, sowie in den Bereichen [Z(m+n)1,∞) × [Z(k)2, Z(k+1)2), k =
1, . . . , N − 1, und [Z(k)1, Z(k+1)1) × [Z(m+n)2,∞), k = 1, . . . , N − 1. Außerdem gilt of-
fenbar ∆m,n(V
(m+n,m+n)) = 0. Betrachten wir die Testgro¨ße
CCvMm,n =
∫
Rd
(
∆+m,n(t) + ∆
+
m,n(t)
)
ω(t) dt, (5.4.4)
und ist Q ein Wahrscheinlichkeitsmaß auf den Borelmengen des R2 mit der Lebesgue-
Dichte ω, so erhalten wir fu¨r das erste Integral in (5.4.4) die folgende handliche Darstellung.
5.4.4. Korollar. In der oben beschriebenen Situation gilt
∫
Rd
∆+m,n(t)ω(t) dt =
N−1∑
i,j=1
∆+m,n(V
(i,j))Q
(
[V (i,j),V (i+1,j+1))
)
+
N−1∑
i=1
∆+m,n(V
(i,m+n))Q
(
[Z(i)1, Z(i+1)1)× [Z(m+n)2,∞)
)
+
N−1∑
j=1
∆+m,n(V
(m+n,j))Q
(
[Z(m+n)1,∞)× [Z(j)2, Z(j+1)2)
)
.

Um eine a¨hnliche Darstellung fu¨r den zweiten Integralterm in CCvMm,n zu erhalten,
bemerken wir zuna¨chst, dass ∆m,n(t) in den Bereichen [V
(i,j),V (i+1,j+1)) mit (i, j) ∈
{1, . . . , N − 1}2 konstant gleich ∆m,n(V (i,j)), in den Bereichen der Form [Z(i)1, Z(i+1)1)×
(−∞, Z(1)2), i = 1, . . . , N −1, konstant gleich ∆m,n(V (i,1)ε ) und in den Bereichen der Form
(−∞, Z(1)1)× [Z(j)2, Z(j+1)2), j = 1, . . . , N − 1, konstant gleich ∆m,n(V (1,j)ε ) ist.
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5.4.5. Korollar. In der oben beschriebenen Situation gilt
∫
Rd
∆
+
m,n(t)ω(t) dt =
N−1∑
i,j=1
∆
+
m,n(V
(i,j))Q
(
[V (i,j),V (i+1,j+1))
)
+
N∑
i=2
∆
+
m,n(V
(i,1)
ε )Q
(
[Z(i−1)1, Z(i)1)× (−∞, Z(1)2)
)
+
N∑
j=2
∆
+
m,n(V
(1,j)
ε )Q
(
(−∞, Z(1)1)× [Z(j−1)2, Z(j)2)
)
,
dabei kann ε > 0 beliebig gewa¨hlt werden. 
Die beiden letzten Korollare ermo¨glichen eine einfache Implementierung der Crame´r-
von Mises-Testgro¨ße im bivariaten Fall. Mit ho¨herem formalen Aufwand lassen sich analoge
Darstellungen ebenfalls in Dimensionen d ≥ 3 angeben. Wir verzichten darauf an dieser
Stelle und weisen statt dessen auf den Einfluss der Wahl der Gewichtsfunktion ω, bzw.
der des zugeho¨rigen Maßes Q, auf die numerischen Berechnungen hin.
Auf die Voraussetzung ω(t) > 0 fu¨r alle t ∈ Rd kann zuna¨chst nicht ohne Weiteres
verzichtet werden. In der Tat existiert bei Gu¨ltigkeit der Alternative aufgrund der voraus-
gesetzten Stetigkeit von F und G eine Umgebung U(t0) mit F (t) > G(t), t ∈ U(t0), oder
F (t) > G(t), t ∈ U(t0). Fu¨r U(t0) ⊂ Rd \ supp(ω) kann das betrachtete Abstandsmaß
im Fall der Crame´r-von Mises-Testgro¨ße a priori asymptotisch den Wert Null annehmen
(siehe 2.4.3, c), fu¨r das vergleichbare Problem beim Test auf Laplace-Ordnung).
Eine naheliegende Wahl fu¨r ω ist etwa die Dichtefunktion der d-dimensionalen Standard-
Normalverteilung φd. Tabelle 5.6 entha¨lt Simulationsergebnisse fu¨r die empirische Gu¨te
von ϕCvMm,n mit ω = φd. Im Vergleich zu den Ergebnissen fu¨r ϕ
KS
m,n und ϕ
Kui
m,n scheint ϕ
CvM
m,n
bessere Resultate zu liefern. Im Fall der Gleichheit der Verteilungen wird das vorgegebene
Testniveau in den Simulationen besser eingehalten, als bei den Supremumstests ϕKSm,n oder
ϕKuim,n . Ferner zeigt sich fu¨r Verteilungen mit X ≤c Y und PX 6= PY , dass der Fehler
zweiter Art bei ϕCvMm,n schneller gegen Null zu konvergieren scheint, als bei den anderen
Tests. Im Bereich der Alternative liefert ϕCvMm,n daru¨ber hinaus in den simulierten Fa¨llen
eine ho¨here Gu¨te.
Tabelle 5.3 zeigt allerdings ebenfalls die empirische Gu¨te des Tests ϕCvMm,n fu¨r α = 0.05
und m = n = 20 anhand eines Beispiels aus dem Bereich der Alternative.
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F G P (ϕCvM = 1)
N2(100, I
(0.9)) N2(100, I) 0.000
Tabelle 5.3: Beispiel zum Einfluss der Gewichtsfunktion auf ϕCvMm,n .
Die Ursache fu¨r dieses Verhalten scheint offensichtlich: Wegen lim‖t‖→∞ φd(t) = 0, wer-
den die zu berechnenden Werte Q
(
[V (i,j),V (i+1,j+1))
)
aus den beiden vorherigen Lem-
mata im Fall der Dichte der Normalverteilung fu¨r betragsma¨ßig große Beobachtungen
X1, . . .Xm, Y1, . . . ,Yn sehr schnell sehr klein und werden von ga¨ngigen Computeralgebra-
Systemen nicht mehr von Null unterschieden. Dieser Sachverhalt fu¨hrt dazu, dass die Hy-
pothese nicht mehr verworfen wird. Um dieses Problem zu umgehen, ist die Transformation
der vorliegenden Daten vor der Durchfu¨hrung des Tests nu¨tzlich. Die folgende Aussage ist
wegen F 1
a
X(t) = FX(at) und F 1
a
X(t) = FX(at) evident.
5.4.6. Lemma. Sei a > 0. Dann gilt X ≤c Y ⇔ 1aX ≤c 1aY . 
Die Daten ko¨nnen also beispielsweise zuna¨chst auf den Bereich {t ∈ Rd : ‖t‖ ≤ 1}
transformiert werden, ohne dass das Testproblem vera¨ndert wird.
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Verteilungen
F G a) b) c)
N2(0, I) N2(0, I) 0.074 0.094 0.090
N2(0, I) N2(0, I
(0.5)) 0.033 0.046 0.044
N2(10, I) N2(10, I
(0.5)) 0.034 0.044 0.036
N2(0, I
(0.2)) N2(0, I) 0.098 0.128 0.134
N2(0, I
(0.5)) N2(0, I) 0.176 0.302 0.227
N2(0, I
(0.9)) N2(0, I) 0.639 0.824 0.750
N2(1, I) N2(0, I) 0.444 0.603 0.628
N2(100, I
(0.9)) N2(100, I) 1.000 1.000 1.000
t2(0, I) t2(0, I) 0.076 0.094 0.091
t2(0, I) t2(0, I
(0.5)) 0.041 0.052 0.043
t2(10, I) t2(10, I
(0.5)) 0.032 0.045 0.042
t2(0, I
(0.2)) t2(0, I) 0.107 0.135 0.101
t2(0, I
(0.5)) t2(0, I) 0.179 0.248 0.186
t2(0, I
(0.9)) t2(0, I) 0.572 0.754 0.653
t2(1, I) t2(0, I) 0.387 0.474 0.487
N2(0, I) t2(0, I) 0.183 0.247 0.241
t1(0, I) N2(0, I) 0.069 0.091 0.085
N2(-1, I) t1(0, I) 0.836 0.927 0.929
Tabelle 5.4: Empirische Gu¨te von ϕKSm,n im Fall α = 0.05 und a) m = 20, n = 20, b)
m = 20, n = 30, c) m = 30, n = 20.
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Verteilungen
F G a) b) c)
N2(0, I) N2(0, I) 0.058 0.081 0.083
N2(0, I) N2(0, I
(0.5)) 0.053 0.048 0.052
N2(10, I) N2(10, I
(0.5)) 0.031 0.041 0.041
N2(0, I
(0.2)) N2(0, I) 0.092 0.115 0.108
N2(0, I
(0.5)) N2(0, I) 0.140 0.175 0.158
N2(0, I
(0.9)) N2(0, I) 0.279 0.404 0.397
N2(1, I) N2(0, I) 0.938 0.979 0.972
N2(100, I
(0.9)) N2(100, I) 1.000 1.000 1.000
t2(0, I) t2(0, I) 0.074 0.078 0.069
t2(0, I) t2(0, I
(0.5)) 0.041 0.043 0.045
t2(10, I) t2(10, I
(0.5)) 0.045 0.048 0.038
t2(0, I
(0.2)) t2(0, I) 0.080 0.102 0.112
t2(0, I
(0.5)) t2(0, I) 0.110 0.162 0.146
t2(0, I
(0.9)) t2(0, I) 0.263 0.385 0.408
t2(1, I) t2(0, I) 0.780 0.842 0.857
N2(0, I) t2(0, I) 0.108 0.152 0.140
t1(0, I) N2(0, I) 0.054 0.049 0.064
N2(-1, I) t1(0, I) 0.896 0.948 0.962
Tabelle 5.5: Empirische Gu¨te von ϕKuim,n im Fall α = 0.05 und a) m = 20, n = 20, b)
m = 20, n = 30, c) m = 30, n = 20.
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Verteilungen
F G a) b) c)
N2(0, I) N2(0, I) 0.057 0.057 0.044
N2(0, I) N2(0, I
(0.5)) 0.007 0.008 0.007
N2(10, I) N2(10, I
(0.5)) 0.003 0.025 0.000
N2(0, I
(0.2)) N2(0, I) 0.115 0.136 0.095
N2(0, I
(0.5)) N2(0, I) 0.252 0.373 0.292
N2(0, I
(0.9)) N2(0, I) 0.664 0.790 0.753
N2(1, I) N2(0, I) 0.982 0.998 0.991
N2(100, I
(0.9)) N2(100, I) 0.000 0.000 0.000
t2(0, I) t2(0, I) 0.004 0.064 0.044
t2(0, I) t2(0, I
(0.5)) 0.005 0.002 0.007
t2(10, I) t2(10, I
(0.5)) 0.003 0.000 0.003
t2(0, I
(0.2)) t2(0, I) 0.112 0.142 0.111
t2(0, I
(0.5)) t2(0, I) 0.262 0.347 0.284
t2(0, I
(0.9)) t2(0, I) 0.665 0.769 0.717
t2(1, I) t2(0, I) 0.849 0.905 0.892
N2(0, I) t2(0, I) 0.059 0.051 0.064
t1(0, I) N2(0, I) 0.070 0.093 0.066
N2(-1, I) t1(0, I) 0.969 0.955 0.959
Tabelle 5.6: Empirische Gu¨te von ϕCvMm,n im Fall α = 0.05 und a) m = 20, n = 20, b)
m = 20, n = 30, c) m = 30, n = 20 sowie ω als Dichtefunktion der d-dimensionalen
Standard-Normalverteilung.
Anhang A
Stochastische Integralordnungen
Es sei S ein polnischer Raum und B die Borelsche σ-Algebra auf S. Weiter seien ω : S →
[1,∞) eine messbare Abbildung und Bω die Menge aller messbaren Funktionen f : S → R
mit der Eigenschaft
‖f‖ω := sup
s∈S
|f(s)|
ω(s)
<∞. (A.1.1)
Ferner bezeichne Pω die Menge der Wahrscheinlichkeitsmaße P auf B mit
∫
ω dP <∞.
A.1. Definition ([MS02], Definition 2.3.1). Fu¨r festes ω sei F ⊂ Bω. Dann definie-
ren wir fu¨r P,Q ∈ Pω
P ≤F Q :⇔
∫
f dP ≤
∫
f dQ fu¨r alle f ∈ F , (A.1.2)
und nennen ≤F die von F generierte stochastische Integralordnung auf Pω.
Die Menge F heißt Generator von ≤F . Sind X und Y S-wertige Zufallsgro¨ßen, so
setzen wir außerdem X ≤F Y :⇔ PX ≤F P Y .
Im Spezialfall (S,B) = (Rd,B(Rd)) sind in Theorie und Praxis verschiedene stochas-
tische Integralordnungen von Interesse. Fu¨r eine ausfu¨hrliche Behandlung stochastischer
Ordnungen und deren Eigenschaften verweisen wir auf die Standardwerke [MS02] und
[SS07]. Wir geben in Tabelle A.1 lediglich eine Auflistung der in dieser Arbeit relevanten
stochastischen Integralordnungen an.
Die Ordnungen ≤L und ≤mom betrachten wir dabei fu¨r komponentenweise nicht-
negative Zufallsvektoren. Wir bezeichnen ferner eine reellwertige Funktion f : Rd →
R, (x1, . . . , xd) 7→ f(x1, . . . , xd), als monoton wachsend in xj , falls die Funktion xj 7→
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f(x1, . . . , xd) fu¨r festgehaltene xk, k 6= j, monoton wachsend ist. Die Funktion f heißt
monoton wachsend (oder schlicht wachsend), falls f monoton wachsend in jeder Kom-
ponente ist. Fu¨r t = (t1, . . . , td) ∈ Rd setzen wir 1(−∞,t] := 1(−∞,t1]×...×(−∞,td] und
1(t,∞) := 1(t1,∞)×...×(td,∞).
Eine Funktion f : Rd → R heißt supermodular, falls
f(x ∧ y) + f(x ∨ y) ≥ f(x) + f(y), x,y ∈ Rd,
gilt. Dabei bezeichnet x ∧ y das (komponentenweise zu bildende) Minimum von x und
y und x ∨ y das (komponentenweise zu bildende) Maximum von x und y. Ist f zweimal
stetig differenzierbar, so ist f genau dann supermodular, falls
∀x ∈ Rd ∀ 1 ≤ i < j ≤ d : ∂
2
∂xi∂xj
f(x) ≥ 0
gilt. (Vergleiche [Ba¨u97])
Eine Funktion f : Rd → R heißt direkt konvex, falls sie supermodular und - bei jeweils
festgehaltenen anderen Komponenten - konvex in jeder Komponente ist.
Schließlich setzen wir
M := {fk, k ∈ N
∣∣fk : R→ R, f(x) = xk}.
Fu¨r eine feste Gewichtsfunktion ω und F ⊂ Bω definieren die Integralordnungen aus
Tabelle A.1 (partielle) Ordnungen auf der Menge Pω. Im Fall der Ordnung ≤icx ist bei-
spielsweise ω(t) = 1 + ‖t‖ und somit Pω die Menge aller Wahrscheinlichkeitsmaße mit
endlichem Erwartungswert. Vergleiche auch [MS02], Abschnitt 2.6.
Abbildung A.1 veranschaulicht die Beziehungen zwischen den einzelnen Ordnungen.
Dabei bedeutet die Notation ≤1→≤2, dass P ≤1 Q ⇒ P ≤2 Q gilt und ≤199K≤2, dass
P ≤1 Q ⇒ Q ≤2 P gilt. Die Implikation ≤c99K≤L gilt fu¨r nicht-negative Zufallsvekto-
ren, die Implikation ≤icx→≤mom fu¨r Zufallsvektoren mit Werten in Nd0. Beziehungen und
Eigenschaften der Ordnungen ≤L bzw. ≤c werden ausfu¨hrlicher in den Kapiteln 1 bzw. 4
behandelt.
ANHANG A. STOCHASTISCHE INTEGRALORDNUNGEN 117
Symbol Generator
≤st {f : Rd → R; f monoton wachsend}
≤icx {f : Rd → R; f wachsend und konvex}
≤icv {f : Rd → R; f wachsend und konkav}
≤sm {f : Rd → R; f supermodular}
≤dir−cx {f : Rd → R; f direkt konvex}
≤L {ft : Rd → R, t ∈ Rd≥0; ft(x) = − exp(−t′x)}
≤c {1(−∞,t], t ∈ Rd} ∪ {1(t,∞), t ∈ Rd}
≤mom {f : Rd → R; f(x) =
∏d
i=1 fi(xi), fi ∈M}
Tabelle A.1: Generatoren ga¨ngiger stochastischer Integralordnungen
≤st ≤sm
≤icv ≤dir−cx
≤L
≤c
≤mom
≤icx
Abbildung A.1: Beziehungen zwischen multivariaten stochastischen Ordnungen.
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Anhang B
Hoffmann-Jørgensen-Theorie
B.1 Schwache Konvergenz
Es sei (Ω,A, P ) ein Wahrscheinlichkeitsraum. X : Ω−→R eine Abbildung. Es heißt
E∗(X) := inf{E(Y )|Y : (Ω,A)→ (R,B(R)), Y ≥ X, E(Y ) existiert}
der a¨ußere Erwartungswert von X. Fu¨r alle B ⊂ Ω ist P ∗(B) := inf{P (A) : B ⊂ A ∈ A}
die a¨ußere Wahrscheinlichkeit von B. Ferner definieren wir den inneren Erwartungswert
bzw. die innere Wahrscheinlichkeit als E∗(X) = −E∗(−X) bzw. P∗(B) = 1− P ∗(Bc).
Fu¨r eine beliebige Funktion f : Ω → R bezeichne f∗ : Ω → R die kleinste messbare
Majorante von f , also die fast sicher eindeutig bestimmte, messbare Funktion mit den
Eigenschaften f∗ ≥ f f.s. und f∗ ≤ g f.s. fu¨r alle messbaren g : Ω → R mit g ≥ f f.s..
Jedes f : Ω → R besitzt eine kleinste messbare Majorante (vgl. [VW96], Lemma 1.2.1).
Wir schreiben f∗ fu¨r jede Version der kleinsten messbaren Majorante.
Im Folgenden sei (D, ρD) ein metrischer Raum, B(D) die Borelsche σ-Algebra auf D,
also die von den offenen Teilmengen von D erzeugte σ-Algebra auf D. Ein Maß µ auf B(D)
heißt Borelmaß. Ein Wahrscheinlichkeitsmaß P auf B(D) heißt straff, wenn es zu jedem
ε > 0 eine kompakte Menge K gibt, so dass P (K) ≥ 1 − ε gilt. Ferner nennen wir eine
Zufallsvariable X : Ω→ D straff, falls das Bildmaß PX straff ist. Außerdem nennen wir P
separabel, falls eine separable Teilmenge M ∈ B(D) mit P (M) = 1 existiert.
Maßgeblich fu¨r die weiteren Begriffe ist die folgende Definition der schwachen Konvergenz.
B.1.1. Definition. Sei (Ωn,An, Pn)n∈N eine Folge von Wahrscheinlichkeitsra¨umen und
Xn : Ωn → D, n ∈ N, eine Folge von Abbildungen. Dann heißt {Xn}n∈N schwach konver-
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gent gegen ein Borelmaß P auf B(D), falls
E∗f(Xn)−→
∫
f dP, n→∞,
fu¨r jede stetige und beschra¨nkte Funktion f : D → R gilt. Wir schreiben dann Xn  P .
Ist P die Verteilung einer Zufallsvariablen X, so schreiben wir auch Xn
v−→ X.
Mittels des a¨ußeren Erwartungswerts wird auf diese Weise Verteilungskonvergenz auch
fu¨r solche Abbildungen formuliert, die selbst nicht Borel-messbar sind.
B.1.2. Satz ([VW96], Theorem 1.3.4). Seien (Ω,A, P ) ein Wahrscheinlichkeits-
raum, Xn, X : Ω → D, n ∈ N, X Borel-messbar. Die folgenden Eigenschaften sind a¨qui-
valent:
a) Xn
v−→ X;
b) lim infn→∞ P∗(Xn ∈ G) ≥ P (X ∈ G) fu¨r alle offenen Mengen G ⊂ D;
c) lim supn→∞ P ∗(Xn ∈ G) ≤ P (X ∈ G) fu¨r alle abgeschlossenen Mengen G ⊂ D.
B.1.3. Definition. Eine Folge {Xn}n∈N von Abbildungen heißt asymptotisch messbar,
falls fu¨r n→∞ und jede stetige und beschra¨nkte Funktion f
E∗f(Xn)− E∗f(Xn)→ 0
gilt. Die Folge der Abbildungen {Xn}n∈N heißt asymptotisch straff, falls fu¨r alle ε > 0 eine
kompakte Menge K existiert, so dass fu¨r jedes δ > 0
lim inf P∗(Xn ∈ Kδ) ≥ 1− 
ist. Dabei ist Kδ = {x ∈ D : ρD(x,K) < δ}.
B.1.4. Lemma ([VW96], Lemma 1.3.8). Seien Xn, X : Ω → D Abbildungen. Dann
gilt
a) Ist Xn
v−→ X, so ist {Xn}n∈N asymptotisch messbar.
b) Sei Xn
v−→ X. Es ist {Xn}n∈N genau dann asymptotisch straff, wenn der Grenzwert
X straff ist.
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B.1.5. Definition. Sei (Ω,A, P ) ein Wahrscheinlichkeitsraum, Xn, X : Ω → D seien
Abbildungen. Dann konvergiert Xn fast gleichma¨ßig gegen X - in Zeichen Xn
au−→ X -
falls gilt:
∀ε > 0 ∃A ∈ A : P (A) ≥ 1− ε und sup
ω∈A
ρD(Xn(ω), X(ω))→ 0.
Außerdem schreiben wir Xn
f.s.∗−→ X, falls ρD(Xn, X)∗ → 0 f.s. gilt.
Ist X Borel-messbar, so ist Xn
au−→ X a¨quivalent zu Xn f.s.∗−→ X (vgl. [VW96], Lemma
1.9.2).
B.1.6. Satz ([VW96], Theorem 1.10.4). Seien (Ωn,An, Pn)n∈N, (Ω,A, P ) Wahr-
scheinlichkeitsra¨ume und fu¨r n ∈ N seien Xn : Ωn → D, X : Ω → D Abbildungen. Sei
Xn
v−→ X und PX separabel. Dann existieren ein Wahrscheinlichkeitsraum (Ωˆ, Aˆ, Pˆ ) und
Abbildungen Xˆn, Xˆ : Ωˆ→ D, n ∈ N, mit der Eigenschaft
a) Xˆn
au−→ Xˆ,
b) E∗f(Xˆn) = E∗f(Xn) und E∗f(Xˆ) = E∗f(X) fu¨r jedes n ∈ N und alle beschra¨nkten
Funktionen f : D→ R.
Daru¨ber hinaus ko¨nnen die Abbildungen Xˆn bzw. Xˆ derart gewa¨hlt werden, dass sie keine
anderen Werte als die Abbildungen Xn bzw. X annehmen. Ist ferner fu¨r ein n ∈ N die
Abbildung Xn messbar, so kann Xˆn messbar gewa¨hlt werden und ist die Abbildung X
messbar, so kann Xˆ messbar gewa¨hlt werden. (vgl. [VW96], Addendum 1.10.5).
Fu¨r zwei Abbildungen Xˆ : Ωˆ → D und X : Ω → D, die die im letzten Satz genannte
Eigenschaft erfu¨llen, dass E∗f(Xˆ) = E∗f(X) fu¨r alle beschra¨nkten Funktionen f : D→ R
zutrifft, verwenden wir auch die Schreibweise Xˆ ∼ X.
B.2 Empirische Prozesse in l∞(T )
Sei T eine Menge, l∞(T ) der Raum der beschra¨nkten und reellen Funktionen auf T . Dann
ist (l∞(T ), ρ) mit ρ(x, y) := ‖x−y‖∞ ein metrischer Raum. Das fu¨r uns wichtigste Beispiel
von Abbildungen mit Werten in l∞(T ) ist das des empirischen Prozesses:
Sind X1, X2, . . . unabha¨ngige und identisch verteilte Zufallsvariablen mit Werten in
einem Messraum (R,S), P = PX1 , Pn =
1
n
∑n
k=1 δXk , und ist F eine Menge messbarer
und bezu¨glich P quadratintegrierbarer Funktionen f : R→ R, so heißt
(Fnf, f ∈ F) := (
√
n(Pn − P )f, f ∈ F)
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der durch F indizierte empirische Prozess der X1, . . . , Xn. Dabei setzen wir Pf :=
∫
f dP .
Ist F = {ft; t ∈ T} so sprechen wir auch vom durch T indizierten empirischen Prozess.
Die endlichdimensionalen Randverteilungen von Fn konvergieren nach dem mehrdimen-
sionalen zentralen Grenzwertsatz gegen eine Normalverteilung. Genauer gilt fu¨r beliebige
f1, . . . , fk ∈ F
(Fnf1, . . . ,Fnfk)
v−→ Nk(0,Σ), n→∞,
mit Σ = (Σij)1≤i,j≤k, Σij = P ((fi − Pfi)(fj − Pfj)). Nach dem Existenzsatz von Kol-
mogorov existiert ein zentrierter Gaußprozess G der die Verteilungen Nk(0,Σ) mit Σ =
(Σij)1≤i,j≤k, Σij = P ((fi − Pfi)(fj − Pfj)) , als k-dimensionale Randverteilungen hat.
Unter der Bedingung
sup
f∈F
|f − Pf | <∞
kann die Pfadmenge von Fn und G als Teilmenge von l∞(F) aufgefasst werden. Das
Grenzverhalten von Abbildungen mit Werten in l∞(T ) ist daher von besonderem Interesse.
B.2.1. Satz ([VW96], Theorem 1.5.4). Sei Xn : Ωn → l∞(T ), n ∈ N. Dann kon-
vergiert {Xn}n∈N genau dann schwach gegen einen straffen Grenzwert, wenn Xn asympto-
tisch straff ist und (Xn(t1), . . . Xn(tk)) fu¨r sa¨mtliche Auswahlen {t1, . . . , tk} ⊂ T , k ∈ N,
schwach konvergiert.
Ist {Xn}n∈N asymptotisch straff und konvergiert (Xn(t1), . . . Xn(tk)) fu¨r sa¨mtliche Aus-
wahlen {t1, . . . , tk} ⊂ T , k ∈ N, schwach gegen die Randverteilungen (X(t1), . . . X(tk))
eines stochastischen Prozesses X = (X(t), t ∈ T ), so existiert eine Version von X mit
beschra¨nkten Pfaden und Xn
v−→ X.
B.2.2. Lemma ([VW96], Lemma 1.5.3). Seien X und Y straffe Borel-messbare
Abbildungen in l∞(T ). Dann sind die Maße PX und P Y genau dann gleich, wenn alle
endlichdimensionalen Randverteilungen von X und Y gleich sind.
B.2.3. Definition. Es sei ρ eine Semimetrik auf T .
a) Die Menge T heißt total beschra¨nkt bezu¨glich ρ, falls es fu¨r jedes ε > 0 endlich viele
Elemente t1, . . . , tn ∈ T gibt mit der Eigenschaft, dass T =
⋃n
k=1B(tk, ε) gilt, wobei
fu¨r k = 1, . . . , n B(tk, ε) = {t ∈ T : ρ(tk, t) < ε} die ε-Umgebung von tk ist.
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b) Eine Folge Xn : Ωn → l∞(T ), n ∈ N, heißt asymptotisch gleichgradig gleichma¨ßig ρ-
stetig in Wahrscheinlichkeit, falls fu¨r alle ε, η > 0 ein δ > 0 existiert mit
lim sup
n→∞
P ∗
(
sup
ρ(s,t)<δ
|Xn(s)−Xn(t)| > ε
)
< η.
B.2.4. Satz ([VW96], Satz 1.5.7). Eine Folge Xn : Ωn−→ l∞(T ) ist genau dann
asymptotisch straff, wenn Xn(t) asymptotisch straff in R fu¨r jedes t ∈ T ist und eine
Semimetrik ρ existiert, so dass (T, ρ) total beschra¨nkt ist und Xn asymptotisch gleichma¨ßig
gleichgradig ρ-stetig in Wahrscheinlichkeit ist.
Das folgende Resultat charakterisiert die Straffheit von Gaußprozessen mit Pfaden
in l∞(T ), die ha¨ufig als Grenzwerte von Folgen von Abbildungen mit Werten in l∞(T )
auftreten. Ein stochastischer Prozess (X(t), t ∈ T ) heißt bekanntlich Gaußprozess, falls alle
endlichdimensionalen Randverteilungen (X(t1), . . . , X(tk)), tk ∈ T , k ∈ N, k-dimensionale
Normalverteilungen in Rk sind.
B.2.5. Satz ([VW96], 1.5.10). Ein Borel-messbarer Gaußprozess X mit Pfaden in
l∞(T ) ist genau dann straff, falls fu¨r
ρp(s, t) := (E|X(s)−X(t)|p)
1
max(1,p) , s, t ∈ T, 0 < p <∞,
gilt: (T, ρp) ist total beschra¨nkt und die Pfade von X sind fast sicher gleichma¨ßig ρp-stetig
fu¨r ein (und somit fu¨r alle) 0 < p <∞.
B.2.1 VC- und Donsker-Klassen
Die Bemerkungen des letzten Abschnittes und die Aussagen in Satz B.2.1 zeigen, dass fu¨r
die Existenz eines straffen und Borel-messbaren Prozesses G mit Fn
v−→ G die asympto-
tische Straffheit von (Fnf, f ∈ F) entscheidend ist. Fu¨r empirische Prozesse ha¨ngt diese
Eigenschaft eng mit der Funktionenklasse F zusammen. Funktionenklassen, fu¨r die ein sol-
ches G existiert nennen wir Donsker, oder pra¨ziser P -Donsker um die Abha¨ngigkeit vom
zugrunde liegenden Wahrscheinlichkeitsmaß zu unterstreichen. Ist F Donsker bezu¨glich
jedem P , so heißt F gleichma¨ßig Donsker.
Die Gro¨ße der Funktionenklasse F ist bestimmend fu¨r die asymptotische Straffheit
des empirischen Prozesses. Eine Mo¨glichkeit die Gro¨ße von Funktionenklassen zu messen
sind sogenannte U¨berdeckungszahlen. Dazu definieren wir zuna¨chst eine Envelope von F
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als eine Funktion F mit der Eigenschaft, dass fu¨r alle x und alle f ∈ F die Beziehung
F (x) ≥ |f(x)| besteht. Wegen |f(x)| ≤ F (x) := supf∈F f(x) fu¨r alle x existiert immer
eine Envelope von F .
B.2.1.1. Definition. Sei (F , ‖·‖) ein normierter Raum, ε > 0 und F eine Envelope von
F . Die U¨berdeckungszahl N(ε,F , ‖·‖) ist die kleinste Anzahl von offenen ε-Umgebungen
mit denen sich F u¨berdecken la¨sst, d.h. es ist
N(ε,F , ‖·‖) = inf
{
k ∈ N
∣∣∣ ∃f1, . . . , fk : R→ R, ‖fj‖ <∞,F ⊂ k⋃
j=1
{g : ‖fj − g‖ < ε}
}
Es sei Q ein Wahrscheinlichkeitsmaß auf B(R) und fu¨r r ≥ 1 sei Lr(Q)(f) := ‖f‖Q,r =(∫ |f |r dQ) 1r . Die Entropiezahl von F bezu¨glich Lr ist definiert als
sup
Q
logN(ε‖F‖Q,r,F , Lr(Q)),
wobei das Supremum u¨ber alle Wahrscheinlichkeitsmaße Q mit 0 < QF r < ∞ gebildet
wird.
B.2.1.2. Definition ([VW96], Definition 2.3.3). Sei F eine Klasse messbarer re-
eller Funktionen definiert auf einem Wahrscheinlichkeitsraum (Ω,A, P ). Fu¨r ein festes
n ∈ N sei (Ωn,An, Pn) die Pn-Vervollsta¨ndigung des Produktraums (Ωn,An, Pn) und fu¨r
(e1, . . . , en) ∈ Rn sei
He1,...,en : (Ω
n,An, Pn)→ R
(x1, . . . , xn) 7→ sup
f∈F
∣∣∣∣∣
n∑
i=1
eif(xi)
∣∣∣∣∣ .
Dann heißt F P-messbare Klasse, falls He1,...,en fu¨r jedes n ∈ N und alle (e1, . . . , en) ∈ Rn
(An,B(R))-messbar ist.
Fu¨r unsere Zwecke ha¨ufig ausreichend ist die Tatsache, dass eine Klasse F messbarer
reeller Funktionen dann eine fu¨r jedes P P -messbare Klasse ist, falls eine abza¨hlbare
Teilmenge G ⊂ F existiert mit
∀f ∈ F ∃{gn}n∈N ⊂ G ∀x ∈ R : lim
n→∞ gn(x) = f(x).
Siehe dazu [VW96], 2.3.4. Insbesondere trifft das Letztgenannte etwa auf Klassen von (auf
kompakten metrischen Ra¨umen definierten) stetigen und reellwertigen Funktionen zu.
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B.2.1.3. Satz ([VW96], Theorem 2.5.2). Sei F eine Klasse messbarer Funktionen.
Es seien {f − g : f, g ∈ F , ‖f − g‖P,2 < δ} und {(f − g)2 : f, g ∈ F} P -messbare Klassen
fu¨r alle δ > 0. Gilt fu¨r eine bezu¨glich P quadratintegrierbare Envelope F von F∫ ∞
0
sup
Q
√
logN(ε‖F‖Q,2,F , L2(Q)) dε <∞, (B.2.1)
so ist F P -Donsker.
Die Bedingung (B.2.1) ist insbesondere fu¨r die kombinatorisch motivierten sogenannten
VC-Funktionenklassen erfu¨llt:
B.2.1.4. Definition. Sei M eine Menge und C ⊂ P(M). Fu¨r x1, . . . , xn ∈M sei
∆n(C, x1, . . . , xn) = ]
{
C ∩ {x1, . . . , xn} : C ∈ C
}
und
V (C) = inf{n ∈ N : max
x1,...,xn
∆n(C, x1, . . . , xn) < 2
n}, inf
∅
:=∞.
Ist V (C) <∞, so heißt C eine VC-Klasse vom Index V (C).
Sei F eine Menge messbarer Funktionen f : M → R. Dann heißt F VC-Funktionenklasse,
falls die Menge der Subgraphen {{(x, t) ∈M × R : t < f(x)}, f ∈ F} eine VC-Klasse in
M × R bilden.
B.2.1.5. Satz ([VW96], Theorem 2.6.7). Sei F eine V C-Funktionenklasse mit mess-
barer Envelope F . Dann erfu¨llt F die Bedingung (B.2.1) fu¨r jedes Wahrscheinlichkeitsmaß
Q mit ‖F‖Q,2 > 0.
Der folgende Satz ergibt sich aus [VW96], Theorem 2.4.3, und der zugeho¨rigen Bemer-
kung auf Seite 125 in [VW96].
B.2.1.6. Satz. Sei P ein Wahrscheinlichkeitsmaß und Pn das zugeho¨rige empirische
Maß. Sei F eine P -messbare V C-Funktionenklasse mit messbarer Envelope F . Es gelte
PF <∞. Dann gilt (
sup
f∈F
∣∣(Pn − P )f ∣∣)∗ → 0 fast sicher.
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Fu¨r jedes n ∈ N seien Xn1, . . . , Xnn unabha¨ngige und identisch verteilte Zufallsvariablen
je mit der Verteilung Pn und Werten in (R,S). Sei Pn = 1n
∑n
k=1 δXnk das empirische Maß
zu Xn1, . . . , Xnn. Wir definieren fu¨r f, g ∈ F ρP (f, g) := ρP (f − g) mit
ρP (f) := (P (f − Pf)2) 12 .
Es ist ρP eine Semimetrik auf F .
B.2.2.1. Satz ([VW96], Theorem 2.8.9). Sei F eine Klasse messbarer Funktionen.
Seien {f − g : f, g ∈ F , ‖f − g‖P,2 < δ} und {(f − g)2 : f, g ∈ F} fu¨r jedes n ∈ N
Pn-messbare Klassen fu¨r alle δ > 0. Sei F eine bezu¨glich jedem Pn quadratintegrierbare
Envelope von F und sei PnF 2 = O(1). Es gelte (B.2.1),
∀ε > 0 : lim sup
n→∞
PnF
2{F ≥ ε√n} = 0,
und
sup
f,g∈F
|ρPn(f, g)− ρP0(f, g)| → 0, n→∞. (B.2.2)
fu¨r ein Wahrscheinlichkeitsmaß P0 auf S. Dann gilt
(
√
n(Pn − Pn)f, f ∈ F) v−→ (Gf, f ∈ F) in l∞(F),
mit einem zentrierten Gaußprozess G mit Kovarianzfunktion Cov(Gf,Gg) = P0fg −
P0fP0g, f, g ∈ F .
B.2.2.2. Bemerkung. Im Fall, dass supf∈F |Pnf | <∞ fu¨r alle n ∈ N und supf∈F |P0f | <
∞ ist, la¨sst sich die Bedingung (B.2.2) im obigen Satz durch die Bedingung
sup
f,g∈F
|L2(Pn)(f − g)− L2(P0)(f − g)| → 0, n→∞,
ersetzen. Vergleiche dazu [VW96], Problem 2.1.1-2.1.3.
Anhang C
Benachbarte Alternativen
Es sei (Rn,Sn), n ∈ N, eine Folge von Messra¨umen und fu¨r jedes n ∈ N seien Pn und Qn
Wahrscheinlichkeitsmaße auf Sn.
C.1. Definition. Die Folge {Qn}n∈N heißt benachbart zu {Pn}n∈N, falls fu¨r jede Folge
{An}n∈N von Ereignissen mit Ak ∈ Sk, k ∈ N, gilt:
lim
n→∞Pn(An) = 0 ⇒ limn→∞Qn(An) = 0.
Die Folgen {Pn}n∈N und {Qn}n∈N heißen (beidseitig) benachbart, falls {Qn}n∈N benachbart
zu {Pn}n∈N und {Pn}n∈N benachbart zu {Qn}n∈N ist.
Wir nehmen im Folgenden an, dass die Maße Qn und Pn fu¨r jedes n ∈ N von einem
σ-endlichen Maß µn dominiert werden (z.B. µn = Pn + Qn, n ∈ N). Es seien fu¨r n ∈ N
jeweils qn :=
(
dQn
dµn
)
und pn :=
(
dPn
dµn
)
die µn-Dichten von Qn bzw. Pn und weiter sei fu¨r
alle n ∈ N
Λn := log(Ln), Ln :=

qn/pn, pn > 0,
1, qn = pn = 0,
∞, qn > 0, pn = 0.
Dann ist Λn der Log-Likelihoodquotient von Pn und Qn.
Im Zusammenhang mit dem zentralen Grenzwertsatz liefern die folgenden Le Cam
Lemmata ha¨ufig nu¨tzliche Hilfsmittel um die Benachbartheit von Maßen zu verifizieren:
C.2. Lemma ([WMF95], Korollar 6.124). Gilt in der oben beschriebenen Situation
fu¨r ∞ > σ2 > 0
Λn
v−→ N(−1
2
σ2, σ2), n→∞,
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unter Pn, so ist {Qn}n∈N benachbart zu {Pn}n∈N. Außerdem gilt dann
Λn
v−→ N(1
2
σ2, σ2), n→∞,
unter Qn und {Pn}n∈N ist benachbart zu {Qn}n∈N.
C.3. Satz ([VW96], Theorem 3.10.7). Fu¨r jedes n ∈ N seien Pn und Qn Wahr-
scheinlichkeitsmaße auf Sn und Xn : Rn → D eine Abbildung mit Werten im metrischen
Raum (D, ρ). Es sei {Qn}n∈N benachbart zu {Pn}n∈N und es gelte fu¨r eine Zufallsvariable
(X,Y ) mit Werten in D× R(
Xn,
dQn
dPn
)
v−→ (X,Y ), n→∞,
unter {Pn}n∈N. Dann gilt PXn  L unter {Qn}n∈N, mit einem Borelmaß L auf D, definiert
durch L(B) = E (1B(X)Y ) fu¨r alle B ∈ B(D). Ist X straff oder separabel, so auch L.
Ist speziell Xn : (Rn,Sn)→ (Rd,Bd) und gilt unter Pn
(Xn,Λn)
v−→ Nd+1
((
a
−12σ2
)
,
(
Σ c
c′ σ2
))
, n→∞,
fu¨r geeignete Vektoren a, c ∈ Rd, eine symmetrische und positiv definite Matrix Σ ∈ Rd×d
und σ2 > 0, so gilt unter Qn
Xn
v−→ Nd(a+ c,Σ), n→∞.
Anhang D
Verschiedenes
D.1 Gaußmaße
D.1.1. Satz ([Tsi75]). Es sei {Xn}n∈N eine Folge von Zufallsvariablen mit Xk ∼
N(µk, σ
2
k), wobei µk ≥ 0 fu¨r alle k ∈ N und σ2k 6= 0 fu¨r mindestens ein k ∈ N gel-
te. Dann ist die Funktion F (a) := P (supk∈NXk < a) , a ∈ R, stetig, außer eventuell im
Punkt a0 := inf{a : F (a) > 0}. Die Funktion F ist absolut stetig auf (a0,∞) und fu¨r die
auf (a0,∞) fast u¨berall definierte Ableitung F ′ gilt
F ′(x) ≥ 1
c
Φ′
(
x− c1
c
)
, x ∈ (a0,∞),
fast u¨berall, mit Φ′ als Dichte der Standardnormalverteilung und c2 := supk∈N Var(Xk),
sowie c1 := limp↑1
(
F−1(p)− cΦ−1(p)) ∈ [0,∞).
Fu¨r die im Folgenden beno¨tigten Definitionen des abstrakten Wienerraums und des
Wienermaßes, sowie der in diesem Kontext verwendeten Begriffe Inklusionsabbildung und
kanonisches Gaußmaß siehe z.B. [Kuo70]. Wir fu¨hren hier aus Gru¨nden der U¨bersichtlich-
keit nur die verwendeten Resultate auf:
D.1.2. Satz ([BM86], Proposition 2). Es sei (i,H,B) ein abstrakter Wienerraum.
Sei P das kanonische Gaußmaß auf B. Dann hat die Verteilungsfunktion der auf B defi-
nierten Normabbildung x 7→ ‖x‖ unter P auf [0,∞) eine Dichte und eine auf [0,∞) streng
monoton wachsende Verteilungsfunktion.
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D.1.3. Satz ([Kue70]). Sei B ein separabler Banachraum und P ein Gaußmaß auf B
mit P (M) > 0 fu¨r alle offenen Mengen ∅ 6= M ⊂ B. Dann existiert ein reeller separa-
bler Hilbertraum H, so dass (i,H,B), i : H → B die Inklusionsabbildung, ein abstrakter
Wienerraum ist und P ein Wienermaß auf B ist.
Ist die Bedingung P (M) > 0 fu¨r alle offenen Mengen ∅ 6= M ⊂ B im vorherigen Satz
nicht erfu¨llt, ist folgendes Resultat nu¨tzlich (siehe [Sat69], Theorem 2):
Ist B0 ⊂ B der Tra¨ger von P , also der kleinste abgeschlossene lineare Teilraum von B
mit P (B0) = 1, so ist P (M) > 0 fu¨r alle offenen Mengen ∅ 6= M ⊂ B0. Die Aussage des
Satzes trifft dann fu¨r das auf die Borelsche σ-Algebra von B0 eingeschra¨nkte Gaußmaß P
zu, welches dann ein Gaußmaß auf B0 ist.
D.2 Separable Prozesse
Es sei (Ω,A, P ) ein Wahrscheinlichkeitsraum. Weiter sei S ein kompakter metrischer
Raum, S die Borelsche σ-Algebra auf S und T Teilmenge eines separablen metrischen
Raums.
D.2.1. Definition ([AG75], 4.1.2). Es sei X = (X(t), t ∈ T ) ein stochastischer
Prozess, X(t) : (Ω,A) → (S,S), t ∈ T . Dann heißt X separabler stochastischer Prozess,
falls es eine abza¨hlbare dichte Teilmenge T0 ⊂ T und eine P -Nullmenge N ∈ A gibt, so
dass fu¨r alle ω 6∈ N und alle t ∈ T eine Folge {tk}k∈N ⊂ T0 existiert mit tk → t und
X(tk, ω)→ X(t, ω) fu¨r k →∞.
D.2.2. Satz ([AG75], Theorem 4.1.5). Es sei X = (X(t), t ∈ T ) ein stochastischer
Prozess, X(t) : (Ω,A)→ (S,S), t ∈ T . Sei N ∈ A eine P -Nullmenge mit der Eigenschaft,
dass fu¨r alle ω 6∈ N die Abbildung t 7→ X(ω, t) stetig ist. Dann ist X ein separabler
stochastischer Prozess.
D.3 Hilfssa¨tze
D.3.1. Satz. Sei f : Rd → R eine analytische Funktion, f 6≡ 0. Sei A = {t ∈ Rd : f(t) =
0)}. Dann hat A das Maß Null bezu¨glich des d-dimensionalen Lebesgue-Borelschen-Maßes
λd, es gilt also λd(A) = 0.
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Beweis. Fu¨r fu¨hren den Beweis per Induktion u¨ber d. Sei d = 1. Angenommen A ist
u¨berabza¨hlbar. Dann hat A als u¨berabza¨hlbare Teilmenge der reellen Zahlen einen reellen
Ha¨ufungspunkt. Daraus ergibt sich bereits f ≡ 0, im Widerspruch zur Voraussetzung.
Also ist A abza¨hlbar und somit λ1(A) = 0. Sei nun die Behauptung fu¨r d ∈ N bereits
gezeigt und sei
f : R× Rd → R
(x, t) 7→ f(x, t)
analytisch und nicht identisch Null. Wir setzen
Ax := {t ∈ Rd : f(x, t) = 0}, x ∈ R.
Da f analytisch ist, ist auch die Funktion f(x, ·) : Rd → R fu¨r jedes feste x ∈ R analytisch
und hat die Nullstellenmenge Ax. Es folgt
λd(Ax) = 0 ∀x ∈ R : f(x, ·) 6≡ 0.
Sei nun N := {x ∈ R : f(x, ·) ≡ 0}. Wir zeigen λ(N) = 0: Wegen f 6≡ 0 existiert zuna¨chst
ein t0 ∈ Rd mit f(·, t0) 6≡ 0. Es ist f(·, t0) analytisch mit
∀x ∈ N : f(x, t0) = 0,
also ist N Teilmenge der Nullstellenmenge der analytischen und nicht identisch verschwin-
denden Funktion f(·, t0). Aus dem Induktionsanfang folgt λ(N) = 0. Schließlich erhalten
wir mit dem Satz von Fubini
λd+1(A) =
∫
R
λd(Ax) dλ(x)
=
∫
N
λd(Ax) dλ(x) +
∫
Nc
λd(Ax) dλ(x)
= 0,
was zu zeigen war. 
Wir bemerken, dass die gleichen Argumente des vorherigen Satzes auch auf reellwer-
tige Funktionen angewendet werden ko¨nnen, die analytisch auf einer offenen Teilmenge
D ⊂ Rd sind. Eine a¨hnliche Aussage wie die des letzten Satzes, allerdings fu¨r analytische
Funktionen f : D → C, D ⊂ Cd offen, findet sich in [GR65], Chapter I, Corollary 10.
Der dortige Beweis kann allerdings nicht ohne Weiteres auf die hier vorliegende Situa-
tion u¨bertragen werden.
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D.3.2. Satz. Es sei (K, ρ) ein kompakter metrischer Raum, {an}n∈N ⊂ R>0 eine Folge
positiver reeller Zahlen mit limn→∞ an =∞. Seien fn : K → R eine Folge von Funktionen,
f, h : K → R stetig, h ≤ 0, mit limn→∞ supt∈K |fn(t)−f(t)| = 0. Sei A := {t ∈ K; h(t) =
0} 6= ∅. Dann gilt
lim
n→∞ supt∈K
[fn(t) + anh(t)] = sup
t∈A
f(t).
Beweis. Sei ε > 0 gegeben. Wegen der gleichma¨ßigen Konvergenz der fn gegen f finden
wir dann ein n0 ∈ N derart, dass −ε+ f(t) ≤ fn(t) ≤ f(t) + ε fu¨r alle t ∈ K, n ≥ n0, gilt.
Daher erhalten wir
lim inf
n→∞ supt∈K
[fn(t) + anh(t)] ≥ lim inf
n→∞ supt∈K
[f(t) + anh(t)]− ε
≥ lim inf
n→∞ supt∈A
[f(t) + anh(t)]− ε
= sup
t∈A
f(t)− ε,
und somit
lim inf
n→∞ supt∈K
[fn(t) + anh(t)] ≥ sup
t∈A
f(t).
Zum Beweis der Gleichheit definieren wir zuna¨chst fu¨r ein t ∈ K und Teilmengen ∅ 6=
B ⊂ K den Abstand dist(t, B) := inf{ρ(t, s); s ∈ B}. Die Abbildung t 7→ dist(t, B) ist
gleichma¨ßig stetig auf K und daher sind die Mengen
Aδ := {t ∈ K; dist(t, A) ≤ δ}
Bδ := {t ∈ K; dist(t, A) ≥ δ}
fu¨r alle δ > 0 abgeschlossene und somit kompakte Teilmengen von K. Stetige Funktionen
nehmen auf kompakten Mengen ihr Maximum an. Wir erhalten deswegen fu¨r jedes δ > 0,
hinreichend große n ∈ N und mit sup∅ := −∞
sup
t∈K
[fn(t) + anh(t)] ≤ max
(
sup
t∈Aδ
[f(t) + anh(t)], sup
t∈Bδ
[f(t) + anh(t)]
)
+ ε
≤ max
(
sup
t∈Aδ
f(t), sup
t∈Bδ
[f(t) + anh(t)]
)
+ ε
≤ max
(
sup
t∈Aδ
f(t), sup
t∈Bδ
f(t) + an sup
t∈Bδ
h(t)
)
+ ε,
wobei supt∈Bδ h(t) < 0 ist. Es folgt zusammen mit der Stetigkeit von f auf K
lim sup
n→∞
sup
t∈K
[fn(t) + anh(t)] ≤ sup
t∈Aδ
f(t) + ε↘ sup
t∈A
f(t) + ε, fu¨r δ → 0.
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Da ε > 0 beliebig war, folgt
lim sup
n→∞
sup
t∈K
[fn(t) + anh(t)] ≤ sup
t∈A
f(t)
und somit die Behauptung. 
D.3.3. Lemma. Sei (B, ‖·‖) ein separabler Banachraum. Sei (B∗, ‖·‖∗) der zugeho¨ri-
ge Dualraum, versehen mit der u¨blichen Operatornorm. Dann existiert eine abza¨hlbare
Teilmenge B∗0 ⊂ {f ∈ B∗ : ‖f‖∗ ≤ 1} := K, so dass fu¨r alle x ∈ B gilt
‖x‖ = sup
f∈B∗0
f(x).
Beweis. Der Satz von Hahn-Banach ([Rud91], 3.3) liefert fu¨r jedes x ∈ B die Darstel-
lung ‖x‖ = supf∈K f(x). Fu¨r ein festes x ∈ B sei M∗x ⊂ K eine abza¨hlbare Teilmenge mit
der Eigenschaft, dass
‖x‖ = sup
f∈M∗x
f(x)
gilt. Sei B0 ⊂ B eine abza¨hlbare dichte Teilmenge. Dann ist B∗0 :=
⋃
x∈B0 M
∗
x ebenfalls
abza¨hlbar mit der Eigenschaft
∀x ∈ B0 : ‖x‖ = sup
f∈B∗0
f(x).
Sei x ∈ B beliebig. Offenbar ist supf∈K f(x) ≥ supf∈B∗0 f(x). Andererseits existiert fu¨r
jedes ε > 0 ein x0 ∈ B0 mit ‖x− x0‖ < ε2 . Es folgt
‖x‖ ≤ ‖x0‖+ ε
2
= sup
f∈B∗0
f(x0) +
ε
2
≤ sup
f∈B∗0
(
f(x) +
ε
2
)
+
ε
2
= sup
f∈B∗0
f(x) + ε,
wobei die letzte Abscha¨tzung daraus folgt, dass jedes f ∈ B∗0 ein stetiges und lineares
Funktional auf B mit |f(x)| ≤ ‖x‖ ist. Da ε > 0 beliebig war, erhalten wir somit fu¨r jedes
x ∈ B
sup
f∈B∗0
f(x) = sup
f∈K
f(x).

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D.3.4. Satz. Es sei (F , ρ) ein totalbeschra¨nkter metrischer Raum, Cu(F) := {f : F →
R
∣∣ f gleichma¨ßig stetig}. Dann ist (Cu(F), ‖·‖∞) ein separabler Banachraum.
Beweis. Es sei F die bis auf Isometrie eindeutig bestimmte Vervollsta¨ndigung des metri-
schen Raums F . Dann ist F nach Konstruktion vollsta¨ndig und F eine total beschra¨nkte,
dichte Teilmenge in F , also ist insbesondere F selbst total beschra¨nkt und somit kom-
pakt. Sei nun f ∈ Cu(F) beliebig. Nach [Die71], 3.15.6, existiert fu¨r jedes f ∈ Cu(F) eine
eindeutig bestimmte, (gleichma¨ßig) stetige Fortsetzung von f auf F , also ein f∗ ∈ C(F)
mit f∗|F = f . Es ist (C(F), ‖·‖∞) separabel und vollsta¨ndig. Ist dann A ⊂ C(F) eine
abza¨hlbar dichte Teilmenge, so ist A|F := {f |F : f ∈ A} eine abza¨hlbar dichte Teilmenge
in Cu(F) und somit Cu(F) ebenfalls separabel.
Bleibt die Vollsta¨ndigkeit von Cu(F) zu zeigen: Sei dazu {fn}n∈N ⊂ Cu(F) eine
Cauchyfolge. Dann gilt
∀ε > 0 ∃n(ε) ∈ N ∀k, l ≥ n(ε) : ‖fl − fk‖∞ ≤ ε.
Wir betrachten die Folge der Funktionen {f∗n}n∈N ⊂ Cu(F), wobei fu¨r jedes n ∈ N f∗n
die eindeutig bestimmte Fortsetzung von fn auf F sei. Da jedes f∗n gleichma¨ßig stetig und
F ⊂ F dicht ist, gilt fu¨r alle k, l ∈ N
sup
x∈F
|f∗k (x)− f∗l (x)| = sup
x∈F
|f∗k (x)− f∗l (x)| = sup
x∈F
|fk(x)− fl(x)| ,
und daher, dass die Folge {f∗n}n∈N ⊂ Cu(F)) eine Cauchyfolge ist. Aufgrund der Vollsta¨ndig-
keit von (C(F), ‖·‖∞) existiert ein f∗ ∈ C(F) mit ‖f∗n − f∗‖∞ → 0, n → ∞. Es folgt
‖f∗n
∣∣
F − f∗
∣∣
F‖∞ = ‖fn − f∗
∣∣
F‖∞ → 0. Folglich konvergiert die Cauchyfolge {fn}n∈N
gleichma¨ßig gegen die Restriktion f∗
∣∣
F . Es ist f
∗ gleichma¨ßig stetig und somit auch f∗
∣∣
F
gleichma¨ßig stetig auf F 
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