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Abstract
We model continuous-time information flows generated by a number of information
sources that switch on and off at random times. By modulating a multi-dimensional infor-
mation process over a random point field, we explicitly relate the discovery of relevant new
information sources to jumps in conditional expectation processes of partially observed
signals. We show that the underlying measure-valued process follows jump-diffusion dy-
namics, where the jumps are governed by information source switches. The dynamic
representation gives rise to a set of martingales on random time intervals that capture
evolving information states as well as to a state-dependent stochastic volatility evolution
with jumps. The nature of information flows usually exhibits complex behaviour, how-
ever, we succeed in maintaining analytic tractability by introducing what we term the
effective and complementary information processes. The effective information captures
in a univariate process all information provided by the active sources, and the comple-
mentary information is a function-valued stochastic process which is constant between
changes of states. One of the many potential applications is in finance: we associate the
signal to a random payoff and price a financial derivative within the modulated infor-
mation approach. It turns out that the price of a vanilla option can be expressed by a
weighted sum of option values based on the possible state configurations at option expiry.
This result may be viewed as an information-based analogue of Merton’s option price,
but where jump-diffusion arises endogenously. The proposed information flow models
also lend themselves to the quantification of informational advantage among competitive
agents who have asymmetric information flows.
Keywords: Filtration models, jump-diffusion dynamics, point processes, stochastic volatility,
information-based modeling, asymmetric information.
1 Introduction
Information flows, especially in social systems, usually exhibit complex structures and be-
haviours. Through time, not only new information channels may suddenly appear, but also
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some of the existing information sources may cease—e.g. a news agency stops operating or
a national statistical agency stops reporting particular economic data series—and some infor-
mation may be temporarily interrupted over random periods of time. In financial markets,
for example, exchanges halt the trading of securities, following large price moves, with circuit
breakers for stocks and limit-up pricing rules for commodity futures. In general, if relevant
information arrives gradually and continuously in time, then its impact on an observer’s in-
ference is small over short time periods. However, if important news arrives sporadically or
new information sources appear at discrete points in time (e.g. a relevant data vendor becomes
available to the market), then it is reasonable to expect that the impact of new information
on the observer’s inference is substantial. Such a view was taken in the work of [19], where we
find: “By its very nature, important information arrives only at discrete points in time. This
component is modelled by a jump process reflecting the non-marginal impact of the informa-
tion.” Recent examples of the new information source phenomenon in the financial markets are
Elon Musk’s tweet about taking Tesla private in 2018, including following announcements and
developments1, and the fall in the Swatch stock price when the Swiss National Bank stopped
defending the EUR-CHF currency floor in January 20152,3. Another incident of a similar nature
is the effect on Snapchat’s share price following tweets by Kylie Jenner4.
The general situation we keep in mind in this paper is one where observers or agents in a
given system, be they financial, security, regulatory, etc., assess a signal on the basis of varying
information sets, e.g. various news channels/feeds, accessible to them at any point in time.
We shall give an example in financial markets on price formation, which is a complicated
mechanism. Market agents will buy or sell a given asset at a given price if suitably incentivised.
For market makers, the incentive may not be to profit from anticipated price changes or income,
but instead to earn the bid-ask spread or commissions. Although investors often seek to profit
from anticipated price changes and income, they may have other incentives to trade that are
not directly linked to these, including risk management (to increase, decrease or hedge risk),
an evolving mandate (such as a tightening of environmental, social and governance criteria), a
change in risk aversion, and a change in wealth. However, it is commonly understood that the
price of an asset should reflect the information that the market has about the asset. Consider
the situation of a government considering the bailout of a bank or insurance company (the
firm). The market may be aware of the firm being in financial difficulty, and this would then
be reflected in the prices of the firm’s stock and bonds. The market may also anticipate
a government bailout. However, due to insider trading legislation, any bailout negotiations
between the government and the firm may be held behind closed doors. The market cannot
be sure of the bailout until an official government announcement. We can view government’s
communication of a bailout with the market as new source of information. The appearance
of this new source may have certain stylized effects on prices. One such effect is an initial
price correction as the market converts a bailout possibility into a certainty; a significant—and
immediate—adjustment in the price. The correction is the market absorbing the totality of
the private bailout negotiations in one gulp. Salient details for asset prices would include the
bailout’s anticipated size and duration. A second effect is a series of small price adjustments
as the government regularly reports on the progress of its bailout. This can be expected to
continue until either the firm recovers and no longer requires government assistance (loans the
government has made the firm are repaid, and equity the government has bought in the firm
1https://www.ft.com/content/708ec068-9a62-11e8-ab77-f854c65a4465
2https://www.ft.com/content/e6fb1c9e-9cb2-11e4-a730-00144feabdc0
3https://www.ft.com/content/3b4f6c14-9c9a-11e4-971b-00144feabdc0
4https://www.ft.com/content/161d8b5c-17f7-11e8-9e9c-25c814761640
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is sold), the firm is wholly taken over by the government, or the firm is allowed to fail. At this
point the new source of market information on the firm ceases.
As a mathematical model, we develop a stochastic approach for information flows that can
encapsulate these scenarios dynamically by allowing information sources to switch on and off
at random times. We show that intelligence, produced on the basis of such information flows,
features explicit dependence on the number and the specific information channels that are
active or inactive over the course of the inference period. While the approach we develop can
be applied more broadly in signal processing and related fields, our main aim is to systematically
and explicitly relate randomly evolving information states to price dynamics. The mechanism
whereby the jumps are induced is a result of how we construct the filtration with respect to
which discounted conditional expectations are taken to compute asset prices. This is markedly
different from conjecturing a continuous-time price process which is explicitly governed by
jump-diffusion dynamics. Thus, a welcome consequence of our approach is an information-
based endogenous jump-diffusion model, where such dynamics arise naturally from the proposed
information system. In this sense, we provide an extension of the information-based framework,
see [4, 5, 6, 7, 16, 21], which take advantage of special properties of Brownian bridges, see [12]
and [13]. In the same spirit, in order to explicitly model the information flow, we introduce a
multivariate information process where each marginal is the sum of a random signal X, (e.g.
a future payoff), and an independent Brownian bridge noise. To allow for random activation
and deactivation of information sources, a random point field acts on the coordinates of the
information process as a modulator of the information flow.
We shall highlight that we do not introduce jumps into the information flow model by
embedding discontinuous noise into information processes. Instead, the jumps arise due to
the discovery of new information processes with a continuous state-space. This has different
and rather important implications on the dynamics of the best estimate of a random signal as
opposed to including independent discontinuous noise with no information content on the signal.
First, jumps are caused by random changes in the number of active information sources; hence,
jumps carry information about X. Second, the continuous part of the price process is driven by
different martingales on random time intervals representing the possible state-configurations of
the information flow. Third, since the volatility process also jumps and is state-dependent, the
framework offers a link to regime-switching models; see [8, 14, 20]. Fourth, the undiscounted
price process may remain constant for periods of time if all information sources are “lost”, which
perhaps could be viewed as a model for certain features arising in illiquid markets or circuit
breakers. Fifth, the proposed framework offers links to progressive enlargements of filtrations
and stopped filtrations.
The paper structure is as follows. In Section 2, we introduce randomly modulated infor-
mation flows and a multivariate time-changed information process. We construct the effective
and complementary information processes, which provide valuable analytical tractability. The
effective process is a one-dimensional aggregation of all active information sources and the com-
plementary process reflects the information supplied by now inactive sources. We also derive
the dynamics of the endogenous jump-diffusion process, provide a Feynman-Kac´ representa-
tion of the conditional expectation, and give an alternative expression for its jump-sizes. In
Section 3, we price a vanilla option under the modulated information system, and highlight
the similarity of its functional form with that obtained by [19]. Our final application addresses
information asymmetry between agents whose access to information sources differ. We here
allude to a randomly evolving competition between agents, where some may have an informa-
tional advantage over a period of time and suddenly find that the wheel has turned with them
having to come to terms with several of their information sources being disabled.
3
2 Modulation of information sources
Let (Ω,G, (Gt)t≥0,P) be a probability space equipped with a filtration (Gt). All considered
filtrations are assumed to be right-continuous and complete. We introduce a random variable
X ∈ L2(Ω,G,P) with law ν and state-space (X,B(X)), where we assume X ⊆ R. We consider
the time interval t ∈ T = [0, 1], though it is straightforward to consider an arbitrary closed set
[0, T ] for T < ∞, instead. Next we introduce a (Gt)-adapted multivariate stochastic process
(ξt)t∈T, a so-called Brownian bridge information process, defined by ξ
(i)
t = tX+σiβ
(i)
t , for σi > 0
and i = 1, . . . , n, which takes values in Rn. The process (β(i)t )0≤t≤1 is a standard Brownian
bridge. That is, it is a Gaussian process with mean function identically zero, and covariance
function (s, t) 7→ min[s, t] − st, for s, t ∈ T. We assume that X and the Brownian bridges
{(β(i)t )}i=1,...,n, are mutually independent. For t ∈ (0, 1), the random variable ξ(i)t /t is equal to
X plus some independent Gaussian noise with variance σ2i (1− t)/t, and ξ(i)1 = X, i = 1, . . . , n.
If there were linear dependence (with non-singular covariation) between the Brownian bridges,
then there would exist a linear transformation of (ξt) that would fit the proposed framework.
Hence, allowing linear dependence between {(β(i)t )}i=1,...,n does not enrich the model. For the
rest of this paper, we let the mapping h : R× R× [0, 1)× R+ → R+ be the Gaussian function
given by h(x, y, t, σ) = exp {(xy − tx2/2)/(σ2(1− t))} .
Next we introduce a mechanism for the activation and deactivation of information sources.
Let ζ be a random point field (a point process) on Tn, independent of (ξt), generating a
collection of times {$i1, . . . , $iki} for i ∈ {1, . . . , n} and finite ki ∈ N0. For every i, we associate
the random sequence {$i1, . . . , $iki} to a coordinate of a (Gt)-adapted ca`dla`g jump process (J˜ t)
with state space S = {0, 1}n. We then define the Rn×n-valued process (J t) by J (i,j)t = δijJ˜ t.
Thus, (J t) is a diagonal matrix-valued process indicating which coordinates of (ξt) are active
through the modulated information process (Jt ξt). When the ith information source is inactive,
the ith coordinate of (J t ξt) is identically zero. We define a sub-algebra Ft ⊆ Gt by
Ft = σ
(
(Ju ξu)0≤u≤t, (Ju)0≤u≤t, X1{t=1}
)
,
for t ∈ T. We note that the switching process (J t) is adapted to the filtration generated by
(J t ξt), and so its appearance in the definition of Ft is superfluous. However, we might wish to
generalise the model so that the coordinate (ξ
(i)
t ) is a jump process or such that 0 < P[ξ
(i)
t =
0] < 1, for some i ∈ {1, . . . , n} and t ∈ T. In these cases, it may not be possible to detect the
(de)activation of a particular information coordinate if (J t) is not (Ft)-adapted. We also note
that we add X1{t=1} to the filtration to ensure that its value is revealed at t = 1, even though
all information sources may be inactive at t = 1. This is not a mathematical requirement; if
an envisaged application does not need X to be (fully) observed at t = 1, then X1{t=1} may
be excluded from the algebra Ft. In the remainder of this paper, we shall omit it from the
expressions for notational convenience unless necessary.
At time t ∈ T, we denote the last time that the ith information source was active by τ (i)t .
That is, we define
τ
(i)
t = 0 ∨ sup{u : J (i,i)u = 1, u ∈ [0, t]},
for i = 1, . . . , n, where we adopt the convention that sup ∅ = −∞. Thus, the process (τ (i)t ) is
increasing and progressively measurable with respect to (Ft), and if the ith process has never
been active up until time t, then τ
(i)
t = 0. Also, by definition, the initial condition is τ
(i)
0 = 0.
Proposition 2.1. The dynamics of (τ
(i)
t ) for t ∈ T are given by
dτ
(i)
t = J
(i,i)
t dt+ (t− τ (i)t− )dJ (i,i)t .
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Proof. See Appendix for the proof.
We now turn our attention to the processing of information about X, for which, we shall
determine the conditional distribution of X given Ft.
Lemma 2.2. Let ξ(i)(u) be the value of (ξ
(i)
t ) at u ∈ T.
1. For any A ∈ B(X) and ti ∈ T,
P
[
X ∈ A ∣∣ {(ξ(i)s )0≤s≤ti}i=1,...,n ] = P [X ∈ A ∣∣ {ξ(i)(ti)}i=1,...,n ]
2. For any t ∈ T, the sigma-algebra Ft is equivalent to
Ft = σ
({(ξ(i)(τ (i)u ))0≤u≤t}i=1,...,n, (Ju)0≤u≤t, X1{t=1})
Proof. For t < 1, we follow the lead of the proof of Proposition 3.4 in [15]. It is sufficient to
show that
P
[
X ∈ dx0
∣∣∣ ξ(1)t1,1 = x1,1, . . . , ξ(1)t1,k1 = x1,k1 , . . . , ξ(n)tn,1 = xn,1, . . . , ξ(n)tn,kn = xn,kn ]
= P
[
X ∈ dx0
∣∣∣ ξ(1)t1,k1 = x1,k1 , . . . , ξ(n)tn,kn = xn,kn ],
for all ki ∈ N+ where i ∈ {1, . . . , n}, all 0 < ti,1 < · · · < ti,ki < 1, and all (xi,1, . . . , xi,ki) ∈ Rn.
We have
P
[
X ∈ dx0
∣∣∣ ξ(1)t1,1 = x1,1, . . . , ξ(1)t1,k1 = x1,k1 , . . . , ξ(n)tn,1 = xn,1, . . . , ξ(n)tn,kn = xn,kn ]
=
P
[⋂n
i=1
⋂ki
j=1 ξ
(i)
ti,j ∈ dxi,j
∣∣∣X = x0]P[X ∈ dx0]∫
X P
[⋂n
i=1
⋂ki
j=1 ξ
(i)
ti,j ∈ dxi,j
∣∣∣X = x0]P[X ∈ dx0]
=
∏n
i=1 P
[⋂ki
j=1 ξ
(i)
ti,j ∈ dxi,j
∣∣∣X = x0]P[X ∈ dx0]∫
X
∏n
i=1 P
[⋂ki
j=1 ξ
(i)
ti,j ∈ dxi,j
∣∣∣X = x0]P[X ∈ dx0] .
Given X, each coordinate process (ξ
(i)
t ) is a drifting Brownian bridge. It follows that
P
[
ki⋂
j=1
ξ
(i)
ti,j ∈ dxi,j
∣∣∣∣∣X = x0
]
=
f1−ti,ki (x0 − xi,ki)
f1(x0)
ki∏
j=1
fti,j−ti,j−1(xi,j − xi,j−1)dxi,j,
where ft(x) is the marginal density function of standard Brownian motion. Hence, we have
P
[
X ∈ dx0
∣∣∣ ξ(1)t1,1 = x1,1, . . . , ξ(1)t1,k1 = x1,k1 , . . . , ξ(n)tn,1 = xn,1, . . . , ξ(n)tn,kn = xn,kn ]
=
∏n
i=1
f1−ti,ki (x0−xi,ki )
f1(x0)
fti,ki (xi,ki) ν(dx0)∫
X
∏n
i=1
f1−ti,ki (x0−xi,ki )
f1(x0)
fti,ki (xi,ki) ν(dx0)
=
∏n
i=1 P
[
ξ
(i)
ti,ki
∈ dxi,ki
∣∣∣X = x0]P[X ∈ dx0]∫
X
∏n
i=1 P
[
ξ
(i)
ti,ki
∈ dxi,ki
∣∣∣X = x0]P[X ∈ dx0]
=
P
[⋂n
i=1 ξ
(i)
ti,ki
∈ dxi,ki
∣∣∣X = x0]P[X ∈ dx0]∫
X P
[⋂n
i=1 ξ
(i)
ti,ki
∈ dxi,ki
∣∣∣X = x0]P[X ∈ dx0]
= P
[
X ∈ dx
∣∣∣ ξ(1)t1,k1 = x1,k1 , . . . , ξ(n)tn,kn = xn,kn ] ,
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as required. The result is trivial for t = 1 due to the bridge property. The second part of the
lemma follows from the fact that the coordinates of the modulated process (J
(i,i)
t ξ
(i)
t ) and the
time-changed process (ξ(i)(τ
(i)
t )) differ only when the ith source is inactive; during these times
the coordinate process is zero, and (ξ(i)(τ
(i)
t )) takes the source’s last active value.
Proposition 2.3. The Ft-conditional distribution of X is given by
P[X ∈ dx | Ft] =
∏
i h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)
ν(dx)∫
X
∏
i h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)
ν(dx)
,
for t ∈ [0, 1).
Proof. First we note that, for ti ∈ [0, 1) and i = 1, . . . , n, we have
P
[
X ∈ dx
∣∣∣∣ {ξ(i)ti }
i=1,...,n
]
=
∏n
i=1 exp
[
−1
2
(
ξ
(i)
ti
−tix
σi
√
ti(1−ti)
)2]
ν(dx)
∫
X
∏n
i=1 exp
[
−1
2
(
ξ
(i)
ti
−tix
σi
√
ti(1−ti)
)2]
ν(dx)
=
∏n
i=1 exp
(
xξ
(i)
ti
−tix2/2
σ2i (1−ti)
)
ν(dx)
∫
X
∏n
i=1 exp
(
xξ
(i)
ti
−tix2/2
σ2i (1−ti)
)
ν(dx)
=
∏n
i=1 h
(
x, ξ
(i)
ti , ti, σi
)
ν(dx)∫
X
∏n
i=1 h
(
x, ξ
(i)
ti , ti, σi
)
ν(dx)
, (1)
by the Bayes formula. For the computation of the conditional distribution P[X ∈ dx | Ft], the
first step is to use {ξ(i)(τ (i)t )}i=1,...,n to enlarge the information set we are conditioning on, and
then to apply the tower property. We here refer to Lemma 2.2.
P[X ∈ dx | Ft] = E
[
P
[
X ∈ dx
∣∣∣∣ {(ξ(i)s )0≤s≤τ (i)t }i=1,...,n , Ft
] ∣∣∣∣Ft] .
The σ-algebra Ft contains the history (J s)0≤s≤t, which tells up to what time ti the information
coordinates {ξ(i)(τ (i)s )0≤s≤ti}i=1,...,n have been active. Thus once the stopping times {τ (i)t }i=1,...,n
have occurred, one knows that (ξ(i)(τ
(i)
t )) = (ξ
(i)
s )0≤s≤ti for τ
(i)
t = ti ≤ t. Therefore we may
apply Lemma 2.2 to obtain
E
[
P
[
X ∈ dx
∣∣∣∣ {(ξ(i)s )0≤s≤τ (i)t }i=1,...,n , Ft
] ∣∣∣∣Ft] = E [P [X ∈ dx ∣∣∣∣ {ξ(i)(τ (i)t )}
i=1,...,n
, Ft
] ∣∣∣∣Ft] .
By use of Equation (1) and Ft-measurability, it follows that
P[X ∈ dx | Ft] = E
[
P
[
X ∈ dx
∣∣∣∣ {ξ(i)(τ (i)t )}
i=1,...,n
, Ft
] ∣∣∣∣Ft]
=
∏n
i=1 h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)
ν(dx)∫
X
∏n
i=1 h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)
ν(dx)
,
for ti ∈ [0, 1) and i = 1, . . . , n, which gives the statement.
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2.1 Effective and complementary information
We shall now introduce the so-called effective information process and the complementary infor-
mation process, which provide us with valuable analytical tractability. In particular, this useful
parametrisation of the information flow allows one to reduce the multi-dimensional informa-
tion system—corresponding to the number of active information sources—to a one-dimensional
(effective) information process containing all information provided by the active sources. Al-
though simple, this idea reduces the complexity of the information flow model substantially
without compromising its effectiveness or reducing its richness.
Definition 2.4. Let the set-valued stochastic process (Jt) be given by Jt = {i : J (i,i)t = 1}. For
Jt non-empty, the effective information process (ξˆt)t∈T is defined by
ξˆt = σˆt
2
∑
i∈Jt
σ−2i ξ
(i)
t
taking values in R, with effective volatility parameter σˆt =
(∑
i∈Jt σ
−2
i
)−1/2
. For Jt = ∅, set
ξˆt = 0 and σˆt = 0.
Note that adding elements to Jt decreases the size of σˆt. The interpretation is that adding
sources of information decreases the effective noise in the system. The dynamics of the effective
information process are dependent on the current state J˜ t ∈ S. We can make this dependence
more explicit by rewriting the effective information as follows:
ξˆt =

0 if J t = 0,
ξ>t J t ρ
1>J t ρ
otherwise,
where ρ = (σ−21 , . . . , σ
−2
n )
> and 1 = (1, . . . , 1)>.
Lemma 2.5. If Jt 6= ∅, then the effective information process is given by
ξˆt = tX + σˆtβˆt,
where (βˆt)t∈T, defined by βˆt = σˆt
∑
i∈Jt σ
−1
i β
(i)
t , is a standard Brownian bridge between jumps.
Proof. See Appendix for the proof.
The effective information process jumps every time (J˜ t) changes state. The jump is caused
by the change in the number of Brownian bridges defining the effective information process as
well as the number of volatility control parameters defining the effective volatility process (σˆt).
Definition 2.6. Let the set-valued complementary process (J {t ) be given by J {t = {i : J (i,i)t = 0}.
The complementary information process (ηt)t∈T is a function-valued process defined by
ηt : x 7→
∏
i∈J {t
h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)
,
where ηt := 1 if J {t = ∅.
The complementary information process is piecewise constant between state changes of (J˜ t).
The next statement on the joint Markov property of effective and complementary information
processes will be very useful for the rest of this work.
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Proposition 2.7. The measure νt(dx) = P[X ∈ dx | Ft] satisfies
νt(dx) =
h
(
x, ξˆt, t, σˆt
)
ηt(x) ν(dx)∫
X h
(
x, ξˆt, t, σˆt
)
ηt(x) ν(dx)
,
and hence, νt(dx) = P[X ∈ dx | ξˆt, ηt] for t ∈ [0, 1).
Proof. Using Proposition 2.3 and noting that τ
(i)
t = t if i ∈ Jt, we have
P[X ∈ dx | Ft] =
∏
i∈Jt h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)∏
i∈J {t h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)
ν(dx)∫
X
∏
i∈Jt h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)∏
i∈J {t h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)
ν(dx)
=
∏
i∈Jt exp
{
xξ(i)(τ
(i)
t )−τ (i)t x2/2
σ2i (1−τ (i)t )
}
ηt(x) ν(dx)∫
X
∏
i∈Jt exp
{
xξ(i)(τ
(i)
t )−τ (i)t x2/2
σ2i (1−τ (i)t )
}
ηt(x) ν(dx)
,
=
exp
{∑
i∈Jt
xξ
(i)
t −tx2/2
σ2i (1−t)
}
ηt(x) ν(dx)∫
X exp
{∑
i∈Jt
xξ
(i)
t −tx2/2
σ2i (1−t)
}
ηt(x) ν(dx)
,
where we adopt the convention that a product with an empty index set is equal to one.
2.2 Endogenous jump-diffusion
Besides proposing stochastic information flow models, another aim of this paper is to derive a
dynamical equation for the conditional expectation process, which we later use to model asset
price dynamics, as an example. The dynamics of the conditional expectation process turns out
to be jump-diffusion. The jumps arise from the activation of new sources of information gener-
ating the filtration used to compute the conditional expectation, which is unlike introducing a
jump process (e.g. a Poisson process) in the dynamics in an ad hoc manner from the outset.
To understand the evolution of the measure-valued process (νt), we first introduce two
(Ft)-adapted counting processes (Ct)t∈T and (Nt)t∈T, given by
Ct =
∑
s≤t
1{J˜ s 6= J˜ s−}, Nt =
∑
s≤t
δs, where δs = 1{Js\Js− 6= ∅}.
Hence, Ct is the number of times (J˜ t) has changed state up to and including time t, and Nt is
the number of state changes in which at least one inactive information process becomes active.
In view of Proposition 2.10, we define the following.
Definition 2.8. Let pij = inf{t : Ct = j}, with pi0 = 0. The process (Mt)t∈T is defined by
Mt =
Ct+1∑
j=1
M
(j)
t +
∫ t
0
(ξˆs − ξˆs−) dNs,
where (M
(j)
t )t∈T is given by
M
(j)
t =

0, for t < pij−1,
(ξˆt∧pij− − ξˆpij−1)−
∫ t∧pij−
pij−1
E[X | ξˆs, ηs]− ξˆs
1− s ds, otherwise.
8
The following statement is important in order to assign a sufficient structure for the dynam-
ics of the continuous part of (Mt), so that the stochastic integrals with respect to the processes
{(M (i)t )}i=1,...,n are well-defined for the subsequent proposition.
Proposition 2.9. Let t ∈ [pij−1, pij), where pij−1 and pij are two arbitrarily chosen consecutive
jump times of (Ct). Then, (Mt)pij−1≤t<pij is an (Ft)-martingale.
Proof. The integrability condition E[ |Mt| ] <∞ for t ∈ T is satisfied. Next we show E[Mu | Ft] =
Mt for u ≥ t by following similar steps to [4] while considering the random interval t ∈ [pij−1, pij)
over which (Mt) has no discontinuity. First, for u ∈ [pij−1, pij), we note that
E[Mu | Ft] = E[Mu −Mt | Ft] +Mt
= Mt + E
[
ξˆu − ξˆt
∣∣∣ ξˆt, ηt]+ E[∫ u
t
ξˆs
1− sds
∣∣∣∣∣ ξˆt, ηt
]
− E
[∫ u
t
E[X | ξˆs, ηs]
1− s ds
∣∣∣∣∣ ξˆt, ηt
]
.
Writing the terms explicitly and using the tower property, we have
E[Mu | Ft] = Mt + E
[
Xu+ σˆuβˆu
∣∣∣ ξˆt, ηt]− E [Xt+ σˆtβˆt ∣∣∣ ξˆt, ηt]
+ E
[
X
∣∣∣ ξˆt, ηt ] ∫ u
t
s
1− sds+ E
[∫ u
t
σˆsβˆs
1− sds
∣∣∣∣∣ ξˆt, ηt
]
− E
[
X
∣∣∣ ξˆt, ηt] ∫ u
t
1
1− sds.
Note that all the terms involving X disappear, and we are left with
E[Mu | Ft] = Mt + E
[
σˆuβˆu
∣∣∣ ξˆt, ηt]− E [ σˆtβˆt ∣∣∣ ξˆt, ηt]+ ∫ u
t
E[σˆsβˆs | ξˆt, ηt]
1− s ds
= Mt + σˆt
(
E
[
βˆu
∣∣∣ ξˆt, ηt]− E [ βˆt ∣∣∣ ξˆt, ηt]+ ∫ u
t
E[βˆs | ξˆt, ηt]
1− s ds
)
,
where we used the fact that (σˆs)t≤s≤u = σˆt, since we reside in [pij−1, pij), and hence, σˆt remains
constant. By recalling the mutual independence between X and all the {(β(i)t )}i=1...,n, and the
tower property, we may write the following:
E
[
βˆu
∣∣∣ ξˆt, ηt] = E [E [ βˆu ∣∣∣X, βˆt, ηt] ∣∣∣ ξˆt, ηt] = E [E [ βˆu ∣∣∣ βˆt] ∣∣∣ ξˆt, ηt] = 1− u
1− t E
[
βˆt
∣∣∣ ξˆt, ηt] .
With the above expression at hand, we have
E
[
βˆu
∣∣∣ ξˆt, ηt]− E [ βˆt ∣∣∣ ξˆt, ηt]+ ∫ u
t
E[βˆs | ξˆt, ηt]
1− s ds = 0,
which proves E[Mu | Ft] = Mt for (t, u) ∈ [pij−1, pij).
Proposition 2.10. The measure-valued process (νt) satisfies
νt(A) = ν(A) +
Ct∑
j=1
∫ pij
pij−1
∫
A
x− E[X | ξˆs, ηs]
σˆs
2(1− s) νs(dx) dM
(j)
s
+
∫ t
piCt
∫
A
x− E[X | ξˆs, ηs]
σˆs
2(1− s) νs(dx) dM
(Ct+1)
s +
∑
s≤t
(νs(A)− νs−(A))δs,
for t ∈ [0, 1) and for any A ∈ B(X).
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Proof. See Appendix for the proof.
We emphasise that the dynamics of (Mt)t∈T are state-dependent, adapting to the informa-
tion configuration of the system at any given time. The measure-valued process (νt) evolves
continuously when there is no information switch or when an active source becomes inactive.
The dynamics exhibit jumps from one state-dependent martingale to another only when an
information source becomes active. The process stays constant if all information processes are
inactive over a random period of time.
Proposition 2.11. Let (Wt) be an (Ft)-adapted process defined by Wt = Mt/σˆt.
1. Let t ∈ [pij−1, pij), where pij−1 and pij are two arbitrarily chosen consecutive jump times of
(Ct). Then (Wt) is an (Ft)-Brownian motion.
2. Let (W
(j)
t ) be the Brownian motion given above for t ∈ [pij−1, pij ∧ 1). Then, the process
Xt := E[X | Ft] for t ∈ [0, 1), satisfies
Xt = E[X] +
Ct∑
j=1
∫ pij
pij−1
Γs
σˆs(1− s) dW
(j)
s +
∫ t
piCt
Γs
σˆs(1− s) dW
(Ct+1)
s +
∑
s≤t
(Xs −Xs−)δs.
where (Γt)t∈T given by Γt = Var[X | ξˆt, ηt] is an (Ft)-supermartingale.
3. Let X ∈ Lk(Ω,G,P) for k ≥ 2. Then, the process X(k)t := E[Xk | Ft] for t ∈ [0, 1), satisfies
X
(k)
t = E[Xk] +
Ct∑
j=1
∫ pij
pij−1
X
(k+1)
s −X(k)s Xs
σˆs(1− s) dW
(j)
s
+
∫ t
piCt
X
(k+1)
s −X(k)s Xs
σˆs(1− s) dW
(Ct+1)
s +
∑
s≤t
(X(k)s −X(k)s− )δs.
Proof. See Appendix for the proof.
The diffusion coefficient of (Xt) can be interpreted as a stochastic volatility process with
jumps. This process arises naturally from the information flow system, which is a welcome con-
sequence of the proposed framework without an a priori assumption on volatility dynamics. In
applications, chiefly in asset pricing and financial risk management, the volatility process—and
sometimes its dynamical equation—are of crucial importance. Accurate estimates of volatilities
are important for measuring the risk of financial assets.
Proposition 2.12. Let Kt = Jt\Jt−. The jump size of (Xt) at time t is Xt−Xt− = g(Z)−Xt−,
where the conditionally normal random variable Z is given by
Z =
∑
i∈Kt
ξ
(i)
t
σ2i (1− t)
,
and the function g : R→ R, for t ∈ [0, 1), is given by
g(z) =
∫
X x exp(xz)
∏
i/∈Kt h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)∏
i∈Kt exp
(
−tx2
2σ2i (1−t)
)
ν(dx)∫
X exp(xz)
∏
i/∈Kt h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)∏
i∈Kt exp
(
−tx2
2σ2i (1−t)
)
ν(dx)
.
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Proof. For i ∈ Kt, we have the following
ξ
(i)
t
∣∣∣
X,Ft−
∼ N
(
ξ(i)(τ
(i)
t− ) + (t− τ (i)t− )X, σ2i (t− τ (i)t− )(1− t)
)
.
Given X, the variables {ξ(i)t }i=1,...,n are mutually independent. It follows that the conditional
distribution of Z is also Gaussian, that is,
Z|X,Ft− ∼ N
(∑
i∈Kt
ξ(i)(τ
(i)
t− ) + (t− τ (i)t− )X
σ2i (1− t)
,
∑
i∈Kt
t− τ (i)t−
σ2i (1− t)
)
.
Hence, the density of Z is given by
z 7→ 1√
2piV
∫
x∈R
exp
(
−(z − U(x))
2
2V
)
νt−(dx),
where we have defined the following:
U(x) =
∑
i∈Kt
ξ(i)(τ
(i)
t− ) + (t− τ (i)t− )x
σ2i (1− t)
, V =
∑
i∈Kt
t− τ (i)t−
σ2i (1− t)
.
Note that one can decompose the conditional distribution of X in terms of Kt and write
P[X ∈ dx | Ft] =
exp(xZ)
∏
i/∈Kt h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)∏
i∈Kt exp
(
−tx2
2σ2i (1−t)
)
ν(dx)∫
X exp(xZ)
∏
i/∈Kt h
(
x, ξ(i)(τ
(i)
t ), τ
(i)
t , σi
)∏
i∈Kt exp
(
−tx2
2σ2i (1−t)
)
ν(dx)
.
Hence, the statement follows.
Proposition 2.13. Let µ(ξˆt, ηt, t) = (E[X | ξˆt, ηt]− ξˆt)/(1− t) and (λt) be the intensity process
of (Nt). Let ψ : R→ R and φ : R→ R be continuous bounded functions.
1. The conditional expectation
v(ξˆt, ηt, t) = E
[
e−
∫ 1
t ψ(s)dsφ(X)
∣∣∣ ξˆt, ηt, X1{t=1}] ,
satisfies the partial differential equation
∂v(ξˆt, ηt, t)
∂t
+ µ(ξˆt, ηt, t)
∂v(ξˆt, ηt, t)
∂ξˆt
+ σˆ2t
∂2v(ξˆt, ηt, t)
2∂ξˆ2t
− ψ(t)v(ξˆt, ηt, t) + (v(ξˆt, ηt, t)− v(ξˆt−, ηt−, t−))λt = 0,
with the boundary condition v(ξˆ1, η1, 1) = φ(X).
2. Choose the random point field ζ such that J˜
(i)
t = 1 implies J˜
(i)
u = 1 for u ≥ t. Let there
be at least one active source of information at t = 0. Then,
v(ξˆt, t) = E
[
exp
(
−
∫ 1
t
ψ(s)ds
)
φ(X)
∣∣∣∣ ξˆt] ,
satisfies the same partial differential equation of v(ξˆt, ηt, t) with the boundary condition
v(ξˆ1, 1) = φ(X), and where ηt = 1 for all t ∈ T.
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Proof. See Appendix for the proof.
We conclude this section by producing an example of modulated information and associated
endogenous jump-diffusion. In the figure below, we show a simulated path of the conditional
expectation process (Xt) given in Proposition 2.11. This jump-diffusion process jumps when-
ever an information coordinate is activated. At each point in time a Markov chain dictates
which information coordinates are active. As expected, the effective information process has
jump-diffusion dynamics, where the jumps occur whenever an information source is activated or
deactivated. The interpretation is that when an information source (coordinate) comes online,
the process (Xt) instantaneously adjusts to account for the additional information contributed
by the newly activated source. However, no jumps in (Xt) are produced when an information
source is deactivated. Because of the permanent nature of each “shock” given to (Xt) whenever
a information source is activated, we speak of a permanent impact on the value of (Xt). The
inclusion of a temporary impact on (Xt) is a suggestion for future research, where the infor-
mational contribution of a particular information coordinate (source) “fades away” over time
once the source is deactivated.
Figure 1: Simulation of endogenous jump-diffusion system (one path). Here, an example is
shown whereby the random point field is illustrated by a Markov chain. (a) the Markov chain,
(b) the time-changed—or modulated—information process, (c) the effective information pro-
cess, and (d) the endogenised jump-diffusion Xt = E[XT | Ft], for 0 ≤ t < 1.
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2.3 Multiple point fields
In the spirit of [4], we consider a system where X is given by a function of multiple factors about
which observers have differing information. That is, for some m ∈ N+, we introduce a vector
X of mutually independent random variables Xα ∈ L2(Ω,G,P) with law να for α = 1, . . . ,m,
respectively, each with the state-space (X,B(X)), where we choose X ⊆ R. We treat the case
where X = g(X1, . . . , Xm) for some bounded measurable function g : Xm → X.
Accordingly, we introduce Rn(α)-valued (Gt)-adapted multivariate stochastic processes (ξαt )t∈T,
for α = 1, . . . ,m, where n(α) highlights that the dimensions of (ξαt )s may be different across
α. As before, we define information coordinates by ξ
α,(i)
t = tX
α + σαi β
α,(i)
t , for σ
α
i > 0 and
i = 1, . . . , n(α). For the sake of parsimony, we assume that the standard Brownian bridges
{βα,(i)t }s are mutually independent and of Xαs across i = 1, . . . , n(α) and α = 1, . . . ,m.
Next we introduce a set of mutually independent random point fields ζα for α = 1, . . . ,m on
Tn(α), which are also independent of (ξαt )s, each generating a collection of times {$α,i1 , . . . , $α,iki }
for i = 1, . . . , n(α) and finite ki ∈ N0. For every (α, i), we associate the random sequence
{$α,i1 , . . . , $α,iki } to a coordinate of a (Gt)-adapted ca`dla`g jump process (J˜
α
t ) with state space
S = {0, 1}n(α). We then define the Rn(α)×n(α)-valued process (Jαt ) by Jα,(i,j)t = δijJ˜
α
t . As before,
(Jαt ) is a diagonal matrix-valued process indicating which coordinates of (ξ
α
t ) are active through
(Jt
α ξαt ) for α = 1, . . . ,m. We define a sub-algebra Ht ⊆ Gt by
Ht = σ
(
(Jαu ξ
α
u)0≤u≤t, (J
α
u)0≤u≤t,X1{t=1};α = 1, . . . ,m
)
,
for t ∈ T. Keeping notations consistent and following our setup, we define R-valued effective
information processes (ξˆαt )t∈T for α = 1, . . . ,m by
ξˆαt = (σˆ
α
t )
2
∑
i∈J αt
(σαi )
−2ξα,(i)t , where σˆαt =
∑
i∈J αt
(σαi )
−2
−1/2 ,
where J αt = {i : Jα,(i,i)t = 1}. In a similar fashion, we define function-valued complementary
information processes (ηαt )t∈T for α = 1, . . . ,m by
ηαt : x
α 7→
∏
i∈J α{t
h
(
xα, ξα,(i)(τ
α,(i)
t ), τ
α,(i)
t , σ
α
i
)
,
where J α{t = {i : Jα,(i,i)t = 0} and τα,(i)t = 0 ∨ sup{u : Jα,(i,i)u = 1, u ∈ [0, t]} for i = 1, . . . , n(α).
Proposition 2.14. The measure νt(dx) = P[X ∈ dx |Ht] satisfies
νt(dx) =
m∏
α=1
P[Xα ∈ dxα | ξˆαt , ηαt ],
for t ∈ [0, 1).
Proof. Using the independence properties given above, we have
νt(dx) =
m∏
α=1
P[Xα ∈ dxα |σ ((Jαu ξαu)0≤u≤t, (Jαu)0≤u≤t, Xα1{t=1})]
=
m∏
α=1
h
(
xα, ξˆαt , t, σˆ
α
t
)
ηαt (x
α) να(dxα)∫
X h
(
xα, ξˆαt , t, σˆ
α
t
)
ηαt (x
α) να(dxα)
,
by following similar steps as done in Proposition 2.7.
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We define piαj = inf{t : Cαt = j}, with piα0 = 0, where Cαt =
∑
s≤t 1{J˜
α
s 6= J˜
α
s−}, and also
Nαt =
∑
s≤t δ
α
s , where δ
α
s = 1{J αs \J αs− 6= ∅} for α = 1, . . . ,m.
Proposition 2.15. Let (W
α,(j)
t ) be mutually independent (Ht)-Brownian motions across α =
1, . . . ,m for t ∈ [piαj−1, piαj ∧ 1). Then, the process Xt := E[X |Ht] for t ∈ [0, 1) satisfies
Xt = E[X] +
m∑
α=1
Cαt∑
j=1
∫ piαj
piαj−1
Θαs
σˆαs (1− s)
dWα,(j)s +
m∑
α=1
∫ t
piCαt
Θαs
σˆαs (1− s)
dWα(Ct+1)s
+
m∑
α=1
∑
s≤t
(Xs −Xs−)δαs ,
where (Θαt )t∈T is given by Θ
α
t = Cov[X,X
α |Ht] for α = 1, . . . ,m.
Proof. Let ναt (dx
α) = P[Xα ∈ dxα | ξˆαt , ηαt ] for α = 1, . . . ,m. Then using the independence
properties given above, Proposition 2.14 and following similar steps as for Proposition 2.10,
there exists a set of (Ht)-Brownian motions (Wα,(j)t ) over random periods t ∈ [piαj−1, piαj ∧ 1),
which are mutually independent from each other across α = 1, . . . ,m, where the brackets
〈 dW a,(j)t , dW b,(j)t 〉 = 0 for a, b ∈ {1, . . . ,m}, such that (νt) satisfies
νt(dx)
law
= ν0(dx) +
m∑
α=1
Cαt∑
j=1
∫ piαj
piαj−1
xα − E[Xα | ξˆαs , ηαs ]
σˆαs (1− s)
m∏
α=1
ναs (dx
α) dWα,(j)s
+
m∑
α=1
∫ t
piCαt
xα − E[Xα | ξˆαs , ηαs ]
σˆαs (1− s)
m∏
α=1
ναs (dx
α) dWα,(Ct+1)s +
m∑
α=1
∑
s≤t
(νs(dx)− νs−(dx))δαs ,
for t ∈ [0, 1). We also know that νt(dx) =
∏m
α=1 ν
α
t (dx
α). Therefore, since g : Xm → X is a
bounded measurable function, we have
Xt =
∫
Xm
g(x1, . . . , xm)ν1t (dx
α) . . . νmt (dx
α),
and the statement follows via Lebesgue integration.
We notice that (Xt)t∈T jumps whenever any of the inactive information sources on any of
the factors Xα becomes active. In addition, the diffusion coefficient of (Xt) takes the form of
a stochastic covariance process, which itself jumps when any of the information sources in the
system switches on. Over random time periods, when none of the information sources switch
on, (Xt) diffuses continuously.
Proposition 2.16. Let ξˆt = [ξˆ
1
t , . . . , ξˆ
m
t ], and ηt = [η
1
t , . . . , η
m
t ]. Also, let µ
α(ξˆαt , η
α
t , t) =
(E[Xα | ξˆαt , ηαt ] − ξˆαt )/(1 − t) and (λαt ) be the intensity process of (Nαt ). Let ψ : R → R and
φ : R→ R be continuous bounded functions. Then the conditional expectation
v(ξˆt,ηt, t) = E
[
e−
∫ 1
t ψ(s)dsφ(X)
∣∣∣ ξˆt,ηt,X1{t=1}] ,
satisfies the partial differential equation
∂v(ξˆt,ηt, t)
∂t
+
m∑
α=1
µα(ξˆt, ηt, t)
∂v(ξˆt,ηt, t)
∂ξˆαt
+
m∑
α=1
(σˆαt )
2∂
2v(ξˆt,ηt, t)
2(∂ξˆαt )
2
− ψ(t)v(ξˆt,ηt, t) +
m∑
α=1
(v(ξˆt,ηt, t)− v(ξˆt−,ηt−, t−))λαt = 0,
with the boundary condition v(ξˆ1,η1, 1) = φ(X).
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We omit the proof of Proposition 2.16 to avoid repetition, which follows from similar steps
as done in Proposition 2.10 and Proposition 2.13 by overlaying the independence properties
given above, where we see that the brackets 〈 dξˆa,(j)t , dξˆb,(j)t 〉 = 0 for a, b ∈ {1, . . . ,m}.
2.4 Modulation as projection
For any t ∈ T and for any fixed α = 1, . . . ,m, Jαt ξαt defines an orthogonal projection from
the space of all available information sources to an information subspace. That is, (Jαt ) is a
symmetric projection-valued stochastic process acting on ξαt , whereas A
α
t = I−Jαt , with I the
identity matrix, is an annihilator matrix determining a complementary information subspace.
This motivates us to ask how far we can push this idea towards its logical limits for modelling
information modulation. This brings forth one possible generalisation.
Definition 2.17. A modulated Brownian bridge information system is given by the probability
space (Ω,H,P) equipped with a right-continuous and complete filtration (Ht)t∈T, where
1. Ht = σ
(
(P αu ξ
α
u)0≤u≤t, (P
α
u)0≤u≤t,X1{t=T};α = 1, . . . ,m
)
.
2. (ξαt )t∈T is an Rn(α)-valued Brownian bridge information process for α = 1, . . . ,m.
3. (P αt )t∈T is an n(α)-dimensional projection-valued stochastic process with real ca`dla`g paths
for α = 1, . . . ,m.
4. X ∈ L2(Ω,G,P) is an m-dimensional vector of random variables with law ν and state-
space (Xm,⊗mα=1B(X)), where X ⊆ R and B(X) is the Borel σ-field.
5. T = [0, T ] is a finite interval for some T <∞.
This definition of the system does not explicitly rely on any random point field. However,
one can assign a law to (P αt )t∈T via associating it with a random point field ζ
α. Although
we leave a detailed study of such a system for future research, we shall nonetheless provide a
simple example to show how—what we call—information mixing arises.
Example 2.18. Let m = 1 and (ξt)t∈T be defined as above, and p
(ij)
t denote the (i, j)th coor-
dinate of an n-dimensional projection matrix P t. Then at any t ∈ T, the σ-algebra Ht allows
the mapping P t ξt 7→ ψt, where
ψ
(i)
t =

0, if p
(ij)
t = 0 for all j ∈ {1, . . . , n},
tX + pˆ
(i)
t
n∑
j=1
p
(ij)
t σjβ
(j)
t , otherwise,
and where pˆ
(i)
t =
(∑n
j=1 p
(ij)
t
)−1
. Thus, ψ
(i)
t
law
= tX + α
(i)
t B
(i)
t given that (B
(i)
t )t∈T is a standard
Brownian bridge and the bridge coefficient is
α
(i)
t = pˆ
(i)
t
(
n∑
j=1
(p
(ij)
t )
2σ2j
) 1
2
.
When P t is diagonal (e.g. P t = J t), the observer of P t ξt also observes the active coordinates
of ξt, possibly scaled. However, in the more general case, the observer may not be able to
decouple all the active coordinates of ξt from the observed P t ξt, since P t is non-invertible,
unless P t = I, for it is a projection. Hence, the original information provided from each source
may get mixed with another.
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3 Applications
Thus far, we have kept the context of our approach fairly general without, for instance, spec-
ifying an interpretation of the signal X. Next, we apply the framework to, e.g., finance in
the spirit of [4]. We assume that P is the pricing measure, (Ft) is the market information, X
is the cash flow of a financial asset at t = 1, and the price of the asset at time t ∈ [0, 1) is
given by the discounted expected value of X conditional on Ft. We let the risk-free system be
deterministic and denote the system of discount functions by (P0t)0≤t<∞. We assume that P0t is
differentiable, strictly decreasing and that it satisfies 0 < P0t ≤ 1 and limt→∞ P0t = 0. The no-
arbitrage condition implies that Pt1 = P01/P0t for t ≤ 1. We write X t = Pt1Xt = Pt1E[X | Ft]
for the price at time t. The price process (X t) has jump-diffusion dynamics, see Section 2.2.
3.1 Merton-type jump-diffusion models for vanilla options
We choose ζ such that J˜
(i)
t = 1 implies J˜
(i)
u = 1 for u ≥ t. This removes any path-dependency
in the system caused by randomly paused flows of information. We also let there be at least
one active source of information at t = 0, so that some information about X is always available
to market participants. As an example, we shall price a European-style call option with strike
price K and exercisable at a fixed time t ∈ (0, 1). The price at time zero is given by C0 =
P0tE
[
(X t −K)+
]
where 0 < t < 1. To make the derivation easier to follow, we represent
processes explicitly as a function of the state k ∈ S, e.g., we write ξˆt(k) for J˜ t = k.
Proposition 3.1. The price at t = 0 of the European-style call option is given by
C0 = P0t
∑
k∈S
P(J˜ t = k)
∫
X
xN
(
−zˆt(k) + x
√
t
σˆ2t (k)
√
(1− t)
)
ν(dx)
− P0t
∑
k∈S
P(J˜ t = k)K
∫
X
N
(
−zˆt(k) + x
√
t
σˆ2t (k)
√
(1− t)
)
ν(dx),
for t ∈ (0, 1), where N (·) is the standard normal distribution function and zˆt(k) = ςˆ(k)/
√
t(1− t),
where ςˆ(k) is the unique solution to∫
X
(Pt1x−K) exp
[
1
σˆ2t (k)(1− t)
(
xςˆ(k)− tx2/2)] ν(dx) = 0.
Proof. See Appendix for the proof.
The option price can be represented as the weighted sum of Black-Scholes-Merton prices
induced by the various combinations of active information processes. The functional form of
the price is very similar to that presented in [19] where jumps are driven by a Poisson process.
In our framework, the jump-diffusion dynamics of the price process emerges from the nature of
the market information (i.e. endogenous) and the jump distribution is not specified a priori.
We refer to [9] and [10] for partial integro-differential equations and viscosity solutions that
offer alternative techniques for option pricing with respect to jump-diffusion dynamics.
3.2 Information asymmetry and market competition
We consider a setting in which there are two market agents who are unaware of each other’s
actions and have differing access to a fixed universe of information sources. Let (J
(1)
t ) and
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(J
(2)
t ) be the diagonal matrices of (J˜
(1)
t ) ∈ S and (J˜
(2)
t ) ∈ S, which are Gt-adapted ca`dla`g jump
processes of Agents 1 and 2, respectively. The jump processes are generated by two random
point fields ζ(1) and ζ(2), both independent of (ξt). We define the sub-algebras F (j)t ⊆ Gt by
F (j)t = σ
(
(J (j)u ξu)0≤u≤t, (J
(j)
u )0≤u≤t, X1{t=T}
)
,
for j = {1, 2}. Then we introduce ν(j)t (A) = P[X ∈ A | F (j)t ], where, due to Proposition 2.7,
we have ν
(j)
t (A) = P[X ∈ A | ξˆ(j)t , η(j)t ]. We note that P[ξˆ(1)t = ξˆ(2)t ] < 1 and P[η(1)t = η(2)t ] < 1,
since the set-valued processes (J (j)t ), which define the effective and complementary information
processes of the agents, are different. To model the information asymmetry in a dynamic
competition between the agents, we shall utilise f -divergences, see [3, 11]. We can define a
symmetric f -divergence between equivalent probability measures P(1) and P(2) as
∆f
[
P(1)||P(2)] = 1
2
[∫
Ω
f
(
dP(1)(ω)
dP(2)(ω)
)
dP(2)(ω) +
∫
Ω
f
(
dP(2)(ω)
dP(1)(ω)
)
dP(1)(ω)
]
,
for ω ∈ Ω, where f is a convex function that satisfies f(1) = 0, and where dP(1)/dP(2) is the
Radon-Nikodym derivative. Alternatively, a symmetric f -divergence can be defined in terms
of probability densities, assuming that they exist. For convenience, we assume that X has a
density and write ν
(j)
t (dx) = p
(j)
t (x)dx such that p
(j)
t (x) > 0 for t ∈ [0, 1) and x ∈ X.
As an example, we shall utilise Kullback-Leibler divergence (relative entropy), which is not
a distance metric on the space of probability distributions, but measures the information gain
when moving from a prior distribution to a posterior distribution. For t ∈ [0, 1),
∆KL
[
p
(1)
t || p(2)t
]
=
1
2
∫
X
[
p
(1)
t (x) log
(
p
(1)
t (x)
p
(2)
t (x)
)
+ p
(2)
t (x) log
(
p
(2)
t (x)
p
(1)
t (x)
)]
dx.
We represent the probability density functions of the agents explicitly as a function of the state
and write p
(j)
t (x; kj) for J˜
(j)
t = kj, where kj ∈ S for j = {1, 2}. Thus, we have p(j)t (x; kj)dx =
P[X ∈ dx | ξˆt(kj), η(j)t (kj)]. Then, by defining the processes (At(k1, k2)) and (Bt(k1, k2)) by
At(k1, k2) =
∫
X
log
(
p
(1)
t (x; k1)
p
(2)
t (x; k2)
)
ν
(j)
t (dx; k1), Bt(k1, k2) =
∫
X
log
(
p
(2)
t (x; k2)
p
(1)
t (x; k1)
)
ν
(2)
t (dx; k2),
respectively, we may write
2∆KL
[
p
(1)
t ||p(2)t
]
=
∑
k1∈S
∑
k2∈S
(At(k1, k2) +Bt(k1, k2))1{J˜ (1)t = k1}1{J˜
(2)
t = k2}.
This is a useful representation to derive an SDE of the Kullback-Leibler asymmetry process
via Proposition 2.10. The process jumps every time one of the agents gains access to a new
source of information. If both agents have the same information at a given time, that is, if
ν
(1)
t (dx; k1) = ν
(2)
t (dx; k2) for some t ∈ [0, 1), then the process is zero at that time.
The study of information asymmetry (see, for example [1, 2, 18]) has benefited substantially
from the theory of enlargements of filtrations; see [17] and [22].
Remark 3.2. Activation of new information sources at random times can be understood in
terms of progressive enlargements of filtrations. Combining this with deactivation of informa-
tion, we may view the proposed framework as a dynamic interplay between enlargements of
filtrations and stopped filtrations.
We leave a formal treatment of this remark and a corresponding rigorous application of
information asymmetry to market competition with multiple agents for future research.
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Appendix
Proposition 2.1
Proof. Per coordinate i, the dynamics of (τ
(i)
t ) can be decomposed into its continuous and
discontinuous parts, where dJ
(i,i)
t = 0 or dJ
(i,i)
t = 1, respectively. Given that (J
(i,i)
t ) has state-
space {0, 1}, we have τ (i)t = t whenever J (i,i)t = 1 and τ (i)t < t whenever J (i,i)t = 0. Hence,
for the continuous part, when J
(i)
t = 1, dτ
(i)
t = dt, and when J
(i,i)
t = 0, dτ
(i)
t = 0. As for the
discontinuous part, just before a jump, if J
(i,i)
t− = 1, then dτ
(i)
t = dt since τ
(i)
t− = t. If just before
a jump, J
(i,i)
t− = 0, then dτ
(i)
t = (t− t∗) given that τ (i)t− = t∗ for some t∗ < t and τ (i)t = t.
Lemma 2.5
Proof. By definition, for Jt 6= ∅, the effective information process is ξˆt = tX+ σˆt
∑
i∈Jt σ
−1
i β
(i)
t .
A linear combination of independent Brownian bridges is a Brownian bridge. Further, we have
E
[
σˆt
∑
i∈Jt
σ−1i β
(i)
t
]
= 0, Var
[
σˆt
∑
i∈Jt
σ−1i β
(i)
t
]
= t(1− t),
hence, (βˆt) is a standard Brownian bridge between jumps.
Proposition 2.10
Proof. Due to the finite number of jumps generated by the random point field ζ on Tn, the
measure-valued (νt) can be represented by the sum of the continuous and the discontinuous
components via the decomposition νt(A) = ν
c
t (A) +
∑
s≤t ∆νs(A). We first focus on the con-
tinuous part νct (dx), which can be written as
νct (dx) =
h
(
x, ξˆct , t, σˆ
c
t
)
ηct (x) ν(dx)∫
X h
(
x, ξˆct , t, σˆ
c
t
)
ηct (x) ν(dx)
.
The continuous part of the volatility parameter σˆct is constant between discontinuities. Then,
we define a function of ξˆct , η
c
t and t as
g
(
ξˆct , t, η
c
t ;x, σˆ
c
t , dx
)
= h
(
x, ξˆct , t, σˆ
c
t
)
ηct (x) ν(dx),
and also
G
(
ξˆct , t, η
c
t ; σˆ
c
t
)
=
∫
X
g
(
ξˆct , t, η
c
t ;x, σˆ
c
t , dx
)
.
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Using Ito’s lemma, we have
dg
(
ξˆct , t, η
c
t ;x, σˆ
c
t , dx
)
=
∂g
∂t
dt+
∂g
∂ξˆct
dξˆct +
∂2g
2∂(ξˆct )
2
d(ξˆct )
2
+
∂g
∂ηct
dηct +
∂2g
2∂(ηct )
2
d(ηct )
2 +
∂2g
∂ξˆctη
c
t
dξˆctdη
c
t
=
∂g
∂t
dt+
∂g
∂ξˆct
dξˆct +
∂2g
2∂(ξˆct )
2
(σˆct )
2dt
= g
(
ξˆct , t, η
c
t ;x, σˆ
c
t , dx
)( xξˆct
(σˆct )
2(1− t)2 dt+
x
(σˆct )
2(1− t)dξˆ
c
t
)
,
since the quadratic variation of (dβˆct ) is dt and η
c
t (the continuous part of ηt) is constant between
discontinuities. Then using Fubini’s theorem, we can write
dG
(
ξˆct , t, η
c
t ; σˆ
c
t
)
=
∫
X
g
(
ξˆct , t, η
c
t ;x, σˆ
c
t , dx
)( xξˆct
(σˆct )
2(1− t)2 dt+
x
(σˆct )
2(1− t)dξˆ
c
t
)
= G
(
ξˆct , t, η
c
t ; σˆ
c
t
)(E[X | ξˆct , ηct ]ξˆct
(σˆct )
2(1− t)2 dt+
E[X | ξˆct , ηct ]
(σˆct )
2(1− t)dξˆ
c
t
)
.
Finally, for the bracket 〈G,G〉, we have
d 〈G,G〉 = G
(
ξˆct , t, η
c
t ; σˆ
c
t
)2 E[X | ξˆct , ηct ]2
(σˆct )
2(1− t)2 dt,
and the bracket 〈g,G〉 satisfies
d 〈g,G〉 = g
(
ξˆct , t, η
c
t ;x, σˆ
c
t , dx
)
G
(
ξˆct , t, η
c
t ; σˆ
c
t
) xE[X | ξˆct , ηct ]
(σˆct )
2(1− t)2 dt.
Using the Ito quotient rule and rearranging terms, we have
dνct (dx) =
x− E[X | ξˆct , ηct ]
(σˆct )
2(1− t) ν
c
t (dx)dM
c
t ,
for t ∈ [0, 1), where
dM ct = dξˆ
c
t −
E[X | ξˆct , ηct ]− ξˆct
1− t dt.
The integral in the continuous part of (Mt) is well-defined over [0, t] with respect to the Lebesgue
measure. That is, having pij ∈ (0, t) for j = 1, . . . ,m < ∞ and denoting u0 = pi0+ = 0 and
um+1 = pim+1− = t,∫ t
0
E[X | ξˆs, ηs]− ξˆs
1− s ds =
∑
j
lim
uj−1→(pij−1)+
lim
uj→pij−
∫ uj
uj−1
E[X | ξˆs, ηs]− ξˆs
1− s ds
+
∑
j
lim
uj→pij+
lim
uj+1→(pij+1)−
∫ uj+1
uj
E[X | ξˆs, ηs]− ξˆs
1− s ds.
Finally, the discontinuous part can be rewritten as∑
s≤t
∆νs(dx) =
∑
s≤t
(νs(dx)− νs−(dx))1{Js\Js− 6= ∅}, (2)
for t ∈ [0, 1). The statement follows by Lebesgue integration over any A ∈ B(X).
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Proposition 2.11
Proof. Note that the random time pij−1 is (Ft)-measurable, Wpij−1 = 0 and the subprocess
(βˆt− βˆpij−1)pij−1≤t≤pij is an (Ft)-Brownian bridge. Thus, the bracket d 〈Wt,Wt〉 for t ∈ [pij−1, pij)
is dt given (Ft). Since the paths (Mt)pij−1≤t<pij and (σˆt)pij−1≤t<pij are continuous, (Wt)pij−1≤t<pij
is an (Ft)-Brownian motion by Le´vy’s characterization. The dynamics given in the second
part follows directly from Proposition 2.10, the (σˆt)-standardization of (Mt) and Lebesgue
integration. For the (Ft)-supermartingale property of (Γt), define (St)0≤t<1 by St = X2t . Using
Ito’s lemma, (St) is an (Ft)-submartingale. Then from Doob-Meyer decomposition,
E
[
E[X2 | Ft]− St | Fs
]
= E
[
E[X2 | Ft]− (Yt − It) | Fs
] ≤ Var[X | Fs],
where (Yt) is an (Ft)-martingale and (It) is an increasing predictable process. The last part is
given by
X
(k)
t = E[Xk] +
Ct∑
j=1
∫ pij
pij−1
E[Xk+1 | ξˆs, ηs]− E[Xk | ξˆs, ηs]Xs
σˆs(1− s) dW
(j)
s
+
∫ t
piCt
E[Xk+1 | ξˆs, ηs]− E[Xk | ξˆs, ηs]Xs
σˆs(1− s) dW
(Ct+1)
s +
∑
s≤t
(X(k)s −X(k)s− )δs.
which follows from the first two parts and the Lebesgue integration from Proposition 2.10.
Proposition 2.13
Proof. For part one, by use of the Doob-Meyer decomposition, we can write Nt = Nˆt + Λt,
where (Nˆt) is an (Ft)-adapted martingale and Λt =
∫ t
0
λsds is the compensator process. Define
vˆ(ξˆt, ηt, t) = e
− ∫ t0 ψ(s)dsv(ξˆt, ηt, t), which is a martingale. Then, by applying Ito’s lemma to
vˆ(ξˆt, ηt, t) by decomposing it into continuous and discontinuous parts, we have
vˆ(ξˆt, ηt, t)
∂t
dt+
vˆ(ξˆt, ηt, t)
∂ξˆt
(
dMt + µ(ξˆt, ηt, t)dt
)
+ σˆ2t
∂2vˆ(ξˆt, ηt, t)
2∂ξˆ2t
dt+
(
vˆ(ξˆt, ηt, t)− vˆ(ξˆt−, ηt−, t−)
)
(dNˆt + dΛt)
Note that for the continuous part, we have dηt = 0 and d 〈ηt, ηt〉 = 0. Thus, once the conditional
expectation is taken with respect to Ft, the continuous part of (Mt) and the discontinuous part
(Nˆt) vanish,
e−
∫ t
0 ψ(s)ds
(
∂v(ξˆt, ηt, t)
∂t
− ψ(t)v(ξˆt, ηt, t) + µ(ξˆt, ηt, t)∂v(ξˆt, ηt, t)
∂ξˆt
+ σˆ2t
∂2v(ξˆt, ηt, t)
2∂ξˆ2t
)
dt
+ e−
∫ t
0 ψ(s)ds(v(ξˆt, ηt, t)− e−
∫ t−
0 ψ(s)dsv(ξˆt−, ηt−, t−))λtdt = 0,
Once we divide both sides by e−
∫ t
0 ψ(s)dsdt, the jump part remains to be(
v(ξˆt, ηt, t)− e
∫ t
t− ψ(s)dsv(ξˆt−, ηt−, t−)
)
λt,
However,
∫ t
t− ψ(s)ds = 0 due to continuity, and hence, e
∫ t
t− ψ(s)ds = 1. Finally, X1{t=1} ensures
that the boundary condition is satisfied even if J1 = ∅. For part two, active sources never
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deactivate. Thus for inactive states i ∈ J ct , the complementary information is ηt = 1 for all
t ∈ [0, 1], since ξ(i)(0) = 0 and τ (i)t = 0 must hold for all t ∈ [0, 1]. The boundary condition
follows since at least one information source is active.
Proposition 3.1
Proof. Let X t(k) = Pt1E[X | ξˆt(k)], which is the price of the asset given that J˜ t is in state
k ∈ S. That is, since ξˆt has to be in one of the 2n states at any time, k should be understood as
an identifier of the active and inactive coordinates of ξt. Then, the price of the option is given
by
C0 =
∑
k∈S
C0(k)P(J˜ t = k),
for t ∈ (0, 1), where C0(k) = P0tE
[
(X t(k)−K)+
]
. This follows from the law of total expecta-
tion, where we have
E
[
(X t −K)+
]
= E
[
E
[
(X t −K)+
∣∣ J˜ t]] = ∑
k∈S
E
[
(X t −K)+
∣∣ J˜ t = k]P(J˜ t = k)
=
∑
k∈S
E
[
(X t(k)−K)+
]
P(J˜ t = k),
since (ξt) is Markovian and independent of the state process (J˜ t), and ηt = 1 for all t ∈ T. We
can write the conditional distribution as an explicit function of k ∈ S,
νt(dx; k) =
exp
[
1
(1−t) σˆ
−2
t (k)
(
xξˆt(k)− tx2/2
)]
ν(dx)∫
X exp
[
1
(1−t) σˆ
−2
t (k)
(
xξˆt(k)− tx2/2
)]
ν(dx)
,
for t ∈ (0, 1). Following similar steps as in [4], which we shall not repeat here, we have
C0(k) = P0tE
[
1
Φt(k)
(∫
X
(Pt1x−K)χt(x; k)ν(dx)
)+]
,
where Φt(k) =
∫
X χt(x; k)ν(dx) and
χt(x; k) = exp
(
xξˆt(k)− tx2/2
σˆ2t (k)(1− t)
)
.
Then, for t ∈ (0, 1), we can define the measure B on (Ω,G, {Gt}) through a sequence of Radon-
Nikodym derivatives {
dB
dP
∣∣∣∣
σ((ξˆs(k))0≤s≤t)
}
k∈S
=
{
1
Φt(k)
}
k∈S
,
This follows because the process (1/Φt(k)) is a P-martingale; E
[
1/Φt(k)|ξˆs(k)
]
= 1/Φs(k) for
s < t, and also Φ0(k) = 1 and Φt(k) > 0. In particular,
(Φt(k))
−1 = exp
−∫ t
0
E
[
X|ξˆs(k)
]
σˆs(k)(1− s) dWs(k)−
1
2
∫ t
0
E
[
X|ξˆs(k)
]2
σˆ2s(k)(1− s)2
ds
 ,
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and the Novikov’s condition
E
exp
1
2
∫ t
0
E
[
X|ξˆs(k)
]2
σˆ2s(k)(1− s)2
ds

 <∞, (3)
is satisfied. Under the measure B, the random variable ξˆt(k) is Gaussian and we have
C0 = P0t
∑
k∈S
P(J˜ t = k)EB
[(∫
X
(Pt1x−K)χt(x; k)ν(dx)
)+]
.
The statement follows by computing the critical value ςˆ(k).
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