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To achieve fast ﬂood modelling for large-scale problems, a two-dimensional cellular automata based
model was developed. This model employs simple transition rules and a weight-based system rather
than complex Shallow Water Equations. The simpliﬁed feature of cellular automata allows the model to
be implemented in parallel environments, resulting in signiﬁcantly improved modelling efﬁciency. The
model has been tested using an analytical solution and four case studies and the outputs were compared
to those from a widely-used commercial physically-based hydraulic model. Results show that the model
is capable of simulating water-depth and velocity variables with reasonably good agreement with the
benchmark model, using only a fraction of the computational time and memory. In the case of the real
world example, the proposed model run times are up to 8 times faster. The rapid and accurate attributes
of the model have demonstrated its applicability for quick ﬂood analysis in large modelling systems.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).Software availability
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Software required: OpenMP/OpenCL libraries
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Availability: Open source MIT license1. Introduction
The demand for performing two-dimensional (2D) ﬂood
modelling for extremely large spatial scale problems (large extent,
ﬁne grid resolution, or a large number of simulations) is growing inolin).
r Ltd. This is an open access articlethe ﬂood risk management industry. The problems include ﬂood
risk assessment for up to continental size domains, ﬂood simula-
tions with high resolution terrain data (e.g., to reﬂect micro-
features in urban environment), uncertainty analysis with a large
number of input parameter combinations and the analysis of ﬂood
risk for future development and climate change scenarios. All of
these need fast models that can run simulations accurately and
efﬁciently.
Typical physically-based 2D ﬂood models solve the Shallow
Water Equations (SWEs), requiring high computational resources.
Many of these models have been developed to obtain better per-
formance, whilemaintaining the required accuracy, by reducing the
complexity of the SWEs. This reduction is usually achieved by
approximating or neglecting less signiﬁcant terms of the equations
(Hunter et al., 2007; Yen and Tsai, 2001). The JFLOW model
(Bradbrook et al., 2004), Urban InundationModel (UIM) (Chen et al.,
2007), and the diffusive version of LISFLOOD-FP (Hunter et al., 2005)
solve the 2D diffusionwave equations that neglect the inertial (local
acceleration) and advection (convective acceleration) terms (Yen
and Tsai, 2001). The inertial version of LISFLOOD-FP (Bates et al.,
2010) solves the SWEs without the advection term. In either
version of LISFLOOD-FP the ﬂow is decoupled in the Cartesian di-
rections.Othermodels use the full SWEsbut focuson theuseofmulti
resolution grids or irregular mesh, like InfoWorks ICM (Innovyze,under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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These last two models are commercial packages, and the code
applied in the optimisation techniques is not in the public domain.
Many of these physically based models have beneﬁted from
parallelised computation, due to the recent advancement in parallel
computing techniques and easy-to-access parallel capable hard-
ware. For example, InfoWorks ICM (Innovyze, 2012), JFLOW-GPU
(Lamb et al., 2009), and the Finite volume SWEs model of Smith
et al. (2013) use the massive parallel computational power of
Graphics Processing Units (GPUs) in modern graphics cards to
reduce the computation time. LISFLOOD-FP uses the OpenMP (Neal
et al., 2009) and the MPI libraries (Neal et al., 2010) and P-DWave
(Leandro et al., 2014) uses the OpenMP library to take advantage of
multi-core CPUs (MCs). To increase performance, other 2D models,
such as the FloodMap-Parallel model (Yu, 2010) and CityCAT urban
ﬂood model (Glenis et al., 2013), have taken advantage of remote
distributed computers or Cloud computing.
While the run time of a ﬂood simulation is directly related to the
spatial resolution of the data used, the complexity of themodel also
has a major impact. Considering this progress towards the devel-
opment of a fast 2D model, physically based models still have some
inherited performance disadvantages. Solving the SWEs, even in
their reduced complexity formulations, is still computationally
intensive due to the complex mathematical formulae that require
expensive computing operations. Furthermore, these physically
based models might not always be able to take full advantage of
modern highly parallel computing techniques, like GPU computa-
tion, due to their need for inherently sequential computations.
In recent years, a number of studies have focused on developing
simple 2D ﬂood models using the cellular automata (CA) approach
instead of solving the SWEs. The CA technique offers a versatile
method for modelling complex physical systems using simple op-
erations (Wolfram, 1984). This simpliﬁcation dramatically reduces
the computational load of a CA model compared with a physically
based model. A CA model usually consists of ﬁve essential features:
a set of cells that represent discretised space, each of which has a
state, a distribution of neighbouring cells, a discrete time step, and a
set of transition rules (Itami, 1994). The transition rules are
composed of simple operations that govern the evolution of each
cell's state, which make use of the previous state of the cell itself
and of those in its neighbourhood. Since computing the new state
of a cell depends only on the state of the neighbouring cells at the
previous time step, CA algorithms are well suited to parallel
computation. The CA approach used in this work differs from the
related lattice-Boltzmann method (Chen and Doolen, 1998) that
uses simple operations to compute the micro scale particles inter-
action to model the macro scale ﬂow behaviour.
CA based models have been successfully used to simulate many
types of water related problems. Thomas and Nicholas (2002)
applied a CA model to simulate braided river ﬂow by routing the
ﬂow from the cell under consideration into ﬁve downstream cells.
Coulthard et al. (2007) developed the CA Evolutionary Slope and
River (CAESAR) model to simulate the sediment evolution in rivers.
Krupka et al. (2007) adopted a concept similar to CA that uses three
states of a cell (dry, active and inactive) to develop a rapid inun-
dation model. While not being CA based, the RSFM direct (Lhomme
et al., 2008) and ISIS Fast (Halcrow Group Ltd, 2014) models use
mass balance approach to spread ﬂood volume to the linked de-
pressions on the ﬂoodplain. However, these models can only
determine the ﬁnal inundation extent because of the lack of dy-
namic time variation modelling.
Austin et al. (2013, 2014) developed a series of CAmodels (CA1D,
BCA1D, etc.), that simulate sewer network ﬂow using various
transition rules and demonstrated that these simpliﬁed CA models
are capable of producing reliable results, compared with traditional1D hydraulic models, with a lower computational cost. These
models were developed as the 1D part of the Cellular Automata
Dual-DraInagE Simulation (CADDIES, 2015) project which aimed to
produce fast and accurate algorithms for ﬂood modelling of
coupled surface and sewer ﬂow.
In terms of existing CA based 2D ﬂood models, Dottori and
Todini (2010, 2011) developed a CA model, which is similar to the
storage cell models, such as LISFLOOD-FP. It employs Manning's
equation for the computation of interfacial discharges between
computing cells. Ghimire et al. (2013) developed the ﬁrst version of
the CADDIES-2D model (CA2D) that differed from Dottori and
Todini's model in its approach by evaluating the volume transferred
between cells using a ranking system instead of directly solving the
Manning's equation. However, the ranking system equation was
still solved for each time step, for each interfacial direction to limit
the ﬂow velocity. If the computed velocity was too high, the
intercellular transfer volumes were recomputed. This model ach-
ieved high performance thanks also to the use of the massive
parallelism of the GPU (Ghimire et al., 2013; Guidolin et al., 2012).
Both Dottori and Todini's, and Ghimire et al.’s CA models solve
the Manning's equation for each direction of the cellular interfaces.
The Manning's equation is relatively computationally expensive
because it includes the power and square root operations that take
more processing time than solving simpler operations. While in
modern architecture, like GPU, the amount of memory used by a
model has larger impact on the execution time than it had in the
past, reducing the number of expensive operations can still
signiﬁcantly reduce the computation time.
The main idea of this work is to present a new CA2D model
derived from Ghimire et al. (2013), which adopts a weight based
system to further simplify the transition rules determining the ﬂow
movement and to further minimise the need for solving complex
and computationally expensive equations. The aim is not to replace
complex physically based models, but to achieve high performance
while maintaining adequate accuracy for rapid ﬂood analysis in
large-scale applications.
The new model was applied to ﬁve different problems: the
analytical solution proposed by Hunter et al. (2005), three exam-
ples from the Environment Agency (EA) benchmarking tests for 2D
ﬂood modelling (Neelz and Pender, 2013), and one real world case
study in the area of Torquay in the UK. The results of the three 2D
benchmarking test cases and the Torquay test case were compared
with that of the widely used commercial model InfoWorks ICM 3.0
(Innovyze, 2012) to assess the performance and accuracy of the
new CA model.
2. Model
The proposed model attempts to reduce the necessity for
physically-based equations and complex mathematical operations
in the transition rules used to simulate an inundation event. This
model, which is also a part of the CADDIES 2D family, but improves
upon the methodology used in the CA2D model (Ghimire et al.,
2013) is referred to as the Weighted Cellular Automata 2D
(WCA2D). The WCA2D model is a diffusive-like model that ignores
inertia terms and momentum conservation. The model has been
designed to work with various general grids, (e.g., rectangular,
hexagonal or triangular grid) with different neighbourhood types
(e.g., the ﬁve cells of the von-Neumann (VN) neighbourhood or the
nine cells of the Moore neighbourhood). The major features of this
new model are:
1. The ratios of water transferred from the central cell to the
downstream neighbour cells (intercellular-volume) are calcu-
lated using a quick weight-based system;
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the neighbour cells is limited by the Manning's formula and the
critical ﬂow equation.
3. Both the adaptive time step and the velocity are evaluated
within a larger updated time step to speed up the simulation.
The pseudo-code of the main algorithm of the model is given in
Fig. 1, where t(s) is the simulation time, Dt(s) is the adaptive time
step, and Dtu(s) is the ﬁxed update time step.2.1. Intercellular-volume computation
CA2D (Ghimire et al., 2013) used a ranking technique to
compute the volume of water transferring from the central cell to
the neighbourhood, called intercellular-volume. This technique
worked by sorting the water levels of the cells in the neighbour-
hood (central cell included) in ascending order. The cells ranked
lower than the central cell were recipients of an intercellular-
volume from the central cell. The volumes of water transferring
at various interfaces were computed on a lower-cell-ﬁll-ﬁrst basis.
The cell with the lowest rank received water until it reached the
same level of the second ranked cells; then these two cells received
water until they reached the level of the third ranked cells, and so
on until there was nowater left for distribution in the central cell or
all cells had the same water level.
This process had two drawbacks: 1) it was prone to water level
oscillations between time steps, and 2) a sorting algorithm was
executed for each cell. The sorting algorithm is a computationally
intensive process to execute because it generally needs m log(m)
steps and at worst m2 steps, where m is the number of cells in the
neighbourhood. Although the sorting algorithm had small
computational cost when considering only a single cell with a
limited number of neighbourhood cells, the algorithm was
executed for each cell at every time step, which affected the total
run-time of the model signiﬁcantly. The previous version of CA2D
used a non-dimensional ﬂow relaxation parameter, q, which was
determined empirically, to reduce the oscillations that may result
in instability (Ghimire et al., 2013).
The new WCA2D model overcomes these two drawbacks by
using a simpliﬁed weighting process which has four steps: 1)
identify the downstream neighbour cells; 2) compute the speciﬁc
weight of each downstream cell based on the available storage
volume; 3) compute the total amount of volume that will leave the
central cell; and 4) for each downstream cell, set the eventual
intercellular-volume which depends on the previously computed
weight and total amount of volume transferred. When compared
with CA2D, internal tests show that the new model is less prone toInitialise variables, cell mask and boundary condi
1) Start time loop
a. Update simulation time: 
b. For each cell compute the volume of 
c. Update the water depth (intercellular-
d. If the simulation time reaches the nex
i. Compute the velocity vectors 
ii. Compute the next in each cell
iii. Retrieve the minimum for the 
iv. Check water volume balance
Fig. 1. The pseudo code ooscillation, and has better accuracy and faster calculations, without
using very small time step to ensure stable results.
In the ﬁrst step, a downstream cell is identiﬁed by using water
level differences between the central cell and the neighbour cells. A
positive water level difference greater than a small tolerance t in-
dicates that the downstream cell will receive an outﬂow; a differ-
ence less than t indicates that the cell will be ignored. The next step
starts with ﬁnding volume differences between the downstream
cells and the central cell, i.e., each positive difference in water level
greater than t is multiplied by the area of the respective neighbour
cell. During this step, the minimum, maximum, and the total vol-
ume differences are evaluated. In this work, the volume difference
is also called the available storage volume, which is the space in a
neighbour cell that is available to receive water from the central
cell. This is identiﬁed by the following equations:
Dl0;i ¼ lo  li ci2f1…mg: (1)
DV0;i ¼ Ai max

Dl0;i ;0

ci2f1…mg: (2)
DVmin ¼ min

DV0;i
 Dl0;i > t
i¼1…m

(3)
DVmax ¼ max
n
DV0;i

i¼1…m
o
(4)
DVtot ¼
Xm
i¼1
DV0;i (5)
wherem is the number of cells in the neighbourhood, i is the index
of the neighbour cell analysed, l0 (m) is the water level in the
central cell, li (m) is the water level of the neighbour cell analysed,
Dl0,i (m) is the difference inwater level between the central cell and
the neighbour cell analysed, Ai (m2) is the area of the ith neighbour
cell, DV0,i (m3) is the available storage volume between the central
cell and the ith neighbour cell, DVmin(m3) is the minimum available
storage volume of the downstream cells, DVmax (m3) is the
maximum available storage volume of the downstream cells, and
DVtot(m3) is the total available storage volume. In all of these and
the following equations, variables without a superscript are
considered to be at time t.
The weight of the downstream cell i is given by the ratio be-
tween the available storage volume DV0,i and the total available
storage volume of all downstream cells DVtot. This weight repre-
sents the fraction of total intercellular-volume, i.e. the total volume
to leave the central cell, which the neighbour cell will receive. As it
is deﬁned, the downstream cells could reach a higher water leveltions
water to transfer, i.e., intercellular-volume
volume/rain/etc.) for the update step
t update timing 
 for the update step .
whole computing domain
f the WCA2D model.
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that problem, the central cell is considered to retain a fraction of the
total intercellular-volume transferred. This is achieved by adding
the minimum available storage volume to the total available stor-
age volume, i.e., this minimum represents the weight of the central
cell, for weight computing. Fig. 2 shows an example of how the
weights are computed. This step is described by the following
equation:
wi ¼
DV0;i
DVtot þ DVmin
; w0 ¼
DVmin
DVtot þ DVmin
ci2f1…mg:
(6)
where, wi is the weight of the ith cell.
The total intercellular-volume, i.e., the volume of water that
leaves the central cell, differs from the total available storage vol-
ume and it is calculated by Eq. (11) which takes the minimal value
between three different terms.
In the ﬁrst term, the total intercellular-volume is limited by the
amount of water that exists in the central cell. In the second term of
the equation, a physically based limitation is imposed on the total
intercellular-volume by using the critical ﬂow equation and the
Manning's formula:
vcrt ¼
ﬃﬃﬃﬃﬃ
gd
p
(7)
vman ¼ 1nR
2
3S
1
2 (8)
where g (m s2) is the gravitational acceleration, d (m) is the water
depth in the cell, vcrt (ms1) is the critical ﬂow velocity, n is the
Manning's roughness coefﬁcient (m1/3s), R (m) is the hydraulic
radius and S is the absolute value of the hydraulic gradient (), vman
(ms1) is the cross-sectional average velocity.
Considering a typical square grid approach, the critical ﬂow
condition equation and theManning's formulawould be computed,
on average, twice per central cell visited, with the outﬂow in each
Cartesian direction. These equations are computationally expensive
since they use the less efﬁcient power and square root operations.
By reducing the number of times Eqs. (7) and (8) are computed, the
model performance can be signiﬁcantly improved. The WCA2D
uses, Eqs. (7) and (8) to calculate the maximum permissible inter-
cellular velocity from the central cell into a neighbour cell, and thus
the maximum intercellular-volume. The neighbour cell to receive
this maximum volume of water is the cell with the largest weight.
Therefore, the total intercellular-volume is limited by the value
derived from the maximum individual intercellular-volume
divided by the maximum weight. The intercellular-volume of the
other downstream cells, i.e., with smaller weights, is limited by the
ratio between their individual weights and the maximum weight.Fig. 2. Example of intercellular-volume computation. The dark shading represents the
ground level in a cell, the wave pattern represents the amount of water available in a
cell.Thus, Eqs. (7) and (8) are computed only once per central cell
visited using this weighting system.
In the third term of Eq. (11), the total intercellular volume to
leave the central cell is limited by the minimum available storage
volume DVmin plus the total intercellular-volume Itot that left the
cell at the time step t, which is determined during the previous
time step iteration. The minimum volume DVmin is used to limit
oscillations that may occur when a neighbour cell receives water
from more than one cell, which results in the water level being
higher than the central cell's in the next time step. The value Itot is
used to avoid large differences in the total amount of transferred
volume between steps and it is computed using Eq. (11).
The total intercellular-volume is computed using the following
equations:
vM ¼ min
( ﬃﬃﬃﬃﬃﬃﬃﬃ
d0g
p
;
1
n
d
2
3
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dl0;M
Dx0;M
s )
(9)
IM ¼ vM d0Dt DeM (10)
ItþDttot ¼ minð d0A0; IM =wM;DVmin þ ItotÞ (11)
where,M is the index of the neighbour cell with the largest weight,
vM (m/s) is the maximum permissible intercellular velocity from
the central cell into the neighbour cell with the largest weight, Dl0,M
(m) is the difference in water level between the central cell and the
cell with the largest weight (this might not be the maximum dif-
ference in water level between all the downstream cells), Dx0,M (m)
is the distance between the centre of the central cell and the centre
of cell with the largest weight, d0 (m) is the water depth in the
central cell, IM (m3) is the maximum intercellular-volume achiev-
able into the neighbour cell with the largest weight, Dt (s) is the
time step, DeM (m) is the length of a cell edge with the largest
weight, A0 (m2) is the area of the central cell, wM is the maximum
computed weight in the neighbourhood, and ItþDttot (m
3) is the total
intercellular-volume that will leave the central cell at time t þ Dt.
The ﬁnal step is to compute the intercellular-volume of each
downstream cell, by multiplying the weight of the cell with the
total volume of water transferred. This is achieved by the following
equation, where ItþDti (m
3) is the intercellular-volume of the ith cell
at time t þ Dt:
ItþDti ¼ wi I tþDttot ci2f1…mg: (12)2.2. Depth updating and total intercellular-volume computation
In the WCA2D model, the updating of the water depth is ach-
ieved by simply subtracting the intercellular-volume of the neigh-
bour cells from the water depth of the previous time step. Given
that the total intercellular-volume from a cell is limited by the
amount of water available in the cell itself as in the ﬁrst term of Eq.
(11), the total mass within the computing domain is always
conserved between time steps. Furthermore, thewater depth of the
next time step is updated with any lateral inﬂow or outﬂow (e.g.,
rainfall and inﬁltration). The following equation is used to update
the water depth:
dtþDto ¼ dt0 
Pm
i¼1I
tþDt
i
A0
þ DV
in
0
A0
 DV
out
0
A0
(13)
where m is the number of cells in the neighbourhood, ItþDti (m
3) is
the intercellular-volume of the ith cell, A0 (m2) is the area of the
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cell (e.g., precipitation, inﬂow from upstream catchments, or
backﬂow from downstream boundaries), DVout0 is an eventual
output volume of water from the central cell (for example from
inﬁltration or lateral outﬂow), dt0 (m) is the water depth of the
central cell at time t, dtþDto (m) is the updated water depth of the
central cell at the new simulation time.2.3. Velocity and time step calculation
As shown in the main algorithm of Fig. 1, the velocity and the
time step are computed only every update step Dtu. However, they
are considered instant values since they are calculated using the
information from the last iteration at time t. The velocity is calcu-
lated using the intercellular velocity at time t þ Dt which is
computed using the following equation:
vtþDti ¼
ItþDti
dtþDt0;i DeiDt
ci2f1…mg: (14)
where ItþDti (m
3) is the intercellular-volume transferred to the ith
cell at the new simulation time, Dei (m) is the length of the ith cell
edge, dtþDt0;i (m) is the arithmetic average between the water depth
of the central cell and ith cell at the new simulation time, Dt (s) is
the time step.
The velocity vector in polar coordinates (magnitude and angle) at
the new simulation time is computed using the following equations:
a ¼
Xm
i¼1
vtþDti cos fi; b ¼
Xm
i¼1
vtþDti sin fi (15)
vtþDt ¼ ðr; qÞ ¼
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 þ b2
p
; tan1
b
a

(16)
where,m is the number of cells in the neighbourhood, vtþDti (m/s) is
the intercellular velocity between the central cell and the ith cell, fi
is the angle between the centroid of the central cell and the
centroid of the ith cell, a and b are the components of the velocity
polar vector, y is the velocity polar vector, r is the magnitude of the
vector and q is the polar angle.
Once the velocity is determined, as in the pseudo-code of the
main algorithm shown in Fig. 1, the adaptive time step Dt is
changed for the computing iterations for the next update step Dtu,
instead of after each iteration (as in the previous version of CA2D).
Given that the WCA2D is a diffusive-like model, the time step Dt is
calculated by computing on each cell of the grid the adaptive time
step using the formula provided by Hunter et al. (2005):
Dt ¼ Dx
2
4
min

2n
R5=3
S1=2

; S> s (17)
The time step provided by this formula has shown stable results
for diffusive-like problems; however it implies that the time-step
reduces quadratically when the cell size decreases. Furthermore,
as observed by Hunter et al. (2005), when the slope between two
cells tends to zero, the time step tends to zero. The analytical so-
lution case study, section 4.1, and empirical tests performed show
that the WCA2D is less sensitive to the size of time step than a
simple diffusive-like model that uses the Manning's formula to
compute the intercellular-volume in each direction. Thus, if the free
surface slope between two cells is less than a slope tolerance s, the
constraint in Eq. (17) does not apply. The slope tolerance prevents
the minimum size of the time step from becoming too small thusavoiding the simulation time to become excessive. Adding a limiter
to the time step is a common technique used in 2D hydraulic
models (Hunter et al., 2005; Lamb et al., 2009).
The use of an update step Dtu in the WCA2D model has
improved the performance not only because the heavy computa-
tion of the polar velocity is performed less frequently, but also
because the update of the time step is kept to a minimum. This
reduced update of time step has a large performance advantage
when the computation is executed on the GPU of a graphics card.
When Eq. (17) is calculated in every cell of the grid, then the
minimum Dt needs to be retrieved and broadcasted to the global
domain, which leads to a bottleneck in the parallel performance of
the GPU computation since it is an inherently sequential process.
Thus the use of the update step minimises this performance
bottleneck.
2.4. Implementation
The WCA2D model has been implemented using the CADDIES
Application Programming Interface (API) framework (Guidolin
et al., 2012) that deﬁnes a set of methods, data structures and
variables to be used as the standard for developing parallel CA al-
gorithms. The main idea of the CADDIES API is that a developer
needs to write the code of the CA model only once. After that, the
CADDIES API gives the ﬂexibility to produce the same CA model for
any type of CA grid, square/hexagonal/triangular grid, and to use
different high performance acceleration techniques without
changing the code or with minimum effort.
The WCA2D model has been designed to work on grids with
different cells and neighbourhood types. However, in this work, the
model was implemented using only a square cell grid with a von-
Neumann neighbourhood. Furthermore, thanks to the CADDIES API,
theWCA2D can be executed on amulti-core CPU only using OpenMP
library (Dagum and Menon, 1998) and in both multi-core CPU and
graphics card GPU using the OpenCL library (Munshi et al., 2011).
The implementation of the WCA2D model used in this paper,
called CADDIES-caﬂood, will be publicly available using an open
source license in the website of the Centre for Water Systems at:
http://cws.exeter.ac.uk.
3. Test cases
The model developed in this work has been applied to ﬁve
different case studies: the analytical solution proposed by Hunter
et al. (2005), three test cases from the EA benchmarking tests for
2D ﬂood modelling (Neelz and Pender, 2013), and one real world
case study in the area of Torquay in the UK.
The WCA2D results of the EA benchmarking and Torquay test
cases were directly compared to the results obtained by using the
commercial software InfoWorks ICM 3.0 (referred to as IW;
Innovyze, 2012). The IW software is widely used in the water in-
dustry in the UK, and is one of the 2D hydraulic models used in the
EA benchmarking exercise (Neelz and Pender, 2013). InfoWorks
utilises a ﬁnite volume numerical scheme to solve the full SWEs.
Given that IW software is widely used and that it was designed to
achieve fast computations using the latest GPU technology, it was
considered a good benchmark to test the accuracy and performance
of the new model. However, unlike the WCA2D, the IW software
uses an irregular triangular mesh grid and computes the inertial
term of the SWEs. Thus, some discrepancies between the results of
the IW and the WCA2D were expected.
All these simulations were performed on a high-performance
desktop machine with an Intel Core i7-4770 K CPU with four
physical cores at 3.50 GHz, 32 GB of main memory and a Tesla K20c
graphics card with 2496 CUDA cores and 5 GB of video memory.
M. Guidolin et al. / Environmental Modelling & Software 84 (2016) 378e394 3833.1. Analytical solution
To rigorously analyse the performance of an inundation model,
Hunter et al. (2005) adopted a one-dimensional analytical solution
where the full Saint-Venant equations can be simpliﬁed to produce
an ordinary non-linear differential equation. This can be solved
analytically at any point in space x and in time t over a horizontal
plane:
dx;t ¼

7
3
	
C  n2u2ðx utÞ

3=7
(18)
where d (m) is the water depth, u (ms1) is the component of the
depth-averaged velocity in the x direction, C is a constant of inte-
gration, which can be determined by referring to the initial con-
dition of the problem.
Eq. (18) has been used extensively in the literature (Hunter et al.,
2005; Bates et al., 2010; Dottori and Todini, 2011) to test the ability
of different models to simulate correctly wave-propagation in
absence of a bed slope term. In this test case, the parameters in Eq.
(18) were u ¼ 1(ms1) and n ¼ 0.03 (m1/3s) for a total duration of
60 min.3.2. EA benchmarks test cases
The EA 2D benchmarking test cases have been applied to a
number of 2D hydraulic models to test the models' capability and
performance for simulating different hydraulic conditions. The
detailed information about these test cases and the results obtained
by various models analysed have been published in order to create
a point of reference for evaluating various models (Neelz and
Pender, 2013). The benchmarking test cases vary in complexity
and nature, from the ﬂooding of a simple disconnected water body
to a dam break scenario. In this work, three test cases chosen are:
Test 2 (EAT2), ﬁlling of ﬂoodplain depressions, Test 4 (EAT4), ﬂood
propagation over an extended ﬂoodplain, and Test 8a (EAT8a)
runoff produced by rainfall and a point source in a small urban area.
The ﬁrst two tests were chosen because they were designed to test
the ability of a model to solve a speciﬁc type of problem. While
being of a small spatial scale, EAT8a was chosen because it repre-
sents a typical urban ﬂood scenario that the WCA2D model was
designed to solve at larger spatial scale. All the other test cases are
either more complex, i.e., where multiple problem types need to be
solved, or the WCA2D model was not designed to solve. For
example, Test 3 requires momentum conservation over a small
obstruction.Fig. 3. The digital terrain model of the Torquay study area with hill-shade effect,
contour lines at every 10 m, and the ten points of interest.3.3. Real-world test case
The Torquay area, in the south-west of the UK, is a challenging
test case due to rapid changes in its slope, i.e., a steep slope in the
upper catchment and a gentle slope in the lower catchment. A
design rainfall of 40 mm/h was applied to the whole area for one
hour. The catchment was set to be 100% impervious. The modelling
of the drainage system was not included since this is not imple-
mented in the WCA2D model. The full simulation time was 12 h.
Three Digital Elevation Models (DEMs) of respectively 8, 4 and 2 m
resolutions, obtained from averaging of 1 m Light Detection and
Ranging (LiDAR), were used as a basis for simulations using the
WCA2D and the IW. The terrain (see Fig. 3) elevation ranges from
0 to 180 m, and the average slopes without buildings are 14.8% for
the 8 m DEM, 18% for the 4 m DEM and 16.1% for the 2 m DEM. The
average slope changes between resolutions due to the loss of in-
formation caused by the coarsening of the 1mDEM. The catchmentwas delineated after the hydrological analysis so that the surface
water at the upstream boundary, i.e., ridges, would ﬂow toward the
modelling domain, and the water reaching the downstream
boundary, i.e., the coast, was free to leave the modelling domain.
The terrain does not contain any rivers or channels and the main
slope direction is from north to south where the Torquay harbour is
located (close to point 10 in Fig. 3). A constant Manning roughness
of 0.015 (m1/3s) was applied to the whole area. The inundation
depth results of the WCA2D and the IW were compared at various
times, respectively at 30, 60, 90, 120, 360, and 720 min. The
maximum inundation depth and maximum velocity results were
also compared. The hydrographs of water levels at various points of
interest were also used to compare the results of the two models.
These points of interest are located in the various areas of ponding
of the main ﬂow paths, as shown in Fig. 3.
3.4. Metrics
For the real test cases, the comparison between the base raster
grid (converted from the IW results) and the tested raster grid
(WCA2D results) is composed of four metrics:, 1) Root Mean
Square Error (RMSE), 2) R-squared (R2), 3) True Positive Rate (TPR)
and 4) False Discovery Rate (FDR). These metrics have been
selected from a wide range of measures, as suggested by Bennett
et al. (2013), to characterise the performance of environmental
models. All these metrics consider wet cells as those that have at
least 0.1 m of water depth, the standard height of a kerb in the UK.
The ﬁrst two metrics consider only the cells that are wet in either
result. The RMSE metric is calculated using Eq. (19), where Ybi is
the value (i.e., water depth or velocity) of ith cell of the IW result,
YTi is the value of the ith cell of the WCA2D result, and p is the
total number of wet cells.
The RMSE metric is calculated using the following equation:
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPp
i¼1
	
Ybi  YTi

2
p
vuut
(19)
The R-squared metric is calculated using Eq. (20), where, Yb is
the mean value between all the wet cells of the IW result.
Table 1
RMSE values andminimum time step of theWCA2D at different grid resolutions and
update time step values.
Dx (m) Dtu RMSE (m) Min Dt (s) Run time (s)
25 60 0.0313 0.038 3.99
10 60 0.0139 0.006 30.05
10 10 0.0141 0.006 30.59
10 1 0.0140 0.006 32.41
10 0.5 0.0136 0.006 34.47
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7775 (20)
The TPR and FDR metrics, also respectively called probability of
detection (hit rate) and false alarm ratio (Bennett et al., 2013), are
used to compare the inundated area predicted by the two models.
They are calculated using Eqs. (21) and (22), which are derived from
the confusion matrix (contingency table). True Positive (TP) rep-
resents the number of cells that both the WCA2D and the IW
identiﬁed as wet (hit). False Positive (FP) represents the number of
cells that the WCA2D identiﬁed as wet while the IW identiﬁed as
dry (false alarm). True Negative (TN) represents the number of cells
that both the WCA2D and the IW identiﬁed as dry (correct nega-
tives). False Negative (FN) represents the number of cells that the
WCA2Dmodel identiﬁed as dry while the IW software identiﬁed as
wet (misses).
TPR ¼ TP=ðTP þ FNÞ (21)
FDR ¼ FP=ðTP þ FPÞ (22)
The TPR metric represents the agreement of the ﬂooded area
between the results from the IW and theWCA2D. The ideal value is
one and it can be used to analyse the under-prediction of the
ﬂooded area by the WCA2D. The FDR metric is the ratio of the area
identiﬁed as non-ﬂooded in the IW software (FP) but ﬂooded in the
WCA2D model (TP þ FP). The ideal value is zero and it can be used
to analyse the over-prediction of the ﬂooded area by the WCA2D.
4. Results and discussions
4.1. Analytical solution
Fig. 4(a) shows the analytical solution compared to the results
obtained by theWCA2Dmodel using two different grid resolutions,
Dx ¼ 25 m and Dx ¼ 10 m, where Eq. (17) was used to compute the
time step Dt and the update step Dtu was equal to 60 s. Fig. 4(b)
shows the enlarged-scale fronts of the results obtained by the
WCA2D model, with Dx ¼ 10 m, when the update step Dtu has
different values, from 0.5 s to 60 s. Table 1 summarises the RMSE,
the minimum time step Dt for all the results and the run-times
obtained by the WCA2D model when executed on a GPU.
As expected, the WCA2D is sensitive to the grid resolution asFig. 4. Comparison between analytical solution and the WCA2D model at t ¼ 3600 sshown in Fig. 4(a) and Table 1. These results are equivalent to the
results obtained by Bates et al. (2010) using the diffusive version of
the LISFLOOD-FP. Fig. 4(b) and Table 1 show that the differences in
the results are minimal for different values of the update step Dtu.
When Dtu is greater than 1 s, the differences are too small to be
visible in Fig. 4(b). Thus the WCA2D model is insensitive to the
value of the update step chosen in this test case. However, Table 1
shows that this parameter has an impact on the run time of the
model; the executionwith Dtu¼ 60 s is over 10% faster than the one
with Dtu ¼ 0.5 s. The increase in run-time with would be even
greater if the time step was updated after every iteration of the
main loop.
The use of large values of the update step, Eq. (17) produces a
time step Dt that is optimal for the ﬁrst iteration after the update,
but this Dt should become less optimal toward the later iterations.
However, numerical experiments performed on the other test cases
also show the solutions are insensitive to the update step if its value
is maintained across different problems. To test the impact of using
sub-optimal time step, the results of different versions of the
WCA2D model using large ﬁxed time step Dt, with Dx ¼ 10 m, are
compared with the analytical solution. The ﬁxed Dt values used are
0.018 s and 0.024 s, which are respectively three and four times the
minimum step as shown in Table 1.
The various versions of the WCA2D model tested differ on the
operations used to compute the intercellular-volume step and they
are: 1) the full WCA2Dmodel; 2) theWCA2Dmodel where the total
volume to transfer from a cell is computed considering only the
total amount of water available and the maximum ﬂux calculated
using Eq. (10), i.e., when the third term of the minimisation of Eq.
(11) is removed; and 3) a simple diffusive-like model that uses the
Manning's formula to compute the intercellular-volume in each
direction, similar to how the diffusive version of LISFLOOD-FP
works.
Fig. 5(a) and (b) show the results of the various versions at
Dt ¼ 0.018 s and 0.024 s, respectively. The version that uses thefor: (a) different grid resolutions; (b) different update step values at Dx ¼ 10 m.
Table 2
Information about the WCA2D simulations of the EA Benchmarks test cases.
Parameters/Test case EAT2 EAT4 EAT8a
# of data cells 10,000 80,000 97,000
Event duration 48 h 5 h 5 h
Average slope 0.22% 0% 5.28%
Update time step Dtu 60 s 60 s 60 s
Type of s Fine Coarse Fine Coarse Fine Coarse
Value of s 0.004% 0.022% 0.001% 0.01% 0.1% 0.528%
Mean time step Dt 1.28s 5.17s 0.036s 0.057s 0.043s 0.138s
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under-predicts the ﬂood wave volume and, in the case of the larger
time step, under-predicts also the front location. The second
version, which uses the weighted system and the maximum ﬂux to
compute the intercellular-volume, is shown to reduce the under-
prediction; however, this is still signiﬁcant. Fig. 5 shows that the
full WCA2Dmodel under predicted the ﬂowwave volume, but only
marginally, while using a time step that is three times larger than
the minimum one given by Eq. (17). Furthermore, the WCA2D
predicts the right front location also when the time step is four
times larger. Fig. 5(b) shows also that with the larger time step
there are no oscillations in the water level predicted by the WCA2D
model, while the other two versions produced some oscillations.
Theweighting system of Eq. (6) was implemented in theWCA2D
model to reduce the number of computational expensive opera-
tions performed, such as power and square root. Fig. 5 shows that
this weighting system has also the advantage of lower model
sensitivity to the size of the time step in comparison to a diffusive
model that uses Manning's formula to compute the intercellular-
volume in each direction. Fig. 5 also shows that by using the min-
imum positive transferrable volume DVmin plus the total
intercellular-volume Itot (that left the cell during the previous step)
to compute the total volume to leave the central cell further lowers
the sensitivity of the WCA2D to the size of the time step. However,
the WCA2D model is not completely insensitive to the size of the
time step Dt.
4.2. EA benchmarks test cases
Table 2 shows the parameters (Dtu, s) of various simulations
used to solve the EA Benchmarks test cases. An important conﬁg-
uration step is to decide the value of slope tolerance s for each test
case. This value has a large impact on the ﬁnal result and on the
computational time, since it inﬂuences the time step used during
the simulation. In order to analyse this impact, for all these test
cases, two values of s are used that produce two types of results: 1)
ﬁne precision, but high run time, and 2) coarse precision, but fast
run time. These values are evaluated empirically, but the coarse
precision ones are determined as an order of magnitude lower than
the average terrain slope of each case. The EAT4 test case is an
exception of this rule due to the terrain being a horizontal plane.
Fig. 6 shows the DEM map with the output point locations for
the three EA benchmarks test cases: (a) the map for the EAT2
problem with the upstream boundary condition (red line) and the
ground elevation contour lines at every 0.05 m; (b) the map for the
EAT4 problem with the location of the inﬂow and the possibleFig. 5. Comparison between analytical solution and various versions of the WCA2D at t10 cm and 20 cm contour lines at 1 h (dashed) and 3 h (solid); (c)
the map for the EAT8a problemwith the location of the inﬂow and
purple lines for the outline of road and pavements (Neelz and
Pender, 2013).
The EAT2 test consists of a gently sloping squared area with a
4  4 matrix of ~0.5 m deep depressions. There is an inﬂow from
the north-west corner which produces a low momentum ﬂow. A
constant Manning roughness 0.03 (m1/3s) was applied to the
whole area and the DEM resolution is 20 m. The original problem
speciﬁes 16 output points at the centre of the depressions. Fig. 7
shows the comparison of the water levels versus time at points 4,
7, 12, 10, 1, and 5, see Fig. 6(a); these are ordered by distance from
the inﬂow source. The points on the left-hand side of the domain,
13e16, are not shown since they stayed dry for both models. There
is a good agreement between the results of the WCA2D with slope
tolerance s ¼ 0.004% and the IW, mainly in the shape of the
hydrographs and in the maximum inundation values. Some dis-
crepancies exist between the two models, mainly in terms of the
arrival time of the front at the location points far from the inﬂow
source (1, 5 and 10) and in the maximum inundation value at point
5. The results of the WCA2D with the larger slope tolerance
s ¼ 0.022% are still in good agreement with the IW. However,
increasing the slope tolerance decreased the average time step and
produced hydrographs with a slightly delayed arrival of the front at
the points far from the inﬂow source. The maximum inundation
values are similar to the ones found by the WCA2D using the
smaller time steps; apart from point 4 where the larger time step
produced an imperceptible higher peak. The results of Fig. 7 show
thatWCA2D is sensitive to the value of the slope tolerance and thus
it is not completely insensitive to the size of the time step Dt.
The EAT4 test consists of a ﬂat ﬂoodplain and it is intended to
test a case when a ﬂood wave occurs following an embankment
defence failure by breaching or overtopping. The boundary condi-
tion consists of an inﬂow from the central west border. A constant
Manning roughness of 0.05 (m1/3s) was applied to the whole area¼ 3600 s with Dx ¼ 10 m using: (a) a ﬁxed Dt of 0.018 s; (b) a ﬁxed Dt of 0.024 s.
Fig. 6. The DEM map of the EAT2 (a), EAT4 (b) and EAT8a (c) problems; ﬁgures taken from (Neelz and Pender, 2013).
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output points. Fig. 8 shows the water levels versus time (left col-
umn) and velocity versus time (right column) at points 1, 5, and 6,
see Fig. 6(b). The results obtained by the WCA2D model with both
values of slope tolerance are in good agreement with the IW results.
However, there is a small discrepancy inwater level compared with
the IW results during the drying phase. The problem during the
drying phase of the WCA2D model is more noticeable on the ve-
locity plots where there are some visible oscillations at points 1 and
5 and large oscillations at point 6. The problem during the drying
phase is caused by the lack of momentum terms in the WCA2D and
by the use of a non-optimal time step during this phase, i.e., it being
too large. In order to minimise the oscillations, it could be possible
to reduce the time step by changing the slope tolerance. However,
this would have a negative impact on performance. The points 5
and 6 in Fig. 6 are at the same distance from the inﬂow location,
thus the resulting hydrographs should be the same in Fig. 8. The
WCA2D model shows a small difference in the water levels be-
tween these two points (in the order of millimetres). This difference
is more visible in the velocity plots. Thus, in the WCA2D model,
there is a small asymmetry in the spread of the ﬂow, which is due to
the way that the intercellular-volume transfer is decoupled
directionally.
The EAT8a test consists of an approximately 0.4 km by 0.96 km
urban area in Glasgow, UK. The boundary conditions involve two
sources, a uniformly distributed rainfall and an inﬂow from a point
source (sewer overﬂow) in the top left corner of Fig. 6(c); the
catchment is 100% impervious. The DEM resolution was 2 m and
two Manning's roughness values were used: 0.02 (m1/3s) for road
and pavement, 0.05 (m1/3s) elsewhere. The original problem
speciﬁes 9 output points. Fig. 9 shows the water level (left column)
and velocity hydrograpshs (right column) in the ponding areas of
points 1 and 3 and in the fast ﬂow areas of points 2 and 6 located in
the road, see Fig. 6(c). The water level results obtained by theWCA2Dmodel with slope tolerance s¼ 0.1% are in good agreement
with IW. In the fast ﬂow areas of point 2 and 6, the WCA2D pre-
dicted a faster ﬂood wave than IW; this is more visible in the
temporal plots of the velocity. Some oscillations are observed in the
velocity predicted by the WCA2D in points 1 and 3. When a larger
slope tolerance is used in the WCA2D, s ¼ 0.528%, there are some
small visible differences in the water level results; mainly at point 1
where the level was overpredicted after the peaks. In the case of the
predicted velocities, the use of larger time steps caused some extra
oscillations during the drying phase as shown at point 2.
Table 3 shows the run times for the three EA benchmark sim-
ulations for the twomodels on both MC and GPU executions. When
compared to IW, the WCA2D run times were shorter for the EAT2
benchmark (for both MC and GPU executions) and also when the
ﬁne tolerance was used. In the case of the EAT4, the computational
performance obtained by the WCA2D was comparable to the IW
when a large tolerance value were used; the MC performance of
WCA2Dwas not as good as in the ﬁrst test case due to the particular
characteristics of the EAT4 problem, i.e., the entirely ﬂat terrain and
a fast moving front. The WCA2D is a diffusive-like model which
ignores any inertia terms and momentum conservation. Thus it
needs to use very small time steps to move enough water between
cells through the ﬂat plane to reproduce the front. This increase in
the number of steps had a large impact on the computational
performance of the model.
In the case of the EAT8a, the run-times obtained by the WCA2D
were slightly shorter than those obtained by the IW when the
simulation was executed using a small tolerance value. When the
WCA2D was executed using a large tolerance value the run times
were signiﬁcantly faster than the IW, over 4 times in the case of
GPU execution. This test case represented a good indicator of the
possible computational performance of the WCA2D model in a
typical urban ﬂood scenario even when the case study size is
small.
Fig. 7. Temporal variation of water level for EAT2 at point 4, 7 (1st row), 12, 10 (2nd row), 1 and 5 (3rd row); comparison between the WCA2D and the IW models.
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s, i.e., a large time step during the simulations, it is possible to
achieve faster run times than the IWwhile experiencing onlyminor
loss in the accuracy of the predicted water levels and velocities. The
WCA2D model predicted slightly delayed front of the ﬂood wave
with no oscillations on the water level, but it exhibited some visible
oscillations in the velocity during the drying phase, which did not
compromise the good agreement in the water elevations. By
choosing the size of slope tolerance, a user of theWCA2Dmodelwill
have to balance between reducing the computational time of the
model and the possibility to have some oscillations in the results.
4.3. Torquay test case
In the Torquay test case, the WCA2D model runs were per-
formed using DEMs with three different spatial resolutions, 2 m,
4m and 8m. The results were compared to the IW simulations with
a similar number of cells at the three resolutions. The 2 mresolution was the highest resolution that the IW could cope with,
given the 5 GB video memory of the graphics card available. The IW
computational meshes for the different resolutions were generated
directly from the 1 m LiDAR DEM without using the ‘terrain-sen-
sitive meshing’ option; i.e., all the cells in a mesh have similar in-
dividual area even when there is a large variation in elevation.
The results from the IWwere only provided in a triangular mesh
(polygons) format. These results were rasterised from the polygon
shape into a square grid raster using the Geospatial Data Abstrac-
tion Library (GDAL) version 1.8.0 (GDAL, 2013). This application
uses the centre of the cell to identify the polygon from where to
retrieve the value of the cell.
One commonmetric which was not used in this work to analyse
the results is the direct cell-to-cell comparison of the Absolute
Maximum Differences (Bennett et al., 2013). This was due to difﬁ-
culties in transferring results between the triangular and square
gridmeshes. Fig.10 shows an example of a large difference that was
caused by this transfer. The triangular mesh results of the IW
Fig. 8. Temporal variation of water level (left column) and velocity (right column) for EAT4 at point 1 (1st row), 5 (2nd row) and 6 (3rd row).
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depth due to a sharp change in elevation around a ponding area. In
the results transferred from the IW to the square grid (Fig. 10(b)),
the highlighted cell, which covered the area where the transition
occurred, has a large part of its area covered by the triangle with
greater water depth. However, its centre is located in the triangle
with the lowest water depth such that the transferred cell water
depth was small. The WCA2D square grid results (Fig. 10(c)) show
that the CA model correctly identiﬁed the large water depth in the
ponding area, including the highlighted cell. Consequently, the
comparison between the IW and WCA2D results (Fig. 10(d)) shows
that while there was a small difference between the two models
when comparing the cell depths in the ponding area, in the high-
lighted cell (pond boundary) covering the sharp elevation change,
there was a signiﬁcant difference in water depth. Even when an
interpolation technique was used to transform the results from
triangular mesh to square grid, instead of using the centre of the
cell, large differences in water depth due to the terrain variations
did not disappear.
Table 4 shows the basic characteristics of the various simula-
tions. For all simulations, the total duration was set at 720 min and
ﬂoating point precision was set to single (32 bit) as it was the only
option available in the IW for the GPU simulations. The update timestep used in theWCA2Dwas 60 s and the maximum time step used
in the IWwas 30 s. In the case of theWCA2D, the slope tolerance, s,
has to be selected. As described earlier, this value has a large impact
on the ﬁnal result and on the simulation time, since it inﬂuences
the mean time step. In this test case, the s value was set to be an
order of magnitude lower than the average slope of the terrain
considered. This is the same process used to set the large s value in
the EA Benchmark test cases that produced results comparable to
the IWwhile achieving faster run times. All the other parameters of
the IW were kept as default values, unless indicated otherwise.
Table 5 shows the metrics values from the comparison between
the IW andWCA2D results using 2 m, 4 m and 8 m grid resolutions.
Thesemetrics compare themaximum predicted values of thewater
depth and velocity. Furthermore, they are used in a temporal
analysis by comparing thewater depth values at 30, 60, 90, 120, 360
and 720 min. These represent the inundation extent before, during
and after the peak time, which is between 60 and 90 min, and to
compare the ﬁnal inundation extent.
In the case of RMSE at 8 m resolution, the error ranges from
0.20m to 0.36m. For the 4m and 2m resolution the error is smaller,
respectively below 0.20 m and below 0.15 m. A large contributor to
these errors is probably the water difference in the peripheral cells
that cover sharp elevation changes as shown in Fig. 10. For the R2
Fig. 9. Temporal variation of water level (left column) and velocity (right column) for EAT8a at point 1 (1st row), 3 (2nd row), 2 (3rd row) and 6 (4th row).
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Table 3
Comparisons of the WCA2D run time for the EA test cases versus IW run time.
Run time (seconds)
EAT2 EAT4 EAT8a
Computation type MC GPU MC GPU MC GPU
WCA2D Fine s 15.3 4.7 590.1 38.0 390.4 37.4
WCA2D Coarse s 4.5 2.2 312.3 23.8 124.2 12.5
IW 20.1 9.3 260.9 22.4 448.4 58.8
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2 m resolution and it deteriorates for coarser resolutions. The values
of the R2 metric are over 0.95, around 0.90 and lower than 0.90 for
respectively the 2 m, 4 m and 8 m resolutions. The agreement be-
tween the two models is always lower at 30 min of the simulations
for all the resolutions, with the extreme case of the 8 m one.Fig. 10. Example of a large difference (d) in water depth between the square grid results of
Table 4
Information about the WCA2D and IW simulations of the Torquay test case.
Parameters/Model (Resolution) WCA2D (8 m) WCA2D (4 m)
# of data cells/ ¼ triangles 123,080 492,377
Avg. cell/triangle area 64.00 m2 16.00 m2
Type of time step s ¼ 1.48% s ¼ 1.8%
Table 5
Metrics values of the comparison between IW and WCA2D results using 8 m, 4 m and 2
Models comparison time/Attribute IW 8 m eWCA2D 8 m IW
RMSE R2 TPR FDR R
30 min. 0.20 m 0.59 0.70 0.34 0
60 min. 0.23 m 0.84 0.81 0.23 0
90 min. 0.30 m 0.86 0.76 0.18 0
120 min. 0.31 m 0.86 0.80 0.20 0
360 min. 0.35 m 0.82 0.78 0.25 0
720 min. 0.36 m 0.82 0.78 0.25 0
Max. depth 0.26 m 0.88 0.83 0.20 0
Max. velocity 0.30 m/s 0.65 e e 0The low values of R2 at 30min of the simulation could be caused
by the differences in predicting the time of arrival of the various
fronts between the two models. In the graphs showing the tem-
poral variation of the water level of Fig. 12 it is possible to see that
there is a sharp increase in the front around the 30-minmark. Thus,
even a slight difference between the two models in predicting the
time of arrival of the front, could result in a large difference in the
water level. Another possible explanation is that the R2 metric is
sensitive to extreme values mainly when there are not enough data
points, as it is in the case of the 8 m test cases and at 30 min of the
simulations.
The TPR and FDR metrics are used to compare the inundation
extend between the two models. The TPR metric shows that the
WCA2Dmodel predicts as inundated over 70% of the area identiﬁed
by the IW in the simulation, with a maximum of 93% for the 2 m
resolution test case. The FDR metrics shows the percent of area notIW (b) and WCA2D (c) due to the transformation of the IW triangular mesh results (a).
WCA2D (2 m) IW (8 m) IW (4 m) IW (2 m)
1,969,477 123,874 490,997 1,964,144
4.00 m2 61.31 m2 15.47 m2 3.87 m2
s ¼ 1.61% Adaptive Adaptive Adaptive
m grid resolutions.
4 m eWCA2D 4 m IW 2 m eWCA2D 2 m
MSE R2 TPR FDR RMSE R2 TPR FDR
.13 m 0.86 0.82 0.28 0.10 m 0.93 0.88 0.26
.16 m 0.93 0.89 0.21 0.12 m 0.96 0.92 0.19
.18 m 0.95 0.85 0.12 0.14 m 0.97 0.88 0.08
.18 m 0.96 0.87 0.12 0.12 m 0.98 0.91 0.08
.20 m 0.95 0.88 0.15 0.12 m 0.98 0.93 0.08
.20 m 0.95 0.88 0.15 0.13 m 0.98 0.93 0.09
.17 m 0.95 0.89 0.17 0.13 m 0.97 0.92 0.16
.35 m/s 0.65 e e 0.43 m/s 0.60 e e
M. Guidolin et al. / Environmental Modelling & Software 84 (2016) 378e394 391predicted to be inundated by the IW but predicted to be inundated
by the WCA2D model. This over-prediction ranges from a
maximum of 34% of the area to a minimum of 8% for the 2 m res-
olution. Furthermore, the over-prediction happens mainly at the
beginning of the simulations which could also be another factor
inﬂuencing the values of R2 at the 30-min mark.
The TPR and FDR results show that there is a good agreement in
the inundation extent between the two models. Fig. 11 shows an
example at 8 m and 4 m resolutions of the locations where the two
models disagree about the ﬂooded areas. The ﬁgure is focused on
the downstream part of the terrain, near the Torquay harbour, and
it shows in orange the area that has been predicted as ﬂooded by
both models, in red the area predicted as ﬂooded only by WCA2D
(over-prediction) and in black the area predicted as ﬂooded only by
IW (under-prediction by the WCA2D model). It is possible to see
that the differences between the two models are mainly where
there are sharp elevation changes, e.g, along various channels.
In the case of the temporal variation of the water level at
various points of interest (see Fig. 3), Fig. 12 shows a good
agreement between the results of the WCA2D model and the IW
software for the 4 m and 2 m resolutions, mainly in the shape of
the hydrographs (8 m resolution results are not shown for clarity
of the pictures). There are some minor discrepancies in term of
maximum inundation values and in the rate of discharge. There is
a good agreement between the two models in term of the ﬁnal
inundation level.
Table 6 shows the computational performance of the twomodels
obtained during the simulations for both MC and GPU executions.
The run-time includes the pre-processing of the data and themodel
computation. However, it does not include the post-processing of
the data and the creation of the 2D triangular mesh in IW.
In all these test cases, the WCA2D model is faster than IW. The
WCA2D 8m simulation obtains an increase in speed of four to eight
times in comparisonwith the IW 8m simulations. In the case of 4m
resolution simulations, the WCA2D model was from over two to
almost four times faster than IW. Finally, for the 2 m resolution
simulations, WCA2D was over twice as fast as IW. The WCA2D
model achieved large speed ups when the computation is per-
formed on the graphics card. This is due to the intrinsic parallelism
of CA algorithms and to the minimal use of global sequentialFig. 11. Area predicted as ﬂooded by IW (black pixel), by WCA2D (red pixel) anoperation when computing the new time step by using the larger
update step.
Table 6 shows that, while the WCA2D model obtains faster run-
times, there is a decrease in the computational speedup at higher
resolutions. Given that WCA2D is a diffusive-like model, it suffers
from the same problem, like other diffusive storage cell codes
where the size of time-step reduces quadratically with the decrease
in distance between two adjacent cells. Further advantage of the
WCA2D model in comparison with IW is the reduced memory
needed to run the simulation as shown in Table 6. In the case of the
Torquay case, the WCA2D model would be capable of running a
simulation at 1 m resolution, even on a mass-market GPU with
around 2 GB of main memory, while IW could not achieve this
efﬁciently on a professional GPUwith 5 GB of memory. As shown in
Table 6, the computational impact of the use of a GPU is signiﬁcant,
since the GPU run-times are, on average, eight times faster than MC
run-times for all the simulations.
5. Conclusions
This paper presents a new CADDIES 2D ﬂood model WCA2D
based on cellular automata that minimises the use of complex and
time consuming equations in order to achieve fast computational
performance without a signiﬁcant sacriﬁce of accuracy. The new
model was compared to an analytical solution and it has been
applied to three test cases from the 2D benchmarking tests for 2D
ﬂood modelling proposed by the EA, and one real world case study
in the area of Torquay in the UK.
The comparison with the analytical solution shows that the
WCA2D model produces accurate results which are in line with
those obtained by other diffusive-like model like the diffusive
version of LISFLOOD-FP (Hunter et al., 2005). Furthermore, it shows
that, thanks to the new weight system employed, the WCA2D
model is less sensitive to the size of the time step in comparison to a
diffusive-like model that uses the Manning's formula to compute
the intercellular-volume in each Cartesian direction.
Numerical results obtained for the three 2D benchmarking test
cases and for the real world case study were compared with those
of a physically based model IW, which is an industry standard for
2D ﬂood modelling, which computes the full SWEs on an irregulard by both models (orange pixel) at 8 m (left) and 4 m (right) resolutions.
Fig. 12. Temporal variation of water level for Torquay problem at various point of interest; comparison between WCA2D (red line) and IW (black line) at 4 m (dotted line) and 2 m
(solid line) resolutions.
M. Guidolin et al. / Environmental Modelling & Software 84 (2016) 378e394392triangular mesh grid. The water level hydrographs obtained at
various points for the three EA test cases show results consistent
with the IW model. In the case of the temporal variation of the
velocity, the WCA2D shows some visible oscillation when the time
step used is large, but these oscillations did not compromise thewater elevation results. In the real-world case of Torquay, the
depths at various points in time and the maximum inundation
depths show a satisfactory agreement between the WCA2D and IW
results. The comparison of the inundation extent predicted by the
two models show that WCA2D model identify as ﬂooded from
Table 6
Computational performance of the WCA2D and IW simulations of the Torquay test case.
Parameters/Model (Resolution) WCA2D (8 m) WCA2D (4 m) WCA2D (2 m) IW (8 m) IW (4 m) IW (2 m)
Memory used ~85 MB ~131 MB ~308 MB ~230 MB ~900 MB ~3600 MB
Computation type MC MC MC MC MC MC
Run time (minutes) 1.78 21.45 284.80 7.26 62.25 609.90
Speed-up vs IW 4.09 2.90 2.14 e e e
Computation type GPU GPU GPU GPU GPU GPU
Run time (minutes) 0.19 2.28 26.34 1.52 8.98 76.25
Speed-up vs IW 8.00 3.94 2.89 e e e
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the main differences arising on the sides of the ﬂood channels.
Furthermore, the numerical results show a very good agreement
between WCA2D and IW in the case of the temporal variation of
water level at various points of interest. Only themaximumvelocity
results predicted by WCA2D are less in agreement with the results
predicted by IW.
The WCA2D run-times were compared to those obtained by IW.
In the EAT4 case, due to the characteristics of the problem with a
ﬂat free surface gradient terrain and a fast moving front, the run-
times obtained by WCA2D using the multi core processor and a
graphics card were slightly slower than the ones obtained by IW.
TheWCA2Dmodel obtained shorter run-times in the EAT2 case and
in the case of the urban ﬂood modelling scenario of the EAT8a case.
In the Torquay case study, theWCA2D run-times were up to 8 times
faster than the ones of IW. This obviously depends on the terrain
resolution and parallelization technique implemented. Further-
more, it was demonstrated in this work that the proposed model is
particularly suitable for parallelization by using either a MC or a
GPU implementation of the model.
This work showed that the WCA2D model could be used to
perform 2D ﬂood simulations at a large scale due to its high
computational performance and low memory requirement with a
minimal compromise in accuracy.While the improvements obtained
by WCA2D in comparison to a full SWE model might not inﬂuence
the choice of the model for a relatively small domain areas, or when
only few simulations are performed, the performance improvements
of WCA2D could be very signiﬁcant for large domains with a
signiﬁcantly large number of simulations (e.g., for risk analysis).
The next fundamental step in the development of the WCA2D is
to implement an inertial like effect. This model considers only the
water surface slope and ignores any momentum of the ﬂow; thus it
suffers from the same problem of other diffusive wave system
models where the time step reduced quadratically with the
decrease in distance between two adjacent cells. By adding an in-
ertial like effect, the time step could be reducing linearly with the
decrease of spatial resolution of the terrain modelled as showed by
Bates et al. (2010) in the inertial version of LISFLOOD-FP. This would
reduce signiﬁcantly the run-times of the model at higher resolu-
tions. One important research objective will be to transfer into an
inertial like model, the advantages obtained by the WCA2D model,
i.e., reduced sensitivity to the size of the time step, reduced use of
computational intensive operations and the ability to highly par-
allelise the computation.
Further development steps could be to implement the model
using different neighbourhood and cell types (hexagonal, trian-
gular) to identify the grid characteristics that offer the best per-
formance and accuracy and to implement a Building Coverage Ratio
(BCR) technique (Chen et al., 2012) or a depth-area/depth-volume
relationship technique (Vojinovic et al., 2013), which would allow
to address urban features or high resolution features in a coarse
grid resolution DEM.
Finally, the 2D model presented here for overland ﬂoodmodelling will be integrated with the CADDIES 1D model for sewer
network modelling developed by Austin et al. (2014), to produce a
fast simpliﬁed dual-drainage model for urban ﬂood modelling.
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