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Abstract

Ion trap mass spectrometers present a powerful analytical tool which not only enables mass
spectrometric determination of analyte species but also has the added feature of being able to act
as an ion storage device. As a mass spectrometer, ion traps can achieve a reasonable mass range
with flexible mass resolution while boasting a considerably smaller footprint when compared to
conventional time-of-flight or magnetic sector instruments. Due to their smaller geometries, highpressure tolerance, and ability to perform tandem mass spectrometry, ion trap mass spectrometers
are ideal candidates for portable applications such as deployment to another planetary body. While
ideal candidates for portable applications, ion traps are limited in the number of ions they can store
due to space charge effects that arise from ion-ion repulsions thereby limiting the utility of these
instruments. Additionally, effects of size, weight and power must also be considered when
developing a portable instrument. For the following chapters, the focus will be on the optimization
of an ion trap mass spectrometer for the targeted application of isotope ratio mass spectrometric
measurements of xenon. Initially, a novel means of improving resolution and total ion signal
through precision control of the buffer gas introduction was developed. We then explored how the
data acquisition system can be modified to improve accuracy and precision in our isotope ratio
measurements. Finally, a method of selective enrichment and chemical ionization was studied to
determine if xenon could be selectively extracted over other atmospheric gases and chemically
ionized using argon as a reagent gas.

x

Chapter 1 - Introduction
1.1 Space Exploration
The exploration of celestial structures in outer space predates reliable recorded history. In
early historic times, astronomy was utilized to observe and predict the motion of stars visible with
the naked eye for mainly ceremonial use and the determination of the seasons changing. With the
advancement of time and science, the telescope was created allowing for the discovery of
numerous celestial bodies. This also permitted the study of more complex questions about space
such as, the distance and size of the sun and moon as well as determining the rotation of the planets
around the sun. Significant advancements in space exploration were seen in the late 19th century
and early 20th century with the invention of spectrometric techniques (ultraviolet, infrared, mass,
etc…) which allow for the measurement of phenomena we cannot readily observe with the naked
eye. With the advent of computers in the 20th century, scientific instrumentation saw a rapid
evolution that improved all metrics of analytical techniques such as sensitivity, dynamic range and
throughput. Additionally, the introduction of rockets that could propel spacecrafts loaded with
scientific instruments into space, during this same time period, enabled an even greater depth of
study into the cosmos. While every scientific instrument deployed into space serves a purpose,
mass spectrometers are crucial instruments that can aid in the determination of particle and
molecule masses, help elucidate chemical structures and determining elemental and isotopic
signatures.
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1.2 Mass Spectrometry in Space
The first, western mass spectrometer launched into space was the Bennett tube radio
frequency mass spectrometer (MS) in 1950 and was charged with the task of determining the
composition and number density of the lower ionosphere.1 This instrument consisted of a
cylindrical open-ended tube mounted in such a manner that it could draw air from the exterior of
the rocket. Additionally, there was no ionization source used to generate ions and instead it relied
on an extraction grid that would extract ions that were already present in the ionosphere. Due to
the geometry of the inlet, the sensitivity of this instrument was high however, the mass resolution
suffered. In the end the instrument provided adequate separation of ionospheric ions.
Further development of MS for space applications resulted in the miniaturization of double
focusing sector instruments in the 1960s and 70s.2,3 Miniaturization is a key component to adapting
any MS system for space applications due to restrictions of size, weight, and power (SW&P). The
design of these instruments permits much more detailed analyses due to the incorporation of an
electron ionization (EI) source; which enables the study of neutral species from a sample. Along
with the incorporation of an ionization source, the operation of this MS provided higher mass
resolution and due to the incorporation of an electron multiplier detector, the sensitivity was also
improved when compared to that of the Bennett tube MS. Sector instruments monopolized MS
space research at this point in time and obtained atmospheric data regarding ions and neutrals
present in the atmosphere and how they fluctuate.4-6 It wasn’t until the late Apollo missions (15,
16 & 17) from 1971 to 1972 that MS were operated outside of earth’s atmosphere and taken to the
moon. The MS data obtained from the Apollo missions allowed for the characterization of the
elements and isotopes present in the moon’s atmosphere.7 With the success of the Apollo missions
and evolution of electronics, rocketry, power supplies and scientific instrumentation NASA and
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other agencies set out to explore further into our solar system. The following sections will discuss
seven of the major missions that performed in situ MS measurements on other planetary bodies.
1.2.1 Viking Missions
The Viking missions were the first probes sent to take scientific measurements on another
planet in 1975. The mission consisted of two probes, Viking 1 & 2, that would land on Mars ~10
months later and take measurements utilizing the suites of instruments installed on them. The MS
utilized on these probes were two separate sector instruments (Figure 1-1) coupled to a gas
chromatograph (GC).8-10 The first instrument was designed to perform atmospheric sampling as
the probe descended to the surface while the second instrument would take measurements from the
surface of Mars.11,12 When performing surface analysis, the probe would scoop soil from the
surface and place it into a pyrolizer which would heat the sample to 500 ᵒC and evolve any
molecules trapped in the soil through the GC and into MS.13 While the mission was successful in
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Figure 1-1: Viking mission schematic diagram of double focusing sector instrument adapted
from Rushneck et al.8

landing on the surface and performing atmospheric measurements to determine that nitrogen and
argon were present at a low percentage of the dominantly carbon dioxide atmosphere it was
however, unable to detect any organic molecules from soil samples. To rationalize the fact that no
organic molecules were detected, criticisms on the design and handling of the sample were
proposed as justification for the lack of detection.14 Although unable to detect organics, the Viking
probes continued to transmit data six years after the primary mission had ended and the mission
was finally closed in 1983 after six months of trying to regain contact with the probe.
1.2.2 Pioneer Venus Missions
Shortly after the Viking missions, in 1978, the Pioneer Venus missions were launched to
study the atmosphere of our sister planet, Venus. This mission consisted of two main spacecraft:
4

an orbiter and multiprobe each of which had two MS instruments, a neutral and ion MS,
incorporated into their instrument payload.15,16 For the ion MS system a traditional Bennet tube
MS configuration was used while a sector instrument was utilized for neutral MS. The overall MS
objectives of this mission were to study the composition of the upper atmosphere with the orbiter
and the composition of a column of atmosphere as the spacecraft descended to the surface. The
measurements taken from each neutral MS found that the main atmospheric components of Venus’
atmosphere are carbon dioxide and nitrogen with nitrogen being 3% by mass of the total
composition.17 All other atmospheric constituents were determined to be present at concentrations
less than 100 ppm with the exceptions of water vapor, carbonyl sulfide and sulfur dioxide.
Additionally, the large excess of nonradiogenic rare gases found to be present in the atmosphere
brought about concerns regarding the model of how the solar system formed.
1.2.3 Rosetta Mission
In 2004, the Rosetta mission launched into space with the objective of investigating the
origin of comets by studying the comet 67P/Churyumov-Gerasimenko. This study would expand
on the cometary information obtained from the Giotto Mission, which studied 1P/Halley.18 The
scientific payloads of this mission were distributed between the two key mission components: an
orbiter (Rosetta) and a lander (Philae). The instrumentation onboard Rosetta included 3 distinct
mass analyzers: Rosetta Orbiter Spectrometer for Ion and Neutral Analysis (ROSINA),19,20
Cometary Secondary Ion Mass Analyzer (COSIMA),21,22 and Rosetta Plasma Consortium – Ion
Composition Analyzer (RPC-ICA);23 while Philae included 2 distinct mass analyzers: Cometary
Sampling and Composition (COSAC),24,25 and an evolved gas analyzer (PTOLEMY).26,27 The
following discussion will focus on only those instruments consistent of an ion trap or that
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specifically measured xenon isotopic abundances. A brief discussion of the other instrumentation
used will provide an overview of the mass spectrometric instrument used on Rosetta-Philae.
ROSINA employed a double focus mass spectrometer (DFMS) and reflectron time-offlight (RTOF) to investigate the elemental, isotopic, and molecular composition of the coma. As
seen in Figure 1-2, the DFMS could operate in either gas or ion mode with a mass range of 1 –
100 amu while also leveraging high resolution (m/Δm) > 3000 at 1% peak height), and a high
dynamic range (1010). In ion mode, the ion source EI filament is disabled and natively charged
ions are analyzed in the MS while in gas mode, the filament is enabled allowing for the analysis
of neutral species. The DFMS performed many measurements over long durations of time to
characterize the heterogeneity of the molecules in the coma. From these measurements, the DFMS
was able to characterize the heterogeneity of H2O, CO2, and CO28 as well as the minor species:
HCN, CH3, CH3OH and CH429,30 in the southern hemisphere of the 67P. It was also found that due
to the spin axis, the intensity and length of seasons in the two hemispheres differ drastically. This
could result in the sun stripping more material from the nucleus at further distances from the sun
thereby allowing more volatile molecules to escape.
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Figure 1-2: ROSINA schematic diagram for Double Focus Mass Spectrometer (DFMS). Balsiger
et al.19

While the DFMS provided exceptional mass resolution using a scanning mode of
operation, its counterpart the RTOF provided faster sampling enabling the monitoring of the
complete mass range (1 - >300 Daltons) of volatiles in each 200 s measurement.31 As with the
DFMS, the RTOF, shown in Figure 1-3, also measured neutrals and natively charged ions with a
two ion source system: the orthogonal extraction ion source and storage ion source. The orthogonal
extraction source directs ionized gas into the TOF while the storage source collects neutral gases,
ionizes them, and extracts them into the TOF. In both ion sources an EI ionization source is
incorporated and can be operated simultaneously or individually with respect to the TOF analyzer.
Due to problems during flight, the high voltage converter could only operate at 2 kV instead of the
originally planned 9 kV. This limited the mass resolution of the system to ~300 – 400 at 50% peak
height instead of the originally designed 3000 m/Δm.31 Overall, due to the faster acquisition rate
greater insight into the dynamic comet surface processes. Furthermore, the DFMS and RTOF were
also used in conjunction to perform xenon isotope ratio analysis in an effort to determine the
7

possible contribution comets play in planetary atmospheres. From this work, it was found that the
xenon composition of 67P differed substantially from that of any other known source. From these
results, it is proposed that 67P potentially has interstellar origins and influences from comets of
this nature could aid in the explanation of the composition of planetary atmospheres.32

Figure 1-3: Schematic view of main elements of the reflectron time-of-flight instrument. Balsiger
et al.19

COSIMA, aboard the Rosetta orbiter, set out to collect and analyze dust particles using a
TOF instrument. This instrument is unique, in that, it is the first instance of a Secondary Ionization
Mass Spectrometer (SIMS) being utilized in space.21 With this technique, preservation of
molecular information is more easily attained than with the conventionally used impact ionization
sources used in other space instrumentation. COSIMA also contained a unique 4 component
sampling setup consisting of dust collection (collection plate), target acquisition (motion stage and
microscope), selective ionization (SIMS), and mass analysis (TOF).21 From the data collected by
this instrument, isotope ratios of various elements were determined but did not yield much
evidence regarding the expected calcium-aluminum inclusions that are markers for chondritic
meteorites.33 Additionally, compelling evidence of organic precursors in cometary material was
determined with averaged compositions indicating organic/mineral content of 45/55. However,
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due to the sensitive nature of TOF-SIMS, background interference from polydimethylsiloxane
polymers required extensive post-acquisition processing.22
The final mass analyzer onboard the Rosetta orbiter was RPC-ICA with the objective of
expounding interactions between solar wind and cometary particles. The instrument consisted of
two parts: a cylindrical sensor unit housing all the instrumentation and a data processing unit as
seen in Figure 1-4. From this study, RPC-ICA was able to determine that the cometary
environment was dominated by solar wind and related He+ populations in the early phases of the
mission. However, the population showed a time dependency and during periods of increased
activity the environmental composition was determined to be mostly water ions.34

Figure 1-4: Cross sectional view of RPC-ICA adapted from Nilsson et al.23

As stated previously, the Philae lander carried of two mass analyzers: COSAC and
Ptolemy. Upon descending to the surface of the comet and landing these instruments would
perform a series of experiments to study the surface. However, during the landing process, the
probe bounced into a shadowed crater, and would cease functioning soon after landing due to low
9

power.35 Nevertheless, the lander was still able to provide data for a short time during the landing
procedure. The COSAC instrument consisted of a GC system coupled to multipass TOF instrument
with a gridless reflectron configuration that had a mass range of 1 – 1500 amu.24 The main
objective of COSAC was to study both the chemical composition and isotopic abundances of
volatile compounds in the cometary atmosphere and from surface samples. Operating in a passive
“sniffing” mode, the lander would bounce off the surface of 67P and excavate solid material from
the surface.25 This solid material would then adhere to the lander’s exhaust ports and off-gas
volatiles due to the temperature in the ports. While the bouncing procedure yielded a range of
excavated compounds unfortunately, due to the low mass resolution of this technique, single mass
peaks could not be resolved into molecular species. Also, due to low signal intensities above m/z
62, analysis could only be performed under this cutoff and required fitting for each peak until a
consensus list was generated.
Ptolemy performed the functions of determining qualitative analytical data and measuring
stable isotope ratio abundances. Samples were ionized through the use of a 40 x 40 nanotip array
etched from a silicon wafer with ionization times ranging from 0.1 to 5 ms. The Ptolemy mass
analyzer consisted of a non-stretched 3D quadrupole ion trap (r0 = 8.0 mm, 2z0 = 11.3 mm) with a
mass range from 12 to 150 Daltons.26 The trap was designed to operate with the endcaps grounded
and a controlled voltage ramp (25 to 300 V0-pk) on the central ring electrode with a drive frequency
of 0.6 MHz, consistent with mass instability mode.27 Detection was performed using an electron
multiplier operating in pulse-counting mode. Due to size, weight and power (SW&P) restrictions
and the targeted nature of this instrument it lacked automatic gain control and the ability to perform
resonant excitation. Additional SW&P savings were gained because of the lack of atmosphere
present on the comet. The absence of an atmosphere removed the need for conventional pumps on
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Ptolemy and only getter pumps and the vacuum of space were used to remove undesired molecules
such as CO2 and pump out the trap, respectively.26
Ion-molecule reactions that are prevalent inside traps normally make isotope ratio analysis
difficult for this type of mass analyzer. With Ptolemy however, the instrument was designed to
exploit ion-molecule reactions with hydrogen to enable isotope ratio analysis. Through reaction
with hydrogen, analytes are converted into their hydride forms which can be measured to
determine isotope ratios. The Ptolemy instrument was also designed to perform H/D measurements
on water utilizing argon in the carrier gas. From the data collected in “sniff” mode, the presence
of CHO-bearing constituents was observed potentially pointing to the presence of a
polyoxymethylene polymer based on the repeating subunits.36
1.2.4 Curiosity Mission
The Curiosity mission launched in 2011, set out with four major scientific goals for Mars
exploration: Determine whether microbial life ever existed on Mars, characterize the climate of
Mars, characterize the geology of Mars, and prepare for human exploration. To study these
scientific goals, the largest-to-date rover was landed on the Martian surface with a total of 11
scientific instrument suites. Of these, only one suite, the Sample Analysis at Mars (SAM),
performs mass spectrometry. This instrument consists of three key components: a GC including 6
individual columns, a tunable laser spectrometer (TLS), and a quadrupole mass spectrometer
(QMS) as shown in Figure 1-5.37 Each of the three components can operate in combination with
others or independently. Given that the QMS is the only mass analyzer present in this suite, the
focus of our discussion will be based on the use of the QMS alone and coupled with the GC. In
standalone mode, atmospheric gases can be directly analyzed by the MS or processed in a complex
gas processing system to enrich noble gases or trace species from atmospheric samples. When
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operated in conjunction with the GC, samples can undergo trace species enrichment through the
gas processing system, elute through the GC column, and finally undergo analysis by the QMS.
Additionally, solid samples can now be analyzed using pyrolysis, derivatization, or chemical
extractions that elute through the GC column into the MS. This MS system was designed to have
a mass scan range between 1.5 – 535.5 amu with a resolution of 0.1 amu. While this instrument
has performed countless analyses on Mars and is still operational to this day, one of the most
significant discoveries made by the SAM suite was the detection of organic molecules from
evolved gas samples of drillfines.38

Figure 1-5: Model of Surface Analysis at Mars instrument suite showing the location of the GC,
TLS, and QMS, Solid Sample inlet tube (SSIT), Sample manipulation system (SMS), and the
electronics. Adapted from Mahaffy et al.37
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1.2.5 Future Missions
With the successes of the missions previously described and many more that were not
discussed, an increasing interest in targeted applications are driving MS technology in space.
Coming missions include targets to Mercury (BepiColombo),39 Mars (ExoMars),40 Jupiter’s
moons (JUICE),41 and Saturn’s moon Titan (Dragonfly).42 For the missions investigating Mercury,
the requirements of the instruments remain limited to plasmas. However, Mars, Jupiter, and Titan
represent more chemically diverse targets. These missions will focus on searching for signs of past
and present life and therefore MS instrument designs for ExoMars, JUICE, and Dragonfly are
inherently more complicated.
The ExoMars mission will carry onboard, the Mars Organic Molecule Analyzer (MOMA)
which consists of a linear ion trap design for the mass analyzer.40,43 For sample ionization, MOMA
will accommodate two ion sources, an EI ionization source and a laser desorption ionization (LDI)
source. Target samples for this instrument will consist of drilled soil fines, some of which will
undergo pyrolysis and be run through a GC (adapted from SAM) and ionized by EI inside the trap.
Alternatively, the LDI can directly ionize soil samples and is incorporated to specifically probe for
high mass organics that may survive beneath the surface of Mars. These suspected high mass
organics (>1000 Da) are not sufficiently volatile for transmission by GC.
The Jupiter Icy moons Explorer (JUICE) aims to study three of Jupiter’s moons:
Ganymede, Europa, and Castillo with the Particle Environment Package (PEP) which includes a
reflectron time of flight tracing heritage to the ROSINA instrument aboard Rosetta.44 One of the
most recently approved missions is the Dragonfly mission with a proposed launch date of 2026.
The Dragonfly mission will expand on the work performed by the Cassini-Huygens mission with
the focus being a rotorcraft to study the atmosphere and soil samples over a vast area of Titan’s
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surface. This mission will combine the GC and pyrolysis capabilities of the Curiosity/SAM
instrument suite, and the linear ion trap mass analyzer proposed on the ExoMars/MOMA
instrument.42
1.3 Sampling and Ionization Method
In any mass spectrometric technique, sample preparation and ionization method are
important factors that interrelate and limit analytical performance. Sample preparation can aid in
avoiding contamination, removing interfering species, or pre-concentrating your sample to
enhance detection. The ionization method however, can control what types of ions preferentially
form, how much fragmentation occurs, and how efficiently ions are being produced. While in a
laboratory-based setting, these factors are less thoroughly investigated due to the presence of
additional supplies or ionization sources to experiment. However, when deploying an in-situ
system these factors must be considered greatly to ensure optimal analytical performance. This is
exponentially more relevant for space missions as once the scientific instrument launches there
will be no chance of modifying it further outside of commands sent via satellites. The following
sections will discuss the ionization sources: EI, Chemical Ionization (CI), and Secondary Ion Mass
Spectrometry (SIMS), that have or could easily be adapted for space applications.
1.3.1 Electron Ionization
EI is one of the oldest and most common forms of ionization.45 In this method a current is
applied through a filament to generate electrons. A potential of typically 70 V is applied between
the filament and the electron sink to accelerate electrons to 70 eV kinetic energy as seen in Figure
1-6. Additionally, to increase the probability of ionization, a weak magnetic field is applied
between the electron source and sink which induces a helical flight path thereby increasing the
pathlength of the electrons.46 Gaseous molecules (M) are then introduced, at low pressure (~10-5
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to 10-6 torr), into the electron beam path where they collide with the high energy electrons, at a
rate of 1 in 1000 analyte molecules, to form cationic radicals (M+●):
M + e → M+● + 2e-

(1.1)

To ionize, the energy imparted on a molecule must be larger than the ionization energy (IE) of the
target molecule. If the energy gained by a molecule is sufficiently higher than the IE, it will
dissociate into smaller-mass-fragment ions, some of which can undergo further fragmentation due
to the additional energy. The IE of most organic compounds is typically between 6 and 15 eV
meaning that upon colliding with a high energy electron (70 eV), fragmentation most likely will
occur. Since EI provides such a large excess of energy it is generally considered a “hard” ionization
technique. Moreover, the mass spectrum produced are generally considered to be “fingerprint”
spectrum since the molecule being analyzed will be highly fragmented with an absent or low
presence of the molecular ion peak.

Figure 1-6:Schematic diagram of EI ionization source
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While EI is simple to use and has several spectral libraries, with hundreds of thousands of
spectral entries, it is not suitable for all applications. A major limitation of EI is that analytes be
available as gas phase molecules prior to ionization. This makes many nonvolatile and thermally
labile compounds inaccessible to EI and making the useful mass range <1000 Daltons. Through
the use of chemical derivatization, the volatility of some compounds can be augmented however,
this is not practical for trace samples. Also, molecule stability is an issue, as mentioned previously,
because molecules can fragment due to the high energy process. Under these conditions, the
determination of molecular mass can be convoluted. Even with these limitations, because of the
robustness, ease of use, and legacy of this ion source it remains highly used, especially in space
applications where it has had a presence in nearly every mission or satellite carrying a mass
spectrometer.
1.3.2 Chemical Ionization
Chemical ionization (CI) is a soft ionization technique that exploits ion-molecule chemistry
in the gaseous phase.47,48 This technique adapts the ion source assembly of EI to create a gastight
chamber needed to maintain the higher pressures (~1 torr) required for ion-molecule reactions as
seen in Figure 1-7. The electron beam is also modified to ~500 eV so that the electron beam can
penetrate a reasonable distance into the ion source. CI also has three different modes of operation:
positive, charge-exchange, and negative ion modes. In positive mode, a three-step process occurs
to induce gas-phase acid-base reactions. First, the reagent gas, with a partial pressure 10 to 1000
times greater than the sample is ionized (considering methane as the reagent gas):
CH4 + e- → CH4+● + 2e-

(1.2)

In the second step, the formation of one or more stable reagent ions occurs:
CH4 + CH4+● → CH5+ + CH3●
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(1.3)

CH4 + CH3+ → C2H5+ + H2

(1.4)

Lastly, the sample molecules are ionized by the stable reagent ions:
Proton transfer:

M + CH5+ → (M + H)+ + CH4

(1.5)

Adduct formation:

M + CH5+ → (M + CH5)+

(1.6)

Adduct formation:

M + C2H5+ → (M + C2H5)+

(1.7)

Hydride ion abstraction:

M + C2H5+ → (M – H)+ + C2H6

(1.8)

Analyte ions generated by positive CI are even-electron ions, meaning that, no electron is removed
from the neutral molecule. This method also sees an improved ionization efficiency when
compared to EI due to two factors: 1) the collision cross sections of reagent ions are substantially
larger than an electron, and 2) the concentration of reagent ions is orders of magnitude larger
creating more collisions with analyte species. When interpreting mass spectra from this method,
the molecular mass of the analyte can be deducted from the observed m/z values to account for the
mass of the adduct species.

Figure 1-7: Schematic diagram of CI source
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To explore how this technique is a soft ionization method the energetics of each of step
must be investigated. In the first step, ionization of the reagent species through thermal energy
collisions, similar to EI. Second, the energy of the ionized reagent gas is rapidly quenched through
collisions with neutral reagent gas. Third, even electron analyte ions generated are generally more
stable. As a result, fragmentation of CI formed ions is drastically suppressed and a simple spectrum
that contains primarily the molecular ion peak and small contributions of fragment peaks is
obtained. Therefore, the use of CI is mainly restricted to confirming or determining the molecular
mass of the volatile sample.
In addition to a softer ionization technique, ion-molecule reactions in CI also enable control
of the degree of fragmentation and ionization selectivity.49 Since these reactions are acid-base
proton transfers, energy transfer is a function exothermicity, given by the difference in proton
affinity of the sample (M) and the reagent gas (B):
ΔHᵒ = -[PA(B) – PA(M)]

(1.9)

The lower the proton affinity of the reagent gas, some of which are listed in Table 1-1, the more
efficient the energy transfer to the sample. Therefore, to control the degree of fragmentation, a
reagent gas with a proton affinity closer to that of your sample would yield less excess energy
upon transfer, resulting in less fragmentation. Using this same principle, selective ionization can
be performed by using a reagent gas with lower proton affinity than your analyte of interest but
higher than an analyte not of interest.

18

Table 1-1:Reagent Gases for positive chemical ionization
Reagent Gas Reagent Ion Proton Affinity (kcal/mol)*
H2
H3+
101
+
CH4
CH5
132
+
H2O
H3O
167
CH3OH
CH3OH2+
182
+
C2H5OH
C2H5OH2
186
i-C4H10
i-C4H9+
196
+
(CH3)2CO
(CH3)2COH
197
NH3
NH4+
204
+
CH3NH2
CH3NH3
211
*Proton affinity data was adapted from Harrison.49
Overall, the three modes of operation: positive, charge-exchange, and negative, operate
similarly with the resulting ions being different. In positive mode, even electron positive molecular
ions are generated. In charge-exchange mode and negative mode, odd electron positive molecular
ions and negative molecular ions are created, respectively. Charge-exchange and negative modes
offer the same selective ionization and fragmentation control as positive mode providing molecular
mass information. This technique however, suffers from the same sample volatility requirements
as EI, which excludes many compounds with polar functional groups from analysis by this
technique. A limited mass range of up to ~1000 Da is also observed and the lack of structural
information obtained limits the utility of this technique. Even with these limitations, CI is still a
common ionization technique and is typically used in tandem with EI to obtain both structural and
molecular level information.
1.3.3 Secondary Ion Mass Spectrometry
Secondary Ion Mass Spectrometry (SIMS) is a surface analysis technique mainly
performed in two forms: dynamic and static SIMS.50 In either form, an energetic focused ion beam
(~0.1 to 50 keV) is directed at a solid surface of interest. The beam strikes the surface and induces
the ejection of atoms and/or molecules at the point of contact. In dynamic mode, the ion beam has
a high current density which causes surface damage at a faster rate. The increased current density
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improves signal response but shortens the duration in which it is seen. Static mode however, uses
a lower current density allowing longer sample analysis at the cost of sensitivity. SIMS offers the
ability to detect all elements and combination of molecules within the periodic table with detection
limits that can extend down to the sub parts per billion. Also, since this is a surface analysis
technique, mapping or imaging of any isotope or molecule on a surface can be performed. This
technique is readily use in the biomedical field where tissue sections are analyzed to determine
areas of molecule accumulation.51 Although this technique can provide a wealth of information,
due to unpredictable variations in the signal intensity, based on substrate type and the analysis
conditions used, spectral quantification can be problematic. Although variations can complicate
the data interpretation this method is widely used and has even been incorporated aboard the
Rosetta orbiter as discussed previously.21
1.4 Ion Trap Mass Spectrometry
Ion trap mass spectrometers (ITMS) are a group of mass spectrometers that separate ions
based on path or trajectory stability. At this point in time, this family consists of several different
geometric configurations: 3D quadrupole,52-54 linear,55-57 cylindrical,58,59 toroidal,60 halo,61 and
rectilinear.62,63 In each of these variations, the same operating principle, of an applied quadrupolar
field, is used to achieve mass storage and selection. The discussion to follow will primarily be in
regard to the 3D quadrupole ion trap (QIT) or Paul trap since the theory and operation of most
ITMS instrument derives from this configuration. Wolfgang Paul and co-workers were the first
group to provide evidence of the operation of a QIT using a sinusoidal trapping waveform in 1953.
In this configuration, three electrodes are used: one ring electrode and two endcap electrodes
(Figure 1-8), that generate a quadrupolar field when operated under appropriate conditions. The
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following sections will discuss the stability of ions, different forms of ejection, and an alternative
operational mode: digital ion trapping.

Figure 1-8: a) Photograph of a 3D quadrupole ion trap cut in half and b) a schematic diagram of
the ideal 3D ion trap showing the r0 and z0 dimensions (Adapted from March).64

1.4.1 QIT Ion Stability
Since quadrupole instruments are “dynamic”, ion trajectories are impacted by timedependent or dynamic forces, initial work in this field of ion trapping focused on deriving the
motion of ions inside the trap. The motion of ions inside quadrupolar fields is best defined by the
Mathieu stability equations, which are determined by the mathematical solution to a second-order
linear differential equation.65 The solution to this equation produces 4 equations that define the
stability in both the radial (r) axis, and the z-axis based on the unitless stability parameters a and
q:
𝑎𝑧 =

−16𝑒𝑈
;
𝑚(𝑟02 + 2𝑧02 )𝛺 2

𝑎𝑟 =

𝑚(𝑟02

𝑞𝑧 =

8𝑒𝑈
;
+ 2𝑧02 )𝛺 2
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8𝑒𝑉
𝑚(𝑟02 + 2𝑧02 )𝛺 2

𝑞𝑟 =

−4𝑒𝑉
+ 2𝑧02 )𝛺 2

𝑚(𝑟02

(1.9)

(1.10)

where U is the DC potential, r0 is the radius of the ring electrode, z0 is the half the distance between
the endcaps, m is the mass, and e is the fundamental charge of an electron. Ω represents the angular
frequency applied to the periodic trapping voltage and V is the amplitude (0-peak) of the
radiofrequency (RF) trapping potential. Plotting the Mathieu stability equations, they generate
Mathieu stability diagrams, as seen in Figure 1-9, that illustrate regions of ion stability in either
the r-axis (yellow) and z-axis (blue). An ion can only become trapped if it falls within a region of
the stability diagram that overlaps both the r and z axis (green). From these stabile regions, the
manipulation and ejection of ions can now be discussed.

Figure 1-9: Mathieu stability diagram over a range of a and q values to show ion stability in
either the radial (r) axis (yellow) and the z-axis (blue) or both (green) of an ion trap. Adapted
from Opačić et al.66

1.4.2 QIT Ejection Modes
In the early stages of development, ion detection was performed through a method known
as mass-selective detection. In this mode, ions in the trap was observed through the sensing of ion
motion by means of a harmonic oscillator connected between the end-caps. This mode of operation
enabled the QIT to function more like an ionization source or detector enabling the study of a
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variety of gas-phase spectroscopic experiments. Further study of the QIT determined that ions
could be efficiently ejected from the ion trap through end-cap holes. The ejected ions could then
collide with a detector allowing for external ion detection in a new technique called mass selective
instability mode.67,68 To influence ions to eject from the ion trap, operating principles similar to
quadrupole mass filters were adapted. Initially, the ring electrode of the trap is held at a constant
radiofrequency voltage (VRF) enabling the trapping of a range of m/z ions based on the
experimental conditions (Figure 1-10). The VRF then undergoes a linear ramp to induce ions to
cross the stability boundary at a qz value of 0.908, with no applied DC potential, for sinusoidal
waveforms. As ions of different m/z pass the stability boundary, they become unstable in the zaxis and eject through the end-cap electrodes as seen in Figure 1-10b,c. The development of this
mode of operation, vastly increased the utility of QIT instruments and is one of the main reasons
this instrument saw increased popularity and commercialization.

Figure 1-10: Operation of mass selective instability mode: a) ions are trapped at a contant VRF
and then b) a voltage ramp is applied, pushing ions off the stability diagram making them
unstable in the z-axis. C) The voltage ramp continues until all ions are ejected from the trap
(Adapted from March.)64
The other main, yet less widely used, mode of operation takes advantage of an ion’s secular
frequencies inside a trap, in a technique known as resonance ejection mode.69,70 Ion motion inside
the trap is comprised of numerous sinusoidal components in both the r and z-axis, which are
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independent and decoupled from each other. The frequency of the components in both axes are the
“secular” frequencies (ωu,n) and are related by:
ωu,n = (n + (1/2)βu) Ω

0≤n<∞

(1.11)

ωu,n = -(n + (1/2)βu) Ω

-∞≤n<0

(1.12)

where βu is the trapping parameter, Ω is the fundamental angular frequency, and n is the number
of secular frequencies ranging from 0 to ±∞. The strength of secular frequencies drastically
decreases as the integer (n) deviates from zero. Therefore, the “fundamental” (n=0) frequency is
used to describe the secular frequency since it provides the strongest component of ion motion.
To encourage ejection through this method, an additional “supplemental” waveform must be
applied to the electrodes to constructively interfere with the secular frequencies of different m/z
species. This constructive interference adds additional energy in the z-axis that is large enough to
eject ions from the trap. Consequently, to analyze all trapped ions, the supplemental waveform
must be swept as shown in Figure 1-11, to excite and eject ions of different m/z. These
supplemental waveforms are applied to both endcap electrodes and can be applied in two different
manners to produce resonant excitation: dipolar, and quadrupolar. The dipolar method applies
waveforms on both electrodes with equal amplitudes but opposite phases (180 degrees of out
phase). This results in ions deviating from the center of the trap in a linear fashion with respect to
time. Quadrupolar excitation on the other hand, applies the same phase and amplitude waveform
to both electrodes, resulting in and exponential increase in ion deviation with respect to time.

24

Figure 1-11: Operation of resonance ejection mode: a) ions are trapped at a contant VRF and a
low voltage radiofrequency is applied to the endcaps generating a hole in the stability diagram.
B) As the frequency on the endcap electrode is swept, it moves the hole along the stability
diagram ejecting ions as it goes and c) will continue to eject until all ions are resonantly ejected
from the trap (Adapted from March).64

1.4.3 Digital Ion Trapping
While the theory behind ion traps indicates trapping can be performed with any periodic
waveform, due to the depth of study of sinusoidal waveforms it became the gold standard for
conventional quadrupole ion trapping. The first uses of a QIT driven by a rectangular wave
quadrupolar field was reported by Sheretov71 and Richards72 in the early 1970s. However, the
stability parameters differed from conventional sinusoidal waveform stability parameters making
a direct comparison of the methods difficult. This caused the work to receive little attention from
the scientific community until the year 2002, when Ding and Kumashiro described through the use
of simulations, the ion motion in a rectangular waveform driven quadrupolar field.73 The design
of the digital ion trap (DIT), was inspired from circuitry used to produce rectangular waveforms.
In these circuits, rapidly switching between high DC voltage levels generates the trapping
waveform voltage that is applied to the ring electrode.
Working from the theoretical data, a prototype DIT instrument was commissioned and
tested.74 The results of the prototype DIT experiment and later work would lead to the
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determination of the Mathieu stability equations and diagram.75 In this work, a nonstretched 3D
quadrupole ion trap geometry was utilized (r02 = 2z02) and the stability parameters were determined
to be:
𝑎𝑧 =

8𝑒𝑈
;
𝑚𝑟02 𝛺 2

𝑞𝑧 =

−4𝑒𝑉
𝑚𝑟02 𝛺 2

(1.13)

where Ω = 2π/T is the frequency, and T is the period of the rectangular wave. We omit the radial
axis components as ejection is performed through the z-axis. While this expression appears to be
exactly the same as the one described for a nonstretched trap operated with a sinusoidal waveform,
the DC (U) and AC (V) components must be clarified. Since DIT operation utilizes a periodic
rectangular waveform, the U component is now defined with respect to the duty cycle (d):
U = dV1 + (1 – d)V2

(1.14)

and V by the average AC amplitude over the waveform period:
V = 2(V1 – V2)(1 – d)d

(1.15)

Therefore, in the case of a square wave with a 50 % duty cycle (d = 0.5) with the average value
between the positive (V1) and negative (V2) being symmetric (V1 = –V2) equation 1.14 and 1.15
show that U = 0 and V = half the voltage difference between the high and low voltage levels for d
= 0.5. Additionally, it was also determined that at zero DC potential, the stability boundary of the
DIT is now at a qz value of 0.712 which varies considerably from the sinusoidal waveform.
Along with changing the Mathieu stability equations, operating in a digital fashion offers
an ability to manipulate the duty cycle, and extend the mass range. As shown in equations 1.14
and 1.15, the duty cycle plays a major role in the stability parameters. By using any other duty
cycle aside from 50 %, ion motion inside the trap will obtain an asymmetric DC and AC potential.
This will enable scanning outside of the zero DC potential line at the cost of no additional input.
In conventional QIT, an external bias must be applied to obtain this same effect since the duty
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cycle of a sinusoidal waveform cannot be changed. The mass range employing a DIT can also be
greatly extended since you are controlling the frequency instead of the voltage. In traditional QIT,
mass selective instability mode as mentioned previously, is performed by ramping the VRF applied
to the ring electrode. Under these conditions, the voltage can only be raised to an extent before
arcing occurs in the ion trap thereby limiting the mass range. Conversely, DIT mass selective
instability mode is performed by controlling the frequency portion of the Mathieu stability
parameters. Operating in this fashion, the frequency is ramped to induce ion ejection from the trap.
The mass range of a DIT system is thereby limited by the electronics used to generate the digital
waveform since arcing is no longer presents an issue. Theoretically, a DIT system has an unlimited
mass range provided the high voltage switch can operate up to an infinite frequency. Examples of
the extended mass range include the analysis of 2500 – 3500 Da peptides76 and proteins up to
200,000 Da.77
1.5 Portable Mass Spectrometers
While mass spectrometry is a powerful analytical tool that can provide detailed chemical
and structural information on analytes of interest, current instrumentation is mainly limited to a
laboratory environment. These instruments require highly trained personnel to operate, can involve
a great deal of sample preparation, and may take an extended period of time to analyze a sample.
For these reasons, an ever-growing desire/need has arisen for the miniaturization of mass
spectrometers to allow for in-situ analysis. In order to address this need, all components of a mass
spectrometer must be examined to optimize the SW&P, while also retaining the analytical
performance of the mass spectrometer. The following sections will discuss the development and
optimization of the other key components of a mass spectrometer.
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1.5.1 Vacuum System
Possibly the most impactful SW&P component of a MS instrument is the vacuum system.
Conventional laboratory-based instruments can utilize several large rough and turbo pumps. While
these pumps perform exquisitely, they impose a huge SW&P burden on the mass spectrometer
weights ranging from tens to hundreds of pounds and power consumptions ranging from hundreds
of watts to kilowatts. Early attempts at reducing vacuum system SW&P demands involved the
mass spectrometer being pumped down prior to use in the field.78 During use a light, low power
ion pump was used to maintain vacuum thereby removing a major portion of the vacuum system.
However, using this method puts a limitation on the sample introduction and is not sustainable,
requiring periodic vacuum recharging. Later miniature MS designs would incorporate selfsustaining vacuum system that use miniaturized versions of rough and turbo pump
configurations.62,79,80 Although the issue of a sustainable vacuum system was solved with these
later designs, a ruggedness problem arose since turbopumps are notoriously fragile and very
expensive. One strategy to combat this ruggedness problem is to remove the turbopump from the
system all together. This would require adopting an ion trap mass analyzer as they have been
shown to operate in pressure regimes well above the ultimate vacuum provided by a turbopump.
1.5.2 Sample Introduction and Ionization Sources
Since the vacuum system is a critical SW&P component needing optimization, careful
considerations must be made when introducing sample to avoid compromising the vacuum system.
GC-MS,60,81 solid-phase microextraction,82 and membrane introduction83-86 are methods of sample
introduction that can be directly adapted from a lab-scale instrument to portable instruments
provided that greater flow restrictions on the sample inlet are used. Typically, a glow discharge EI
source is used as a substitute to traditional EI sources due to increased durability and decreased
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power consumption.87 The ionization sources previously mentioned, while easily amenable to
miniature MS instruments, limits the performance of portable MS systems to lower molecular
weight species. To expand on the functionality of portable MS instruments, an atmospheric
pressure inlet was incorporated; enabling the use of ambient ionization techniques such as
electrospray ionization (ESI)88 and atmospheric pressure chemical ionization (APCI).89 Initial
work performed, adapted a direct leak inlet similar to its lab-scale counterparts and was able to
acquire protein and peptide spectra. However, the low conductance inlet capillary impinged on ion
transfer resulting in poor mass resolution.90 More recently, the barrier to high mass resolution was
overcome with the development of discontinuous sampling techniques such as discontinuous
atmospheric pressure interface (DAPI)91 and pulsed pinhole atmospheric pressure interface (PPAPI).92 These interfaces allow for a pulse of atmospheric sampling to be taken into the MS over a
short period of time (~20 ms) enabling the use of atmospheric pressure ionization sources. After
the valve closes, the system can pump back down to normal operating conditions and the trapped
ions can be analyzed. The interfaces have been used to characterized numerous ambient ionization
techniques such as: ESI, APCI, low-temperature plasma (LTP) probe ionization,93 and desorption
electrospray ionization (DESI).94 Currently, discontinuous sample introduction is the best method
available to reduce the vacuum requirements of the system thereby reducing factors of SW&P.
The discussion up to this point has focused on the vacuum system and sample introduction; the
following will discuss the three main types of mass analyzers that have undergone miniaturization
and summarize major findings in each system.
1.5.3 Ion Traps
QIT instruments have seen the greatest amount of development with respect to portable
MS because shrinking an ion trap results in several advantages. Smaller geometries lower the
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voltage required to generate the same level of trapping capabilities while maintaining the same
radiofrequency thereby lowering power requirements.95 Resolution however, can be improved by
increasing the frequency of the RF scans and by operating at higher pressures due to collisional
cooling.96 Additionally, the inherent capabilities to perform MS/MS adds an additional layer of
specificity and reduces chemical noise. Alternatively, by reducing the size of the analyzer and
decreasing the voltages used, the overall trapping capacity is reduced.95 Also fabrication of smaller
electrodes becomes more difficult since the allowable variability required becomes more rigorous.
The decrease in signal caused by fewer trapped ions can be offset by using an array of traps.97
Arrays of mass analyzers can increase the trapping capacity, resulting in improved dynamic
range, over single analyzers. These instruments are composed of small analyzers operating at lower
voltages and higher pressures.98 Additionally, the same RF waveforms are applied across the entire
array of analyzer electrodes, so no additional or more complicated electronics are required to
operate in this configuration. A variety of miniature62,90,99 and array100,101 QIT instruments have
been made and studied. A general summary of this work has seen portable ion trap systems
generally obtained a mass range up to m/z 800 while a few exceptions extend the mass range to
m/z 2500 with a wide variety of resolutions that vary from system to system.
1.6 Xenon Isotope Ratio Mass Spectrometry
Isotope ratio mass spectrometry (IRMS) is the study of abundances of either stable or
radiogenic isotopic species; with applications ranging from WMD detection to the geological study
of planetary formation to investigating food authenticity. Conventional IRMS measures the
abundance ratios at naturally-occurring levels which requires a mass analyzer that has excellent
sensitivity and precision. Typically, quadrupoles, ion traps, and time-of-flight mass spectrometers
lack one or both factors making them undesirable for IRMS. Therefore, multi-collector magnetic
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sectors are the standard instrument used since they can provide both the sensitivity and precision
required to perform IRMS at natural abundance levels.102 While other mass analyzers have been
used to perform IRMS, commercially available options are limited to sector or quadrupole-based
instrument. These available options are strictly lab-based instruments with large footprints and
require additional bulky equipment such as GC and LC for sample preparation. The following
sections will discuss the importance of xenon with respect to the solar systems formation, and the
instrumentation needed to perform in-situ xenon IRMS analysis.
1.6.1 Xenon Isotope Ratio Analysis
In the early stages of the solar systems formation, the solar system existed as a nebular gas
cloud that and with energy supplied from a nearby supernova would begin to collapse and obtain
angular momentum according to the accretion model. Particles in the cloud that did not obtain
matching angular momentum would collide with other particles and begin condensing and
collapsing to the center of rotation. This caused the edges of the cloud to cool much more rapidly
enabling the condensation of particles. As this accretion process continued, higher freezing point
molecules (metals) would condense and trap lower freezing point molecules (noble gases) in their
structure. These condensed bodies would then coalesce to the point that gravitational forces would
become the driving force for further formation, resulting in planetary bodies being formed. This
process continued until all that remained were planetary bodies with stable rotations around the
sun.
At the same time planetary bodies were forming the sun gained enough mass and ignited
ejecting nebular gases and solar radiation throughout the solar system.103,104 Nebular gases from
the sun would then accrete onto planetary bodies and solar radiation would increase the thermal
energy of planetary bodies causing trapped gases to evolve from the solid material, forming an
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atmosphere. Based on the extent of thermal activity another planetary formation event known as
hydrodynamic escape occurs. Through this model, lighter noble gas isotopes are ejected from an
atmosphere by way of energetic collisions with smaller atmospheric gases. Applying this model
enables the identification of pre-escape atmospheric sources of noble gases.105,106 The
compositions of four possible early atmospheric contributors are listed in Table 1-2 and plotted as
the per mille deviations relative to solar wind Xe in Figure 1-12.
Table 1-2: Isotopic compositions of solar-system xenon components adapted from Pepin.105

Per mille (0/00) deviations are a practical parameter used to differentiate xenon isotopes as
described by the following equation:
𝛿 𝑀 𝑋𝑒 = 1000 × [(𝑅𝑀 ⁄𝑅𝑅𝑒𝑓 ) − 1] 0⁄00

1.16

where M designates the isotope mass of interest, RM is the sample isotope ratio composition
(MXe/130Xe) and RRef is a reference isotope ratio composition. Additionally, xenon can be used to
determine the age of planetary body by studying the xenon decay products generated from very
long lasting radioisotopes.107,108 While these models and methods originated from an interest in
terrestrial evolution, they have, and can be further adapted to other planetary bodies for similar
studies however, they must be performed in-situ to obtain an accurate representation.
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Figure 1-12: Per mille deviations of AVCC-Xe, Xe-Q, and U-Xe, normalized to 130Xe and shown
with respect to Solar wind Xe. Adapted from Pepin.105

1.6.2 IRMS Instrumentation
Conventional, commercial IRMS instruments enable highly sensitive and precise
measurements to be taken but have a very large footprint. In order to adapt these instruments to
perform in-situ planetary studies, they need to accommodate SW&P constraints, as previously
discussed in portable MS. While many space missions, some of which have been previously
discussed, have been sent to other planetary bodies, little xenon IRMS studies have been
performed. One instance of xenon IRMS being performed was with the curiosity rover, where the
SAM instrument took measurements of atmospheric xenon concentrations.109 During this
investigation it was found that the isotopic distribution of xenon was in close agreement with data
determined from the 1970s Viking mission110,111 and Martian meteorite samples.112,113 However,
from this data it was also determined that the instrument precision was lacking with measurement
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errors ranging from ~10 to ~110 0/00. Therefore, in the following chapters, the optimization of a
digitally driven 3D quadrupole ion trap for targeted xenon IRMS analysis will be discussed.
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Chapter 2 – Instrumental Configuration
2.1 Instrument
In any MS system, three main components are needed: an ionization source, mass analyzer,
and detector. The system utilized is a repurposed Thermo Finnagan GCQ assembly with an EI
ionization source, 3D quadrupole ion trap, and electron multiplier detector as seen in Figure 2-1.
These components are housed in a custom-built vacuum chamber with numerous ports for the
introduction of additional components. In the following sections, each component of the mass
spectrometer will be discussed followed by how each component works in concert to function as
a mass spectrometer and the operational modes. Additionally, nontraditional operation modes and
the design elements needed to operate them will be discussed in detail.

Figure 2-1: Diagram of quadrupole ion trap mass spectrometer in custom-built vacuum chamber
(File reference: G:\My Drive\Research Group - Shared\People Folders\Tim's Stuff\Computer
Desktop\SolidWorks Sketches\DIT)
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2.1.1 Ionization Source
As seen in Figure 2-2a, the ionization source consists of three main components: an EI
filament, ion volume, and einzel lens stack. The filament is composed of a yttria/rhenium alloy
that was operated at currents between 1.00 – 1.30 A (Agilent, E3610A). Additionally, as seen in
Figure 2-2b, a -60 VDC bias (Xantrex XT, 120-0.5) was pulsed onto the filament to accelerate the
electrons at specified times. To obtain the appropriate electron kinetic energy (70 eV), +10 VDC
(HP E3630A) was applied to the filament lens. To encourage electron flight through the ion volume
+25 VDC (Xantrex, XT 60-1) is applied to the ion volume. Samples are inlet to the ion volume
through precision needle valves (Granville Phillips variable leak valve, Model 203) at a partial
pressure of ~1.00 x 10-6 torr. Once ionized, the sample is drawn through the pulsed einzel lens and
into the mass analyzer due to the potential field gradient. The einzel lens is composed of three
electrodes designed to transfer and focus ions as they move through. The 1st and 3rd electrode are
held at a constant -15 VDC (Xantrex, XT 15-4) while the 2nd electrode is pulsed from 0 VDC to -90
VDC (Xantrex, 120-0.5). In order to pulse the filament and 2nd electrode of the einzel lens, a delay
pulse generator (SRS, DG 535) was used to set up the timing parameters while two separate high
voltage switches (DEI, GRX) would trigger and apply the desired voltages, accordingly.

Figure 2-2: a) Components and b) electronic configuration for the ionization sourceG:\My
Drive\Research Group - Shared\People Folders\Tim's Stuff\Computer Desktop\SolidWorks
Sketches\DIT\Ion Source assembly parts.
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2.1.2 Mass Analyzer
The mass analyzer, as stated previously, is in the 3D quadrupole ion trap geometry
operating using digital waveforms. This geometry is in a stretched configuration (r0 = 0.707 cm,
z0 = 0.783 cm) and consists of three electrodes: a ring electrode and two endcap electrodes that
have hyperbolic surfaces. Scanning by mass selective instability mode results in the end-caps being
grounded while on the ring electrode, a frequency sweep at a fixed voltage is applied. Three
separate electronics feed inputs to the high voltage / high speed switch (Bournlea, 2610) to generate
the digital trapping and sweeping waveform as seen in Figure 2-3. A waveform generator (Agilent,
33500B) is used to generate a rectangular frequency sweep, with a 50 % duty cycle, from 1 MHz
to 15 kHz, at a TTL pulse level of 5 V. Two separate power supplies generate the fundamental
trapping voltage; one provides a peak to peak voltage of 600 Vpp (Glassman, EK series), while the
other provides a bias voltage of -300 V (SRS, PS350) enabling our DIT to operate at qz = 0.
Operation in this mode, theoretically provides a mass range of ~15 to ~70,000. Additionally, the
waveform generator also triggers the delay pulse generator making the waveform generator the
master of the electronic systems.

Figure 2-3: Electronics configuration of the mass analyzer operating in mass selective instability
mode (File reference: G:\My Drive\Research Group - Shared\People Folders\Tim's
Stuff\Computer Desktop\SolidWorks Sketches\DIT\Analyzer assembly parts).
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Switching the system to operate in resonance ejection mode is a relatively easy and only
requires one additional component and modified frequencies. The ring electrode must be switched
from a frequency sweep, to a constant frequency of 1 MHz. while keeping the same voltage,
thereby creating a low mass cutoff of m/z ~46. The end-caps however, as seen in Figure 2-4a, will
now be attached to a wideband transformer (Balun, North Hills) which splits the signal from the
waveform generator in a dipolar fashion (Figure 2-4b). The waveform generator supplies the
transformer with a rectangular waveform sweep ranging from 1 MHz and 15 kHz at a potential of
1 – 5 Vpp. Operation in this mode, theoretically provides a mass range of ~47 to ~13,000.

Figure 2-4: a) Electronic configuration of mass analyzer operation in resonance ejection mode
(File reference: G:\My Drive\Research Group - Shared\People Folders\Tim's Stuff\Computer
Desktop\SolidWorks Sketches\DIT\Analyzer assembly parts) and b) dipolar waveform applied to
endcap electrodes.
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2.1.3 Detector
The detector region of the MS consists of an exit lens and an electron multiplier (EM)
detector (Photonis, MegaSpiraltron) as seen in Figure 2-5. The exit lens aids in the extraction of
ejected ions from the trap and operates utilizing -500 VDC (SRS, PS350). The EM detector used
is designed for higher pressure operation allowing for detection at 10-2 torr and can produce
gains in excess of 100,000,000. Operation of this detector requires that a negative high voltage
potential be applied to accelerate ions into the detector to induce electron ejection, cascading,
and current generation on the cathode. In this system, typical operating voltages used ranged
from -1800 VDC to 2300 VDC (Bertan, Series 225). Additionally, the current generated by ions
must undergo signal amplification to produce observable spectra on the data acquisition system.
Two different types of data acquisition systems were used for ion detection: LeCroy WavePro
and the PicoScope. Each data acquisition system performed the same function but offered
different x and y-axis resolutions that when compared led to some interesting results that are
discussed in detail in Chapter 4.
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Figure 2-5: Electronics configuration for detector (File Reference: G:\My Drive\Research Group
- Shared\People Folders\Tim's Stuff\Computer Desktop\SolidWorks Sketches\DIT\Detector
assembly parts).

2.1.4 Timing Scheme
Since each component of the mass spectrometer has been discussed, in detail, in the
previous sections we can now discuss how the system operates as a whole. To obtain a mass
spectrum, the following sequence of events must occur in this DIT instrument. 1) As shown in
Figure 2-6, the einzel lens and filament biases must be triggered and held at a low voltage for 5 ms
while the trapping frequency is held constant. 2) Ion introduction must be stopped by returning the
biases back to 0 V, and collisional cooling is allowed to occur for 195 ms. 3) The trapping
frequency is scanned logarithmically with respect to time for 500 ms. If operating in mass
instability mode, as the frequency is swept ions will fall out of z-axis stability; while in resonance
ejection mode, constructive interference will occur, exciting ions and causing ejection. 4) The
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trapping frequency is allowed to return to initial trapping conditions for 275 ms, and then the trap
is emptied by turning off the trapping voltage. Moreover, a pulsed buffer gas introduction system
was also incorporated into the timing diagram. While this work is discussed in more detail in
Chapter 3, summarily, introducing a pulsed buffer gas instead of a conventional static buffer gas
improves the trapping efficiency and resolution of the MS. Employing this technique involved
engaging a solenoid valve on the same timescale as the ion injection (5 ms). This led to the bolus
of buffer gas being introduced to the trap ~50 ms after the ion injection was stopped.

Figure 2-6: Timing Diagram of switching events in DIT operation.
2.2 Operational Modes and Design Features
2.2.1 Ion Trap Pressure Reading Design
Conventionally, buffer gas pressures in ion trap instruments are taken with respect to the
vacuum chamber. Ion trap mass analyzers however, utilize insulating spacers to isolate the
different electrodes resulting in loosely sealed trapping volumes when fully assembled. Therefore,
when buffer gas is introduced into the trapping volume it restricts the flow (conductance limited)
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of buffer gas from the trapping volume to the chamber. This makes pressure measurements from
the chamber unreliable since the buffer gas must slowly diffuse from the trapping volume to the
chamber. The following will provide the details regarding the design and operation of a trapping
volume pressure sensor.
The sensor used to obtain pressure measurements is an MKS 905 Micro Pirani sensor with
the capability to cover a pressure range between 1000 to 10-5 torr. This pressure range coupled
with its micro-electromechanical system (MEMS) design made it an ideal sensor to couple to the
ion trap since under normal operation the trap is filled with 10-3 torr of buffer gas. Although the
sensor is small, due to the geometry of the 3D-QIT, the only plausible place to install the sensor
would be on the ring electrode since the insulating rings and endcap electrodes have limited areas
with access to the ion volume. From work performed previously by Wang et. al,1 a custom
machined ring electrode with two holes (0.04” diameter) 180ᵒ apart from each other was used in
our ion trap configuration. From this electrode, an insulated housing was designed to incorporate
the MEMS pressure sensor as shown in Figure 2-7. The initial prototype of this design was
composed of high-density polyethylene resin (HDPE). However, due to concerns of arcing and
polymer off-gassing, the prototype was quickly replaced with the more resilient polyether ether
ketone (PEEK). Compared to HDPE, PEEK has superior electrical properties with a higher
dielectric strength enabling it to withstand larger voltages before voltage breakdown. PEEK also
offers the benefit of improved thermal properties with a significantly higher melting point and
lower thermal conductivity enabling the material to withstand more heat which lowers the amount
of off-gassing under vacuum and heat.
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Figure 2-7: a) Exploded view and b) normal view of pressure sensor housing design for the
incorporation into the ring electrode (File reference: G:\My Drive\Research Group –
Shared\People Folders\Tim’s Stuff\Computer Desktop\SolidWorks Sketches\DIT\pirani Sensor
assembly).

Before the sensor could be incorporated into the trapping volume, an external calibration
was necessary to ensure data integrity since the manufacturer’s calibration was performed with
nitrogen gas and not helium. To achieve this, the pirani sensor was first placed near the external
sensors as seen in Figure 2-8a. The two external pressure sensors used are the IGM401 Hornet Hot
cathode gauge (10-9 to 10-2 torr range) for low pressure measurements and the CVM211 Stinger
convection gauge (10-4 to 1000 torr) for high pressure measurements. Helium was then pumped
through the system at varied pressures enabling a correlation between pirani voltage measurements
and the external pressure sensor measurements. From this correlation, a best fit line was generated
enabling the determination of helium pressure with the pirani sensor at any given output voltage
as seen in Figure 2-8b.
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Figure 2-8: a) Location of the pirani sensor with respect to the external sensors and the
turbopump and b) the calibration data generated for the pirani sensor.

Although calibration was critical to ensuring data integrity a possibly more important factor
was data acquisition. In the early stages of operation, the pressure sensor measurements were
reported on a digital multimeter (DMM). While easy to implement, a lack of measurement
precision, the inability to measure rapid fluctuations, and the lack of recording capabilities made
the DMM an infeasible option for more in-depth studies. Therefore, a multifunction input/output
device (National Instruments PCI-6221) connected to a BNC adapter (National Instruments BNC2110) was introduced. These two National Instruments systems can then be controlled by National
Instruments LabVIEW software to receive or transmit a wide array of functions. In order to
overcome the issues presented by the DMM, a program was designed, as seen in Figure 2-9, to
record real-time pressure sensor data as well as key timing events such as ion injection and the
scanning period. Additional features include the capability to vary the data acquisition rate and the
number of significant digits being recorded. The final version of this program recorded data at a
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rate of 1000 Hz (1 sample per millisecond), with a measurement precision of 5 significant digits
after the decimal (ex. 4.00234 V) and organized and wrote an excel file into 5 separate columns of
data.

Figure 2-9: Labview block diagram (left) and front panel (right) for the control of pressure
measurements utilizing the MKS micropirani pressure sensor (File Reference: G:\My
Drive\Research Group - Shared\People Folders\Tim's Stuff\Computer Desktop\Labview
setup\Two Sensor Pirani Voltage Measurement (no signal generation).

With the calibration of the sensor and the development of a program to read and record
measurements rapidly, the sensor could then undergo incorporation into the ring electrode as seen
in Figure 2-10. While the integration of the two components was relatively easy, only requiring a
viton o-ring to create the seal between the two components, the operation inside the trap proved to
be much more challenging. Upon recording pressure measurements with the ion trap functioning
a considerable amount of noise from the trapping RF waveforms was observed on the sensor.
Although the material for the sensor housing was changed to mitigate off-gassing and reduce the
potential for arcing it does not however block the RF waves used to trap ions inside the trap.
Therefore, without the introduction of a faraday cage, pressure measurements can only be taken
while the trap is not operational. Additional details regarding the differences observed from taking
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pressure measurements with respect to the ion trapping volume are discussed in more depth in
Chapter 3.

Figure 2-10: a,b) MKS micro pirani sensor incorporation into ring electrode and c) the cross
sectional view of the sensor and ring electrode assembly (File reference: G:\My Drive\Research
Group – Shared\People Folders\Tim’s Stuff\Computer Desktop\SolidWorks Sketches\DIT\pirani
Sensor assembly).

2.2.2 Pulsed Buffer Gas Design
Traditional ion trapping utilizes a continuous flow of buffer gas to improve trapping
efficiency by collisionally cooling ions with a light buffer gas such as helium. However, the
benefits of using a buffer gas are limited by the concentration of gas used. If the concentration is
too low, the ions will not thermally cool and will not become trapped. Conversely, if the
concentration is too high, the ion trapping will be improved but ion scattering will occur as ions
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eject from the trap resulting in ion death on the electrodes before they can reach the detector.
Therefore, there is a goldilocks region of buffer gas concentration that is optimal for each system
and must be monitored and maintained to achieve optimal performance. To obtain the benefits of
improved trapping efficiency without suffering the losses of increased buffer gas concentrations a
pulsed buffer gas introduction system was developed.
To obtain the desired pulsed introduction required, the acquisition of a fast pulsing valve
with a moderate diameter to remove conductance restraints. A solenoid valve (Parker, series 99)
provided ideal specifications with a 2 – 5 ms open time delay and ~5 ms valve open/close time and
a 1/8th inch inner diameter. The valve is configured in a normally closed manner, requiring constant
voltage and current to remain open. Therefore, to open and close the sensor in a timed, periodic
manner, a National Instruments LabVIEW program was written, as seen in Figure 2-11, and
controlled through the same devices that control the previously discussed pressure sensor (PCI6221 & BNC-2210). With this program, we could control the periodicity, amount of time spent
open, type of waveform input provided to the valve, and whether to pulse, open, or close the valve.

Figure 2-11: Labview block diagram (left) and front panel (right) for the control of pulsed buffer
gas introduction to the ion trap (File Reference: G:\My Drive\Research Group - Shared\People
Folders\Tim's Stuff\Computer Desktop\Labview setup\Express VI He pulsing).
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To introduce buffer gas in a pulsed manner, it was also necessary to develop an inlet system
that would allow for higher gas throughput since the original design was very conductance limited.
In the first iteration of this design, as seen in Figure 2-12, the design consisted of a 1/16th inch
inner diameter tube capable of fitting into the custom machined holes in the ring electrode. This
assembly was attached to a compression fit 1/8th to 1/16th inch reducer with inlet gas lines
consisting of 1/8th tubing. While this configuration could supply pulsed buffer gas into the ion trap,
conductance limitations were observed due to the inner diameter of this setup being nearly
equivalent with the original configuration. These conductance limitations resulted in a 5 – 10 ms
pulse of buffer gas that would not completely evacuate back to high vacuum before the next pulse
of helium was introduced.

Figure 2-12: a) Exploded view of version 1 of the pulsed buffer gas introduction system, b)
collapsed view of the assembly and c) the positioning of the assembly with respect to the ion trap
and d) a cross sectional view of the gas inlet system installed into the ion trap. (File reference:
G:\My Drive\Research Group - Shared\People Folders\Tim's Stuff\Computer
Desktop\SolidWorks Sketches\DIT\Pulsed He injection parts).
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To satisfy the demand for a larger conductance, the design was revisited to enable a much
higher throughput assembly as seen in Figure 2-13. In this new version of the design, we replaced
the 1/16th inch tubing connected to the trap with ¼ inch tubing. Due to geometric limitations,
vacuum chamber feedthroughs, and the valve fittings, the length of the ¼ inch tubing was hindered
but sufficient to enable a pulse of helium that would evacuate back to high vacuum before the next
cycle. With the incorporated pressure sensor and new pulsed valve plumbing the pulse profiles
from a 5 ms injection of buffer gas provided an ~100 ms pulse width that was nearly gaussian in
nature. Ideally, the ¼ inch tubing would extend the entire length between the trap and the valve to
maximize conductance allowing for a faster input of the buffer gas. This would thereby reduce the
buffer gas pulse peak width and increase the maximum buffer gas density observed. While
increasing the conductance on the input would allow for smaller peak widths additional studies
found that at higher inlet buffer gas concentrations a tailing effect is observed on the pressure
profile. This tailing is an artifact of another conductance issue relating to the evacuation of gases
from the trap and is discussed in more detail in Chapter 3.

Figure 2-13:Cross sectional view of version 2 of the pulsed buffer gas introduction system and
pressure sensor assembly incorporated onto the ring electrode (File reference: G:\My
Drive\Research Group - Shared\People Folders\Tim's Stuff\Computer Desktop\SolidWorks
Sketches\DIT\Pulsed He injection parts).
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2.2.3 Beta 2/3rd Resonance Ejection
Ion trap ejection modes operate under conditions where the solutions to the Mathieu
functions generate boundary curves corresponding to the trapping parameter, βz. Under
conventional operating conditions, βz creates a stable boundary at values of 0 – 1. However,
other ejection schemes exist that manipulate the trapping parameter to move the stability
boundary such as beta 2/3rd resonance ejection. In this ejection mode, a frequency scan is
provided to both the ring electrode and the endcap electrodes at frequencies of Ω and 1/3Ω,
respectively. Operation in this manner, as the name states, changes the trapping parameter
stability boundary to cover a range between 0 – 2/3. To obtain the beta – 2/3 waveforms, an
FPGA board (Xilinx, Spartan 3E) previously programmed by Dr. Friso Van Amerom was used.
Additionally, the FPGA board provided triggering info to enable coupling and synchronization
between the waveforms and the other ion trap components as seen in Figure 2-14.

Figure 2-14: Electronic configuration of mass analyzer operation in resonance ejection mode

By operating under beta 2/3 resonance ejection previously unpublished work found a
dramatic improvement in mass resolution of up to ~10,000. However, while this configuration
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was easy to set up it proved difficult to optimize. From the work performed, it was found that the
mass spectra obtained in this mode were limited to faster scanning rates where faster scanning
resulted in improved signal intensity. As expected though, with improved ion signal comes a loss
of resolution as can be seen in Figure 2-15. The original goal of implementing this ejection mode
was to improve on pulsed buffer gas introduction data discussed briefly in the previous section,
and in detail in chapter 3. However, to improve on the previous work it required operation at a
cycle rate of 1 Hz which was not achievable under beta – 2/3 operation. Even with an inability to
obtain matching scan rates after optimization the best spectra obtained provided mass resolutions
similar to that which was observed during traditional resonance ejection mode. One possible
reason for this similarity can potentially be attributed to the synchronization between the two
waveforms in beta – 2/3 ejection. If the waveforms are not synchronized very well then, the
peaks will broaden, and mass resolution will suffer. However, after these results, and some
additional work, this ejection mode was abandoned, and traditional resonance ejection was used
for all future work.

Figure 2-15: Scan rate study operating in beta - 2/3 resonance ejection mode.
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2.2.4 Ion Volume Pressure Reading Design
As with the trapping volume, conventionally, measurements are taken with respect to the
chamber to determine the concentration of gases introduced into the ion volume. While operation
in EI mode does not require as strict of pressure controls, during CI operation however, the
concentration of reagent gas needs to be precisely controlled to maximize ionization efficiency.
Therefore, referencing the chamber to determine the concentration of reagent gas in the ion volume
is highly inefficient due to the sealed nature of the CI ion volume assembly. To accommodate
internal pressure measurements a custom insulated housing was designed to incorporate the
pressure sensor into the ion volume as seen in Figure 2-16.

Figure 2-16: Exploded view of insulated pressure sensor housing incorporated into the chemical
ionization ion volume assembly (File reference: G:\My Drive\Research Group - Shared\People
Folders\Tim's Stuff\Computer Desktop\SolidWorks Sketches\DIT\Chemical Ionization Pressure
Sensor Assembly).

Utilizing the same LabVIEW program discussed previously (Figure 2-9), the pressure
sensor was again calibrated. This time however, the calibration was done with respect to argon gas
which will be utilized as the reagent gas as can be seen in Figure 2-17. Since our target analyte is
xenon with an ionization energy of 12.13 eV, argon is an ideal candidate to perform charge
exchange due to it having an ionization energy of 15.76 eV. The higher ionization energy of argon
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will therefore readily transfer to xenon in a thermodynamically favored reaction that will
encourage the ionization of xenon. Further advantages of performing CI with a pressure sensor
integrated into the ion volume are discussed in Chapter 5.

Figure 2-17: Calibration of micro pirani pressure sensor located next to external pressure gauges.

2.2.5 Xenon Enrichment and Trapping Designs
Since the application for the DIT utilized is focused on IRMS measurements of xenon in
space, factors such as the concentration of gases must be considered as well as instrument
optimization. For example, the atmosphere pressure on earth is ~760 torr while on Mars it is ~ 4
torr meaning that the density of the atmosphere on Mars is ~200 times less than that observed on
earth. This decreased pressure will also decrease the concentration further of noble gases in that
atmosphere making sample analyses of low concentration gases even more complicated. To
accommodate these low concentration conditions, two main avenues can be taken: 1) sample the
atmosphere for an extended period of time or 2) preconcentrate your sample before analysis. In
practice, both methods are used to obtain a clear representation of the analyte ions of interest with
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minimal contamination. For our purposes, we have performed some preliminary studies into the
preconcentration/enrichment of xenon using two different configurations as seen in Figure 2-18.

Figure 2-18: Attempted xenon enrichment configurations: a) 2.5 m long PLOT column
with an inner diameter of 0.53 mm and b) a 45ᵒ KF 25 elbow fitting with an inner
diameter of 1 inch and ¼ inch compression fittings.

In the first configuration (Figure 2-18a), a particle trap column (Restek) was purchased and
connected inline between the gas cylinder and the MS. Xenon was then flowed through the column
while the column was cooled using dry ice (-78.5 ᵒC) for 20 mins. The column was then cut off
from the gas cylinder and allowed to evacuate the dead volume. This process took ~60 mins after
which, the column was closed off from the MS. Finally, the column was heated to 60 ᵒC for 20
mins to desorb trapped xenon and allowed to flow into the MS. While this method did produce
xenon spectra, as seen in Figure 2-19, the intensity of the peaks and amount of noise present made
IRMS quantification difficult resulting it per mille deviations that varied significantly from the
values determined by calibration and that of other non-enrichment xenon measurements.
Additionally, the spectra observed persisted for in excess of an hour before the measurements were
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stopped. This persistence can be attributed to the conductance of the capillary column which has
an inner diameter of 0.53 mm. To improve conductance, a new configuration was devised, as seen
in Figure 2-18b. In this configuration, the KF 25 elbow fitting with a 1-inch inner diameter was
packed with hydrocarbon/moisture trap material composed of silica, zeolite, and activated
charcoal. At either end of the fitting were ¼ inch compression fitting adapters to additionally
improve flow into and out of the enrichment cell. Ideally, we would have operated this
configuration in a similar manner to what has been previously discussed for the particle trap
column. However, during the loading process of the testing a substantial leak went undetected and
drained the contents of the gas cylinder within a 2 – 5 min window. Although the gas cylinder was
drained, we continued the test with what had previously been loaded. Unfortunately, due to the
volume of the new enrichment cell and packing of particles it was determined that after several
hours of keeping the cell on dry ice and trying to evacuate the dead volume this design was not
feasible. In this case, it was apparent that the other extreme of conductance was reached where we
had such as large input amount that practically analysis was not possible.

Figure 2-19: Xenon spectra obtained using the particle trap column.
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Chapter 3 - Pulsed Buffer Gas Introduction to Improve Ion Trap Performance
3.1 Introduction
Ion trap mass spectrometers have been successfully employed commercially for a variety
of applications. Among trapping instruments, 3-D quadrupole ion traps (QITMS) possess unique
features of ion storage and mass analysis through the use of a tuned radio frequency (RF) circuit
to generate a high voltage trapping potential (>100Vpp).1

In typical operation, trapping is

characterized by the Mathieu stability equations,2 so that, assuming a standard fixed-frequency
sinusoidal waveform, ion masses translate to the stability parameter:
𝑞𝑧 =

4𝑒𝑉
𝑚𝑟02 𝛺2

(3.1)

where m is the mass, e is the fundamental unit of charge, r0 is the radius of the ring electrode, and
Ω is the angular frequency of the periodic trapping voltage. V represents the amplitude (0-peak)
of the RF trapping potential applied during the injection of externally generated ions. All masses
with q values below a threshold (e.g., qz < 0.908 for sinusoidal waveforms), and thus above a lowmass cut-off, may be stably trapped, depending on V. More recently, alternative waveform shapes
have been explored by others3–7 but mostly employing rectangular waveforms as so-called digital
ion traps (DIT). DIT operation notably enables highly flexible ion manipulation by permitting
facile control of the RF trapping frequency in addition to the RF trapping voltage. In either case,
ion trapping efficiency and overall instrument sensitivity8,9 is improved by introducing a light
buffer gas such as helium into the ion trap.10 Presumably, collisions with the buffer gas encourage
thermalization of the externally generated ions. Such collisional cooling reduces the ions’ initial
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kinetic energies allowing their relaxation to the center of the trap11,12 increasing trapping
probability. A limit to increased trapping capacity through increased buffer gas concentration is
then practically imposed by the processes underlying mass scanning.
Because detection is based on ejecting ions out of the trap on to a charge sensitive detector,
high buffer gas concentrations may induce scattering thereby compromising mass analyzer
performance. In mass instability mode, as the trapping voltage is raised, increasingly higher mass
ions become unstable in the z-dimension causing them to exit through the endcap holes.13
Additionally, in resonance ejection, ions may be ejected selectively through resonant excitation of
the ions’ secular frequencies by supplemental application of a low voltage to the endcaps.14,15 In
both scenarios, ion losses through collisions during ejection are incurred with increasing vacuum
pressure. Furthermore, for resonance ejection, gains in resolution may also be tempered by
collisional scattering at higher relative pressures. Increases in total ion signal typically display an
inverse relationship with mass resolution16 and the potential for adverse space charge effects
complicates matters. Static operating pressures of ~10-3 torr have been targeted to achieve
sufficient sensitivity and mass resolution.13 Consequently, ion injection, trapping, cooling, and
ejection comprise discrete phases in QITMS operation which accommodate a single optimal buffer
gas pressure.
Parsing of gases in MS systems include applications towards collision induced dissociation
(CID).17,18 Resonance excitation in the presence of helium buffer gas provides enough energy for
ions to undergo CID with low efficiencies.19,20 Heavier gases (e.g. argon) are specifically used to
impart greater energy deposition21,22 along with the buffer gas helium. Heavier gas concentrations
combined with buffer gas must be optimized to balance losses in trapping efficiency and maximize
CID efficiency. To circumvent the loss of trapping efficiency and maintain higher efficiency,
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Doroshenko and Cotter utilized a pulsed valve to inject heavy gases during the CID process. 23
They demonstrated the benefits of dynamically maintaining controlled gas concentrations inside
an ITMS. Controlling gas concentrations poses a challenge in atmospheric pressure inlet MS
systems which requires differential pumping. Ideally, while the trap itself may operate at pressures
~ 10-3 torr, charge collecting detectors perform best <10-5 torr. Notably, Gao et al. reported a
discontinuous atmospheric pressure interface (DAPI) that allowed for controlled injection of ions
from atmospheric pressures into their miniature ITMS.24,25 The pulsed interface effectively
achieves a pulsed buffer gas introduction by deliberate control of injection and ejection sequences.
Likewise, we present herein a pulsed buffer gas introduction mode of operation to characterize the
potential benefits of decoupling trapping efficiency and mass spectral quality.
3.2 Experimental Section
3.2.1 Digital Ion Trap
The DIT system employed herein has been used in previous work by Wang et al.26 as shown
in Figure 3-1. The system features an ion source volume and EI filament assembly, an electrostatic
lens stack, and the commercial stretched geometry (r0 = 0.707 cm, z0 = 0.783 cm) 3D quadrupole
ion trap electrode assembly taken from a Thermo Finnigan GCQ.5 These components are then
housed in a custom-built vacuum chamber. Research grade xenon gas procured from NexAir is
introduced as sample into the ion source volume with a Granville Phillips variable leak valve at a
partial pressure of ~1.00 x 10-6 torr. Filament current was held constant at 1.30 A.
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Figure 3-1: Electronics configuration for digital ion trap.
The commercially implemented DC voltages of the GCQ were used on the ion source and
electrostatic lens stack without an automatic gain control mechanism. A multifunction generator
(Agilent 33500B) was used to produce a rectangular supplemental waveform consisting of a
logarithmic frequency sweep from 1000 – 15 kHz and up to 2 Vpp. The waveform was applied to
the endcap electrodes in a bipolar fashion through a balun (North Hills). Low-voltage precise
digital waveforms from a multifunction generator (Agilent 33500B) and 600 VDC from a high
voltage power supply (Glassman EK series) were applied to a high-speed, high-voltage switch
(Bournlea model 2610) providing 300 V0-p at a constant 1 MHz frequency to the toroidal ring
electrode. Ion detection was achieved through the use of a Megaspiraltron electron multiplier
detector (Photonis) at an operating voltage of 1910 V. Generated signal underwent amplification
(Analog Devices AD8652) and was captured by an oscilloscope (LeCroy model 7200A) over an
average of 250 sweeps. Signal processing was performed using OriginPro 2015 software. Spectral
acquisition and cycle timing were synchronized and triggered through a delay pulse generator
(Stanford Research DG535). A complete cycle entails the following events: ion injection (5 or 25
70

ms), cooling (195 ms), scanning (500 ms), and He gas injection (5 ms) for a cycle as can be seen
in Figure 3-2.

Figure 3-2: Timing scheme for static ion trapping and pulsed helium ion trapping.

3.2.2 Buffer Gas Measurement and Control
Different helium pressure conditions were tested using ultra-high purity (UHP) helium gas
(NexAir) as the buffer gas which was directed into the center of the trap. Pressure readings were
taken by three gauges: a convection gauge (InstruTech 211 Stinger), a hot cathode gauge
(InstruTech IGM401 Hornet), and a thermal conductivity gauge (MKS 905 MicroPirani) calibrated
to helium. The hot cathode and convection measurements were taken with respect to the chamber
pressure while the thermal conductivity measurements were taken with respect to the ion trapping
volume. The MicroPirani gauge features a compact design (diameter = 0.360 inches, and length
= 0.264 inches) and pressure range of 1 x 10-5 – 760 torr with a measurement accuracy of ±5%.
Polyether ether ketone (PEEK) rods were machined to form an enclosure that insulates the gauge
from the ring electrode. The design of the sensor housing can be seen in Figure 3-3a-b, while the
incorporation of the sensor into the ring electrode can be seen in Figure 3-3c. Measurements from
the sensor were read using a BNC adapter (National Instruments BNC-2110) connected to a
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multifunction input/output device (National Instruments PCI-6221). The 7 averaged measurements
were then taken through a program that was created using National Instruments LabVIEW
software.

Figure 3-3: a - b) PEEK housing design to insulate thermal conductivity sensor. c) Sensor
housing incorporated into the ring electrode. d) Cross sectional view of sensor placement and
buffer gas inlet with respect to the ring electrode.
We flow helium gas through a variable leak valve (Granville Phillips) followed by 1/8”
stainless steel tubing (length: 43”, inner diameter: 0.075”). The helium then passes through a
miniature solenoid valve (Parker series 99) into 1/8” stainless steel tubing (length: 3.5”, inner
diameter: 0.075”) followed by 1/4" low density polyethylene tubing (length: 1.75”, inner diameter:
0.235”) before injecting into the trap as shown in Figure 3-3d. While the leak valve allows us to
throttle the overall conductance, the solenoid valve provides us precision timing which can be
synchronized to the timing scheme as outlined in Figure 2. National instruments LabVIEW
software controls the operation of the solenoid valve (Parker series 99). The software interfaces
to the multifunction input/output device which instructs the BNC adapter to generate an analog
output voltage at a desired time. The output voltage triggers an external solid-state relay
72

(Panasonic AQV112K) that provides the current and voltage needed to activate the solenoid valve.
For all experiments performed using pulsed buffer gas conditions the solenoid valve was activated
for 5 ms, the minimum possible open duration.
3.3 Results and Discussion
3.3.1 Static Helium Conditions
We initially employed boundary ejection in the DIT by scanning the fundamental frequency
applied to the ring electrode. Such operation of our trap yielded poor resolution in Figure 3-9,
while resonance ejection provided relatively improved resolution for isotope peaks of xenon.
Boundary ejection further produced significant electronic noise caused by the high voltage switch
frequency. Due to the poor resolution and presence of electronic noise additional testing was
performed using resonance ejection operation. Subsequently, xenon was measured across a range
of He trap pressures with conventional static, continuous He flow controlled by the needle valve
dial. As shown in Figure 3-4a, using resonance ejection operation with needle valve settings from
7 – 17 the display of the xenon spectra are highly sensitive to the buffer gas concentration supplied
through the valve. Notably, we subsequently measured chamber pressures as spanning almost four
orders of magnitude: 9.00 x 10-7 – 9.52 x 10-3 torrHe.
In resonance ejection mode, we observe fundamental secular frequencies of the xenon
isotopes around 120 kHz. Interestingly, at particular external pressures (5.84 x 10-5, 1.41 x 10-4,
and 3.07 x 10-4 torrHe), we see evidence of subharmonic ejections at 1/3 and 1/5 this frequency. At
first glance, these ejections are reminiscent of parametric quadrupolar resonance phenomena as
described previously.20,27–30 The undertones could suggest overfilling of the trap in which space
charge effects push ions away from the center of the trap exposing them to higher order fields and
nonlinear resonances. Additionally, the undertones may be a unique consequence of coupling
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resonance ejection mass scanning with the digital operation of the trapping waveform. In any case,
pressure clearly plays a role in our configuration. For m/z 132, at each of the harmonic frequencies
Ω, Ω/3, and Ω/5 at 1.41 x 10-4 torrHe (valve setting = 11), we calculate resolutions of 1746, 3802
and 3148, respectively. Therefore, we thought it worth considering potential effects in both
resolution and sensitivity by nuanced control of the buffer gas which may regulate access to
nonlinear resonances.
Overall buffer gas pressure effects are not surprising, as has been reported in the
literature.31 Improved trapping efficiency is achieved by adding upwards of 1 mtorr to the trap
volume. Injected ions are collisionally cooled by the buffer gas, effectively thermalizing their
initial kinetic energies so that they collapse to the center of the trap. In simulation studies of
injection parameters, Weil et al. demonstrated a limit to trapping efficiency improvements by
higher concentrations of helium buffer gas.32 Ultimately, however, high pressures will practically
compromise vacuum capabilities and detector performance. As shown in Figure 3-4b, for our
experimental set-up, we plot total ion signal (in black) with respect to external pressure and witness
similarly improved trapping efficiency up to a pressure of 1.41 x 10-4 torrHe corresponding to a
needle valve setting of 11. The ion signal then plateaus before falling dramatically at pressures of
1.41 x 10-3 (valve setting = 15) and 5.13 x 10-3 torrHe (valve setting = 17). Higher settings thus
result in significant signal losses that are less clearly understood but may be partly attributable to
collisional scattering during ejection.33
In Figure 3-4b, the red trace displays the resolution for m/z 132 (~120 kHz) as a function
of applied buffer gas in terms of the buffer gas pressure. Resolution is highest at low buffer gas
concentrations, with a value of 2006 and is impacted significantly at higher helium concentrations.
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Figure 3-4: a) Xe spectra obtained at varied pressures correlating to needle valve settings from 7
– 17 under static He conditions and a 5 ms ion injection time with b) total ion signal (black) at all
secular frequencies and resolution (m/z 132, red) at the secular frequency 120 kHz.
A resolution of 736 for m/z 132 was obtained at an external pressure of 1.41 x 10-3 torrHe
(valve setting = 15), above which signal is lost completely and no resolution measurement can be
made. Thus, when we employ resonance ejection, the resolution appears more systematically
dependent on the increased collisional scattering which manifests in peak broadening. Notably, at
the constricted flows of lower buffer gas pressures, an undefined m/z 132 resolution is observed
due to low total ion signal (~5.50 x 10-6 a.u.). Therefore, we use a longer injection time of 25 ms
to provide reasonable signal at the lowest pressure of 3.76 x 10-5 torrHe (valve setting = 7) as can
be seen in Figure 3-10a. In both cases of Figure 3-4b and Figure 3-10b, we obtain a maximum to
ion signal while the resolution gradually decreases as helium pressure is increased. Incidentally,
we also observe suspicious space charge effects of peak shifting and dramatic resolution
differences across a short mass range. Such evidence led us to explore the potential use of a pulsed
helium configuration synchronized to the ion injection. In this manner, relatively large helium
concentrations can be focused in the trapping phase and removed during the ejection scanning
when it interferes in spectral quality.
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3.3.2 Pirani Sensor Calibration
Initially, to more accurately characterize the localized internal trap pressure, the
implemented pirani sensor required calibration. Using the other two chamber sensors (hot cathode
and convection gauge) the pirani was placed in a similar vacuum environment relative to the
pumping ports of the system. Varied helium gas partial pressures were introduced and pressure
measurements were recorded (Figure 3-11). A best fit line was generated using the range of
pressures specified by the manufacturer to provide the most reliable measurements (convection
gauge: 1 x 10-3 – 400 torr, hot cathode gauge: 1 x 10-8 – 5 x 10-2 torr.) After calibration, the pirani
was embedded into the ring electrode and compared to that of the chamber (hot cathode gauge).
In Figure 3-5, the dramatic measurement differences between the external and internal gauges were
observed at various applied helium pressures.

Figure 3-5: Residual error of chamber compared trap measurements
A nonlinear relationship exists between the pressures measured inside the trap compared
to that observed in the chamber varying from an ~50-fold difference in the low pressure regime,
and an ~5 fold difference in the high pressure regime as seen in Figure 3-5. Since helium is injected
directly into the trapping volume which is composed of solid metal electrodes, gas must diffuse
from the trap into the chamber making pressure measurements from that region unreliable.
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Because we could not extrapolate a simple linear relationship between the trap and the chamber
pressures, we suspected that gas conductance into and out of our trap may fundamentally limit
accurate measurement of any dynamic pressure changes inside the trap.

Therefore, we

hypothesized that a locally positioned pressure gauge would better enable us to measure and
control pulsed gas delivery to the vacuum-constricted trap.
3.3.3 Helium Pulse Monitoring
To profile the trap pressure dynamics with pulsed helium injection; we made pressure
measurements with respect to both the chamber and trap. Using the minimum pulsed valve
duration of 5 ms, we tested needle valve dial settings ranging from 6.5 – 30 as shown in Figure
3-7a-e. For conditions inside the trap (depicted by the black traces), the pressure spike is
consistently well-defined, assuming a Gaussian profile lasting ~100 ms at baseline followed by a
200 - 300 ms long decay. With respect to the chamber, above a valve setting of 10, the pressure
slowly decays from ~9.0 x 10-5 Torr for ~500 – 700 ms, likely indicating a conductance limit for
the trap’s evacuation. For dial settings of 20 and above, the chamber pressure (depicted by the red
traces) then briefly spikes as the last of the helium in the trap is evacuated into the chamber. As
the trap empties into the chamber, ultimately, the pressure differential between the two volumes is
no longer constrained, and a higher flow rate for evacuation is briefly established. When
comparing the area under curve for the signal observed in Figure 3-7f, we observe that the chamber
readings covered a small range from 5.29 x 10-6 – 4.57 x 10-5. Meanwhile, the integrated trap
pressure measurements covered a larger range from 3.15 x 10-5 – 5.56 x 10-2. Ultimately, we
surmise that the limit to the instantaneous pressure achieved in our trap is conductance limited
above a needle valve setting of 22 using our current plumbing configuration as the integrated
pressure readings begin to plateau. Furthermore, the bulk residence time of the helium is roughly
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on the order of 100 ms, after which, the trap is relatively evacuated by roughly an order of
magnitude in pressure. Thus, the 5 ms pulse duration translated to a total of 100 ms of trapping
and cooling time. We subsequently timed the start of our ejection scan at 200 ms after the start of
injection to ensure that most of the initial bolus of helium gas can be evacuated.
3.3.4 Pulsed He Introduction Operation.
Figure 3-12 displays another comparison study that was performed between boundary
ejection mode and resonance ejection mode. In this study we saw considerable improvement in
resolution for both modes when compared to Figure 3-9. Due to the long scan time, we were still
unable to remove the electronic noise inherent to the boundary ejection system and conducted all
subsequent experiments in resonance ejection mode. In Figure 3-6, we contrast the observed
spectra from static and pulsed He conditions with the same needle valve setting of 14.

Figure 3-6: Xenon spectra taken under pulsed He injection and continuous He injection at a
needle valve setting of 14.
Notably, a different endcap voltage (1.75 Vp-p) is employed to mitigate undertones in this
comparison to reflect similar ion populations for static helium conditions versus pulsed helium
conditions. The total ion signal and m/z 132 resolution, during static helium conditions, are 3.13
x 10-5 a.u. and 1278, respectively; while under pulsed helium conditions, 1.92 x 10-5 a.u. and 2286,
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respectively. We suspect that the slight intensity differences are due to synchronization issues
between the helium and the ion injection pulses. To optimize the pulsed helium injection, more
precise, synchronized timing of the injection of helium gas with ions could improve trapping
efficiency. On the other hand, resolution improvement suggests that collisional scattering is nontrivial, as the trap is permitted to evacuate considerable helium before ejection scanning is
performed.
We explored pulsed valve effects on the resonance ejection spectra over a range of needle
valve settings from 8 – 30, in Figure 3-8a. Buffer gas pressure in this configuration varies with
time therefore we convey the pressures in terms of area under the curve which ranges from 1.19 x
10-4 a.u. – 3.1 x 10-2 a.u. In Figure 3-8b, as in Figure 3-4b, we again plotted total ion signal at all
secular frequencies and resolution (m/z 132) with respect to the area under the curve for the trap
pressure. Across all buffer gas pressures, unlike static conditions, signal intensity for each peak
steadily increases with higher helium concentrations in pulsed mode, as total ion signal (black)
goes from 3.07 x 10-6 a.u. to 1.11 x 10-4 a.u. Signal intensity rises with higher valve settings as
expected with higher trap pressures, with a corresponding plateau effect as we presumably reach
the conductance limit into the trap. As noted earlier, in our current configuration, residual buffer
gas is still present during the scan out of ions at and above an area under curve value of 2.651 x
10-2 a.u. (valve setting = 20). At these higher pressure settings, after the initial injection, the
residual trap pressure slowly decays from a roughly consistent ~1 x 10-1 torr but just over some
300 ms. Nonetheless, collisional scattering losses are not readily observed during ejection in the
pulsed system as seen with the static system in Figure 3-4b. Thus, the markedly improved trapping
efficiency of the pulsed system extends the practical dynamic range of the trap by an order of
magnitude in stark contrast to the conventional static helium introduction.
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Figure 3-7: a-e) Pulsed He introduction profiles measured with respect to the chamber (red) and
ion trap (black) and f) area under curve calculation compared to the needle valve setting used
with respect to the chamber (red) and the ion trap (black).
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With respect to resolution, plotted as the red trace in Figure 3-8b, we appear to significantly
mitigate the influence of collisional scattering. Overall, the calculated resolution remains above
2000 at all dial settings, but the trend is more difficult to interpret. At the lowest pulsed pressure
we observed the highest m/z 132 resolution of 2860, corresponding to a situation of understandably
minimal space charging which may also conceivably add to peak broadening. As we observed
with static conditions, increasing the buffer gas pressure setting initially impacts resolution
negatively, but only until an area under the curve value of 6.65 x 10-3 a.u.(valve setting = 15).
Above this point, we begin to regain resolution until an area under the curve value of 2.78 x 10 -2
a.u. (valve setting = 25) as the resolution levels off at ~2500.

Figure 3-8: a) Pulsed He injection at varying pressure inlet conditions correlating to needle valve
settings from 8 – 30 and b) total ion signal (black) of Xe spectra at all secular frequencies and
resolution (m/z 132, red) at varied pressures in pulsed He injection mode.
We posit that the minimum resolution (valve setting of 15, resolution of 2100) observed
may reflect space charge effects which are insufficiently buoyed by residual buffer gas cooling.
Further evidence of space charge effects feature prominently across the valve settings in our
experiment. For instance, a significant, but consistent high mass shift is observed at all pressures
with area under the curve values larger than 1.19 x 10-4 a.u. (valve setting = 8). The shift is
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attributed to the higher charge capacity of the trap leading to space charge effects34–36 as mentioned
earlier. Upon closer inspection of Figure 8 a, we also observe the on-set of peak fronting for m/z
129 at the higher buffer gas pressures. As the total number of trapped charges increase, we
conventionally “overfill” the trap. Thus, between the early and late parts of the scan, the diffuse
charge cloud is condensed because the trap empties as ions are ejected by the applied resonance
AC waveform. Therefore, our pulsed scheme potentially provides a means to further investigate
space charging effects with deliberate pressure control and measurement.
3.4 Conclusion
The work described herein details the novel use of pulsed buffer gas introduction into an
ion trap to improve overall analyzer performance. By targeting the buffer gas to the primary
purpose of collisional cooling in the trapping sequence, the potential benefits of the pulsed valve
configuration include higher trapping efficiencies, generally higher resolution, and minimization
of vacuum pumping accommodations. Interestingly, for the resonance ejection mode of operation,
utilization of a pulsed helium source in our instrument configuration appeared to remove the
undertone frequencies observed in the static helium configuration. Comparisons of optimal pulsed
valve to static valve conditions demonstrated improvements in ion signal from 7.0 x 10-5 a.u. to at
least 1.2 x 10-4 a.u., and maximum resolution from 1746 to 2500. Improvements may ultimately
be defined by the overall conductance of gas flow both into and out of the ion trap. Larger trapping
capacities appeared to elicit notable peak asymmetry and mass shifting which we attribute to space
charge effects. Optimizing the timing scheme of the entire cycle in consideration for conductance
limiting gas flows could improve implementation of a pulsed buffer gas operation. Therefore,
further implementation of discrete pulsed buffer gas introduction methods into trapping
instruments may enable greater sensitivity and resolution with no additional vacuum support.
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3.5 Supplemental Figures
The performance of the two most common operating modes (resonance ejection and
boundary ejection) on ion traps was tested. It was found that resonance ejection outperformed
boundary ejection under static He buffer gas introduction due to electronic noise from the high
speed, high voltage switch.
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Figure 3-9: Comparison of resonance ejection mode (red) vs boundary ejection (mass instability)
mode (black) under static He conditions.

When operating at varied buffer gas pressures the signal intensity can appear nearly
negligible. To improve signal, longer ion injection times were utilized to increase the number of
ions injected and subsequently trapped. Ion signal was improved but quickly results in overfilling
of the trap resulting in peak broadening.
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Figure 3-10: a) Xe spectra obtained at varied pressures under static He conditions and a 25 ms
ion injection time with b) the total ion signal (black) at all secular frequencies and resolution
(m/z 132, red) at the secular frequency 120 kHz.

Calibration of the micro pirani gauge was necessary to characterize the pulse profile of
buffer gas being introduced into the trap volume. Pressure readings from two additional
commercial gauges were correlated to the signal observed on the pirani gauge. A best fit line was
generated, and pressure measurements could be easily converted and turned into pressure profiles
for measurements inside the trap volume.
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Figure 3-11: Calibration of MEMS thermal conductivity gauge pressure readings utilizing
standardized filament and convection gauge references.
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During pulsed buffer gas introduction resonance ejection and boundary ejection were again
tested. Resonance ejection again outperformed boundary ejection due to the electronic noise

Relative Intensity

generated by the high voltage, high speed switch.
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Figure 3-12: Comparison of resonance ejection mode (red) vs boundary instability mode (black)
under pulsed He conditions.
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Chapter 4 – Enabling Isotope Ratio Measurements on an Ion Trap Mass Spectrometer
4.1 Introduction
The noble gas xenon consists of nine stable isotopes (m/z 124, 126, 128, 129, 130, 131,
132, 134, and 136), and numerous radiogenic isotopes that rapidly decay. The formation of many
of the xenon isotopes are well understood and can be utilized to gain greater insight into defense1–
3

and planetary science applications.4–6 For example, radiogenic xenon isotopes can be monitored

throughout the atmosphere utilizing gamma spectroscopy to determine if any nuclear testing or
detonations have been performed.7–9 Stable isotopes of xenon however, are used for more
fundamental studies related to planetary sciences such as atmospheric evolution,10,11 the origin of
meteorites,12,13 and chronology.14,15 Measurements of stable isotopes are typically performed using
specialized instrumentation for isotope ratio mass spectrometry (IRMS), with the results conveyed
using the per mille deviation equation:16
𝜹𝑴 𝑿𝒆 = 𝟏𝟎𝟎𝟎 × [(𝑹𝑴 ⁄𝑹𝑹𝒆𝒇 ) − 𝟏] 𝟎⁄𝟎𝟎

(𝟒. 𝟏)

where M designates the isotope mass of interest, RM is the sample isotope ratio composition
(MXe/130Xe) and RRef is a reference isotope ratio composition. Using reference data for the isotopic
distribution of xenon from different sources as seen in Figure 4-1, isotopic abundance variations
can be relatively small. However, upon further examination it can be seen that variations at m/z
134 and 136 are more pronounced than in the lower mass isotopes.5
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Figure 4-1: a) Per mille (0/00) deviations of U-Xe (red), AVCC-Xe (blue), and Xe-Q (magenta)
with Curiosity instrumental MS errors for m/z134 and 136 (green),17 normalized to 130Xe with
solar wind (SW1-Xe, black) as the reference composition adapted from Pepin.5

Since isotopic abundance variations can be small and cover a wide dynamic range, the
instrumentation demands high sensitivity and precision. The most common instrumentation used
for such measurements are sector instruments. Sector instruments provide very stable ion beams
and separate ions spatially, allowing for a multi-collector detection system.18 Multi-collector
detector arrays traditionally consist of either faraday cup detectors (FC),19 electron multipliers
(EM),20 or a combination of both depending on the application. Generally, faraday cups will have
a longer lifetime and provide a linear response with ion signal and are useful for measuring high
abundance ions. Electron multipliers, conversely, are used to measure low abundance ions due to
the ~106 times amplification of signal, which improves sensitivity and dynamic range. Current
sector instruments are able to obtain <1 0/00 measurement error however, both precision and
accuracy are affected by the type of analyte and other experimental factors.21,22

90

Due to their reliability and heritage, sector instruments have been adapted to perform IRMS
in space which required significant design changes due to Earth-based instruments having large
size, weight, and power (SW&P) requirements. An example of this is the Double Focusing Mass
Spectrometer (DFMS), incorporated into the Rosetta Orbiter, which had SW&P specifications of
63 x 63 x 26 cm, 16.2 kg, and 19 W, respectively.23 The DFMS instrument was configured to have
a mass range of 12 – 150 m/z, mass resolution of >3000 at 1% peak height, and dynamic range of
1010. To record mass spectra, the system utilized three detectors: a FC, EM, and microchannel
plate (MCP). The FC detector was used specifically to measure the water isotopes present in the
comet, while the MCP and EM detectors performed all other measurements. IRMS measurements
performed by this instrument were able to characterize the isotopic environment around the comet
67P with measurement precisions ranging from <1 0/00 for some oxygenated compounds24 up to
~250 0/00 for certain xenon isotopes.25 The larger errors observed for the isotopic abundances of
xenon can be partly attributed to interfering species.
While sector instruments are the standard for IRMS measurements, due to a loss of
resolution while mass scanning26 and (SW&P) considerations, other mass analyzer types have been
adapted for in situ IRMS such as quadrupoles,27 time of flight,28 and ion trap mass spectrometers
(ITMS).29 One such example is the quadrupole mass spectrometer (QMS) onboard the Sample
Analysis at Mars (SAM) instrument suite in the Curiosity rover. The entire SAM suite maintained
SW&P specifications of 53 x 42 x 31 cm,30 50 kg,31 and between 50 - 200 W,32 respectively.
Notably, the weight and power are substantially larger than the previously discussed DFMS
instrument however, these values represent the entire instrument suite which consists of a QMS,
tunable laser spectrometer, gas chromatograph, and sample inlet and manipulation system. The
QMS alone consists of a set of ~15 cm long electrodes that can cover a mass range between 1.5 to
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535.5 m/z and uses a redundant EM detection setup with an additional FC detector operating in
pulse counting mode. This detection mode provides high precision measurements for signals under
an ion count/s value of 106 counts/s.31 Above 106 counts/s a “pile up” effect occurs and the linearity
of detector response drops off.33 However, while benefiting from lower SW&P requirements, this
instrument lacked high precision for xenon isotope ratio measurements; for example, errors ranged
from ~10 to ~110 0/00 for the m/z 132 isotope according to Conrad et al.17 As seen in Figure 4-1,
when these errors (green) are propagated and plotted with respect to reference data oriented around
m/z 130, the precision of this instrument is not high enough to differentiate between the two closely
related sources of xenon: Average Carbonaceous Chondrite AVCC-Xe (blue) and Xe-Q
(magenta). Therefore, higher precision in situ isotope ratio measurements would be desirable for
future missions.
ITMSs are inherently small in size and demonstrate flexible design implementation by way
of dynamic ion storage and mass analysis methods.34,35 More importantly, they also operate at
higher pressure conditions, which makes them lower power as their pumping requirements are less
stringent.36–38 While ITMSs are generally not considered reliable for IRMS due to the limited
trapping capacity that arises from space charge repulsions,39 the adaptation of an ion trap on the
Rosetta lander provides evidence that IRMS capability is indeed possible.40 For instance, Avice et
al. recently demonstrated a static mode ITMS able to perform high precision IRMS using a pulse
counting electron multiplier detection system with measurement errors of <10 0/00 for xenon
isotopes.41 Additionally, we have studied ITMS utilizing rectangular trapping waveform, pulsed
buffer gas introduction setup in an analog current detection mode to improve ion trapping
efficiency and instrument sensitivity.42 By operating in analog current mode, the averaged ion
signals can potentially be optimized through manipulation of the data acquisition systems,
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(DAQs), specifically through control of the x- and y-axis resolutions. Therefore, we present herein
a study of isotope ratio measurement improvements from enhanced sampling rate and bit
resolution of the DAQ. This work is demonstrated on our baseline digital ion trap (DIT) using an
analog detection mode coupled with our previously used pulsed buffer gas introduction technique
and implemented towards a practical application in xenon isotope ratio measurement.
4.2 Experimental Section
4.2.1 Instrumental Configuration
The instrument and operational conditions used have been described in previous work,
consisting of a square-waveform-driven 3-D quadrupole ion trap.42 Briefly, the ion trap electrodes
and the external EI source were removed from a Thermo GCQ and the corresponding voltages
applied by independent power supply components. The current DIT assembly operates in
resonance ejection mode while all experiments are conducted under static mode buffer gas
conditions (as opposed to pulsed buffer gas introduction) unless otherwise stated.42 As previously,
the ultra-high purity helium gas was sourced from NexAir and fed through a hydrocarbon/moisture
trap (Agilent, HMT200-2) before introduction into the ion trap. In the current configuration,
operational specifications include: 1) filament current 1.15 – 1.17 A; 2) helium buffer gas pressure
at 7.00 x 10-4 torrHe, and 3) detector gain of 2200 – 2300 V. Notably, we continue to operate the
electron multiplier detector (Photonis, Megaspiraltron) in analog current mode. Signal acquired
was recorded by an additional oscilloscope as the basis for the current study of the data acquisition
method.
4.2.2 Data Acquisition Systems
The baseline LeCroy oscilloscope (LeCroy 7200A) is a stand-alone unit with its own onboard computer. Its highly variable x-axis resolution is capable of up to 20 GSa/s while the y-axis

93

resolution is fixed at 8-bits (256 discrete points). By contrast, the PicoScope oscilloscope
(PicoScope 5244D), requires coupling to a separate computer and features a maximum x-axis
resolution of up to 1 GSa/s when coupled to a y-axis resolution of 8-bits. The y-axis resolution,
however, is also variable allowing for 5 possible settings: 8, 12, 14, 15, and 16-bits. At higher yaxis resolutions, a compromise in x-axis resolution is necessary to enable efficient data acquisition
times, therefore at 16-bits (65,536 discrete points) y-axis resolution, the highest achievable x-axis
resolution is 62.5 MSa/s. Additionally, the PicoScope oscilloscope (PicoScope 5244D) also has an
integrated and variable filtering circuit that enables the removal of noise from measurements.
While x-axis resolution is variable, so long as the signal abides by the Nyquist sampling theorem
it will minimally affect the accuracy and precision of signal measurement.43 Therefore, we
performed a sampling rate study to determine if all sampling frequencies used abided by Nyquist’s
theorem and whether we could obtain an optimal condition. As seen in Figure 4-8, over the covered
range, accuracy and precision showed no discernable trend and the sampling frequency was set at
5 MSa/s for all subsequent studies.
4.2.3 Data Processing
For signal collection comparisons, the LeCroy and Picoscope each acquired and averaged
250 individual signal sweeps in triplicate. These averaged spectra were then input into OriginPro
2015 for processing and analysis. In OriginPro, the integrated area of each peak was compared to
the total area under the curve for the suite of xenon isotopes. These abundances were then
translated into isotope ratios by using the IRMS calculation (equation 4.1), comparing data
obtained experimentally to calibrated reference data. Precision was informed by the agreement
between the triplicate isotope ratios determined for the peaks of interest while accuracy was
determined by the agreement between the experimental ratio and the calibrated ratio.
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4.2.4 Xenon Calibration Procedures
All experiments were performed from a single lecture bottle of research grade xenon gas
obtained from Nexair. To perform accurate isotope ratio measurements, a reference standard of
the isotopic abundances of xenon was necessary but a calibrated xenon isotope standard was
deemed prohibitively expensive to obtain. Instead, we conducted an in-house calibration of the
research grade xenon gas using a TOF-based instrument (Agilent 7200 GC-QTOF) in the
University’s Core Mass Spectrometry Facility because of the TOFs inherent ability to measure
isotopes simultaneously. Samples were introduced through a manual injection of a precision
headspace syringe (Valco). To avoid detector saturation while collecting continuous spectra, the
headspace syringe was depressed manually to prolong the injection process. As can be seen in
Figure 4-9, over the duration of the injection, a manual injection results in highly variable mass
spectra collection. However, no detector saturation was observed and each isotope was easily
resolved. Notably, the detection limit of the TOF system is low enough to observe the low
abundance m/z 124 and 126 isotopes (Figure 4-2) which are not observable using our ion trap
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Figure 4-2: GC-QTOF reference mass spectrum of xenon sample.
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4.3 Results and Discussion
4.3.1 Xenon Calibration Results
In Table 4-1, the xenon isotopic abundances obtained from the lecture bottle on the GCQTOF are compared to atmospheric xenon abundances derived from the literature.44 While
roughly in agreement, without sufficient calibration of the QTOF’s detector system across the
dynamic range of abundance (from ~2 to ~660), detector linearity could not be established
especially at the lower extreme. This can readily be seen upon representing the calibrated
abundances in terms of per mille deviations with respect to Air-Xe reference data, as shown in
Figure 4-10. In this arrangement, the low abundance m/z 124 and 126 drastically differ from
reference data with per mille deviations between approximately -250 to -300 0/00. Furthermore,
because we chose to follow Pepin’s convention using Xe-130 as the reference isotope, we assume
the most confidence in measurements for isotope species with values closest to that of Xe-130.
From visual inspection of Figure 4-2 and Table 4-1, these include Xe-128, Xe-134, and Xe-136.
Therefore, the linearity of the QTOF detector response is a reasonable assumption for the two
isotopes of interest, m/z 134 and 136 (for which abundances lie within a factor of 3 from that of
Xe-130).
With the xenon lecture bottle calibrated independently, we then focused on the ion trap.
Since cosmic sources of xenon (e.g., U-Xe, solar wind-Xe) primarily vary in isotopic abundances
for m/z 134 and m/z 136, the analysis of these isotopes was optimized on the DAQ systems.10 With
8-bit y-axis resolution for both DAQ systems, in Figure 4-3a, the PicoScope (black) spectra and
Table 4-1: Isotopic composition of lecture bottle xenon and terrestrial atmospheric xenon
derived from QTOF standardization. All isotopes are referenced to 130Xe ≡ 100.
m/z
Lecture
Bottle-Xe
Air-Xe
(ref. 33)

124

126

128

129

Xe
1.61
± 0.02

Xe
1.63
± 0.04

Xe
40.17
± 0.35

Xe
600.00
± 9.43

2.337

2.180

47.15

649.6

130

Xe

100
100

96

131

132

134

136

Xe
501.10
± 9.00

Xe
668.30
± 1.58

Xe
266.00
± 3.85

Xe
229.68
± 2.55

521.3

660.7

256.3

217.6

the LeCroy (red) spectra overlap closely, showing no obvious differences between their function.
As shown in Figure 4-3b, the LeCroy provided measurements at m/z 134 of 34.2 ± 126.8 0/00 and
at m/z 136 of 18.8 ± 105.3 0/00 for the isotopes of interest; and the PicoScope provided
measurements at m/z 134 of 33.7 ± 48.2 0/00 and at m/z 136 of 26.6 ± 78.1 0/00.
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Figure 4-3: a) Xenon spectra collected from the two data acquisition systems under similar
resolution settings: PicoScope (black) and LeCroy (red) and b) the per mille (0/00) deviations
from the lecture bottle isotopic abundances (blue).

In Figure 4-3b, both 8-bit DAQ configurations track well with the QTOF calibrated
measurements of the lecture bottle for the lower abundance species (m/z 128, 134, and 136). As
noted earlier, these 3 lower abundance masses feature absolute abundances all within a factor of 3
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from the reference abundance m/z 130 for the QTOF calibration measurements and agreement
between our QTOF and ITMS data is then encouraging using both DAQ systems. Additionally, we
noted that the PicoScope measurement precision was approximately a factor of 2 better than the
LeCroy measurements. Since both systems were operated under identical conditions, the worse
precision can potentially be attributed to the age and last calibration date of the LeCroy DAQ when
compared to the newer and less used PicoScope DAQ. Lack of adequate calibration can increase
digitizing oscilloscope errors such as vertical noise and aliasing producing more error in
measurements.45 While ITMS measurements for the high abundance isotopes (m/z 129, 131, and
132) do not agree as well between the QTOF and either DAQ system, we attribute the deviations
to the probable non-linear sensitivity of the QTOF detector. Nonetheless, Xe-134 and Xe-136
remain the primary isotopes of interest and all following studies are benchmarked for accuracy
and precision values with the two DAQ systems operated in parallel.
4.3.2 Y-axis Bit Resolution Study
Using the Picoscope DAQ, variable y-axis resolution settings were studied for the isotopes
134 and 136 for potential improvements to measurement precision. As seen in Figure 4-4, a general
trend of precision improvement is observed as the y-axis bit resolution is increased on the
PicoScope. When operated at the highest bit resolution of 16-bits, it was found that precision was
improved by a factor of ~20x and ~80x for m/z 134 and 136, respectively. Additionally, a direct
numerical comparison of this study’s results (Table 4-2) shows that a maximum two orders-ofmagnitude improvement in precision measurements was obtained from our previously used
LeCroy 8-bit DAQ system.
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Figure 4-4: Per mille deviations of a) m/z 134 and b) m/z 136 at varied y-axis bit resolutions on
the PicoScope DAQ (black) and LeCroy DAQ (red).
For isotopic abundance accuracy we also see a trend of improvement as the y-axis
resolution is increased from 8 to 16-bits on the PicoScope DAQ. At 8-bits, the per mille deviations
are 33.7 0/00 and 26.6 0/00 for m/z 134 and 136, respectively. At 16-bits, we see much closer
correlation to our calibrated lecture bottle with per mille deviations being 2.6 0/00 and 0.5 0/00 for
m/z 134 and 136, respectively. This overall enhancement of both accuracy and precision can be
attributed to the finer, more discrete measurement steps obtained at higher bit resolutions. In
theory, across a 5 V dynamic range, measurement steps at 8-bits are 5.00 V / 256 = 19.5 mV, while,
at 16-bits, steps are 5.00 V / 65,536 = 76.3 μV. From these results, it is reasonable that ion traps
with more sophisticated DAQ voltage scale resolution may then be practically amenable to isotope
ratio measurements.
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4.3.3 DIT Data Acquisition Rate
To characterize the DAQ operational flexibility, we investigated how our IRMS
measurements would be affected by the spectral acquisition rate. Previously, the Pioneer Venus
mission profiled the atmospheric composition of Venus as the probe descended to the surface.
However, ~64 s was required to obtain a single mass spectrum which, based on the descent speed
could create a large gap in atmospheric data.46 To detect a fleeting emission of xenon isotopes
indicating nuclear activity, timescales currently require between 6 to 24 hours for samples in air47
or between 40 to 80 s for debris collected from the nuclear site.48 Improving the acquisition rate
for such applications could provide a more dynamic profile of a rapidly changing sample.
Our current system operates with a spectral acquisition rate of 1 spectra/s, but the
optimization of ion traps requires thorough consideration of the timing sequences for injection,
cooling, and scanning. Therefore, we sought to assess DAQ operations for IRMS at a different
spectral acquisition rate. We arbitrarily chose 20 spectra/s (50 ms/scan) and performed the same
y-axis bit resolution study as described above. As seen in Figure 4-5, upon comparison of the 50
ms cycle to the 1 s cycle, at any given bit resolution, measurement precision was approximately
2x larger for the 50 ms cycle. This increase in precision at the faster rate can be attributed to the
ions being manipulated much faster resulting in less cooling time and a much faster ejection from
the trap. Ions not allowed to cool sufficiently will not be stabilized in the center of the trap and
could undergo ejection due to higher order fields. With respect to accuracy, the 50 ms cycle shows
no significant deviation from the previously discussed y-axis resolution trend using a 1 s cycle. In
both y-axis resolution studies (Figure 4-4 & 4.5), an apparent limit to accuracy improvement is
observed above 12 bits; indicating that unknown error sources are still present that may not be
overcome by improving DAQ precision.
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Figure 4-5: Y-bit resolution study at data acquisitions rates of 1 second (red) and 50 ms (black)
for isotopes m/z 134 and 136.

4.3.4 Low Pass Filter Incorporation
With the PicoScope DAQ set at 5 MSa/s and 16-bits, an additional built-in feature was a
variable low pass filter (LPF). The LPF enabled us to filter out electronic noise pick up. As seen
in Figure 4-6, when run with no LPF we obtained per mille deviations of -1.8 ± 2.0 0/00 (m/z 134)
and 1.1 ± 1.3 0/00 (m/z 136). Sweeping across the range of 1 – 100 kHz LPF frequency we found
that we obtained significant noise filtration in the range of 20 – 26 kHz. At 26 kHz LPF frequency
we observed our most significant improvement in precision with an order of magnitude
improvement at per mille deviations of 0.16 ± 0.1 0/00 (m/z 134) and 1.1 ± 0.3 0/00 (m/z 136).
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Therefore, for our system and the noise inherent to it, an optimal LPF frequency of 26 kHz
provided an order of magnitude improvement in precision when compared to 16-bit y-axis

δ MXe/130Xe (‰) [m/z 134]

resolution alone.
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Figure 4-6: Per mille deviations of a) m/z 134 and b) m/z 136 at varied low pass filter settings on
the PicoScope DAQ.

4.3.5 Gas Mixture Analysis
To simulate a more realistic atmospheric sample, we introduced a gas mixture of 1:1 xenon
and argon. In this manner, argon serves as a proxy for background chemical noise entering the
trap which could potentially influence abundance measurements and therefore compromise the
desired isotope ratios. Up until this point, the DIT configuration was optimized to operate at a low
mass cut off (LMCO) of ~46. Therefore, we crudely modified our trapping conditions to validate
the successful trapping and ejection of both argon and xenon in the trap. In Figure 4-11, the
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resulting spectrum notably lacks isotopic resolution and features overtones which emphasizes the
need for careful optimization of both timing and voltage conditions in implementing resonance
ejection methods. Returning to the optimized xenon IRMS conditions with the LMCO ~46, but
with equal parts argon and xenon injected into the system, we obtain the mass spectrum in Figure
4-12a which recovers the target isotopic resolution. Analysis of our target isotopes showed that the
mixture retained the same level of precision and accuracy as the pure sample with measurements:
4.12 ± 1.80 0/00 (134) and 4.86 ± 1.33 0/00 (136) for the mixture and 4.31 ± 1.00 0/00 (134) and 1.54
± 1.67 0/00 (136) for pure xenon (Figure 4-12b). This retention of precision and accuracy suggests
that the experimental design is still practical for xenon IRMS from a more complex sample matrix.
4.3.6 Pulsed Buffer Gas Introduction Coupled with Improved DAQ
From our previous work, utilizing pulsed buffer gas introduction increased the trapping
efficiency and resolution of the DIT by a factor of 2.42 Therefore, coupling the pulsed technique
with the improved DAQ could further improve both measurement precision and accuracy with the
theoretically larger sampling capability. Initially, we optimized our coupled system under identical
conditions as previously discussed and found that the same improvements in accuracy and
precision were observed as seen in Table 4-3. Maintaining the optimal operating conditions for the
DAQ system (x-resolution: 5 MSa/s, y-resolution: 16-bits and 26 kHz LPF frequency) we then
performed a static versus pulsed buffer gas comparison study. In Figure 4-7a, as observed
previously, pulsed introduction (red) provides more well resolved isotope peaks than seen under
static introduction (black). Upon interpreting the isotopic abundances (Figure 4-7b) for m/z 134
(black) and m/z 136 (red) we observe a 4x improvement in precision for these per mille deviations.
Additionally, our measurement accuracy for both isotopes improves by a factor of 2.
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Figure 4-7: a) Normalized xenon spectra and b) per mille deviations at m/z 134 and 136 under
static buffer gas introduction (black) and pulsed buffer gas introduction (red).

4.4 Conclusions
The work described herein details the novel use an improved detection methodology
potentially provide a means to accurate and precise isotope ratio measurements using an ion trap
mass analyzer. Specifically, using a DAQ with voltage scale (y-axis) sampling resolution ranging
from 14-16-bits and the incorporation of a low pass filter, we obtain significant improvements in
both accuracy and precision for a calibrated source of xenon. Interestingly, when operating the
system with faster cycle rates we found that the precision suffered by a factor of 2, while the
accuracy remained relatively the same. Overall, comparisons of the optimized DAQ conditions to
the original DAQ system found that accuracy measurements were improved from ~30 0/00 to 0.1
0

/00 for Xe-134 and ~25 0/00 to 1.1 0/00 for Xe-136. In regard to precision, approximately three orders

of magnitude improvement was obtained from the original configuration with measurement
uncertainty going from ~100 to 0.1 0/00 for m/z 134 and ~100 to 0.3 0/00 for m/z 136. Furthermore,
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the improved precision was also retained when introducing a mixture of xenon and contaminant
gas (argon) at equivalent partial pressures. By optimizing the data acquisition rate and improving
y-axis resolution further, we could enable our system to perform measurements faster and provide
more precise IRMS data that could be implemented into remote in situ analyses in space or defense
applications. Finally, in combination with our prior pulsed buffer gas technique, the higher bit rate
DAQ system was able to improve measurement precision by a factor of ~4 when compared to
static introduction. Such results indicate that, with a higher performance DAQ, ion traps may
indeed be amenable to IRMS studies.
4.5 Supplemental Figures
A study of the x-axis resolution on both the LeCroy and PicoScope DAQs was performed
to determine optimal operating conditions. It was found that on either DAQ, no trend of precision
or accuracy improvement was observed.

Figure 4-8: Per mille deviations of a) m/z 134 and b) m/z 136 at varied sampling rates on the
PicoScope DAQ (black) and LeCroy DAQ (red).

Calibration of the lecture bottle of xenon was necessary to infer isotope ratios from the
measurements taken by the DIT. Manual injections of xenon were introduced in triplicate with a
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precision headspace syringe (Valco) to a TOF instrument (Agilent 7200 GC-QTOF) provided by
the University’s Core Mass Spectrometry Facility. Representative samplings of xenon were then
extracted from the chromatographs ensuring no detector saturation.
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Figure 4-9: GC-QTOF chromatograms for triplicate manual injections of xenon from lecture
bottle showing averaged 250 scans (dashed red box).

From the chromatographic data, averaged xenon spectra were extracted. The averaged
spectra were then translated into isotope ratios and compared to reference data for Earth
atmospheric concentrations of xenon isotopes. Upon comparison, the lecture bottle of xenon was
found to have significant variations from reference Earth atmospheric abundances.
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Figure 4-10: Composition of earth atmospheric Xe (black) and lecture bottle Xe,(red) normalized
to 130Xe and shown as per mille (0/00) deviations from atmospheric Xe compositions.
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A y-axis resolution study was performed to determine the effects of bit resolution on the
precision of the DAQ. From this study, a trend of improved precision was observed as the y-axis
resolution was increased. Accuracy also shows an improvement with a limit reached above 12 bits
y-axis resolution.

Table 4-2: Y-axis resolution study, per mille deviations for both the LeCroy and PicoScope DAQs
at varied bit resolutions.
Static Buffer Gas Introduction
δ MXe/130Xe
DAQ System Bit Resolution (bits) m/z 134 (0/00) m/z 136 (0/00)
LeCroy
8
34.2 ± 126.8
18.8 ± 105.3
8
33.7 ± 48.2
26.6 ± 78.0
12
17.7 ± 69.7
16.7 ± 34.0
PicoScope
14
11.0 ± 29.2
2.0 ± 29.3
15
-0.7 ± 16.3
7.7 ± 8.2
16
2.6 ± 2.1
0.5 ± 1.0
To validate system performance, we crudely modified our system to decrease the LMCO
and enable the observation of our chemical noise simulant, argon. While isotopic resolution was
lost, qualitative observations of argon and xenon individually and in a mixture indicated that we
were able to trap both compounds.
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Figure 4-11: Mass spectra of argon (black), xenon (blue) and an argon/xenon mixture (red) at a
trapping voltage of 440 VRF.
Under our optimized conditions where isotopic resolution is obtained, we then compared
our sample using a simulated atmospheric sample. With argon present as a source of chemical
noise and introduction of a 1:1 argon : xenon mixture we compared our precision and accuracy to
that pure xenon. From this study it was found that the overall signal intensity dropped slightly in
the mixture, but the precision and accuracy were maintained.
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Figure 4-12: a) Mass spectra and b) per mille deviations at m/z 134 and 136 of xenon (black) and
an argon/xenon mixture (red) at a trapping voltage of 600 VRF.
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During the coupling of our pulsed buffer gas introduction with the higher bit resolution
detection we performed an additional y-axis resolution study. From this study, we found that for
our targeted isotopes of m/z 134 and 136, the same trend in improvements was observed as seen
in static buffer gas introduction. Additionally, also aimed to quantify the low abundance m/z 128
isotope. However, m/z 128 is outside the dynamic range of our detection system and did not
produce reliable or reproducible data.

Table 4-3: Y-axis resolution study, per mille deviations for both the LeCroy and PicoScope
DAQs at varied bit resolutions under pulsed buffer gas introduction mode.
Pulsed Buffer Gas Introduction
δ MXe/130Xe (‰)
DAQ
Bit Resolution
m/z 128
m/z 134
m/z 136
System
LeCroy
8
-794.8 ± 164.0
45.1 ± 108.7
38.6 ± 110.7
8
132.9 ± 300.7
75.4 ± 70.6
35.4 ± 38.0
12
497.8 ± 110.2
20.9 ± 35.7
17.1 ± 41.4
14
332.4 ± 120.3
0.9 ± 17.6
9.5 ± 24.4
PicoScope
15
956.6 ± 39.8
7.4 ± 8.7
8.7 ± 12.6
16
276.8 ± 355.5
0.5 ± 1.9
0.9 ± 1.7
16 w/ 26 kHz LPF
-241.7 ± 115.5
-0.7 ± 0.2
1.2 ± 0.4
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Chapter 5 - Isotope Ratio Mass Spectrometry of Xenon Employing an Enrichment Cell and
Digital Ion Trap with Argon-Chemical Ionization and Pulsed Buffer Gas Introduction

5.1 Introduction
Astrophysical theories for the modelling of planetary formation follow a model of
accretion.1-4 In this model, the four inner planets (Mercury, Venus, Earth and Mars) of our solar
system formed over a period of 100 Myr in three stages: (1) planetesimal formation, (2) planetary
embryo formation, and (3) planet formation. During the first stage, dust and gas condenses as the
solar nebula flattens into a disk and begins rotating around the growing sun. This process continued
until the condensed bodies formed km- to multi-km sized solid planetesimals. In the second stage
of formation, gravitational forces became the driving force for further growth, resulting in the
largest solid planetesimals growing fastest due to the enhanced number of collisions. By the end
of this stage, a series of planetary embryos, lunar to Mars-mass sized objects emerged among the
remaining planetesimals. The last stage of the accretion model involved further gravitational
interactions resulting in violent collisions between planetary embryos.5 Throughout these stages,
lower boiling point atoms and molecules become trapped in the condensing material that makes
up the solid surface of planetary bodies.6,7
Upon obtaining sufficient thermal energy, from impacts and solar radiation, the forming
planets off gas trapped gases from the solid body to produce an atmosphere. As more thermal
energy is generated, the atmosphere becomes energetic enough to eject gases from the atmosphere
in a process known as hydrodynamic escape.8-11 The rate at which ejection occurs can be
investigated by the isotopic abundance distributions of noble gases in the atmosphere of planetary
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bodies. A practical means of representing isotopic measurement variations is by using the per mille
deviation equation,10 using xenon as an example:
δM Xe = 1000 × [(R M ⁄R Ref ) − 1] 0⁄00

(5.1)

where M designates the isotope mass of interest, RM is the sample isotope ratio composition
(MXe/130Xe) and RRef is a reference isotope ratio composition. Studying these abundances can
provide insight into the mechanism of planetary formation. Noble gases however, are trace
components of terrestrial atmospheres which can make analysis difficult. Xenon in particular,
which is the focus of our work, on earth, is present in the atmosphere at a concentration of 0.087
ppm and requires specialized equipment to collect and analyze.12 Xenon has 9 stable isotopes that
are generated from well-known and distinct pathways. By studying the enrichment or depletion of
xenon isotopes, this can provide information that can aid in tracking source reservoirs and
understanding planetary atmospheric evolution.13
With this specialized equipment, typically, long sampling times and/or enrichment
techniques are required prior to noble gas analysis to improve measurement sensitivity. By
increasing the number of samples, an adequate sample set can be compounded together and
analyzed to compensate for lower concentration target species. This modification is relatively easy,
requiring changes to mainly the timing scheme of the instrument and no additional equipment.
Alternatively, utilizing enrichment techniques can preconcentrate the target analyte. The two main
routes of enrichment used to concentrate target analytes are (1) cryodistillation and (2) selective
gas sorption. Cryodistillation extracts atmospheric gases based on vapor-liquid equilibria where
higher boiling point gases accumulate in the liquid phase more than the gas phase and vice versa
for lower boiling point gases.14 However, due to the nature of atmospheric gases, the process of
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cryodistillation is very costly in regard to size, weight, and power and is typically reserved for
large scale industrial processes.
Selective gas sorption on the other hand, relies on solid, highly porous materials that can
adsorb molecules to the surface of the material.15 Through this adsorption, target analytes or
contaminants can be trapped on porous materials to concentrate or clean up the sample. Numerous
materials exist which have highly porous structures capable of selective gas sorption. These
materials can be categorized into different classes of compounds based on structural similarities
such as activated carbon,16-18 zeolites,19-23 and metal organic frameworks (MOFs).24-26 Activated
carbon structures consist of covalently bonded carbon compounds with pore structures similar to
graphite. The pores of activated carbon exhibit surface areas ranging from 500 m2/g to ~2000 m2/g
which is determined by nitrogen gas adsorption.27,28 The wide range of surface areas is derived
from the production process, in which the micro (<2 nm), meso (2 – 50 nm), and macro (>50 nm)
pore structures vary depending on the material and process used to create the activated carbon.
While this material is able to adsorb a wide variety of compounds, the lack of selectivity would
require additional clean up procedures to ensure selective adsorption of a target species as seen in
work performed by Bowyer et al.29 and Ringbom et al.30
Zeolites generally consist of microporous, aluminosilicate minerals composed of mainly
aluminum, silicon, oxygen, and other metals such as zinc, titanium, etc. While zeolites were
originally found as naturally occurring minerals, over 200 synthetic pathways have been found to
replicate and produce new zeolites. Natural zeolites form tightly bound structures that maintain
low pore sizes resulting in low surface areas. However, synthetic zeolites can be manipulated in
such a manner as to make the pore size larger thereby obtaining mesoporous pore sizes. While
zeolites can be synthesized to increase the pore size and surface area, the capabilities of these
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materials only allows for surface areas between ~10 m2/g31 to ~1100 m2/g.32 These smaller pore
sizes, as compared to activated carbon, enable greater filtering and selectivity due to geometric
constraints that make it impossible for larger molecules to bind in the pores.
Contrary to zeolites, MOFs are synthetic structures consisting of metal clusters bound to
organic linkers that generally exhibit larger pore sizes and surface areas.33 Surface areas for MOFs
generally range from ~1000 m2/g up to ~8000 m2/g with some exceptions where the surface area
is below 1000 m2/g in some instances.34,35 While the current maximum surface area obtained is
~8000 m2/g, computational studies theorize that the maximum obtainable surface area is ~14600
m2/g.36,37 These larger surface areas allow for significantly more adsorption however, an increase
in pore size also occurs, potentially allowing larger contaminant molecules to enter and bind to
the surface of the pores. Although competitive binding occurs, the tunable structure of a MOF
allows for replacement of the organic linker and/or the metal cluster which can change adsorption
affinity, pore size, and geometry and can be used to offset competitive binding.
While MOF materials offer advantages over activated carbon and zeolites, due to MOF
materials being introduced in 1998 by Yaghi et al.,38 significant study is still required in order to
fully explore the performance of MOF materials. Recent work performed by Thallapally et al.21,3941

have explored MOFs that selectively adsorb the noble gases xenon and krypton over other gases.

Activated carbon and zeolites however, have been rigorously been studied with their discoveries
dating back to 3750 B.C for activated carbon and 1756 for zeolites.42 Zeolites and activated carbon
are so well understood that they have been utilized in space applications to aid in the
preconcentration of noble gases before analysis by mass spectrometers.13,43
Historically, mass spectrometers used for space applications rely on the robust EI
ionization source to ionize samples.44-47 However, while well understood and robust, EI is a hard

118

ionization (70 eV of energy) technique that causes large amounts of molecular fragmentation.
Additionally, due to the small collisional cross section of an electron, the ionization efficiency is
low compared to other ionization techniques such as chemical ionization (CI). Utilizing CI results
in a lower energy ionization technique that helps to retain molecular information due to lower
amounts of fragmentation. In this technique, a reagent gas is introduced at ~1000 times the
concentration of the target species. Electrons generated from a filament then ionize the reagent gas
followed by collisions of reagent ions with the target species. Therefore, with the significantly
larger concentration and cross-sectional areas of reagents gases we obtain a softer yet more
efficient ionization of a target species. However, depending on the reagent gas used, a series of
product ion formations can occur such as protonation, abstraction, adduct formation, and charge
exchange.48 While the variety of product ion formation pathways apply to complex organic
molecules; noble gases only follow the charge exchange pathway due to the energy transfer
occurring on an atom versus an organic molecule. One caveat of CI is the need for selecting an
appropriate reagent gas. In order to ionize a target species through charge exchange, the enthalpy
of the reaction (ΔHRXN) must be satisfied, given by:
−∆HRXN = RE(R+ ) − IE(M)

(5.1)

where RE(R+) is the recombination energy of the reagent gas and IE(M) is the ionization energy
of the target species. Therefore, we present herein preliminary work used to develop an enrichment
cell utilizing MOF materials coupled to a digital ion trap operating with argon-CI to characterize
potential benefits of enrichment cell trapping and ionization efficiency.
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5.2 Experimental Section
5.2.1 Instrumental Configuration
The operational conditions and instrumentation used have been described previously in
Chapters 3 and 4.49 In short, the system consists of a square-waveform-driven 3-D QIT and an
external ionization source that originated from a Thermo GCQ. The external ionization utilized
can be switched between an EI or CI source requiring a component change. Voltages and
waveforms were applied to respective components by way of independent power supplies and
waveform generators. The current configuration for the DIT utilizes resonance ejection mode
coupled with traditional static buffer gas introduction and EI ionization. Operational conditions
consist of: 1) helium buffer gas pressure ~7.00 x 10-4 torrHe, 2) detector gain of 1900 – 2200 V, 3)
filament current of 1.00 – 1.03 A and 4) argon reagent gas pressure of ~1.00 x 10-3 torrAr (when
operating in CI mode). The optimized data acquisition system conditions of 5 MSa/s x-axis
resolution, 16-bit y-axis resolution, and 26 kHz low pass filter, as previously determined in Chapter
4, are used. Isotopic abundances were determined using OriginPro from collected spectra and were
then translated into isotopic abundance ratios by comparison with calibrated xenon reference data.
5.2.2 Argon Reagent Gas Measurement
Various argon pressures controlled by a variable leak valve (Granville Phillips) were tested
using UHP argon gas (Nexair) that is directed into the ion volume to act as the reagent gas. Pressure
measurements were recorded by way of three gauges: a thermal conductivity gauge (MKS 905
MicroPirani), a hot cathode gauge (Instrutech IGM401 Hornet) and a convection gauge (Instrutech
211 Stinger) calibrated to argon. After calibration, the thermal conductivity gauge was installed
into a custom machined, VESPEL, insulated housing and adapted into the ion volume as seen in
Figure 5-1. The convection gauge and hot cathode gauge remained in their fixed positions as
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external, chamber pressure measurements. Measurements from the thermal conductivity sensor
were read by National Instruments LabVIEW software through a BNC adapter (National
Instruments BNC-2110) connected to a multifunction input/output device (National Instruments
PCI-6221). The 1000 averaged measurements were then analyzed using OriginPro 2015 software.

Figure 5-1: Exploded view of MicroPirani gauge installed into ion volume

5.2.3 Enrichment Vessel and Materials
In order to test the effectiveness of adsorbent materials, a 1/8” and 1/4” outer diameter
stainless steel tubes were packed with adsorbent material. As can be seen in Table 5-1, the
dimensions of each vessel resulted in approximately an order of magnitude increase in the volume
of packed material. Upon initial testing of the vessels to determine vacuum compatibility, the 1/4”
tube loaded with activated charcoal was found to provide significant vacuum strain. Additionally,
during the pump down process, a substantial amount of time was required to evacuate the vessel.
Due to the strain and inadequate pumping speed, without additional vacuum considerations this
configuration was found to be infeasible and further testing focused on the 1/8” tube design. Initial
vacuum testing of the 1/8” tube found that this configuration overcame the issues observed in the
1/4” tube.
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Table 5-1: Xenon capture vessel configurations.
Enrichment
Inner Diameter Length Volume Conductance
Vessel
(cm)
(cm)
(cm3)
(L/s)
1/4” Tube
0.165
1.981
0.042
0.026
1/8” Tube
0.432
2.540
0.37
0.368

With vacuum considerations accounted for, suitable MOF materials were researched based
on their xenon selectivity, commercial availability, and ease of synthesis. The MOFs shown in
Table 5-2 were found to exhibit selectivity similar to that of activated charcoal while also being
easily accessible. These MOF targets were then individually tested to determine trapping
efficiency in our DIT system.
Table 5-2: Adsorbent materials exhibiting a selectivity toward the adsorption of xenon.
Name
Selectivity
Capacity (mol/g)
Activated Charcoal
8
4.2
SBMOF-1
16
1.4
Ni-DOBDC (MOF-74)
7.3
4.19
MOF-5
9 – 10
1.98
HKUST-1 [Cu-BTC]
8.4
3.3
Co3(HCOO)6 [Co Formate]
12
2
Ag-Ni-DOBDC
6.8 – 7.3
3.83
CROFOUR-1-Ni
22
1.8
5.3 Results and Discussion
5.3.1 Pressure Sensor Calibration and Argon Monitoring
In order to introduce reagent gas concentrations equivalent to the ~1 x 10-3 torr
conventionally used; a calibrated pressure sensor is required to measure the localized ion volume
pressure. Using the same calibration procedure previously performed to calibrate the sensor against
helium we calibrate the sensor against argon.49 Briefly, the pirani sensor was positioned under a
similar vacuum environment as the calibrated chamber sensors (hot cathode and convection
gauge). Varied argon pressures were then introduced into the chamber and measurements were
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recorded on all sensors. A best fit line was then created correlating pressure to pirani response as
seen in Figure 5-2.
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Figure 5-2: Calibration of micro pirani thermal conductivity pressure sensor against a
standardized filament and convection gauge.

With the sensor calibrated, it was incorporated into the ion volume and an argon pressure
study was performed. As can be seen in Figure 5-3, the ion volume pressure exhibits a nonlinear
relationship with respect to the chamber pressure. At low pressures, an ~760-fold difference is
observed while operating at higher pressures an ~600-fold difference is observed. Because the ion
volume has a single small inlet and outlet port and is composed of two solid metal components,
gas diffusion is restricted from the ion volume into the chamber. This restriction makes external
measurements unreliable but is necessary to obtain the reagent gas pressures needed to perform
efficient CI. Therefore, we hypothesized that an integrated internal pressure sensor would enable
the introduction of optimal reagent gas concentrations to improve ionization efficiency.
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Figure 5-3: Residual error of chamber pressure compared to the ion volume pressure.

5.3.2 Chemical Ionization Electron Energy
Initially, we employed CI with conditions identical to that utilized for EI ionization with
the addition of argon reagent gas at a pressure of ~1 x 10-3 torrAr. Under these conditions, baseline
resolved spectra were observed with CI however, the total ion signal was drastically lower than
that observed with EI. At the electron energies of EI at 70 eV, reagent gas ionization efficiency is
relatively low since conventionally energies of 200 – 500 eV are used.50 By increasing the electron
energy, electrons can penetrate further into the dense cloud of reagent gas and therefore more
efficient ionization occurs. Subsequently, we performed an electron energy study that ranged from
70 – 140 eV as seen in Figure 5-4. In the electron energy range of 70 – 130 eV there was no
improvement in ionization efficiency. However, upon operating at 140 eV we see a 3x
improvement in ionization efficiency (Figure 5-4b). While this improvement in ionization
efficiency is expected, due to restrictions in our electronics we could not increase the electron
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energy further. Therefore, by changing the electronics to allow for conventional CI electron
energies, we hypothesize that ionization efficiency can be improved further.

Figure 5-4: Chemical ionization a) mass spectra of xenon at varied electron energies and b) the
total ion signal compared to the electron energy

5.3.3 Enrichment Cell
Using the 1/8” stainless-steel tube (length: 2.54 cm, inner diameter: 0.432 cm) enrichment
cell design, baseline testing of cell performance was conducted using activated carbon as the
adsorbent material. Activated carbon was chosen as the testing material due to its highly studied
and well-known sorption properties. In order to test the cell, a three-part loading, evacuation, and
extraction process was performed to ensure adequate trapping of xenon. During the loading
process xenon gas was flowed through the enrichment cell for 20 minutes while the cell was cooled
to 0 ᵒC. The xenon flow was then discontinued and with the cell still cooled, the dead volume of
the cell was evacuated for ~50 minutes by way of the MS vacuum system. Finally, the cell was
isolated from the MS and heated to 120 ᵒC. After reaching 120 ᵒC, isolation from the MS was
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discontinued and mass spectra were recorded for the trapped xenon. As seen in Figure 5-5, an
initial spike in xenon was detected upon reintroducing flow to the MS, followed by a gradual
decline in signal. After ~12 minutes, all ion signal was lost, and the cell could be loaded for another
trial.

Figure 5-5: a) Adsorbed xenon mass spectra and b) total ion signal compared to the duration of
analysis.

5.4 Conclusion
The work described herein details preliminary work performed to optimize argon-CI of
xenon and the design of an enrichment cell to adsorb target gases to aid in sample preconcentration
prior to analysis. Specifically, until tested, argon’s recombination energy is closely related to the
ionization energy of xenon. Therefore, concerns regarding the ionization of xenon using argon as
the reagent gas needed to be addressed. From this work it was found that argon was a suitable
reagent gas and that optimization is required to efficiently increase the ionization efficiency of CI.
By increasing the electron energy used to ionize reagent gases, an increase in ionization efficiency
was observed. However, due to system limitations, achieving energies between 200 – 500 eV were
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not possible. In contrast, designing and incorporating an enrichment cell required significant fluid
dynamics considerations to ensure appropriate trapping/analysis times. While this work has set up
preliminary results, significantly more testing is required to fully optimize and compare CI to EI
as well as the enrichment cell. Additional testing is also required utilizing MOF materials to
determine trapping efficiencies in order to draw a comparison with activated carbon.
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