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Kivonat: A cikkben bemutatott, folyamatban lév munkálatok célja a Magyar 
WordNet automatikus kiegészítése új, különböz argumentumpozíciók szelek-
ciós preferenciáit ábrázoló ige-fnév relációkkal. Bemutatunk egy algoritmust, 
amely korpuszgyakorisági adatok és a WordNet hierarchikus szerkezete alapján 
megkísérli azonosítani a vonzatpozíciók szemantikai típusait legjobban repre-
zentáló HuWN hipernima-algráfokat. Az eljárás segítségével minden, a kor-
puszban megtalálható, esetraggal vagy névutóval jelölt igei argumentumpozíci-
ót igyekszünk lefedni. Nem célunk egyértelm, kizárólagos kategóriák kijelölé-
se, ehelyett súlyozott listák segítségével igyekszünk felsorolni a megfigyelt 
példákból általánosítható leggyakoribb típusokat. Az eredmények reményeink 
szerint a Magyar WordNet felhasználóin felül az általunk fejlesztett szintaktikai 
elemz számára is hasznos erforrásként fognak szolgálni. A cikkben bemuta-
tunk néhány elzetes eredményt és szót ejtünk néhány felmerül kérdésrl. 
1   Bevezetés 
1985-ös els kiadása óta a Princeton Wordnet (PWN) [5] mára általánosan elterjedt 
lexikális szemantikai erforrássá vált a nyelvtechnológiai kutatásokban és alkalmazá-
sokban. Szabad hozzáférhetsége, tekintélyes lefedettsége és folyamatos fejldése 
mind hozzájárultak sikereihez. 
Története során több lehetséges irány megfogalmazódott a PWN további javítható-
sága szempontjából. Az NLP-felhasználók szemszögébl a PWN egyik hiányossága, 
hogy a szófajokon belül meglév gazdag relációrendszerhez képest jóval kevesebb 
szófajok közötti (különböz szófajú synseteket összekapcsoló) relációt tartalmaz. A 
fnevek, igék, melléknevek és határozószók alhálózatai között jelenleg csak morfoló-
giai (derivációs) kapcsolatok vannak, pl. research (ige) — researcher (fn), engage 
(ige) — engagement (fn) stb. 
Jelen kutatás célja, hogy automatikus módszereket találjunk arra, hogy a Magyar 
WordNetet (HuWN) [9] bizonyos, az igéket és fneveket összeköt relációkkal egé-
szítsük ki korpuszadatok alapján. E relációk az igék és az ige mellett megjelen adott 
esetragú/névutójú bvítmények között hoznak létre kapcsolatot úgy, hogy megadják a 
szóban forgó vonzat szemantikai típusának általánosítását legjobban reprezentáló 
fnévi WordNet csomópontot, pl. {eszik}-{étel}, {ír}-{írásm} stb. Ez az információ 





többek között felhasználható jelenleg folyó, pszicholingvisztikai relevanciájú nyelvi 
elemz fejlesztését célzó projektünkben is (ld. [10] és Prószéky et al jelen kötetben). 
A cikk további felépítése a következ: a következ részben röviden érintjük a ma-
gyar igei argumentumszerkezet szintaxisának és szemantikájának néhány releváns 
kérdését, majd ismertetjük kutatásaink céljait. A 3. részben bemutatjuk a vonatkozó 
irodalmat, a 4. részben az általunk javasolt algoritmust, majd az 5. részben néhány 
elzetes eredményt. Végül ismertetjük a további lehetséges fejleszési irányokat. 
2   Háttér 
A magyarban az igei argumentumokat (komplemenseket) szintaktikailag az eset-
ragok, illetve a névutók adják meg. Ezek a relációk függvényei az egyes igék vonzat-
kereteinek: különböz igei vonzatkeretek különböz morfoszintaktikai pozícióihoz 
különböz névszói fogalmak tartozhatnak (pl. figyel valamiRE, elkezddik valamiØ, 
odaéget valamiT, érdekldik valami UTÁN stb.) 
Másfell ez a kötdés széles spektrumot mutathat: az egyik véglet az olyan 
idiomatikus, nem-kompozícionális ige–igei módosító kapcsolatoké, mint pl. hangot 
ad (valaminek), issza a szavát, napvilágra hoz, tenyerén hordoz stb. A másik végletet 
az olyan vonzatok képviselik, amelyeknek megfeleltethetk – egy vagy több – olyan 
szemantikai osztállyal, amelyek produktívan képesek az adott pozícióban elfogadható 
kifejezések szemantikai kategóriáját megjósolni (szelekciós preferenciák): eszik va-
lamit {étel, ennivaló}, ír valamit {írás, írásm}, kiönt valami {víz, víztömeg} stb. 
Gyakran egy adott ige adott vonzatpozíciójához több szemantikai kategória is tar-
tozik, pl. iszik valamit {folyadék: víz, sör, bor, tej, …} | {becsült mennyiség: pohár, 
csepp, korty, …}. Ezek a kapcsolatok a vonatkozó kategóriákba tartozó elemek gya-
koriságainak függvényében eltér mérték asszociációt fejezhetnek ki az ige és a 
fogalomosztály között. 
Az alábbiakban bemutatott módszerekkel megkíséreljük a különböz argumen-
tumpozíciókra jellemz szemantikai kategóriákat korpuszadatok alapján automatiku-
san megtalálni, és ezeket a Magyar WordNetben új ige-fnév relációkkal ábrázolni. 
Az új relációtípus minden példányához két tulajdonságot szeretnénk társítani: egy-
részt a vonzatpozíciót leíró morfoszintaktikai megkötéseket (esetrag vagy névutó), 
másrészt a a korpuszban mért adatok kiszámított kapcsolati ersségét, melynek célja 
az azonos pozícióban megadható szemantikai osztályok egymáshoz képesti szerepé-
nek számszersítése. Például az {iszik}-[case=ACC, p=0,8]-{folyadék}, {iszik}-
[case=ACC, p=0,2]-{becsült mennyiség} két olyan kapcsolatot jelöl, amely az iszik 
ige két, tárgyeset vonzatpozíciójában megfigyelt szemantikai kategóriát ad meg. A 
{folyadék} és a {becsült mennyiség} synsetek itt önmagukon kívül összes indirekt 
hiponimáikat is reprezentálják, így megadnak egy-egy fogalomosztályt. 




3   Kapcsolódó munka 
A szelekciós preferenciák feltérképezése kulcsfontosságú az írott nyelv szemantikai 
feldolgozása szempontjából. A vizsgálatok célja annak megállapítása, hogy milyen 
szójelentések gyakoriak és/vagy megengedettek bizonyos szavak adott szintaktikai 
környezetében. Resnik [12, 13] munkáját követve több tanulmány is a WordNetre 
támaszkodott a szelekciós preferenciák megállapításában ([2, 3, 22]). 
Míg az utóbbi idkben ismertetett megközelítések a Latent Dirichlet Allocation 
(LDA) módszerekre koncentáltak ([15, 6, 14]), az általunk bemutatott kísérlet [13]-
hoz áll közelebb. A magyar nyelv esetében elsként kíséreljük meg az igék szelekciós 
tulajdonságainak automatikus feltérképezését. Munkánk nem csupán az ige-tárgy 
(direct object) viszony szelekciós megkötésének klasszikus problémájával foglalko-
zik, hanem figyelembe vesszük az összes lehetséges szintaktikai argumentumtípust is 
(20 fölött szám a magyarban), [1] javaslatával összhangban. 
Szemben azokkal a megközelítésekkel, melyek célja csupán adott argumentumsze-
repben elforduló szavak halmazának azonosítása (pl. [4, 17, 14]), a [13] által felvá-
zolt és [6] által is követett iránynak megfelelen kutatásunk célja szemantikus osztá-
lyok (típusok) címkéinek hozzárendelése az argumentumpozíciókhoz. Ezt a rendelke-
zésünkre álló legnagyobb kiterjedés magyar nyelv nyelvi ontológia, a Magyar 
Wordnet fogalmai csomópontjainak és taxonómiai relációinak felhasználásával szán-
dékozunk megvalósítani. 
4   Módszerek 
A feladat megoldására általunk alkalmazott eljárás bemenete egy szóhalmaz (egy 
adott ige mellett adott bvítménypozíciójában elforduló fnevek gyakorisági listája), 
kimenete pedig e bvítményeket reprezentáló (általánosító) HuWN synsetek súlyo-
zott, rendezett listája. Mindegyik kimen synset a belle kiinduló, hiponima-
relációval alkotott algráfot reprezentálja. A kimen synseteknek az alábbi feltételeket 
kell minél teljesebb mértékben kielégíteniük: 
Lefedettség: a synset, illetve hiponima-leszármazottai tartalmazzanak minél többet 
a korpuszbeli szavak közül. 
Srség: a synsetbl kiinduló algráf minél kevesebbet olyan szót tartalmazzon, 
ami nincs benne az input szólistában. 
Használható általánosítások: a synset és a belle kiinduló hiponima-algráf fejez-
ze ki az argumentpozícióba tartozó korpuszszavak jelentéseinek általánosítását, de ne 
legyen túl általános. Például, kevés haszna van, ha minden igei argumentumhoz az 
{entitás} fogalmat társítjuk, mivel keveset mond az egyes argumentumok szemantikai 
preferenciáinak sajátosságairól. 
Automatikus jelentés-egyértelmsítés: ha egy igei argumentumként szerepl 
szónak a WN-ben több jelentése van (több synsetbe is tartozik), elvárjuk, hogy az 
algoritmus csak a releváns jelentés(ek) általánosításához tartozó kapcsolato(ka)t gene-
rálja. Például, az iszik tárgyaként elforduló kávé fnév két jelentésének hiponimái 





közül ne a {termés, gyümölcs}, hanem az {ital, italféle} felé konvergáljon az általáno-
sítás. 
A fenti feltételek alapján javasolt algoritmusunk vázlatosan az alábbi lépésekbl 
áll: 
1. Elször megkeressük az összes lehetséges synsetet, amik az input szavakat tar-
talmazzák (azok összes lehetséges jelentéseit), majd ezekbl generáljuk a lehet 
leghosszabb, hipernima-reláció szerinti útvonalakat a WN gyökércsomópontjaiig. 
Minden, ezeken az útvonalakban bárhol szerepl csomópont (synset) a további-
akban szemantikaiosztály-jelölt lesz. 
2. Ezt követi a jelöltek szrése: elvetjük azokat a jelölteket, amelyek csak egyetlen 
egy korpuszszót reprezentálnak és a korpuszszót tartalmazó synset (direkt vagy 
indirekt) hipernimái. Ezzel a lépéssel kiszrjük az általánosítást nem hordozó je-
lölteket. 
3. A következ lépésben pontozzuk a fennmaradó jelölteteket két tényez figye-
lembevételével: hány bemeneti szót fednek le és milyen sr a jelölt által meg-
adott részgráf a bemeneti szavakra nézve (a részgráf által lefedett bemeneti sza-
vakat tartalmazó synsetek számának és a részgráf csomópontjai számának hánya-
dosa). Az alábbi képlettel határozzuk meg c synset-jelölt pontszámát (ahol 
subgr(c) a c-bl kiinduló hiponima-részgráf, Ic a subgr(c) által lefedett bemeneti 
korpuszszavak halmaza): 







4. A pontozás alapján rangsorolt jelöltek közül az N legjobbat adjuk vissza. Ezen a 
ponton történhet a bemeneti szavak jelentés-egyértelmsítése: ha az N legjobb 
synset között van legalább kett, ami ugyanannak a bemeneti szónak eltér jelen-
téseit fedi le, akkor a (leg)magasabb ponttal bíró jelöltet tartjuk meg, a többit el-
vetjük. Ezt addig ismételjük, amíg nem marad több többértelmség. 
A HuWN-be ezután felvehetjük az új relációkat, amelyekben az igei synseteket 
összekötjük a nyertes fnévi synsetekkel. A kérdéses vonzatra vonatkozó 
morfoszintaktikai információn felül megadjuk a kapcsolat ersségét is, melyet a lefe-
dett szavak korpuszgyakoriságai alapján adhatunk meg (ld. 6. rész). 
Az algoritmus futtatásához felhasználtuk a Mazsola igei bvítménytár [16] adatbá-
zisait. A Mazsola a 187 millió szavas Magyar Nemzeti Szövegtár [20] alapján ké-
szült, 20,24 millió tagmondatban azonosították a finit igéket és az igei bvítmények-
ként funkcionáló fnévi csoportokat, majd ezeket csoportosították szintaktikai jellem-
zk (esetrag, névutó) szerint. 
Annak eldöntésére, hogy milyen igéknek milyen vonzatai vannak, felhasználtuk a 
MetaMorpho magyar-angol fordítóprogram szintaktikai elemzjében [11] használt 
igei vonzatkeret-leíró adatbázis anyagát is. Az adatbázis több mint 18 ezer igéhez 33 
ezer vonzatkeret-leírást tartalmaz, melyek megadják az adott jelentésben szerepl 
lehetséges vonzatpozíciókat és az azokra érvényes, attribútumokkal kifejezett lexikai, 
morfológiai és szintaktikai megkötéseket. A Magyar WordNet fejlesztése során az 
igei synsetekhez hozzárendelték ebbl az adatbázisból a megfelel vonzatkeret-




leírásokat is [9]. Ez az információ felhasználható az új ige-fnév relációk létrehozá-
sakor az igei synsetek egyértelm kijelölésében. 
A fentiek segítségével 25 500 különböz igei vonzatkeret 32 000 lehetséges argu-
mentumpozíciójához készítettünk szógyakorisági listákat, melyeken futtatni tudtuk 
szelekciós preferenciákat általánosító algoritmusunkat. 
5   Eredmények 
Mivel jelenleg még dolgozunk egy olyan kiértékelési módszertanon, melynek segít-
ségével az algoritmus eredményét humán annotátorok ítéleteivel tudnánk összevetni, 
eredményeink szemléltetésére bemutatunk néhány kiragadott példát. 
Az 1. táblázatban felsoroltunk 6 kiválasztott igei vonzatpozíciót és az algoritmu-
sunk segítségével hozzájuk rendelt, legnagyobb ponttal rendelkez szemantikai osz-
tályt (HuWN synseteket). 
1. táblázat: Automatikusan azonosított szemantikai osztályok az igevonzatokhoz 
Ige és vonzatpozíció Szemantikai kategória 
iszik ACC {folyadék} 
kigombol ACC {ruha} 
olvas ACC {könyv} 
ül SUP {ülbútor} 
vádol INS {bncselekmény} 
megold ACC {nehézség} 
A 2. táblázatban bemutatjuk az iszik ige tárgyeset vonzatpozíciójához tartozó 5 
legmagasabb pontot elér szemantikai kategóriát, valamint ezek pontszámát, a lefe-
dett korpuszszavak számát (c) és a kategória kiszámított srségét (d). 
2. táblázat: Az iszik tárgyeset vonzatpozíciójához rendelt 5 legmagasabb pontot elér synset 
Pont Szemantikai kategória Lefedettség Srség 
9,1 {folyadék} 26 0,35 
8,796 {ital, italféle, italféleség} 25 0,351 
4,888 {szeszes ital, szesz, ital, alkohol} 16 0,305 
4,375 {rövidital, tömény ital, tömény szesz, tömény} 7 0,625 
3,759 {táplálék, tápanyag} 28 0,134 
A HuWN hierarchiáját megvizsgálva észrevehetjük, hogy a {folyadék} csomópont 
hipernimája az {ital, italféle, italféleség} fogalomnak, amely viszont hipernimája a 
{szeszes ital, szesz, ital, alkohol} synsetnek. Felmerül a kérdés, hogy ezek közül me-
lyikhez (melyekhez) szeretnénk az {iszik} igei fogalmat (accusativusi minsítés 
kapcsolattal) hozzárendelni? Ha a legáltalánosabb és legtöbb pontot szerzett fogalmat 
preferáljuk, akkor a {folyadék} synsetre esik a választásunk. Egy másik nézpontból 
viszont az {ital, italféle, italféleség} relevánsabb lehet, hiszen nem minden folyadék 
alkalmas emberi fogyasztásra. Bizonyos alkalmazásokban viszont fontos információ 





lehet a korpuszadatok tanúsága szerint a {szeszes ital, szesz, ital, alkohol} fogalommal 
megjelen ers kapcsolat is. Azáltal, hogy meghagyjuk az N legmagasabb pontot 
elér szemantikai kategóriát minden argumentumpozícióban, valamint ábrázoljuk 
ezek relatív asszociációs ersségét is, szándékaink szerint a létrehozott erforrás 
jövbeli felhasználói számára biztosítjuk a lehetséget arra, hogy céljaik és igényeik 
szerint maguk hozhassák meg ezeket a döntéseket. 
6   További munka 
Jelenleg módszereink továbbfejlesztésén dolgozunk. Amint elérhetvé válik egy 
kiértékelési metodológia, lehetséges lesz a jelölteket pontozó formula további finom-
hangolása, valamint kísérletezhetünk a kapcsolati ersségek beállításának optimális 
módjával is. További, felhasználható információk a bemeneti szavak korpuszbeli 
gyakoriságai, a jelölt synsetek mélysége a HuWN hálózatában és az átlagos távolsá-
gok a jelölt algráfokban. 
Amint láttuk, a fent vázolt megközelítésben ige-vonzat párokhoz rendeltük hozzá 
az abban a pozícióban elforduló fnevek listáját, és az alapján határoztuk meg a 
szemantikai preferenciákat leíró legvalószínbb HuWN synseteket. Az igék bvítmé-
nyei azonban kölcsönhatásban vannak egymással: gyakran elfordul, hogy az egyik 
bvítmény megkötése (adott szóval való kitöltése) esetén egy másik bvítményben 
egy speciális (csak az els bvítményben lév szóra jellemz) szelekciós preferenciá-
val találkozunk. Ilyen például az 'ad -t' esetén a 'hírt ad' -rÓl bvítménye, vagy a 'húz 
-t' esetén a 'hasznot húz' -bÓl bvítménye. Ahogy azt [19] is hangsúlyozza, fontosnak 
tartjuk, hogy továbblépjünk a több bvítményt egyszerre kezelni tudó modellek felé, 
melyek képesek felismerni a 'hírt ad', 'hasznot húz' stb. összetett egységeket és ezek 
argumentumainak szelekciós preferenciáit. 
Mechura [8] szerint a WordNetben található egységek nem teljesen felelnek meg a 
szelekciós preferenciák által megkívánt egységeknek, és felteszi a kérdést: hogyan 
kellene egy ontológiának kinézni ahhoz, hogy a szelekciós preferenciákban szerepet 
játszó szemantikai típusokat pontosan tudja ábrázolni? Az algoritmusunk segítségével 
elállított kategóriák vizsgálata elvezethet a válaszhoz. 
7   Összefoglalás 
A tanulmányban bemutattunk egy módszert a Magyar WordNet automatikus kiegé-
szítésére új, szelekciós preferenciákat ábrázoló relációkkal, ami hasznos lehet a szö-
vegfeldolgozó alkalmazások számára. Eredményeink érdekesek lehetnek a 
pszicholingvisztikai kutatások szempontjából is, mivel betekintést nyújthatnak a men-
tális lexikon szófajközi viszonyaiba. 
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