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Re´sume´ – De nos jours, l’utilisation d’un te´le´phone portable en mode main libre fait intervenir un filtre line´aire adaptatif, dans le but de
compenser les e´chos acoustiques. Dans ce mode de fonctionnement, le signal e´mis par le haut parleur est de fort niveau; il en re´sulte que des
distortions non line´aires interviennent dans la propagation du signal, entre le haut parleur et le microphone. Diffe´rents types de filtres sont
propose´s pour compenser ces e´chos, incluant les filtres non line´aires en cascade ainsi que le filtre biline´aire. Le filtre biline´aire est un sous
mode`le du NARMAX (Nonlinear Autoregessive Moving Average with eXogenous inputs). Par la suite, nous pre´senterons une e´valuation des
performances base´e sur une mesure standard ERLE (Echo Return Loss Enhancement), entre les diffe´rents filtres utilise´s.
Abstract – The miniaturization of GSM handsets creates nonlinear acoustical echoes between microphones and loudspeakers when the signal
level is high (hands-free communication). Several methods including nonlinear cascade filters and a bilinear filter are proposed to compensate
these echoes. A bilinear filter is a restricted NARMAX (Nonlinear Autoregessive Moving Average with eXogenous inputs) filter. We will
present an evaluation based on the standard ERLE (echo return loss enhancement) measure, between a simple linear adaptive FIR filter and
various nonlinear filters. These experiments are carried out first on a simulated communication system, then on experimental signals.
1 Introduction
De nos jours, l’utilisation d’un te´le´phone portable en mode
main libre fait intervenir un filtre line´aire adaptatif, dans le but
de compenser les e´chos acoustiques. Dans ce mode de fonc-
tionnement, le signal e´mis par le haut parleur est de fort niveau;
il en re´sulte que des distortions non line´aires interviennent dans
la propagation du signal, entre le haut-parleur et le microphone.
Ces perturbations non line´aires peuvent eˆtre de type me´canique
(vibrations), mais e´galement de type e´lectronique (saturation
du microphone). Donc, une relation line´aire ne permet pas de
mode´liser entie`rement le comportement du syste`me [1], [2],[3].
Traditionnellement l’AEC (Acoustical Echo Canceller) employe´
ne peut compenser ce type d’e´chos [4].
Notre objectif est de proposer un filtre permettant d’annuler
les diffe´rents e´chos, au niveau du microphone, issus du haut
parleur (cf figure 1). Cette e´tude a e´te´ propose´e par la socie´te´
Stepmind qui de´veloppe un circuit inte´gre´ GSM/GPRS/EDGE
re´alisant toutes les fonctions bande de base pour un terminal
mobile GSM. Dans ce cadre, la plupart des fonctions traite-
ment du signal sont de´veloppe´es pour eˆtre inte´gre´es sur un DSP
virgule fixe 16 bits. Le filtre propose´ devra donc respecter les
contraintes de taille me´moire et de temps re´el de l’application.
De nombreuses me´thodes ont e´te´ e´tudie´es dans le cadre d’an-
nulation d’e´chos non line´aires. On peut citer :
– les filtres de Volterra [5]. Ces filtres sont une ge´ne´rali-
sation du filtre RIF en non line´aire, cependant il ne´cessite
une grande complexite´ de calcul (section 3).
– Les re´seaux de neuronnes [6]; cette structure en cascade
offre de nouvelles perspectives mais ne´cessite l’apport
d’une nouvelle re´fe´rence par l’interme´diaire d’un nou-
veau microphone [4].
– Structure NARMAX; par de´finition c’est le mode`le pa-
rame´trique le plus ge´ne´ral. Cependant, du fait de sa com-
plexite´ de structure il ne´cessite une phase de pre´-identi-
fication [7].
– Plus re´cemment des structures de filtres en cascade ont
e´te´ propose´es [2],[4]. Dans l’article [2] un mode`le non
polynomial base´ sur une structure de type Wiener-Ham-
merstein est propose´, avec une fonction de saturation sans
me´moire; alors que dans l’article [4] un mode`le polynoˆmial
de type hammerstein est pre´sente´.
Dans le paragraphe 2 nous pre´senterons les diffe´rents mode`les
utilise´s dans cette e´tude. Des commentaires seront propose´s
dans le paragraphe 3. Enfin, les re´sultats en simulation et sur
signaux expe´rimentaux seront regroupe´s dans la table 2 du pa-
ragraphe 5.
FIG. 1: Diagramme AEC.
2 Les filtres
Plusieurs me´thodes ont e´te´ propose´es pour re´pondre aux spe´cificite´s
de cette application, comme il a e´te´ de´crit dans le paragraphe
pre´ce´dent. Cependant, les filtres de Wiener (polynomial), Wiener–
Hammerstein (polynomial) et filtre Biline´aire (sous mode`le du
NARMAX) n’ont jusqu’a` pre´sent et a` notre connaissance, ja-
mais fait l’objet d’une e´tude dans ce cadre de travail.
Soit   et   respectivement l’entre´e et la sortie du filtre au
temps  .
2.1 Le filtre RIF
La relation d’entre´e-sortie est de´finie comme suit :
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ou`  correspond a` la me´moire du filtre. Ce filtre est com-
mune´ment utilise´ dans les fonctions d’annulation d’e´chos des
DSP du commerce.
2.2 Filtres non line´aires
2.2.1 Mode`le de Volterra
Le filtre de Volterra de me´moire   , de degre´ de nonline´arite´

est de´finit par :
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Le filtre de Volterra est tre`s attractif car c’est la ge´ne´rali-
sation directe d’une description line´aire des syste`mes. De plus,
il caracte´rise le comportement d’un grand nombre de syste`mes
physiques. [8].
2.2.2 Mode`le Biline´aire
Le mode`le Biline´aire est un mode`le parame´trique qui contient
des termes croise´s (entre l’entre´e et la sortie du filtre) [9]. Ce
mode`le est une sous-classe du mode`le NARMAX (Nonlinear
Autoregessive Moving Average with eXogenous inputs) [7] :
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Ce rebouclage de la sortie en entre´e permet d’obtenir une
representation concise de syste`mes non-line´aires.
2.3 Mode`les nonline´aires en cascade
Le principal avantage de ces structures est de limiter forte-
ment le nombre de parame`tres a` estimer pour une complexite´
e´gale, cf paragraphe 3.
2.3.1 Mode`le d’Hammerstein
Il correspond a` un filtre polynoˆmial sans me´moire suivi d’un
filtre line´aire RIF.
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2.3.2 Mode`le de Wiener
C’est un filtre RIF suivi d’un filtre polynoˆmial sans me´moire.
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2.3.3 Mode`le de Wiener–Hammerstein
Il est compose´ d’un filtre RIF, d’un filtre polynoˆmial sans
me´moire suivi d’un filtre RIF.
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3 Commentaires et limitations
3.1 Volterra vs structures en cascade
Soit  a` ,  ab et  Ic respectivement la se´quence de sortie du
mode`le de Volterra, Wiener et Hammerstein. Fixons  @d et

ed :
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A partir de cet exemple on peut noter plusieurs points impor-
tants :
– Les mode`les de Volterra et Wiener contiennent plus de
termes que le mode`le d’Hammerstein     ﬁ (tous les
termes croise´s sont pre´sents).
– Le nombre de parame`tres du mode`le de Volterra est beau-
coup plus important (cf table 1) que pour les mode`les en
cascade.
– Peu de parame`tres sont ne´cessaires pour les mode`les de
Wiener et d’Hammerstein (a` complexite´ non line´aire e´gale).
En revanche, la forte contrainte associe´e est que les pa-
rame´tres des termes sont de´pendants entre eux. (
Q


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pour le terme en   ). Ceci peut conduire a` des proble`mes
d’estimation. Il en est de meˆme pour le mode`le Wiener–
Hammerstein.
– Les mode`les non line´aires en cascade peuvent eˆtre conside´re´s
comme des sous-classes du mode`le de Volterra.
3.2 Nombre de parame`tres a` estimer
Le nombre de parame`tres a` estimer est une caracte´ristique
importante dans la complexite´ calculatoire ainsi que pour la
convergence des algorithmes mis en oeuvre.
Prenons les exemples suivants :
– EXEMPLE 1 :
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– EXEMPLE 2 :
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Les re´sultats sont pre´sente´s dans la table 1.
Mode`le Nb de parame`tres EX1 EX2
FIR  10 20
Volterra  ﬀ ﬁ ﬂ   ﬃ  "! 285 1770
Hammerstein #$" 13 23
Wiener #$" 13 23
Wiener-Hammerstein   7 % 
W
& 23 43
Bilinear   7 %#' 7 & 
W
'
W
20 40
TAB. 1: Nombre de parame`tres.
On montre aise´ment que le nombre de parame`tres du mode`le
de Volterra croıˆt rapidement avec  et/ou   . Une conse´quence
importante, est qu’un nombre important d’e´chantillons est ne´cessaire
afin d’estimer ces parame`tres avec une pre´cision raisonnable,
ce qui est contraire avec l’aspect temps re´el de notre applica-
tion. Pour toutes ces raisons, le mode`le de Volterra ne sera pas
conside´re´ par la suite; de plus, on limitera le degre´ du polynoˆme
a`


  [6].
4 Algorithmes Adaptatifs
Les parame`tres (excepte´s les
Q

des structures en cascade)
sont mis a` jour avec l’algorithme NLMS (gradient stochas-
tique), en minimisant l’erreur quadratique moyenne. Les pa-
rame`tres des filtres polynoˆmiaux sont quant a` eux mis a` jour
avec l’algorithme RLS, qui permet une convergence plus ra-
pide, ce qui constitue un e´le´ment important dans notre applica-
tion d’AEC [4]. De plus, des erreurs a priori et a posteriori sont
utilise´es pour le calcul de la mise a` jour des parame`tres. Ceci
conduit a` augmenter la qualite´ de l’annulation d’e´chos [10] (cf
description de l’algorithme en [4]).
5 Expe´rimentations
5.1 Re´sultats de simulations
Traditionnellement le canal de communication non line´aire
peut eˆtre mode´lise´ par une saturation (fonction sans me´moire)
suivie d’un propagation line´aire. Cette mode´lisation ne tient
donc pas compte des propagations me´caniques (vibrations).
La fonction sigmoı¨de [11], de´finit par la suite, permet de
mode´liser des saturations (figure 4 pour ( ) , 2 et 5).
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FIG. 2: Fonction Sigmoı¨de.
On choisit comme syste`me line´aire > +@? -
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En ”single talk”, les re´sultats seront pre´sente´s en utilisant
l’Echo Return Loss Enhancement (ERLE), de´finit par :
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(single talk),
et pour le ”double talk”, nous utilisons l’inverse de l’erreur
quadratique moyenne normalise´e :
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f sont respectivement les se´quences observe´e, trans-
mise et de parole en local (cf figure 1). Le degre´ du polynoˆme

ainsi que les tailles me´moires      des filtres sont fixe´s
a` :
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. Pour le mode`le biline´aire,
les re´sultats indique´s ont e´te´ obtenus pour :         
 




ml ; et pour le mode`le Wiener–Hammerstein pour :

k
. Les re´sultats indique´s dans la table 2 ont e´te´ ob-
tenus en faisant la moyenne sur 100 re´alisations.
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FIG. 3: En simulation.
5.2 Signaux re´els
Dans ce paragraphe nous comparons les re´sultats d’annula-
tions d’e´chos obtenus par les filtres non line´aires et compare´
avec le filtre RIF adaptatif traditionnellement imple´mante´ sur
des signaux enregistre´s en conditions re´elles (sur GSM mode
main libre) sans ”double talk” (      ). On fixe le degre´ du
polynoˆme a`


 
et la me´moire a`    d . Les re´sultats ont
e´te´ obtenus pour               d     l
pour le mode`le biline´aire et           pour le
Wiener–Hammerstein.
MODE`LE SIMULATION EXPE´RIMENTAL

	  
	
FIR 8.79 14.44 14.32
Hammerstein 17.28 16.61 17.49
Wiener 16.61 11.38 14.85
Wiener-Hammerstein 18.43 13.76 12.54
Bilinear 9.74 13.52 15.23
TAB. 2: Re´sultats pour l’annulation d’e´chos non line´aire.
5.3 Commentaires
– Les meilleurs re´sultats de simulation (en terme d’ERLE)
ont e´te´ obtenus par le mode`le polynoˆmial Wiener–Hammerstein,
ainsi que par le mode`le d’Hammerstein pour le ”double
talk”.
– Le filtre binile´aire, du fait structure complexe a des re´sultats
pre´liminaires inte´ressants et ne´cessite une e´tude plus fine
avant d’eˆtre rejete´ de´finitivement.
– Il faut noter que les signaux re´colte´s au cours de cette
expe´riences n’ont pas e´te´ mis en situation de saturation
du haut parleur, ce qui explique la faible diffe´rence de
performances entre le filtre RIF et les filtres non line´aires.
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FIG. 4: Experimental results.
6 Synthe`se
De nouvelles structures de filtre ont e´te´ propose´ dans le cadre
d’une application d’annulation d’e´chos non line´aire : des filtres
en cascades et le filtre biline´aire. Ces structures ont e´te´ com-
pare´es avec le filtre ge´ne´ralement imple´mente´ le RIF adaptatif
(NLMS). Pour l’ensemble des tests effectue´s le mode`le Ham-
merstein semble avoir le meilleur comportement. Il faut nuance´
ces re´sultats, car ils ont e´te´ obtenus que sur une se´rie de signaux
provenant d’une seule et meˆme experience. Il reste donc a` vali-
der cette e´tude sur de nouveaux signaux. De plus, nous n’avons
pas traite´ le cas ou le syste`me e´tait perturbe´ par un bruit ad-
ditif. Cette hypothe`se n’est pas re´aliste dans le cadre de notre
application GSM en mode main libre. Il reste donc a valider ces
re´sultats en pre´sence de bruit ambiant (voiture, blabla noise,...).
Nous tenons a` remercier Messieurs F. Kuech et A. Stenger
de l’universite´ Erlangen-Nuremberg de nous avoir fourni leur
signaux expe´rimentaux.
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