ABSTRACT: This paper investigates the behavior of residual income scaled by beginning of period book value, i.e., residual return on equity (ROE), by performing panel unit root tests as well panel regression tests on Swedish data. Results show that residual return on equity does not follow a random walk, nor is it transitory, yet it is much more transitory than what previous studies indicate. The study also proposes a method to design similar studies such that they can use data from privately held firms.
Introduction
The persistence of residual income has been investigated in several studies (Bauman 1999; Myers 1999; Dechow et al. 1999; McCrae and Nilsson 2001; Choi et al. 2006; Callen and Morel 2001; Giner and Iñiguez 2006) . The median value of the persistence parameter in these studies is 0.54. The empirical studies reported in the table above uses panel data having many crosssections (large N) and relatively few years (small T) when they estimate the persistence of residual income. All studies either pool the data and run cross sectional analysis, i.e., pooled ordinary least squares (OLS) regression, or they apply a mean group (MG) estimator when estimating the persistence of residual income.
No study reports any deliberations on the consequences of choosing pooled OLS regression, or of choosing the mean group estimator when T is small. Nor do they discuss the validity of the applied regression model given the underlying data generating process.
Furthermore, the studies that use pooling do not report results from model specifications tests, hence it is not possible to assess the validity of pooling.
The previous studies above tests Ohlson's (1995) linear information dynamics model and they do not allow for a stochastic cost of capital. Nor do they consider the consequence of possible rational expectations equilibrium.
This study estimates the persistence of residual income using accounting data from public as well as non-public Swedish firms and it extends previous studies in at least five directions. First, it extends these studies by performing the assessment of the persistence of residual income using an unbiased panel regression method. Second, the tests allow for a stochastic cost of capital as discussed in Feltham and Ohlson (1999) . Third, it tests for the possibility of rational expectations equilibrium. Four, the study extends previous studies by presenting a new method to measure residual income that allows for analysis of non-publicly traded firms. Finally, it presents a Swedish empirical study almost only to be matched in scope by studies based on US data since it uses approximately 23,461 firm-years for its tests.
This study finds that an unbiased measure of the persistence of residual income is 0.28 measured on Swedish data. Panel unit root tests show that the residual income (scaled by beginning of period book value) is not randomly walking.
The study also shows that pooled OLS regression is not applicable and overestimates the persistence of residual income with almost 50 percent, which means than many results from previous studies most likely are biased and needs revision. I also show that other panel regression methods such as the within group (WG) estimator and the residual effect (RE) estimator also are biased and hence not applicable for dynamic panel regression analysis using financial accounting data. The WG method underestimates the persistence of residual income with more than 30 percent.
The remainder of the text is organized as follows. Section II presents no arbitrage model based on unbiased and biased accounting. Section III poses the study's hypotheses and hypothesis tests. Section IV presents the sample, operationalizations, and descriptive statistics. Results are presented in Section V and conclusions in Section VI.
Model

Introduction
Ohlson (1995) assumes risk neutral preferences in deriving his model while empirical studies (e.g., Dechow et al. 1999; McCrae and Nilsson 2001; Giner and Iñiguez 2006) test the model assuming risk averse preferences trough a constant cost of capital. Feltham and Ohlson (1999) generalize Ohlson (1995) and Feltham and Ohlson (1995) by using a risk-adjustment index that originally appears in Rubinstein (1976) and they present a model that use stochastic cost of capital. This is a more general model than using a constant cost of capital model.
The Feltham and Ohlson (1999) model can be further restricted by introducing linear risk preferences such that it becomes equivalent to a constant cost of capital model. However, as Feltham and Ohlson (1999) note, such restrictions are relatively arbitrary prohibits the cost of capital from varying with macro variables such as interest rates, or with the states of the economy, or with micro variables such as the firm's operating or financial leverage.
There is considerable empirical evidence that expected returns are time-varying (Shiller 1981; Campbell 1991; Fama and French 1997; Jagannathan and Zhenyu 1996) . Time varying expected returns implies the necessity to use variable cost of capital. This is sometimes done when the persistence of residual income is tested (Callen and Morel 2001; Ota 2002) . However, then only the risk-free rate in the CAPM varies while the risk preferences are constant.
Considering CAPM's inability to explain the returns on stocks (e.g., Jagannathan and Zhenyu 1996) , since the earnings response coefficient studies indicates that market returns are (negatively) associated to interest rates (Collins and Kothari 1989) , and given the analysis provided by Feltham and Ohlson (1999) , I base this study on the stochastic model proposed by Feltham and Ohlson (1999) and hence allow for a stochastic cost of capital.
No arbitrage residual income with stochastic cost of capital
Corollary 2 in Feltham and Ohlson (1999) shows that the market price of the firm is equal to the present value of all future risk-adjusted residual income,   
The Feltham and Ohlson (1999) model measures the capital charge using the product of the riskless spot rate and the beginning-of-period book value of equity, which implies: Feltham and Ohlson (1999) show that with homogenous beliefs, concave and timeadditive utility functions, the risk-adjusted residual income becomes:
3) is the risk-adjustment and since it is a one-period component it follows that the risk-adjustment no longer is limited to be a fixed capital charge. By adding further restrictions to the utility function, it is possible to derive CAPM, but this study refrains from this due to the previous arguments.
No arbitrage and unbiased accounting
Let expected Goodwill be defined as       
where:
hence it follows that:
In a no-arbitrage setting, with unbiased accounting, it follows that the residual return on equity is just enough to compensate for the risk taken by the investor and as long as it is a risky investment, the return on equity is expected to be greater than the riskless interest rate
No arbitrage and biased accounting
From (II.4) and (II.6) above, a relation is established between the accounting based rate of return and the market rate of return such that they always equal and are greater than the riskless rate of return. In reality we can expect them to differ since the accounting system is biased due to its prudence principle. It is therefore necessary to consider the effects of biased accounting on the relation between the accounting based rate of return and the market rate of return in a no arbitrage setting. This study use the industry ROE as a tool to identify the accounting bias. That is, still assuming no arbitrage, firms within an industry are assumed to apply GAAP in a similar way, are assumed to have similar financial leverage, and are assumed to have similar operating leverage. This means that industry ROE is the sum of the riskless interest rate and the accounting bias, and (II.4) collapses to: No arbitrage implies a rational expectations equilibrium and a rational expectations equilibrium implies randomly walking stock prices (see e.g. Huang and Litzenberger 1993) .
Randomly walking stock prices implies random walk in stock returns too (a well-documented property, see e.g. Merton 1973; Campbell 1991; Fama and French 1997) , which in this study's framework imply randomly walking risk-adjusted RROE. To focus the argumentation, assume the following model:
Random walks in the risk-adjusted RROE imply that the persistence if residual income, β, is of unit root, which is this study's first null hypothesis:
The alternative is to have a stationary time series, which implies having 1
Does the no arbitrage assumption hold?
The null above (H0a) is based on a rational expectations equilibrium argumentation.
Another alternative is to assume that we have a no arbitrage market with random exogenous chocks that drive the ex post realizations of the risk-adjusted RROE away from zero, and where arbitrageurs discover and trades on the arbitrage opportunity such that is disappears.
This implies that the expectation of RROE is zero. In such a setting, it follows from (III.1) that the persistence parameter is zero and that the intercept is zero. This forms two complementary null hypotheses.
The alternative to H0b is 0 Rejecting both H0a and H0b implies having
which is neither consistent with rational expectation equilibrium nor consistent with a no arbitrage market since arbitrage opportunities are persistent. Furthermore, rejecting H0a, H0b and H0c implies that arbitrage opportunities and monopoly profits are present, and/or that there is an omitted variables problem.
Estimation methods
Two methods for estimating (III.1) are feasible. Time-series analysis allows the model to be fitted on each firm. Accounting data seldom appear in long time-series, which implies low powered results from individual time-series regressions. An alternative to individual specific time-series analysis is to use of the MG estimator. Myers (1999) , Bauman (1999) , and Callen and Morel (2001) use the MG estimator. Fama and French (2000) also apply the MG estimator but it is not directly related to this study.
The MG estimator is asymptotic in the number of time periods (T) which implies that the mean group estimator may be biased in finite panels . Indeed Pesaran, Smith and Im (1996) test the finite sample properties of the mean group estimator and find that the bias can be serious for small T panels and particularly when the ratio NT grows large. I therefore suspect that the mean group estimate may be biased in studies such as Myers (1999), Bauman, Callen and Morel (2001) and Fama and French (2000) who use accounting data panels having a large NT-ratio.
Another alternative is to pool the data by using estimation techniques that treat T as fixed and that are asymptotic in N. This study follows Baltagi et al.'s (2008) recommendation pools the data, and uses estimation techniques asymptotic in N.
Pooling data
Consider (III.1) but this time without the individual-specific subscripts for the intercept and the persistence parameter. Dropping the subscript in (III.1) implies that the that an aggregation error may be introduced which bias the regression estimates. To be more specific, consider the following pooled model in which the white noise error term is contaminated by in individual-specific unobservable effect i  :
H0a assumes a unit root for all firms and it implies there can be no individual-specific unobservable effect. This is is implemented in model (III.2) since the individual-specific unobservable effect disappears trough the unit root process:
Test method for identifying unit roots
Since we have that
, it follows that if unit root is present it implies that there is no individual-specific unobservable effect and so that it is possible to estimate the model using OLS regression when testing for the presence of unit root. Bond et al. (2005) Breitung and Meyer (1994) , has highest power. Bond et al. (2005) conclude that both tests ought to be applied when testing for unit roots and this study tests H0a using both the OLS estimator and the differenced OLS estimator.
The differenced OLS estimator is:
The test statistic for the unit root tests are (Bond et al. 2005) : Difference GMM is weak when the persistence parameter is close to unit root since past levels provide little information about future changes, but the system GMM works well in such settings (Bond 2002; Roodman 2008b ). System GMM is disadvantaged compared to difference GMM when the sampled values are far from their steady-state values (Roodman 2008a ). This study only reports the results from the difference GMM approach. Statistics Sweden use imputation when data are missing. Either Statistics Sweden impute the last financial years' data, or they impute the industry's arithmetic average (Eriksson 2003) . These imputations are removed in this study.
When one firm acquires another there is a structural change in the surviving firm. If the structural change is greater than 20 percent, measured on value added, it is classified as a new firm with its own time-series of accounting data.
Outlier detection and removal
This study uses this biweight method having 9  c to identify outliers. An observation is classified as an outlier when it is farther than ± 3 biweight standard deviations from the biweight location estimate. Setting the biweight constant to nine is approximately equivalent to six standard deviations (Mosteller and Tukey 1977) . Mosteller and Tukey (1977) report that the biweight method having 9 c  estimates robust confidence intervals having more than 90 percent efficiency in large samples.
Common methods to remove outliers are winsorising and trimming. See e.g. Dechow et al. (1999) . Winsorising and trimming are pragmatic approaches that may lead to the deletion of too economically important variables. Since Mosteller and Tukey (1977) report that a more than 90 percent efficiency for the biweight method in large samples I use this method to reduce the risk of deleting economically important variables
Measuring the firm's residual return on equity
Measuring the return on equity
The return on equity is in this study defined as
ROE E BV , where E is earnings before taxes and before items affecting comparability 2 , BV is the book value of equity 3 .
Industry classification
This study classifies the industry using the Swedish industry classification system SNI92. Industries are measured at the three-digit level, as e.g. Cheng (2005) , and as suggested by Gupta and Huefner (1972) , except for industries having less than four firms. Industries are measured on the two-digit level when there are less than four firms at the three-digit level.
Measuring the industry-specific return on equity
Relating the firm-specific rate-of-return to its industry equivalent is not new and there is a discussion on the validity of comparing firm-specific ratios with industry-specific ratios.
See e.g., Lev and Sunder (1979) , McDonald and Morris (1984, 1985) , and by Sudarsanam and Taffler (1995) for such a discussion. (1984, 1985) investigate the possible linearity between firm ratios and industry ratios (measured as arithmetic means) and find such a relation. Thus it appears to be possible to use ratios for intra-industry comparison. McDonald and Morris (1984, 1985) only investigate these properties within the utility industry. Nor do they directly investigate a rate-of-return ratio. These weaknesses are mitigated by Sudarsanam and Taffler (1995) who investigate six industries using e.g., a rate-of return measures, and find that a loglinear relationship dominates McDonald and Morris' (1984, 1985) assumed linear relation for rate-of return measures, and hence they argue that the median rather than the arithmetic average should be used as the location measure.
Model (II.7) implies that there is a linear relationship between the firm ratio and the industry ratio. McDonald and Morris
Rate-of returns have, due to the small-denominator effect, fat-tailed distributions as well as outliers and this is a likely reason to the difference in results between McDonald and Morris (1984, 1985) and Sudarsanam and Taffler (1995) .
Industrial economics studies (e.g., Mueller 1977; Mueller and Cubbin 1990; Waring 1996; Cubbin and Geroski 1987; Geroski and Masson 1987; Geroski and Jacquemin 1988) use arithmetic average rate of return as a proxy for the industry return in empirical studies. Rosenberger and Gasko (1983) investigate robust measures of location depending on the empirical distribution's tail-fatness and when the sample size is small. They show that the arithmetic average is only an efficient measure of the distribution's location when the empirical distribution is close to having a Gaussian shape. Otherwise Rosenberger and Gasko (1983) show that the median is the most efficient location estimate in most distributions patterns/size combinations, which support the findings by Sudarsanam and Taffler (1995) .
Hence, McDonald and Morris' (1984, 1985) proposition to use the arithmetic average to measure the industry return is rejected by Sudarsanam and Taffler (1995) who instead suggest the median for measuring the industry return, and Rosenberger and Gasko (1983) show the robustness of the median as a location estimate. Rosenberger and Gasko (1983) also show that the broadened mean is preferable when the empirical distribution is fat-tailed and has more than 14 observations, but the median is just a special case of the broadened mean.
These two measures are therefore be closely related. This study measure the residual return on equity as proposed by (II.7) in which the industry return is based on the industry median.
Descriptive statistics
The data are screened and observations are gradually removed in a three-stage filtering process that starts with raw ROE and ends with RROE. The total data set consists of 24,909
observations and the first screen removes all observations having negative or zero beginning, and, or ending equity. After removing such observations there remain 24,291 observations. Table 2 shows a large discrepancy between the mean and the median after this process and this means that the data is affected by outliers. The observations are screened for detection of outliers, and 23,461 observations remain afterward. The difference between means and medians disappear after outliers have been deleted. Remaining after the first step of cleansing are all firm-year observations from step a except those having beginning-or end-of-period equity being zero or negative. 357 firm-years have negative beginning-of-period equity, 417 firm-years have negative end-of-period equity. 156 firm-years have negative equity at both the beginning and at the end of the period. c Outliers are removed. They are identified using the biweight estimate method with a constant equal to 9. Trimming two percent yields minimum value of -2.68 and a maximum value of 1.90. Applying the biweight method is less restrictive than a two percent trimming. d RROE is defined in (III.1). The firm return is based on the cleansed sample in step c and the industry return is the industry median at the three digit level except when there are fewer than four firms in the industry. The industry median at the two digit level is used to measure the industry return when there are less than four firms in the industry.
The final step converts firm-ROE into its corresponding RROE and, as Table 2 demonstrates, the mean as well as the median drops to zero. This is expected since firm-ROE is reduced by industry ROE. Figure 1 provides a histogram over the data. As seen in Table 2, RROE is slightly skewed. The skewness is so small that is it difficult to discern in Figure 1 .
Figure 1. Histogram of 23,461 RROE observations
As seen in Table 2 , RROE is slightly skewed. The skewness is so slight that is it difficult to discern from the graph. The figure indicates that the distribution is slightly leptokurtic but since the kurtosis (reported in Table 3 ) is only 6, where 3 is normal, I do not consider it significant enough to bias statistical analysis based on the assumption of a Gaussian distribution. 
Are individual-specific unobservable effects present?
As argued in the section on estimation methods, pooled OLS regression is an estimation method that is only valid long as 0 i   for all firms. Such an assumption is tested using the standard F-test for the presence of fixed effects . Table 4 and 5 below presents regression outputs for OLS and WG estimates of the RROE persistence as well as the F-test testing for the presence of fixed effects. | 6000.47774 19566 .306678817 Root MSE = .50572 
Coef. for rroe.L1 shows the estimated persistence for lagged rroe. 
F(2925, 16640) = 1.92 Prob > F = 0.0000 Table 4 and 5 show that both the OLS and the WG regression models are significant.
The OLS F-test, F(1, 19565) is very large and so is the WG F-test F(1,16640) too. OLS estimates in the presence of individual-specific unobservable effects are, as noted by Bond (2002) , biased upward. Thus, the OLS estimate, which is 0.411, provides the maximum attainable value for an unbiased estimate of RROE persistence.
5
The alternative regression methods to test H0b and H0c are WG, RE, difference GMM or system GMM. WG and RE are also biased because of the lagged dependent variable. The 4 A Hausman test is also performed, although not reported here, where the study investigate if the difference in RROE persistence is systematic. It rejects the null that the difference in RROE persistence is not systematic. This means that WG is preferred over RE. 5 Dechow et al. (1999) and Bauman (1999) both measures the expected ROE to be equal to the long run return on the US stock market. When the study measure RROE similarly using the long run return on the Swedish stock market to measure RROE, it does not get a markedly different result from Table 4 . This indicates the reliability to measure the RROE as I do, and therefore it supports the inclusion of non-public companies into similar studies.
WG estimate provides the minimum value for an unbiased estimate of RROE persistence. The table above shows that the WG estimate is 0.186.
Hence it follows that that an unbiased estimate of RROE persistence will be in the range of 0.41 and 0.19, which is far from unit root.
6
According to Bond (2002) and Roodman (2008b) , System GMM is preferable over difference GMM when the estimate is close to unit root, but the likely range indicated by the OLS and the WG estimates is far from unit root. The difference GMM is therefore applied in the tests of H0b and H0c.
The results in McCrae and Nilsson use CAPM to measure normal income whereas this study uses the industry median normal income. Accounting conservatism is a major factor that therefore differentiates these studies, where McCrae and Nilsson fail to mitigate the confounding effect from accounting conservatism.
Results
Does RROE walk randomly?
Hypothesis H0a proposes that RROE follows a random walk when no arbitrage is present. Random walk implies unit root and this can be tested. Bond et al. (2005) argue that two methods needs to be implemented to get a robust test for the presence of unit root.
The first test is based on (III.4) and the results are presented in Table 5 Given the results from the pooled OLS regression reported in Table 4 , the results in Table 5 are expected. But as Bond et al. (2005) note, the Breitung and Meyer (1994) differenced OLS test, (III.3), is needed for getting robust results as the deviation from unit root grows larger. Table 6 reports the results from this test. Table 6 . The Breitung and Meyer (1994) differenced OLS test for the presence of unit root in dynamic panels The differenced OLS test also rejects the null in favor of stationarity at 6,781 degrees of freedom. Since the ordinary OLS test reported in Table 5 is less efficient than the differenced OLS test when the estimate deviates a far from unit root, it follows that the ordinary OLS test will over reject the null by reporting a too high t-statistic. The test should report a lower t-statistic since differenced OLS is more efficient in this case, which is also the case since the t-statistic drops from 80.15 to 11.29. The differenced OLS test is nevertheless highly significant and taken together this study rejects H0a in favor of its alternative of 1   .
Is RROE transitory?
The ordinary OLS test and the differenced OLS test for unit root reject unit root in favor of a stationary time series. However, their estimates of the slope parameter are biased, and cannot be used for tests of hypothesis H0b, or H0c, since the models use a lagged dependent variable. Furthermore, system GMM is not likely to be useful since the preliminary estimates of RROE persistence are far from unit root. This section therefore reports the results from differenced GMM estimates of the RROE persistence as well as relevant specification tests. Roodman (2008a) notes that the introduction of time dummies removes the presence of universal time-related shocks which reduce the likelihood for having group wise heteroscedasticity. This study applies time dummies in the differenced GMM estimation to remove any presence of aggregate shocks that equally affect all firms. To further reduce any remaining heteroscedasticity, the study applies a two-step estimation method as suggested by Bond (2002) . Bond (2002) also show that this method underestimates the standard errors and the study therefore calculates Windmeijer-corrected standard errors. Taken together this means that the study estimate the difference GMM using a robust two-step estimate that includes time-dummies, and its result is presented in the table below. The Wald statistic shows that the model is highly significant using 271 instruments.
The Arellano-Bond test for zero autocorrelation in first-differenced errors is also performed and shows that the first-differenced errors are serially correlated (p-value is 0.000 percent) but that they are not at higher orders (p-value is 7 percent), which is what is expected when the model is correctly specified. From the OLS and the WG estimation reported in Table 4 , it follows that an unbiased estimate of RROE persistence should be in the range of 0.41 and 0.19. The estimated parameter is 0.28, as can be seen in Table 7 , which is within the expected range. The t-test shows that RROE is significantly greater than zero, which means that H0b is rejected.
The unit root test and the rejection of H0b, taken together show, that the persistence of RROE is significantly less than one and significantly greater than zero. Thus it follows that RROE is not randomly walking, nor is it transitory in the meaning that it goes away within a year. Table 7 also reports a significantly positive intercept, which means that H0c is also rejected. The interpretation of this rejection is unclear since either it indicates, as previously argued, for the presence of monopoly rents, or it indicates the presence of omitted variables, or both.
The result in Table 7 also shows an unbiased parameter estimate that is approximately 30 percent lower than the pooled OLS estimate. This illustrates the danger of using pooled OLS to estimate persistence parameters in dynamic panel regression models such as Ohlson (1995) . The discrepancy between the pooled OLS result and the differenced GMM result lead us to question the reliability of previous research based on pooled OLS regressions (e.g., Dechow et al. 1999; McCrae and Nilsson 2001; Choi et al. 2006; Giner and Iñiguez 2006) .
The RROE persistence in Table 7 is also different from the MG estimate, and it indicates the need to question the reliability of studies that tests the Ohlson (1995) model using the MG estimator (Callen and Morel 2001; Myers 1999; Ota 2002; Bauman 1999) .
Conclusions
This study investigates the persistence of residual return on equity using a Swedish database having approximately 23,461 firm-years. I test the notion from rational expectations theory that residual return on equity is randomly walking using the model proposed by Feltham and Ohlson (1999) . This is tested using an ordinary least squares regression method as well as a differenced ordinary least squares regression method, and both methods reject the null of unit root. I also test the notion of a no arbitrage setting where exogenous shocks create residual returns on equity that are transitory because of arbitrageurs. This null is also rejected in favor of its alternative of having persistent residual returns on equity. The persistence parameter is 0.28 and hence much less than what previously studies, such as that by McCrae and Nilsson (2001) who also use Swedish data, find.
I argue that part of the discrepancy between this study's findings and previous studies pertain to the fact that pooled ordinary least squares regression estimates (as used by most of the other studies) are biased upward and overestimates the persistence parameter. Another major source of difference between this study and other studies, is that this study tries to mitigate the confounding effects of accounting conservatism.
In balance, this study contributes to the accounting literature by providing empirical evidence from Sweden having a scope almost only to be matched by US data; by presenting empirical results based on Feltham and Ohlson's model (1999) ; by clearly connecting the model to both rational expectations theory and no arbitrage theory; by introducing a method
