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1.1  What  is  working  memory? 
Our  ability  to  memorize  is  at  the  core  of  our  cognitive  abilities.  How  could  we 
effectively  make  decisions  without  considering  memories  of  previous  experiences? 
Broadly,  our  memories  can  be  divided  in  two  categories:  long-term  and  short-term 
memories.  Sometimes,  short-term  memory  is  also  called  working  memory  and 
throughout  this  thesis  I  may  use  both  terms  interchangeably.  As  the  names  suggest, 
long-term  memory  is  the  memory  you  use  when  you  remember  concepts  for  a  long 
period,  such  as  your  name  or  age,  while  short-term  memory  is  the  system  you 
engage  while  choosing  between  different  wines  at  the  liquor  store.  As  your  attention 
jumps  from  one  bottle  to  another,  you  need  to  hold  in  memory  characteristics  of 
previous  ones  to  pick  your  favourite.  By  the  time  you  pick  your  favourite  bottle,  you 
might  remember  the  prices  or  grape  types  of  the  other  bottles,  but  you  are  likely  to 
forget  all  of  those  details  an  hour  later  at  home,  opening  the  wine  in  front  of  your 
guests .  The  computer  is  a  metaphor  often  used  to  explain  our  current  knowledge 1
about  how  the  brain  works,  and  memory  is  likely  to  be  the  most  intuitive  part  of  that 
metaphor .  Much  like  humans,  the  computer  also  has  long  and  short-term  memory 2
systems  -  the  hard  drive  and  the  Random  Access  Memory  (RAM).  While  I  am  writing 
this  document,  temporary  changes  are  kept  with  high  fidelity  in  the  RAM  of  my  laptop 
but,  unless  I  commit  those  changes  to  my  hard-drive,  those  will  be  lost  forever  upon 
reboot.  At  least  in  abstract  terms,  this  might  seem  how  human  memory  works.  In 
addition  to  obvious  differences  in  the  hardware  implementation  (living  cells  versus 
transistors),  the  actual  features  are  also  very  different.  One  obvious  difference  is  how 
we  control  the  flow  between  those  two  types  of  memories.  As  in  my  example  above, 
committing  a  new  paragraph  to  long-term  memory  is  as  easy  as  to  click  “save”.  How 
we  transfer  a  transient  memory  of  a  cell  phone  number  into  long-term  memory  is 
much  more  complicated  than  that  and  remains  a  mystery.  For  the  purpose  of  this 
thesis,  I  will  ignore  that  mystery  and  instead  focus  exclusively  on  visual  short-term 
memory.  Another,  perhaps  not  as  intuitive  difference  between  a  computer’s  and  the 
brain’s  short-term  memory  is  its  fidelity.  Until  my  laptop's  RAM  is  full  or  I  shut  it  down, 
1  Surely  after  you  drink  it  you  will  forget  all  those  details,  but  for  reasons  not  covered  in  this  thesis. 
2  This  is  not  a  coincidence,  since  the  modern  computer  was  in  fact  modeled  after  the  human  mind.  Alan 
Turing’s  groundbreaking  definition  of  a  “Turing  Machine”,  the  first  model  of  a  modern  computer,  was 
actually  Turing’s  attempt  to  model  the  human  mind  at  his  early  twenties.  Turing’s  impact  in  modern 
society  is  monumental  and  immeasurable.  Moreover,  because  he  was  the  first  to  see  the  human  mind 
as  a  computing  machine,  he  is  arguably  the  pioneer  of  both  Cognitive  Sciences  and  Artificial  Intelligence 
(Copeland  et  al.  2017) . 
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every  word  I  wrote  will  be  kept  virtually  forever  with  high  fidelity.  That  is  not  the  case 
with  our  short-term  memory.  We  cannot  remember  a  cell  phone  number  for  much 
longer  than  a  couple  of  minutes  -  perhaps  only  seconds  -  without  the  help  of  any  kind 
of  long-term  memory,  such  as  our  own  or  a  piece  of  paper.  In  addition,  in  contrast 
with  the  computer’s,  different  memories  might  interfere  with  each  other.  Can  you 
imagine  the  words  of  this  document  interfering  with  each  other  as  I  am  writing  them? 
The  broad  aim  of  this  thesis  is  to  study  the  neural  mechanisms  underlying  visual 
working  memory  interference.  Before  I  expose  my  own  findings,  I  will  try  to  provide  a 
concise  but  hopefully  thorough  review  of  previous  findings  from  which  my  own 
surfaced.  
 
1.2  Behavioral  evidence  for  working 
memory  limitations 
How  to  study  working  memory  
Inspired  by  Jean  Piaget’s  classical  experiments ,  early  experiments  with  monkeys 3
probing  their  working  memory  involved  showing  them  two  plates,  one  of  them  having 
an  edible  reward.  During  a  given  delay  period,  both  plates  were  covered  and  hidden 
from  the  monkey’s  sight,  arguably  engaging  the  monkey’s  working  memory  system. 
After  a  delay  period  of  a  few  seconds,  the  monkey  was  allowed  to  chose  any  plate. 
Figure  1.1 a  illustrates  this  experiment.  
 
Nowadays,  visual  working  memory  is  studied  by  presenting  a  stimulus  with  the 
specific  feature  of  interest,  say  a  location  ( Figure  1.1 b,  sample),  followed  by  a  blank 
screen  during  a  given  period  ( Figure  1.1 b,  delay)  and  finally  asking  the  subject  to 
recall  that  feature  from  their  memory  ( Figure  1.1 b,  report).  This  experimental  design 
is  also  called  delayed-estimation.  For  example, Figure  1.1 b  illustrates  a  typical 
experimental  design  for  those  interested  in  studying  visual  working  memory  of 
3  In  Piaget’s  experiment,  a  child  is  shown  two  boxes,  one  of  them  containing  a  toy.  The  boxes  are  then 
closed  and,  after  a  brief  delay,  the  child  is  asked  to  select  which  box  contains  the  toy.  After  several 
correct  answers,  the  experimenter  switches  the  toy’s  location  on  the  children’s  sight.  The  experiment 
continues  to  test  how  easily  the  child  changes  its  response  from  the  previous  location  to  the  new  one. 
This  task  is  considered  to  be  the  earliest  method  to  test  working  memory  (Lowe  et  al.  2009)  and  has 
been  shown  to  correlate  with  degree  of  maturity  of  the  subject's  prefrontal  cortex  (Diamond  and 
Goldman-Rakic  1989) . 
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locations  -  delayed-estimation  of  location.  In  experiments  with  monkeys,  such  as  the 
macaque,  the  report  usually  involves  saccading  to  the  recalled  location,  so  eye  4
position  is  typically  monitored  using  eye-trackers  or  eye  implants .  In  addition,  in 5
cases  where  brain  activity  is  simultaneously  recorded,  it  is  recommended  to  constrain 
eye  movements  to  the  center  of  the  screen  (marked  by  the  fixation  point)  during  the 
sample  and  delay  period.  This  ensures  the  recorded  brain  activity  reflects  stimuli  or 
memories  that  have  a  constant  reference  point  and  are  not  contaminated  by  other 
visual  stimuli  outside  of  the  experimental  control.  To  probe  working  memory  limits, 
several  parameters  of  this  experimental  design  can  be  modulated,  including  the 
delay  duration  and  the  number  of  to-be-remembered  objects  -  the  set  size  (e.g  one 
location  vs  three  colors,  Figure  1.1 b,c).  
 
 
Figure  1.1 .  How  working  memory  is  studied  in  the  lab. a)  Schematic  of  a  monkey  performing 
the  delayed-response  task  in  the  WGTA.  This  task,  an  adaptation  of  Piaget’s  original 
experiments  for  monkeys,  was  used  in (Fuster  and  Alexander  1971) . b)  The  oculomotor 
delayed-response  task  (ODR  task),  a  modification  by (Funahashi  et  al.  1989)  of  a  task 
4  A  saccade  is  a  quick  eye  movement,  in  contrast  with  smooth  pursuit  movements,  where  the  eyes 
move  smoothly. 
5  An  eye  tracker  is  a  device  that  measures  eye  positions.  This  tracking  can  be  done  by  means  of  an 
implant  or  in  more  modern  approaches  by  processing  video  images  of  the  eye. 
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originally  introduced  by (Hikosaka  and  Wurtz  1983) .  In  this  task,  the  monkey  is  required  to 
maintain  gazing  at  the  central  fixation  dot  while  a  to-be-memorized  location  is  cued  at  1  out  of 
8  different  locations.  After  a  delay  period  of  varying  length,  the  monkey  is  allowed  to  make 
saccades  that  are  rewarded  at  the  cued  location. c)  Three  examples  of  multi-item  working 
memory  tasks.  During  the  sample  period,  three  colored  dots  are  presented,  which  the  subject 
has  to  remember.  After  a  delay  period,  the  figure  illustrates  three  alternative  designs:  i)  the 
target  item  is  revealed  by  cueing  its  location  and  the  subject  has  to  parametrically  report  its 
color  on  a  color  wheel  ii)  the  target  item  is  revealed  by  cueing  its  color  and  the  subject  has  to 
parametrically  report  its  location  iii)  a  set  of  items  is  presented  again  and  the  subject  has  to 
report  if  they  are  different  from  the  original  ones. d)  (Top)  parametric  response  paradigms 
reveal  a  power  law  decrease  in  precision  with  increasing  set  sizes,  while  (bottom)  change 
detection  paradigms  point  to  a  plateau  in  performance  until  the  maximum  capacity  is  reached 
(3-4  items),  and  a  decay  to  chance  level  after  crossing  it. 
 
Working  memory  fidelity  decays  with  delay  duration 
With  a  study  published  in  German  and  later  re-published  in  English  by (Laming  and 
Laming  1992) ,  Friedrich  Hegelmaier  was  perhaps  the  first  scientist  to  study  the 
relationship  of  working  memory  decay  with  increasing  delay  durations.  In  his 
experiment,  Hegelmaier  measured  human  working  memory  precision  for  line  lengths. 
Countless  others  studies  have  replicated  Hegelmaier’s  finding  for  different  visual 
features (Phillips  and  Baddeley  1971;  Zhang  and  Luck  2009;  Barrouillet  et  al.  2012; 
McKeown  and  Mercer  2012;  Pertzov  et  al.  2017;  Pertzov  et  al.  2013;  Shin  et  al. 
2017;  Bliss  et  al.  2017) .  However,  some  have  either  found  modest  or  no  significant 
decay  of  working  memory  fidelity  with  increasing  delays,  in  particular  studies  using 
delayed  match  to  sample  tasks  of  spatial  frequency  (e.g. (Greenlee  et  al.  1993) )  or  6
speed  (e.g. (Greenlee  et  al.  1995) ),  but  also  in  delayed  estimations  of  motion 
direction  and  coherence (Blake  et  al.  1997) .  In  spite  of  these  intriguing  null  findings, 
there  is  growing  evidence  that,  at  least  for  visuo-spatial  working  memory  (i.e.  working 
memory  for  locations,  central  to  this  thesis),  longer  delay  durations  impact  memory 
fidelity.  These  different  dynamics  of  forgetting  have  been  used  as  an  argument 
supporting  separate  storage  processes  for  different  stimulus  features (Pasternak  and 
Greenlee  2005) . Figure  1.2  shows  how  delay  duration  increases  saccades’  spread 
around  each  target  for  a  monkey  performing  a  visuo-spatial  working  memory  task 
with  8  locations.  
6  Delayed  match-to-sample  tasks,  a  general  case  of  the  change  detection  task  introduced  in  Figure  1c, 




Figure  1.2 .  Decrease  in  precision  with  increasing  delay  length.  Figure  taken  from (Funahashi 
et  al.  1989) . 
 
Working  memory  capacity 
Although  not  the  first  working  memory  feature  to  be  characterized  (see  Working 
memory  fidelity  decays  with  delay  duration,  above),  capacity  is  arguably  the  most 
interesting  feature  of  any  memory  system.  In  humans,  working  memory  capacity  has 
been  found  to  correlate  with  overall  cognitive  ability (Shipstead  et  al.  2016) .  The 
finding  that  human  working  memory  -  then  called  primary  memory  -  is  of  limited 
capacity  dates  back  to (James  1890) ,  but  its  actual  capacity  was  not  determined  until 
much  later.  In  what  came  to  be  a  controversial  article  under  the  title  “The  magical 
number  seven,  plus  or  minus  two”, (Miller  1956)  claimed  to  have  found  the  capacity 
of  human  working  memory  -  regarded  until  today  as  Miller’s  law.  The  very  first 
sentence  of  his  article  is  the  following:  
 
“My  problem  is  that  I  have  been  persecuted  by  an  integer.  For 
seven  years  this  number  has  followed  me  around,  has  intruded  in 
my  most  private  data,  and  has  assaulted  me  from  the  pages  of 
our  most  public  journals.” 
 
While  this  was  the  paragraph  that  closed  the  article:  
 
“And  finally,  what  about  the  magical  number  seven?  What  about 
the  seven  wonders  of  the  world,  the  seven  seas,  the  seven 
deadly  sins,  the  seven  daughters  of  Atlas  in  the  Pleiades,  the 
seven  (...)  For  the  present  I  propose  to  withhold  judgment. 
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Perhaps  there  is  something  deep  and  profound  behind  all  these 
sevens,  something  just  calling  out  for  us  to  discover  it.  But  I 
suspect  that  it  is  only  a  pernicious,  Pythagorean  coincidence.” 
 
In  his  famous  article  Miller  revises  previously  published  data  from  different  working  7
memory  experiments,  showing  the  surely  entertained  reader  that  the  number  7  was, 
in  fact,  everywhere .  8
 
Using  multi-item  working  memory  change  detection  -  a  modern  experimental  design 
where  human  subjects  have  to  detect  changes  in  stimulus  features  in  a  set  of  varying 
size  ( Figure  1.1 c,  change  detection)  - (Luck  and  Vogel  1997)  found  that  human 
working  memory  had  in  fact  a  much  lower  capacity  of  between  3  and  4  items.  The 
evidence  for  such  numbers  was  found  by  counting  change  detection  hits  (correct 
responses)  during  experimental  trials  of  varying  set  sizes.  Crucially,  Luck  and  Vogel 
found  that  the  fraction  of  correct  trials  was  maximal  (100%)  for  set  sizes  of  up  to  3-4 
items,  but  dropped  abruptly  with  set  sizes  larger  than  that  ( Figure  1.1 d,  bottom).  This 
finding  gave  rise  to  the  slot  model,  which  predicts  that  until  all  the  3-4  “slots”, 
constituting  our  memory  capacity  are  full,  memory  resolution  should  be  held  constant 
for  all  items. (Cowan  2001)  later  reviewed  previous  studies  and  published  a 
meta-analysis  under  the  mandatory  title  “The  magical  number  4  in  short-term 
memory”.  
 
With  a  simple,  but  key  modification  of  the  original  multi-item  task, (Wilken  and  Ma 
2004)  introduced  an  experimental  design  called  delayed-estimation.  In  this  design, 
subjects’  reports  are  no  longer  binary  (i.e.  change/no  change).  Instead,  similarly  to 
what  had  been  the  standard  in  single-item  working  memory,  subjects  reported  by 
making  an  eye  movement  to,  or  a  mouse  click  in,  the  remembered  probed  location 
( Figure  1.1 b,  parametric  response).  Plotting  precision  (instead  of  percentage  of  9
correct  responses)  against  increasing  set  sizes  revealed  that  precision  did  not  drop 
abruptly,  but  smoothly,  following  a  power  law.  In  other  words,  the  resolution  with 
which  items  are  kept  in  memory  depends  on  the  set  size,  even  for  sizes  below  the 
7  Up  to  29106  citations  when  I  wrote  these  lines 
8  Hidden  in  what  superficially  seems  to  be  a  numerology  account  of  working  memory,  there  was  a  much 
relevant,  revolutionary  finding.  In  this  article,  Miller  describes  how  humans  could  increase  their  effective 
storage  capacity  through  the  use  of  item  grouping  (“chunking”).  
9  Precision  is  defined  as  the  inverse  of  the  variability  around  the  correct  report.  The  less  variable,  the 
more  precise.  
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assumed  capacity.  This  finding  was  important  as  it  is  incompatible  with  the  slot 
model,  i.e.  a  fixed-item  working  memory  capacity.  Rather,  it  seemed  that  different 
items  held  in  working  memory  share  common  resources  -  the  so-called  resource 
model.  
 
Taking  advantage  of  subjects’  parametric  responses, (Zhang  and  Luck  2008) 
established  another  cornerstone  of  working  memory  capacity  research.  Instead  of 
measuring  precision  directly  from  responses  around  the  target  ( Figure  1.1 b, 
precision),  they  fitted  a  mixture  model  of  a  Gaussian  distribution  around  the  target 
and  a  uniform  distribution  that  accounts  for  random  guessing  (see  Methods  for  a 
detailed  formulation).  When  using  the  standard  approach,  the  authors  replicated  a 
smooth  decrease  in  precision  with  set  size.  However,  when  accounting  for  random 
guessing  they  revealed  that  working  memory  precision  reached  a  plateau  (a  critical 
feature  of  the  slot-model;  but  see  Binding  of  independent  features  in  working 
memory,  below).  In  a  more  recent  study, (Adam  et  al.  2017)  modified  the  classical 
experiment  and  pushed  the  slot  model  hypothesis  a  bit  further.  In  her  experiment, 
human  subjects  reported  the  color  of  all  items  (varying  on  each  trial  between  1-4  and 
6)  in  a  randomly  defined  sequential  order.  Their  hallmark  finding  was  that  after  the 
3rd  or  4th  item,  subjects’  response  distributions  were  essentially  random,  pointing  to 
a  fixed  limit  of  working  memory  capacity  -  compatible  with  the  slot  model  but  not  with 
the  resource  model.  
Interference  between  different  memories 
Studying  working  memory  capacity  requires  increasing  set  sizes,  which  reveals  yet 
other  working  memory  limitations.  Simultaneous  items,  it  has  been  shown,  interact 
with  each  other  depending  on  factors  such  as  delay  duration (Shin  et  al.  2017)  or 
feature  similarity (Emrich  and  Ferber  2012;  Almeida  et  al.  2015;  Nassar  et  al.  2018) . 
Moreover,  not  only  simultaneously  but  also  previously  memorized  items  interfere  with 
current  memories (Kiyonaga  et  al.  2017) .  In  this  section,  I  will  introduce  two  such 
sources  of  interference:  swap  errors  and  serial  biases.  These  interferences  are 
central  to  my  thesis,  considering  that  I  i)  helped  to  uncover  a  novel  interference 
between  simultaneous  items  ( Chapter  4.1 ),  ii)  found  the  neural  correlates  of  such 
interferences (Chapter  4.2,  4.3)  and  iii)  propose  neural  mechanisms  underlying  both 
swap (Chapter  4.1)  and  serial  errors (Chapter  4.2)  by  implementing  two 
computational  models  that  reproduce  i)  and  ii).  
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Binding  of  independent  features  in  working  memory 
How  the  conjunctions  of  different  visual  features  are  kept  in  mind  is  a  long  standing 
question  in  cognitive  neuroscience  -  the  so-called  binding  problem.  In  the  same  study 
that  argued  for  human  working  memory  capacity  to  lie  between  3  to  4  items, (Luck 
and  Vogel  1997)  found  that  memorizing  two  independent  features  -  in  this  case,  color 
and  orientation  -  was  as  difficult  as  to  memorize  a  conjunction  of  the  two.  The  idea  of 
increasing  memory  capacity  through  “chunking”  dates  back  to (Miller  1956)  (see 
Working  memory  capacity,  above),  but  that  binding  came  without  cost,  suggesting 
that  complex  items  were  stored  as  a  whole,  not  through  independent  storage  of  each 
of  their  features.  Several  subsequent  studies,  however,  contradicted  this  hypothesis 
(Delvenne  and  Bruyer  2004;  Olson  and  Jiang  2002;  Parra  et  al.  2011;  Xu  2002; 
Wheeler  and  Treisman  2002) .  Amongst  them,  evidence  was  found  that  different 
visual  features  decay  with  different  timescales,  as  already  mentioned  above  ( Fidelity 
decays  with  delay  duration ).  Moreover,  another  prediction  of  storing  complex  objects 
as  a  whole,  instead  of  their  independent  features,  is  that  errors  when  reporting  each 
feature  should  be  correlated:  if  one  object’s  memory  is  corrupted,  all  of  its  features 
should  reflect  it.  Two  studies  from  different  labs (Fougnie  and  Alvarez  2011;  Bays, 
Wu,  et  al.  2011)  found,  instead,  that  errors  for  color  and  orientation  were  essentially 
independent  when  remembering  complex  objects  with  both  features,  yet  again 
supporting  the  idea  of   independent  storage  systems.  
 
Another  piece  of  evidence  in  favour  of  the  independent  storage  of  features  is  a 
phenomenon  called  swap  errors.  Hidden  in  what  Zhang  and  Luck  modeled  as 
guesses, (Bays  et  al.  2009)  found  accurate  reports  relative  to  non-target  stimuli  (see 
Figure  1.3 a,b,  swaps).  Using  the  same  mixture  model  approach  as (Zhang  and  Luck 
2008) , (Bays  et  al.  2009)  quantified  those  swap  errors  by  including  an  additional 
Gaussian  component  in  the  original  mixture  model  fit,  which,  for  each  trial,  is 
centered  at  non-target  stimuli  (see  Methods).  When  plotting  precision  relative  to 
targets  against  set  size,  similarly  to  what  was  done  by (Zhang  and  Luck  2008) ,  but 
excluding  both  guesses  and  swap  errors,  the  authors  found,  once  again,  that 
precision  decayed  smoothly  with  set  size,  following  a  power  law  -  new  evidence  for 
the  resource  model  and  against  the  slot  model.  Follow-up  studies  have  shown  that 
swap  errors  increase  with  delay  duration,  set-size  and  feature  similarity  ( Figure  1.3 ). 
A  modern,  non-parametric  method (Bays  2016)  revealed  that  swap  errors  can  occur 
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in  as  much  as  40%  of  the  trials  with  a  set  size  of  8  items.  Experimental  designs  that 
require  subjects  to  rate  their  confidence  on  a  trial-by-trial  basis  show,  however,  that 
swap  errors  occur  more  often  in  low-confidence  trials,  suggesting  that  at  least  some 
proportion  of  swap  errors  might  be  in  fact  smart  guesses (Mitchell  et  al.  2018;  Pratte 
2018) ,  an  interpretation  supported  as  well  by  findings  of (Adam  et  al.  2017)  described 
in  Working  memory  capacity. 
 
 
Figure  1.3 .  Swap  errors  are  modulated  with  several  working  memory  tasks  parameters. a) 
Repetition  of Figure  1.1 c.  In  each  trial  of  multi-item  working  memory  trials,  without  the 
subject’s  knowledge  at  the  time  of  presentation,  one  item  will  be  probed  and  is  thus  called  the 
target  while  the  other,  non-probed  items  are  called  non-targets. b) Data  from  a  study  I 
conducted  on-line:  on  the  left,  error  distribution  relative  to  target,  and  on  the  right,  error 
distribution  computed  relative  to  non-targets.  Hidden  in  what  seem  to  be  guessing  errors  (in 
gray  on  the  left),  there  are  trials  -  called  swap  errors  -  where  subjects  actually  respond 
correctly  relative  to  non-targets  (on  the  right). c)  Swap  probability  estimated  with  mixture 
model  fit  (red)  and  with  a  non-parametric  method  (blue).  Both  methods  reveal  that  swap 
errors  increase  with  set-size  and d)  delay  duration. e)  Absolute  report  distance  to  non-targets 
is  smaller  when  they  are  closer  to  targets  (in  the  non-probed  feature  space),  meaning  that 
subjects  make  more  swap  errors  when  the  non-targets’  non-probed  feature  is  similar  to 
targets’. 
Interference  from  previously  memorized  items 
Two  studies  -  almost  simultaneously  -  found  that  previous  memories  interfere  with 
forthcoming  stimuli,  in  ways  that  current  trial  reports  are  biased  towards  previous 
stimuli.  This  so-called  serial  dependence  or  serial  bias  has  been  described 
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experimentally  using  many  different  paradigms (Kiyonaga  et  al.  2017;  Bliss  et  al. 
2017;  Xia  et  al.  2015;  Manassi  et  al.  2018;  Czoschke  et  al.  2018;  Alais  et  al.  2018; 
Manassi  et  al.  2017;  Samaha  et  al.  2018;  Suárez-Pinilla  et  al.  2018;  Fischer  and 
Whitney  2014;  Liberman  et  al.  2016;  Alexi  et  al.  2018;  Cicchini  et  al.  2014;  Fritsche  et 
al.  2017;  Taubert,  Alais,  et  al.  2016;  Taubert,  Van  der  Burg,  et  al.  2016) .  In  particular, 
serial  dependence  was  observed  in  paradigms  requiring  the  delayed  estimation  of 
visual  features (Kiyonaga  et  al.  2017) ,  such  as  orientation (Fischer  and  Whitney 
2014;  Fritsche  et  al.  2017;  Samaha  et  al.  2018) ,  numerosity (Cicchini  et  al.  2017) , 
location (Bliss  et  al.  2017;  Papadimitriou  et  al.  2017;  Papadimitriou  et  al.  2015) ,  facial 
identity (Liberman  et  al.  2014)  or  body  size (Alexi  et  al.  2018) .  In  this  thesis  we  also 
demonstrate  serial  dependence  in  color  working  memory  ( Chapter  4.2 ).  The  curve  of 
serial  biase  is  obtained  by  plotting  the  current  trial  error  as  a  function  of  the  distance 
between  the  target  in  current  and  previous  trial. Figure  1.4 b  illustrates  the  common 
pattern  of  serial  biases  for  orientation  working  memory,  while Figure  1.4 c  shows  a 
similar  profile  (however  weaker  in  magnitude)  for  location.  A  characteristic  feature  of 
serial  dependence  is  that  attractive  biases  are  stronger  when  previous  and  current 
stimuli  are  similar.  In  some  cases,  also  repulsive  biases  have  been  found  for  farther 
distances  (Figure  1.4c),  (Fritsche  et  al.  2017;  Samaha  et  al.  2018) .  
 
It  has  been  speculated  that  these  ubiquitous  attractive  biases  are  a  consequence  of 
the  world’s  tendency  to  be  stable,  and  that  biases  have  the  functional  role  of 
averaging  internal  noise (Cicchini  et  al.  2018;  Kiyonaga  et  al.  2017;  Fischer  and 
Whitney  2014;  Cicchini  et  al.  2014) .  Some  have  further  argued  that  serial 
dependence  is  of  adaptive  nature,  changing  its  strength  depending  on  the  stimulus 
statistics (Cicchini  et  al.  2018;  Kiyonaga  et  al.  2017;  Fischer  and  Whitney  2014; 




Figure  1.4 .  Serial  dependence  in  working  memory  tasks. a)  Illustration  of  a  trial  with  attraction 
to  the  previous  stimulus.  The  final  report  is  slightly  attracted  to  the  previous  stimulus,  the 
location  of  which  was  overlaid  for  illustration. b)  Plotting  the  average  error  against  relative 
orientations  -  or  locations  in c)  -  of  the  previous  trial  reveals  attractive  biases  (positive)  for 
trials  in  which  previous  stimuli  were  close  to  the  current  stimulus  and  repulsive  biases 
(negative)  when  they  were  far.  
 
1.3  Neural  basis  of  working  memory 
A  neuron  and  its  receptive  field 
The  human  brain  is  a  network  of  ~1×10 10 neurons,  interacting  through  ~1×10 14 
connections,  called  synapses.  To  provide  some  perspective,  approximations  say  that 
the  number  of  stars  in  the  Milky  Way  is  roughly  ~1×10 10 ,  the  same  number  as 
neurons  in  our  brain.  At  any  time  point,  each  neuron  integrates  the  input  of  all 
neurons  it  is  connected  with.  If  this  global  input  sums  higher  than  a  certain  threshold, 
that  neuron  itself  will  send  a  binary  output  to  all  neurons  that  are,  in  turn,  connected 
to  its  output  terminals.  The  neurons  that  receive  this  binary  signal  can  be  different 
neurons  than  the  ones  which  helped  our  neuron  to  reach  its  threshold.  If  that  is  the 
case,  this  sub-network  is  said  to  be  feedforward.  Otherwise,  if  some  neuron  feeds  its 
output  back  to  the  neurons  whose  signal  it  integrates,  these  connections  are 
recurrent,  or  feedback  connections.  
 
The  brain  can  be  divided  into  subregions,  each  of  which  can  be  seen  as  a  network  of 
neurons  with  its  internal  intricate  connectivity  patterns.  Moreover,  some  of  these 
networks  rest  close  to  the  sensory  organs,  listening  directly  to  the  outside  world, 
while  others  lie  in  deep  structures  of  the  brain  that  only  receive  input  from  other  brain 
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structures.  Each  neuron’s  output  is  then  a  result  of  a  complex  interaction  with  all 
neurons  connected  to  it  through  feedforward  and  feedback  connections.  This 
complicated  maze  of  connections  results  in  neural  selectivity  to  features  of  the  scene 
of  increasing  abstractness,  depending  on  how  deep  in  the  brain’s  hierarchy  a  neuron 
is  situated.  For  example,  the  visual  receptive  field  of  a  neuron  in  early  visual  cortex, 
two  synapses  away  from  the  retina,  is  a  particular  region  of  the  visual  space  in  which 
a  stimulus  would  modify  its  activity .  Neurons  in  early  visual  cortex  are  mostly 10
selective  to  simple  objects,  such  as  oriented  lines,  while  neurons  in  orbitofrontal 
cortex  (OFC),  a  region  very  high  up  in  the  brain  hierarchy,  can  represent  complex 
concepts  such  as  confidence  (Kepecs  et  al.  2008) .  
Persistent  activity  as  the  neural  correlate  of  working  memory 
Until  the  1950’s,  neurobiologists  often  denied  that  neuronal  mechanisms  of  working 
memory  -  or  any  other  high  order  cognitive  abilities  -  could  ever  be  unveiled 
(Goldman-Rakic  1993) .  Nevertheless,  the  finding  that  lesioning  certain  brain  regions 
such  as  prefrontal  cortex  (PFC)  impaired  working  memory (Warren  et  al.  1957) , 
paved  the  way  for  the  groundbreaking  work  of (Fuster  and  Alexander  1971)  and 
(Kubota  and  Niki  1971) .  Almost  simultaneously,  these  two  groups  -  in  the  USA  and 
Japan,  respectively  -  found  what  is  until  today  regarded  by  many  as  the  neural 
correlate  of  working  memory.  Both  studies  trained  monkeys  to  perform  variations  of 
the  Wisconsin  General  Test  Apparatus  ( Figure  1.1 a),  while  recording  from  their  PFC 
neurons  using  fine  electrodes  previously  introduced  into  their  brains.  Both  studies 
found  that  during  the  delay  period,  when  monkeys  had  to  remember  which  plate  to 
choose  ( Figure  1.1 a,  delay  period),  some  neurons  kept  firing  throughout  the  whole 
interval.  In  retrospective,  while  both  studies  were  equally  remarkable, (Fuster  and 
Alexander  1971)  were  more  explicit  envisioning  neuronal  sustained  firing  as  the 
neural  correlates  of  short-term  memory.  On  the  other  hand, (Kubota  and  Niki  1971) 
related  their  findings  to  delayed  motor  execution,  relative  to  the  decision  where  to 
move  made  before  the  delay.  In  fact,  both  studies  were  confounding  working  memory 
with  motor  execution  -  neuronal  delay  activity  could  be  reflecting  monkeys’ 
movement.  This  confound  was  solved  in  Patricia  S.  Goldman-Rakic  lab,  by  carefully 
controlling  movements  during  the  mnemonic  period  of  a  oculomotor  working  memory 
10  David  H.  Hubel  and  Torsten  Wiesel  won  the  Nobel  Prize  in  Physiology  or  Medicine  in  1981,  for  their 
seminal  work  on  information  processing  in  the  visual  system.  Experimenting  with  cats,  they  described 
how  signals  from  the  eye  are  processed  in  the  cortex  and  generate  the  building  blocks  of  the  visual 
scene:  neurons  that  act  as  edge  detectors,  motion  detectors,  stereoscopic  depth  detectors  and  color 
detectors. 
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task.  In  this  seminal  work, (Funahashi  et  al.  1989)  trained  two  monkeys  to  perform  a 
parametric  working  memory  task  ( Figure  1.1 b,  see  also How  to  study  working 
memory  and  Working  memory  fidelity  decays  with  delay  duration )  and  recorded  from 
their  PFC  neurons.  Once  again,  neurons  with  delay  activity  were  found  in  PFC,  but 
this  time,  the  authors  also  found  selectivity  to  the  memorized  location  ( Figure  1.5 ), 
without  the  motor  execution  confound.  
 
 
Figure  1.5 .  An  example  neuron  recorded  from  prefrontal  cortex  (PFC)  during  a  visuospatial 
working  memory  task.  Each  of  the  8  panels  shows  neural  activity  of  the  same  neuron  during 
several  trials.  Each  panel  corresponds  to  different  locations  the  monkey  was  memorizing  in 
different  trials.  First  two  vertical  lines  represent  the  time  when  the  monkey  was  visually  cued 
for  the  to-be-memorized  location,  while  the  last  vertical  is  the  time  the  monkey  was  allowed  to 
saccad.  In  between,  there  is  a  delay  period  of  3  seconds,  when  the  monkey  had  to  remember 
the  cued  location.  The  neuron  depicted  in  this  figure  shows  elevated  activity  during  the  delay 
period  when  memorizing  the  bottom  center  location.  Reproduced  from (Funahashi  et  al. 
1989) . 
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Similar  to  receptive  fields,  but  in  the  absence  of  any  external  stimulus, (Funahashi  et 
al.  1989)  described  for  the  first  time  the  existence  of  mnemonic  fields  -  regions  of  the 
visual  scene  which,  when  memorized  by  the  monkey,  would  modify  the  activity  of  a 
specific  neuron  in  PFC. Figure  1.5  illustrates  this  phenomenon  very  clearly  for  one 
neuron.  Much  like  for  neurons  in  sensory  areas  such  as  V1 ,  if  one  plots  averaged 11
neuronal  activity  against  different  stimulus  parameters,  a  bell-shaped  tuning  curve  is 
revealed.  This  sustained  tuning  during  mnemonic  periods  has  been  successfully 
modeled  using  attractor  networks (Compte  et  al.  2000;  Wimmer  et  al.  2014;  Wang  12
1999;  Durstewitz  et  al.  2000) (see  Neural  network  models  of  working  memory, 
Methods). 
Silent  and  dynamic  code  and  other  challenges  to  the  stable  code  hypothesis   13
Despite  the  fact  that  some  neurons  are  persistently  active  during  the  maintenance                        
period  in  working  memory  tasks,  most  recorded  neurons  are  not (Zaksas  and  Pasternak                          
2006;  Barak  et  al.  2010;  Jun  et  al.  2010) .  This  has  led  to  the  emergence  of  alternative                
hypotheses  concerning  the  neural  bases  of  working  memory.  For  example,  instead  of 
relying  on  a  stable  code  accomplished  by  persistent  activity  in  single  neurons, 
information  could  be  stored  “silently”  in  enhanced  synaptic  strengths  through 
short-term  plasticity  -  the  synaptic  hypothesis; (Mongillo  et  al.  2008) .  Alternatively,  a 
stable  representation  might  be  achieved  by  combining  transient  activity  of  a  large 
population  of  neurons,  each  of  which  active  at  different  epochs  of  the  delay  period  - 
the  dynamic  code  hypothesis; (Goldman  2009;  Druckmann  and  Chklovskii  2012; 
Zaksas  and  Pasternak  2006) .  It  is  important  to  stress  that  in  both  hypotheses,  single 
neurons  are  not  persistently  active  and  their  selectivity  is  not  stable  during  the  delay. 
However,  only  models  based  on  the  synaptic  hypothesis  require  synaptic  plasticity 
mechanisms,  also  called  ‘activity-silent’  mechanisms.  More  details  are  given  in  the 
section Network  models  of  working  memory,  Methods .  While  theoretically  appealing, 
and  despite  doubtless  existence  of  short-term  plasticity  in  the  brain (Wang  et  al. 
2006) ,  there  was  virtually  no  neurophysiological  evidence  for  its  role  in  working 
memory  maintenance.  Recently,  indirect  evidence  has  surfaced  from  neuroimaging 
studies  that  I  describe  below,  after  introducing  the  fundamental  use  of  information 
11  Visual  cortex,  located  on  the  back  of  the  brain,  is  divided  into  several  sub-regions.  The  most  important 
regions  are  V1,  V2,  V3  and  V4.  Their  numbers  reflect  how  high  they  are  up  in  the  visual  hierarchy.  
12  Attractor  networks  are  dynamical  networks  endowed  with  strong  recurrence.  These  are  called 
“attractor”  because  their  dynamics  evolve  towards,  i.e.  are  attracted  to,  a  stable  pattern  over  time. 
13  This  section  includes  parts  of  a  larger  comment  (Barbosa  2017)  that  I  published  in  the  Journal  of 
Neuroscience  called  “Working  Memories  Are  Maintained  in  a  Stable  Code”.  
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decoders  (for  technical  details  see Decoding  stimulus  information,  Methods )  to 
discard  different  models  from  neuroimaging  datasets. 
 
 
Figure  1.6 .  Cross-temporal  decoders  reveal  stable  dynamics  during  the  delay  period  of 
working  memory  tasks. a)  Left,  a  cross-temporal  decoder  from  a  task  with  a  short  delay 
period.  Dashed  line,  added  to  the  original  figure,  marks  the  delay  period  where  the  decoding 
accuracy  is  maximal  for  all  time  point  combinations,  suggesting  the  code  to  be  stable  for  this 
period.  This  method  is  problematic  because,  without  further  analyses,  it  relies  on  subjective 
interpretations  of  color  temperature.  A  better  approach  on  the  right, where  decoders  were 
trained  at  different  time  points  (from  cue  presentation  to  early-delay,  red  to  green)  and  tested 
throughout  the  whole  trial  period.  Solid  colored  bars  on  the  bottom  of  each  panel  mark  time 
points  for  which  the  stimulus  was  decoded  significantly  above  chance.  The  delay-decoder,  in 
green,  shows  the  most  stable  code. b) Cross-temporal  decoder  from  another  study  where  the 
authors  directly  compared  a  stable  decoder  with  a  dynamic  decoder.  On  the  left,  white  line 
marks  time  points  for  which  the  decoder  is  significantly  better  than  chance.  On  the  right,  the 
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line  marks  periods  in  which  a  stable  decoder  performs  worse  than  the  dynamic  decoder.  It 
can  be  seen  that  by  mid-delay  the  system  is  stabilized  and  the  code  remains  stable  until  the 
trial  is  finished.  Dynamic  codes  during  cue  presentation  have  been  found  extensively  and 
their  underlying  neural  mechanisms  are  discussed  in  (Barbosa  2017) . 
 
To  assess  whether  the  same  neural  code  is  used  during  different  trial  periods  -  a 
prediction  of  the  stable  code  hypothesis  -  it  is  common  to  train  a  decoder  on  neural 
activity  during  one  period  of  a  task  and  use  this  decoder  to  extract  stimulus 
information  from  neural  activity  recorded  during  other  periods  -  here  called 
“cross-temporal  analysis,”  as  in  the  study  by (Stokes  2015) .  If  the  decoder  is  able  to 
extract  similar  amounts  of  stimulus  information  from  different  trial  periods,  the  code  is 
said  to  be  stable  or  generalizable  across  those  periods  ( Figure  1.6 ).  Alternatively,  if 
information  at  a  given  time  point  can  only  be  extracted  by  a  decoder  trained  at  that 
same  time  point,  the  code  is  said  to  be  dynamic.  On  the  other  hand,  support  of  the 
synaptic  hypothesis  frequently  comes  from  null  results:  decoders  of  neuroimaging 
data  that  fail  to  extract  stimulus  information  in  a  certain  period  of  the  trial  are 
interpreted  to  fail  because  of  the  absence  of  such  information  in  the  neuronal  activity, 
rather  than  for  reasons  related  to  the  limitations  of  the  methods  that  were  employed. 
In  fact,  when  using  a  particular  decoding  method  on  a  particular  neural  signal,  a 
decoding  failure  can  happen  for  other  reasons  than  absence  of  information.  As  we 
developed  in Chapter  4.3 ,  It  can  be  that  a  particular  brain  region  activity  was  still 
correlated  with  the  absent  stimulus,  but  the  decoder  was  not  able  to  detect  it  because 
i)  the  noise  inherent  to  the  recording  method  was  higher  than  a  potentially  weak 
signal  or  ii)  the  decoding  method  was  inappropriate  for  the  specific  kind  of  signal. 
Moreover,  when  information  becomes  available  at  a  later  trial  period,  that  code  is 
often  said  to  be  reactivated  -  arguably  from  a  hidden, ‘activity-silent’  synaptic  trace. 
Again,  this  interpretation  neglects  potential  limitations  associated  with  neuroimaging 
techniques.  For  example,  decoding  methods  applied  to  EEG  recordings  are  known  14
to  consider  strongly  parieto-occipital  electrodes (Foster  et  al.  2016;  Foxe  et  al.  1998; 
Reinhart  et  al.  2012) .  Therefore,  a  failure  to  decode  using  such  methods  tells  more 
about  occipital  lobe  rather  than  about  the  whole  brain.  Before  we  go  in  depth  into 
which  areas  are  involved  (frontal  vs  sensory  areas),  I  will  reinterpret  neuroimaging 
studies  that  claim  evidence  for  the  synaptic  hypothesis.  
 
14  Electroencephalography  (EEG)  is  an  non-invasive  method  that  records  the  electrical  activity  of  the 
brain.  Typically,  it  consists  of  placing  electrodes  on  the  scalp  to  measure  voltage  fluctuations  within  the 
brain.  It  is  characterized  by  high  temporal  resolution  (<1  msec),  but  poor  spatial  resolution  -  typically 
tens  of  electrodes.  
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An  example  of  such  is  a  recent  fMRI  study  by (Sprague  et  al.  2016) ,  in  apparent  15
contradiction  with ‘activity-based ’  working  memory  maintenance.  In  that  study,  a  retro 
cue (Griffin  and  Nobre  2003)  -  introduced  during  the  delay  of  a  two-item  working 
memory  task  -  selectively  increased  information  about  the  uncued  feature  of  the  cued 
item.  This  was  interpreted  as  information  recovery  from  a  hidden,  synaptic  trace. 
However, (Watanabe  and  Funahashi  2014) ,  in  a  data  set  later  reanalyzed  by (Spaak 
et  al.  2017) ,  found  a  similar  effect  that  supports  a  different  interpretation.  In  a  dual 
task,  with  an  attention  task  encapsulated  within  the  delay  of  a  working  memory  task, 
selectivity  of  prefrontal  neurons  increased  after  completing  the  attention  task. 
However,  because  spiking  activity  did  not  stop  carrying  stimulus  information  through 
the  working  memory  delay,  this  suggests  that  synaptic  working  memory  is 
unnecessary  to  explain  the  fMRI  findings  by  Sprague  et  al.  (2016).  Indeed,  in  a  task 
similar  to  that  used  in  the  study  by (Sprague  et  al.  2016) , (Cisek  and  Kalaska  2005) 
recorded  single  units  from  the  monkey  premotor  cortex  and  also  found  that 
information  about  a  memorized  location  increased  after  retro-cueing  it.  In  line  with  the 
findings  of (Sprague  et  al.  2016) ,  neurons  keeping  information  about  the  then 
irrelevant  location  decreased  their  activity,  suggesting  that  neural  populations  holding 
different  locations  in  working  memory  might  inhibit  each  other.  In  fact, (Cisek  2006) 
later  modeled  this  information  increase  through  a  decrease  in  mutual  inhibition 
between  two  neural  populations  without  taking  any  plasticity  mechanism  into 
account.  While  reactivation  from  a  synaptic  trace  is  still  a  possible  cause  of  the 
information  increase  reported  in  the  studies  by (Spaak  et  al.  2017;  Watanabe  and 
Funahashi  2014)  and (Sprague  et  al.  2016) ,  there  is  an  alternative  explanation  under 
the  framework  of  competing  neural  populations (Cisek  2006) .  More  recently, 
(Schneegans  and  Bays  2017b)  modeled  BOLD  responses  using  this  framework  and 
replicated  all  main  findings  of  Sprague  et  al  (2016)  without  including  synaptic 
plasticity  in  their  model. 
 
Two  independent  studies (Rose  et  al.  2016;  Wolff  et  al.  2017)  reported  that  if  an  item 
previously  stored  in  working  memory  was  outside  the  focus  of  attention  during  the 
delay,  modern  decoding  methods  failed  to  detect  stimulus  information  in  BOLD  or 
EEG  signals.  When  the  memory  was  brought  back  to  the  focus  of  attention,  a 
significant  amount  of  information  was  again  detectable  using  the  same  methods. 
15  Functional  magnetic  resonance  imaging  (fMRI  captures  the  blood-oxygenation-level  (or  BOLD) 
signals,  which  measures  the  oxygenation/deoxygenation  of  blood  cells  in  the  brain,  as  an  indirect 
measure  of  local  neural  activity.  It  is  a  widely  used  non-invasive  technique  to  measure  brain  activity.  It  is 
characterized  by  a  high  spatial  resolution  (3x3  mm  cubes)  but  a  poor  temporal  resolution  (~  1  sec). 
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These  findings  were  interpreted  as  evidence  in  favor  of  the  synaptic  hypothesis. 
Critically,  one  limitation  of  these  studies  is  the  lack  of  direct  access  to  single-unit 
activity;  instead,  they  rely  on  signals  that  are  an  average  of  large  neural  populations 
(Dubois  et  al.  2015) ,  orders  of  magnitude  larger  than  the  selectivity  clusters  found  in 
cortical  areas  associated  with  working  memory  -  for  example,  posterior  parietal 
cortex  (PPC)  and  prefrontal  cortex  (PFC) (Masse  et  al.  2017) .  By  analyzing 
single-unit  activity  in  a  conceptually  similar  task, (Watanabe  and  Funahashi  2014) 
overcame  this  limitation  and  provided  evidence  in  favor  of  an  alternative 
interpretation.  Specifically,  to  solve  a  dual  task,  monkeys  had  to  memorize  a  cued 
location  while  attending  somewhere  else.  Much  like  in  studies  by (Rose  et  al.  2016; 
Wolff  et  al.  2017) ,  when  the  memory  was  outside  the  focus  of  attention,  neurons 
exhibited  a  decrease  in  stimulus  selectivity.  Nevertheless,  even  under  the  most 
difficult  attention  conditions,  persistent  activity  was  still  significantly  above  baseline 
through  the  delay  and  carried  stimulus  information.  This  point  can  be  strengthened 
by  results  of  the  cross-temporal  decoding  analysis  on  spiking  activity  in (Spaak  et  al. 
2017) :  as  in  the  other  two  data  sets,  the  mnemonic  code  was  generalizable  and 
remained  stable  throughout  the  delay  period  when  monkeys  were  actively  attending 
elsewhere.  Because  information  was  never  absent  from  spiking  activity  in  PFC, 
synaptic  working  memory  mechanisms  once  again  appear  unnecessary.  More 
recently,  using  a  very  similar  task, (Christophel  et  al.  2018)  confirmed  that  lack  of 
decodability  from  previous  studies  was,  in  fact,  due  to  lack  of  power.  By  increasing 
the  number  of  subjects  dramatically  (n=87),  the  authors  could  decode  both  the 
attended  and  unattended  memory  item  from  BOLD  signals  coming  from  IPS  and 
FEF,  areas  that  are  downstream  from  the  occipital  cortex.  
 
The  main  findings  of  those  studies (Rose  et  al.  2016;  Wolff  et  al.  2017) ,  are  in  fact 
more  challenging  to  the  stable  code  hypothesis. (Rose  et  al.  2016)  found  that 
immediately  after  the  stimulus  information  became  unaccessible  to  their  decoder,  a 
single,  strong  TMS  pulse  recovered  that  information  as  if  the  memory  was 
reactivated  from  a  hidden  trace  ( Figure  1.7 ). (Wolff  et  al.  2017)  finding  is  related,  but 
more  limited,  claiming  that  a  non-specific  visual  stimulus  increased  memory 
information  measured  by  their  decoder.  Importantly,  decoded  memory  information 
never  really  dropped  to  chance,  which  is  reminiscent  of  the  finding  by (Sprague  et  al. 
2016) ,  where  cueing  a  memory  increased  that  memory  information.  
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Figure  1.7 .  Unspecific  TMS  impulse  reactivates  lost  working  memory  representations. a) A  16
two-item  working  memory  task  which  starts  by  presenting  two  stimuli  -  a  face  and  a  word  - 
followed  by  a  delay  during  which  both  stimuli  remain  relevant,  until  one  of  the  items  is  cued  - 
on  this  example  trial,  the  face.  A  second  delay  follows,  after  which  a  second  stimulus  is 
probed  (match/non-match).  Omitted  from  the  original  figure  for  compactness  is  the  rest  of  the 
trial,  see  the  original  publication  for  further  details. b)  Classification  accuracy  for  each  of  the 
two  stimuli,  categorized  prospectively  as  attended  (AMI,  red)  and  unattended  (UMI,  blue)  by 
the  upcoming  cue  at  0  sec  (word  and  face,  respectively  in  example  trial  shown  in  a).  Before 
cueing,  classification  accuracies  are  similar  for  both  attended  and  unattended  items.  After 
cueing,  the  information  about  the  unattended  stimulus  drops  to  chance  but,  critically,  its 
information  can  be  recovered  by  means  of  a  non-specific  TMS  pulse.  
 
 
Finally, (Lundqvist  et  al.  2016;  Lundqvist  et  al.  2018)  have  further  challenged  the 
stable  code  hypothesis,  a  rare  case  of  electrophysiological  evidence  for  the  synaptic 
hypothesis.  Their  reasoning  is  based  on  similar  assumptions  as  the  synaptic  theory 
hypothesis  from (Mongillo  et  al.  2008)  which  is  described  in  detail  in Network  models 
of  working  memory,  Methods .  Briefly,  reanalyzing  data  sets  previously  interpreted  as 
evidence  for  persistent  activity (Lundqvist  et  al.  2016;  Lundqvist  et  al.  2018)  realized 
that  what  was  seen  as  persistent  activity  could  be  a  trial-averaging  artifact.  Indeed,  it 
could  be  that  single  neurons  are  active  at  random  moments  and,  when  averaging  the 
activity  of  many  neurons  over  many  trials,  one  could  be  misled  by  an  artificially  flat, 
stable  code.  They  tested  their  hypothesis  by  detecting  the  timings  of  activity  bursts 
during  the  delay  period  of  each  trial,  and  found  that  during  encoding  and  delay 
period,  there  was  a  higher  burst  rate  which  also  increased  with  working  memory  load 
( Figure  1.10 c).  However,  it  is  not  clear  if  this  finding  is  inconsistent  with  a  stable  code 
with  additional,  sporadic  bursts  of  activity.  In  fact,  the  method  used  to  detect  burst 
16  Transcranial  magnetic  stimulation  (TMS)  is  a  non-invasive  stimulation  technique,  in  which  a   magnetic 
field  is  targeted  at  a  small  brain  region  to  cause  electric  current  to  flow  through  the  neural  tissue.  
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consists  of  detecting  timings  where  activity  was  3  standard  deviations  above  the 
mean  which,  depending  on  the  distribution  family,  will  eventually  happen  on  some 
small  fraction  of  the  trials.  Additionally,  as  crucially  pointed  out  by (Constantinidis  et 
al.  2018;  Li  et  al.  2018) ,  this  hypothesis  predicts  a  much  lower  variability  during 
baseline  compared  to  the  delay  period,  when  the  stochastic  bursts  supposedly  occur 
more  often.  This  prediction  has  been  invalidated  by  two  independent  labs (Chang  et 
al.  2012;  Qi  and  Constantinidis  2012) .  Finally,  recent  theory-driven  intracellular 
recordings  experiments (Inagaki  et  al.  2019)  have  shed  some  light  on  long-standing 
questions  regarding  working  memory  dynamics,  including  the  rejection  of  burst 
coding.  First,  acros-trial  voltage  variability  decreased  through  the  delay,  contradicting 
the  burst  coding  hypothesis  that  predicts  an  increase,  but  supporting  stable  attractor 
dynamics  (see Neural  network  models  of  working  memory,  Methods ).  Finally, 
hyperpolarizing  stimulus-selective  cells  during  the  delay  removed  burst  and  spikes 
altogether,  but  kept  voltage  selectivity.  These  last  results  show  that  bursts  are  an 
intrinsic  phenomena  of  each  cell,  possibly  driven  by  spiking  activity  and  that  they  are 
not  essential  to  working  memory. 
Which  areas  are  involved:  frontal  vs  sensory  areas 
After  the  finding  of  persistent  activity  in  prefrontal  cortex  (PFC)  (see Persistent 
activity  as  the  neural  correlate  of  working  memory,  above ),  some  have  attempted  to 
find  similar  neural  correlates  of  working  memory  in  sensory  areas.  Most  have  failed 
( Figure  1. 9a)  or,  in  rare  exceptions,  found  very  weak  spiking  selectivity  during  the 
delay  period  while  recording  from  monkeys’  V4 (Chelazzi  et  al.  2001;  van  Kerkoerle 
et  al.  2017) ,  V1 (Supèr  et  al.  2001)  and  baboons’  auditory  cortex (Gottlieb  et  al. 
1989) .  These  null  findings  and  the  insights  from  early  lesion  studies  (see  Persistent 
activity  as  the  neural  correlate  of  working  memory  section,  above)  established  PFC 
as  the  host  area  of  working  memory.  
 
The  advent  of  linear  decoders  applied  to  human  neuroimaging  data  revealed 
intriguing  findings  that  questioned  the  prominent  role  of  PFC  in  working  memory. 
Using  linear  decoders  (SVM) , (Harrison  and  Tong  2009)  found  that  it  was  possible 17
to  extract  memory  information  during  the  delay  period  from  areas  as  early  as  V1 
( Figure  1.8 a).  Furthermore,  they  found  that  a  decoder  trained  on  data  from  subjects 
17   Support-vector  machines  (SVMs)  are  a  class  of  supervised  machine  learning  classifiers.  Like  other 
supervised  learning  classifiers,  this  algorithm  learns  the  boundaries  (hyperplane)  between 
representations  of  two  classes  from  a  set  of  labeled  examples.  
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passively  viewing  gratings  -  without  any  working  memory  -  could  still  decode  above 
chance  when  tested  during  the  delay  period  of  a  working  memory  task. 
Delay-decoding  from  sensory  areas  was  replicated  by  many  other  labs (Christophel 
et  al.  2017) .  See Figure  1.9 b,c  for  a  summary  of  all  the  brain  areas  where  delay 
decoding  was  found  to  be  possible. Figure  1.8 b  shows  one  of  these  studies,  where 
(Sreenivasan  et  al.  2014)  decoded  natural  images,  such  as  faces,  from  the 
extrastriate  visual  cortex  (EC).  Intriguingly,  despite  BOLD  activity  in  PFC  being  higher 
than  in  EC  during  the  delay  period,  multivariate  decoding  accuracy  from  PFC  activity 
was  significantly  lower  than  from  EC.  
 
 
Figure  1.8 .  High  decoding  accuracy  from  visual  cortex  BOLD  signals  contradicts 
electrophysiological  findings.  a)  Decoding  accuracy  from  several  visual  areas  is  above 
chance  when  subjects  are  passively  looking  at  the  stimulus  (red)  and  while  remembering  it 
(green).  Interestingly,  a  decoder  trained  on  BOLD  signals  when  the  subjects  were  passively 
attending  the  stimuli,  can  extract  stimulus  information  when  they  are  remembering  said 
stimuli. b)  Despite  higher  normalized  BOLD  activity,  it  is  easier  to  decode  during  working 
memory  from  EC  than  it  is  from  lPFC. 
 
These  intriguing  new  findings  turned  cognitive  neuroscientists’  attention  from  PFC  to 
the  occipital  cortex.  However,  BOLD  signals  are  known  to  be  an  average  of  large 
neural  populations (Dubois  et  al.  2015) ,  orders  of  magnitude  larger  than  the 
selectivity  clusters  found  in  cortical  areas  associated  with  working  memory  -  for 
example,  posterior  parietal  cortex  (PPC)  and  prefrontal  cortex  (PFC) (Masse  et  al. 
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2017) .  Higher  decoding  accuracy  from  sensory  areas  -  where  clusters  are  much 
larger  than  PFC -  might  be  a  reflection  of  this  limitation  in  fMRI,  instead  of  being 18
attributable  to  higher  information  content  in  sensory  areas  relative  to  PFC.  But  one 
question  remains:  how  is  it  possible  to  decode  from  sensory  areas?  As  mentioned 
above,  classical  lesion  studies  of  PFC  are  a  key  element  supporting  the  crucial  role 
of  PFC  in  working  memory,  but  we  don’t  know  what  would  happen  if  we  could  do  19
similar  experiments  with  sensory  areas  (Scimeca  et  al.  2018) . 
 
 
Figure  1.9 .  a)  Meta-analyses  confronting  negative  (blue)  findings  with  positive  findings  (red) 
of  persistent  activity  -  reviewed  also  in (Christophel  et  al.  2017)  and  only  for  the  monkey  brain 
-  reveals  that  robust  persistent  activity  is  actually  found  only  in  downstream  areas  such  as 
posterior  parietal  cortex  (PPC),  prefrontal  cortex  (PFC)  and  inferior-temporal  cortex  (IT). b) 
Schematics  of (Xu  2017)  hypothesis.  Under  this  hypothesis,  sensory  areas’  involvement  in 
working  memory  is  constrained  to  stimulus  encoding,  meanwhile  storage  is  confined  to 
downstream  areas.  Furthermore,  delay  activity  in  sensory  areas  found  in  many  studies  could 
be  explained  by  top-down  signals  coming  from  storage  areas. c) Summary  of  all  areas 
showing  selective  delay  activity  in  monkeys  (on  the  left)  and  human  brain  (on  the  right), 
18  The  cat’s  visual  cortex  selectivity  clusters  are,  for  historical  reasons,  well  characterized.  See  for 
example  (Issa  et  al.  2000) . 
19  Any  working  memory  experiment  includes  perceiving  the  stimuli.  Studies  involving  lesions  in  sensory 
areas  are  not  possible  because  the  animal  would  not  be  able  to  perceive  the  to-be-memorized  stimulus. 
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suggesting  the  ubiquity  of  selective  persistent  activity.  See (Christophel  et  al.  2017)  and 
(Leavitt  et  al.  2017)  for  extensive  reviews  where  these  figures  were  taken  from.  
 
The  ability  to  decode  from  the  occipital  cortex  in  the  first  place,  some  argue,  could  be 
explained  by  weak  top-down  signals  coming  from  downstream  areas  such  as  PFC, 
back  to  sensory  cortices  -  here  called  top-down  hypothesis (Xu  2017) .  Those  weak 
signals  could  be  hidden  in  the  noise  of  a  handful  of  neurons  recorded  with 
electrophysiology,  while  whole-brain  techniques  such  as  fMRI  or  EEG  could  average 
the  noise  out  of  thousands  of  neurons,  effectively  capturing  those  weak,  top-down 
delay  signals.  In  fact,  there  is  strong  evidence  for  feedback  signals  in  the  brain.  This 
evidence  come  from  electrophysiological  experiments  (e.g. (Liebe  et  al.  2012;  Moore 
and  Armstrong  2003;  Reinhart  et  al.  2012) )  and  neuroimaging  experiments  (e.g. 
(Bettencourt  and  Xu  2016;  Sakai  et  al.  2002) )  with  monkeys  and  humans, 
respectively.  For  example, (Liebe  et  al.  2012)  trained  monkeys  to  perform  a 
single-item  working  memory  task  and  recorded  simultaneously  from  V4  and  PFC  - 
both  LFP  and  single  units.  Crucially,  during  the  delay  period,  there  was  enhanced  20
communication  between  regions.  Importantly,  spiking  activity  in  V4  was  more  strongly 
locked  to  prefrontal  activity  than  vice  versa,  suggesting  top-down  communication 
(from  PFC  to  V4)  during  the  delay.  Additionally,  they  found  that  the  strength  of 
inter-cortical  locking  -  arguably  a  measure  of  communication  quality  -  predicted  the 
monkeys’  performance,  reinforcing  the  importance  of  top-down  communication  in 
working  memory  tasks.  Moreover,  there  is  causal  evidence  that  the  stimulation  of 
FEF,  an  area  bordering  with  PFC  that  is  responsible  for  eye  movements,  modulates 
activity  in  V4 (Moore  and  Armstrong  2003) .  Another  piece  of  evidence  supporting  the 
top-down  hypothesis  comes  from  decision  making.  Using  attractor  models  for 
decision  making, (Wimmer  et  al.  2015)  showed  how  top-down  signals  from  lateral 
intraparietal  cortex  (LIP)  into  sensory  middle  temporal  visual  area  (MT)  are  essential 
to  explain  choice-related  signals  in  MT,  a  longstanding  debate  in  decision  making 
(Britten  et  al.  1996) .  Although  focusing  on  decision  making,  their  model  makes  the 
explicit  prediction  that  sensory  areas  carry  working-memory  information  because  of 
top-down  connections.  Perhaps  the  most  direct  evidence  for  the  sensory  cortex  not 
being  essential  in  working  memory  storage  is  the  study  of (Bettencourt  and  Xu  2016) . 
They  too  could  extract  more  stimuli  information  from  sensory  areas  (V1-V4)  than 
20   In  contract  with  single-unit  activity,  a  local  field  potential  (LFP)  is  an  electrophysiological  signal 
generated  by  the  sum  of  electric  currents  flowing  through  multiple  nearby  neurons.  This  signal  can  be 
obtained  from  low-pass  filtering  (~300  Hz),  while  single-unit  activity  is  extracted  from  high-pass  filtering 
the  same  signal. 
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from  superior  intraparietal  sulcus  (IPS)  (in  PPC)  during  the  delay  of  a  classical 
working  memory  task.  However,  when  a  distractor  was  introduced  during  the  delay 
period,  without  affecting  the  participants’  performance,  it  was  no  longer  possible  to 
decode  from  V1-V4,  while  IPS  kept  carrying  the  same  amount  of  stimulus 
information.  Other  studies  found  that  higher  cortices  filter  out  distractions  more 
efficiently.  See  for  example, (Sakai  et  al.  2002)  for  a  fMRI  study  with  humans  and 
(Suzuki  and  Gottlieb  2013)  for  a  study  with  monkeys  comparing  LIP  and  PFC.  A 
recent  theoretical  model  by (Murray  et  al.  2017)  proposes  that  distractor  resiliency 
can  be  accomplished  by  strong  synaptic  recurrency,  which  is  a  characteristic  of 
higher  order  areas  (Murray  et  al.  2014) .  
 
In  summary,  there  are  many  reasons  to  believe  that  neural  activity  in  sensory  cortices 
during  the  delay  reflects  top-down  influence  from  higher  order  areas  such  as  PPC  or 
PFC.  For  a  recent,  lively  debate  please  refer  to  the  series  in  Trends  in  Cognitive 
Sciences  (Xu  2017;  Gayet  et  al.  2018;  Scimeca  et  al.  2018;  Xu  2018) . 
Neural  correlates  of  working  memory  capacity  
There  are  several  insights  about  the  neural  correlates  of  working  memory  load 
coming  from  human  and  monkey  studies.  Using  non-invasive  techniques  in  human 
subjects  has  revealed  that  BOLD  and  voltage  amplitude  -  using  fMRI  and  EEG, 
respectively  -  increased  with  working  memory  load  and  predicted  individuals’ 
capacity (Vogel  and  Machizawa  2004;  Todd  and  Marois  2004) .  Moreover,  both 
techniques  have  supported  the  slot  model  as  signals  saturate  after  3-4  items  ( Figure 
1.10 a).  See (Edin  et  al.  2009)  for  a  theoretical  model  based  on  the  bump-attractor 
( Network  models  of  working  memory,  Methods )  of  such  dynamics  and (Ma  et  al. 
2014)  for  alternative  interpretations.  Working  memory  load  is  also  reflected  in 
oscillatory  power  increase  in  high-frequency  bands,  such  as  gamma  both  in  the 
monkey  cortex (Kornblith  et  al.  2016;  Honkanen  et  al.  2015)  and  in  humans (Howard 
et  al.  2003;  Roux  et  al.  2012) ,  while  lower  frequency  bands  such  as  beta (Kornblith  et 
al.  2016;  Honkanen  et  al.  2015) ,  and  theta/alpha (Jensen  and  Tesche  2002;  Palva  et 
al.  2005)  seem  to  decrease,  at  least  in  the  monkey  cortex  -  but  see (Roux  et  al. 
2012)  for  an  increase  of  alpha  power  with  working  memory  load  in  human  MEG . 21
See  Figure  1.10b,c  two  of  such  studies.  A  recent,  biophysical  model  of  multi-item 
21  Magnetoencephalography  (MEG),  similar  to  EEG,  has  an  excellent  temporal  resolution  (<1  msec)  but, 
although  better  than  EEG,  still  with  a  poor  spatial  resolution. 
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working  memory (Lundqvist  et  al.  2011)  in  which  different  items  are  stored  at  different 
phases  of  an  ongoing  oscillation,  naturally  explains  this  load-dependent  power 
modulations  (theta  and  gamma  power  increases  while  alpha/beta  power  decreases 
with  memory  load)  and  there  is  some  evidence  that  the  brain  might  indeed  store 
different  items  at  different  phases,  as  suggested  by  the  study  of (Siegel  et  al.  2009) . 
In  Chapter  4.1  we  developed  a  model  that  stores  different  items  at  different  phases  of 
an  ongoing  oscillation  which  power  is  load-modulated,  as  in  Figure  1.10c. 
 
 
Figure  1.10 . Load-dependent  changes  of  neural  activity  in  humans  and  monkeys. a) Human 
BOLD  signal  change  during  memory  period  relative  to  no  memory  period  increases 
monotonically  with  load  (set  size),  but  might  reach  a  plateau  for  set-sizes  higher  than  3-4 
items,  a  signature  of  the  slot-model  (see  Working  memory  capacity). b) Working  memory  load 
modulation  also  found  in  gamma  and  alpha  power  from  MEG  in  humans  and c) gamma  from 






2.  GOALS 
The  overall  goal  of  this  thesis  is  to  study  the  neural  mechanisms  that  underlie 
working  memory  interference,  as  reflected  in  quantitative,  systematic  behavioral 
biases.  Ultimately,  the  goal  of  each  chapter,  even  when  focused  exclusively  on 
behavioral  experiments,  is  to  lay  down  plausible  neural  mechanisms  that  can 
reproduce  specific  behavioral  and  neurophysiological  findings  and  generate 
predictions  for  future  experiments.  To  this  end,  we  use  the  bump-attractor  model  as 
our  working  hypothesis,  with  which  we  often  contrast  the  synaptic  working  memory 
model.  The  work  performed  during  this  thesis  is  described  here  in  3  main  chapters, 
encapsulating  5  broad  goals : 
 
In  Chapter  4.1,  we aim  at (1) testing  behavioral  predictions  of  a  bump-attractor 
network  when  used  to  store  multiple  items .  Moreover,  we  connected  two  of  such 
networks  aiming  to (2) model  feature-binding  through  selectivity 
synchronization . 
 
In  Chapter  4.2,  we  aim  to (3)  clarify  the  mechanisms  of  working  memory 
interference  from  previous  memories ,  the  so-called  serial  biases.  These  biases 
provide  an  excellent  opportunity  to  contrast  activity-based  and  activity-silent 
mechanisms  because  both  mechanisms  have  been  proposed  to  be  the  underlying 
cause  of  those  biases.  
 
In  Chapter  4.3,  armed  with  the  same  techniques  used  to  seek  evidence  for 
activity-silent  mechanisms,  we  sought  to (4)  find  causal  evidence  for  the 
involvement  of  activity-silent  mechanisms  in  serial  biases. Finally,  in  light  of  the 
results  from  aim  4  and  simple  computer  simulations,  we (5) reinterpret  previous 
studies  claiming  evidence  for  activity-silent  mechanisms. 
 
Seeking  to  address  these  aims,  my  thesis  evolved  through  a  constant  dialogue 
between  biophysically-constrained  computational  modelling  (Chapter  4.1.1,  Chapter 
4.2.1,  Chapter  4.3.2)  and  analyses  of  neurophysiological  (Chapter  4.2.1)  and 
behavioral  data  (Chapter  4.1.1,  4.2.1  and  4.2.2)  from  humans  and  monkeys, 
combined  with  transmagnetic  stimulation  (Chapter  4.3.1).  This  dialogue  is  not 
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finished,  for  our  computational  models  provide  testable  predictions  that  motivate  new, 
yet  to  be  performed  experiments.  
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3.  METHODS 
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3.1  Neural  network  models  of  working 
memory 
Leaky  integrate  and  fire  (LIF)  neuron 
There  are  currently  many  models  of  neuronal  dynamics,  each  of  them  accounting  for 
different  levels  of  biological  detail.  For  the  purpose  of  this  thesis,  I  focused 
exclusively  on  leaky  integrate-and-fire  (LIF)  neuronal  models.  This  model  dates  back 
to (Knight  1972)  but  relies  on  the  key  insight  from  (Lapicque  1907,  later  translated 
(Lapicque  2007) )  about  the  relation  between  the  neuron’s  membrane  parameters  and 
its  excitability (Brunel  and  van  Rossum  2007) .  This  approach  models  each  neuron’s 
voltage dynamics  through  time, .  Because  real  neurons  are  not  perfectly  V i   dt
dV (t)i  
isolated  compartments,  there  is  a  constant  leak  of  ions  ( )  flowing  through  their IL
membrane.  When  there  is  no  input  reaching  a  neuron,  its  voltage  decays  to  the 
neuron’s  resting  potential  with  a  time  constant  of ,  following  the  differential V rest  τm
equation  (1).  If  the  neuron’s  voltage is  already  at  the  change  in  voltage  is  in V i  V ,  rest  




A  membrane’s  permeability,  or conductance can  also  be  defined  with  respect  to g ),( L  
its  capacitance  ( )  and  the  speed  with  which  ions  flow  through  its  pores  ( ): Cm τm




Of  course,  any  interesting  neuron  is  embedded  in  a  network  and  integrates  all  the 
inputs  arriving  at  its  synapses  with  other  neurons.  If  at  time  an  excitatory  neuron  t k  
 spikes,  the  postsynaptic  neuron  will  increase  its  voltage  by  which  can  be j  i  ,gij  
regarded  as  the  effective  synaptic  strength  between  neuron  and  neuron  This  is i  .j  
mathematically  expressed  with  a  function  that  returns  1  when  (i.e.  there (x)δ  x = 0  





Crucially,  when  a  neuron's  voltage  increases  past  a  threshold  a  spike  is ,V th  
registered  and  its  voltage  is  reset  to  Because  its  voltage  will  slowly .V 0  ,V 0 < V rest  
increase  back  to  the  resting  potential.  
 
Finally,  we  include  a  term  to  account  for  external  stimulation  of  the  neuron  ( )  as  I ext
well  as  for  synapses  with  inhibitory  neurons  ( ),  arriving  at  the  final  formalization Isyn,i






Figure  3.1.  Integrate  and  fire 
“spike”. The  real  shape  of  an 
action  potential  (dashed  line)  is 
replaced  by  a  pulse  In  the δ).  (  
integrate  and  fire  neuron,  when 
its  voltage  increases  past  a 
threshold ,  a  spike  is V )( th
registered  and  its  voltage  is 
reset  to  Because V 0.  V  0 < V rest,  
its  voltage  will  slowly  increase 
back  to  the  resting  potential 
 Figure  adapted  from .V rest  





Conductance-based  LIF 
In  the  standard  version  of  the  LIF  neuron,  the  effect  of  one  neuron  on  its  connected 
neighbours  is  instantaneous.  However,  it  is  known  from  electrophysiological 
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experiments  that  different  channels  have  different  opening  and  closing  dynamics 
(Lester  et  al.  1990) .  For  example, AMPA  and GABA  mediated  channels  are  assumed 
to  open  instantaneously,  but  close  smoothly  with  a  time  constant  of Instead  of . τ s
integrating  its  input  directly  through ,  with  we  now  include  this (g )  Σk ij s (t ),  s = δ tk  




In  addition,  different  ion  channels  have  different  permeability  and  let  through  different 
ions,  so  each  of  them  has  an  associated reversal  potential ,  corresponding  to  the 
membrane  potential  at  which  there  is  no  net  flow  for  those  particular  ions  -  i.e.  the 
amount  of  ions  that  go  in,  equals  the  amount  that  go  out  the  cell (Purves  2001) .  In 
order  to  account  for  that,  we  add  the  term  -  where is  the  reverse V )  ( i V r  V r
potential  for  that  particular  type  of  channel.  The  current  inflow  at AMPA  and GABA 






On  the  other  hand,  unlike  AMPA, NMDA  mediated  channels  have  a  magnesium  ion 
at  their  core  that  blocks  ion  currents.  When  a  certain  level  of  depolarisation  is 
reached  (through  other  channels,  such  as  AMPA  mediated  channels),  this  ion  leaves 
the  core  and  lets  ions  flow  in.  As  a  consequence,  these  dynamics  slow  down  its 
opening  with  a  time  constant  of .  Therefore,  we  include  this  other  source  of τ x
dynamics  through  (equation  (8)).  Moreover,  in  addition  to  requiring  the  binding  of dt
dx  
NMDA  neurotransmitters,  NMDA  mediated  ion  channels  are  voltage  dependent.  This 
dependence  has  been  experimentally  proven (Dingledine  et  al.  1999)  to  be  well 








This  brings  us  to  the  final  differential  equation  describing  the  conductance-based  LIF 




Short-term  synaptic  plasticity  (STP) 
The  arrival  of  an  action  potential  at  the  axon  terminal  of  a  presynaptic  neuron  triggers 
the  influx  of  calcium  ions  from  the  cell’s  exterior.  Consecutively,  calcium  ions  inside 
the  cell  help  containers  of  neurotransmitters,  the vesicles, to  fuse  with  the 
presynaptic  membrane.  Short-term  plasticity  (STP) (Stevens  and  Wang  1995; 
Markram  and  Tsodyks  1996;  Abbott  et  al.  1997;  Zucker  and  Regehr  2002;  Abbott  and 
Regehr  2004)  is  a  biophysical  mechanism  in  which  synapses  change  their  efficacy 
because  of  this  complex  presynaptic  machinery.  On  the  one  hand,  neurotransmitters, 
or  neural  resources,  consumed  during  synaptic  activity  take  time  to  restock,  so  that 
eventual  spikes  are  temporarily depressed .  On  the  other  hand,  calcium  ions 
previously  accumulated  at  the  synapse  also  take  time  to  be  recycled,  during  which 
time  the  cell  is  temporarily facilitated .  STP  has  been  found  to  exhibit  different 
dynamics,  depending  on  cell  types  and  cortical  regions (Markram  et  al.  1998;  Dittman 
et  al.  2000;  Wang  et  al.  2006) . 
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Figure  3.2. Illustration  of  dynamic  synapses. a) schematic  illustration  of  the  equations  11  and 
12. b) Example  of  one  synapse  with  short-term  plasticity,  tuned  to  be  a  facilitated  synapse.  A 
train  of  presynaptic  spikes  has  some  postsynaptic  responses  (measured  as  the  membrane 
potential, )  that  depend  on  the  total  synaptic  efficacy,  which  is  modulated  by  the  product  V m
.  After  each  spike,    increases  (facilitation)  and    decreases  (depression). x  u u  x  
 
In  a  nice  combination  of  experiments  with  theory,  Tsodyks  and  Markram  proposed  a 
compact  formulation  that  accounts  for  most  STP  dynamics  (Tsodyks  et  al.  1998; 
Mongillo  et  al.  2008) .   Briefly,  instead  of  being  fixed,  each  synaptic  efficacy  has  its 
own  dynamics.  Instead  of  being  modulated  by  alone,  each  presynaptic  spike’s gij
impact  on  each  postsynaptic  neuron  (Eq.  6,7,  and  Eq.  11,12,  Figure  3.2)  is 
modulated  by  ,  where    can  be  seen  as  the  amount  of  accumulated Jij   =  gij ui xi  u
calcium  and    as  the  amount  of  available  resources  (e.g.  vesicles)  in  the  presynaptic x






Both  variables  are  normalized  to  vary  between  and  in  the  following  way.  If  there 1  0  
is  no  spike  each  presynaptic  variable  and  decays  back  to  baseline δ ),( = 0   u  x  
values  and  with  a  time  constant  of and  respectively.  On   U 1  u =   <      1x =    τF ,τD  
the  other  hand,  if  there  is  a  spike,  the  amount  of  accumulated  calcium  increases  by 
  while  the  amount  of  available  resources  ,  is  reduced  by  [1 ],  U uj xi .  ui xi  
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Bump-attractor  model  
As  reviewed  in Chapter  1.3, Persistent  activity  as  the  neural  correlate  of  working 
memory ,  many  experiments  have  found  that  cortical  circuits  have  stimulus-selective 
persistent  activity  selectivity  during  mnemonic  periods  of  working  memory  tasks.  To 
account  for  persistent  activity,  some  sort  of  reverberatory  connectivity  is  necessary. 
This  reverberatory  connectivity,  or  loops,  could  exist between  different  brain  areas  - 
for  example,  connectivity  between  PPC  or  thalamus  and  PFC  -  or within ,  through 
local  recurrent  connections.  
 
Figure  3.3. Two  types  of  connectivity  profiles.  
In  this  thesis,  excitation  will  always  be  tuned, 
that  is  neurons  with  similar  selectivity  are 
more  strongly  connected  than  the  ones  with 
different  selectivity.  Top,  each  circle  is  a 
neuron  and  connections  between  them  can 
be  excitatory  (red)  or  inhibitory  (blue).  The 
strength  of  each  connection  is  represented  by 
its  thickness.  On  the  left,  local  inhibition, 
where  inhibitory  neurons’  connectivity  is  also 
tuned.  On  the  right,  global  inhibition,  where 
inhibitory  neurons  inhibit  all  neurons  equally. 
Bottom,  connectivity  profiles  of  neuron 
marked  in  yellow.  Black  line  is  effectivity 
connectivity,  which  is  a  “mexican  hat”  on  the 
left.  This  intermediate  region  of  maximal 




In  a  class  of  attractor  models  called  bump-attractors,  reverberatory  activity  is  22
accomplished  by  translationally  invariant  local  recurrent  connection.  In  particular, 
connections  between  excitatory  neurons  ( )  coding  for  similar  stimuli  are  stronger EE
than  between  neurons  that  code  for  very  different  stimuli  (Figure  3.3,  red 
connections),  which  emerges  as  a  result  of  prior  long-term  Hebbian  learning 
(Hopfield  1982) .  Connections  from  excitatory  to  inhibitory  neurons  ( )  as  well  as IE
from  inhibitory  to  excitatory  neurons can  be  similarly  structured  (Figure  3.3),  but IE)(
this  is  not  necessary  to  have  stable  attractor  dynamics (Compte  et  al.  2000;  Almeida 
22  Attractor  networks  are  dynamical  networks  endowed  with  strong  recurrence.  These  are 
called  “attractor”  because  their  dynamics  evolve  towards,  i.e.  are  attracted  to,  a  stable  activity 
pattern  over  time. 
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et  al.  2015;  Wei  et  al.  2012) .  On  the  other  hand,  connectivity  between  inhibitory 
neurons  is  typically  untuned  -  every  neuron  is  connected  similarly,  despite  its II)(  
preferred  stimulus  (i.e.  receptive  field).  Finally,  broader  feedback  inhibition EI E)  ( I  
than  recurrent  excitation  ensures  that  the  network  activity  does  not  explode. EE)(  
Connectivity  between  neuron  and  neuron  is  Gaussian  and  defined  by θi  θj  
parameters    and  (Compte  et  al.  2000) : , J  J+   σ
  (θ )  J )exp[ θ )     2σ ]  w i θj = J + (
+ J ( i θj




Figure  3.4.  The  bump-attractor  with  short-term 
plasticity  (STP)  and  “synaptic  working  memory” 
are  essentially  the  same  model .  On  the  top,  a 
simulation  of  the  bump-attractor  with  STP,  on 
the  bottom  the  same  model,  but  with  10%  less 
external  input.  When  the  input  is  increased  at 
the  end  of  the  delay  (green  area)  the  bump  gets 
reactivated  (compare  tuning  curves  at  the  end  of 






Synaptic  working  memory 
Despite  ample  evidence  for  persistent  activity,  some  experiments  fail  to  find  it. 
Moreover,  recent  studies  (reviewed  in Silent  code,  dynamic  code  and  other 
challenges  to  the  stable  code  hypothesis,  Introduction) suggests  that  information  that 
cannot  be  decoded  from  spiking  activity  might  be  recovered  from  a  latent,  silent  code 
by  means  of  an  unspecific  stimulus.  One  simple,  yet  elegant  way  to  account  for  those 
findings  is  to  include  short-term  plasticity  in  classical  attractor  networks.  After  the 
network  visits  one  of  its  stimulus-specific  attractors  (Figure  3.4, gray  area ),  short-term 
plasticity  acting  on  presynaptic  neurons  involved  in  representing  this  attractor  will 
bias  this  attractor  activation,  even  in  the  absence  of  any  attractor-specific  input 
(Figure  3.4,  green  area).  In  other  words,  it  is  possible  to  temporarily  store  one 
memory  in  facilitated  synapses,  rather  than  in  their  neuron’s  activity.  It  is  important  to 
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mention,  however,  that  having  a  network  with  embedded  attractors  is  essential  and 
that  the  bump-attractor  with  short-term  plasticity  and  the  “synaptic  working  memory” 
models  are,  essentially,  the  same  model.  Figure  3.4  shows  two  sets  of  simulations 
from  the  same  model,  but  decreasing  external  current  by  10%  (  in  Eq.  10)  for  the Iext  
simulations  on  the  bottom.  While  simulations  with  an  active  bump  drift  further  with 
increasing  delays  (leading  to  wider  precision  functions (Schneegans  and  P.  M.  Bays 
2018) ,  decaying  synapses  will  eventually  be  reset  (gradually  leading  to  no  recall), 
unless  they  are  reactivated (Mongillo  et  al.  2008) ,  in  which  case  there  should  be  no 
dependence  on  the  delay  duration.  This  prediction  was  tested  behaviorally 
(Schneegans  and  P.  M.  Bays  2018) ,  and  turned  out  to  be  a  validation  of  the 
bump-attractor  prediction.  
 
Nevertheless,  one  major  advantage  of  including  short-term  plasticity,  or  any  other 
subthreshold  mechanism (Bliss  and  D’Esposito  2017;  Carter  and  Wang  2007; 
Kilpatrick  2018;  Hansel  and  Mato  2013;  Mongillo  et  al.  2008;  Barak  and  Tsodyks 
2007) ,  in  the  bump-attractor  model  is  that  this  system  can  activate/deactivate  its 
memories  (i.e.  attractors)  and  in-between  avoid  the  arguable  cost  of  spiking (Mongillo 
et  al.  2008) .  Finally,  it  has  been  shown  that  including  subthreshold  mechanisms  helps 
to  stabilize  memory  against  noise  (Carter  and  Wang  2007) .  
Simulating  bump  reactivation 
We  used  a  previously  proposed  computational  model (Compte  et  al.  2000;  Edin  et  al. 
2009;  Almeida  et  al.  2015)  to  study  serial  dependence  between  two  consecutive 
trials.  The  model  consists  of  a  network  of  interconnected  2048  excitatory  and  512 
inhibitory  leaky  integrate-and-fire  neurons (Tuckell  1988) .  Briefly,  this  network  was 
organized  according  to  a  ring  structure:  excitatory  and  inhibitory  neurons  were 
spatially  distributed  on  a  ring  so  that  nearby  neurons  encoded  nearby  spatial 
locations.  Connections  involving  excitatory  presynaptic  neurons  were  all-to-all  and 
spatially  tuned,  so  that  nearby  neurons  with  similar  preferred  directions  had  stronger 
than  average  connections,  while  distant  neurons  had  weaker  connections;  while 
connections  involving  inhibitory  presynaptic  neurons  were  also  all-to-all  but  untuned 




Short-term  plasticity.  Simulation  of  “activity-silent”  mechanisms  during  the  inter-trial 
period,  was  done  by  adding  two  more  variables  and ,  as  described  in (Mongillo  et x   u
al.  2008;  Markram  et  al.  1998)  and  above  (Eq.  11,  12)  to  excitatory  presynaptic 
neurons.  The  effective  conductance  of  each  excitatory  synapse  was  then ,  g u x
with    being  the  maximum  conductance  parameter. g  
 
Consecutive  trials  and  re-ignition. Re-ignition  of  previous  trial  stimulus  during  the 
re-ignition  period  (300  ms  before  the  forthcoming  stimulus  onset)  was  accomplished 
stimulating  all  excitatory  neurons  with  a  non  specific  external  stimulus.  This  stimulus 
increased  exponentially  with  a  time  constant  as ,  with being  the α  (1  e )  β   α(t t )0 β
reactivation  strength.  Reactivation  strength  was  weak  (0.17  nA )  or  strong  (2.9  nA ).  
Network  parameters 
For  the  two-network  binding  model  (Chapter  4.1),  intrinsic  parameters  for  both  cell 
types  were  defined  as  in (Compte  et  al.  2000) ,  as  well  as  all  the  connectivity 
parameters,  except  the  following:  
 
0.09 nS, G 0.256 nS,GEE, AMPA  =     EI , AMPA  =    
0.24 nS, G .11 nS,  GEE, NMDA  =     EI , NMDA  = 0    
 nS, G  nS,GII , GABA = 2   IE, GABA = 3  
.74 nS, g .5 nS,gext, I = 2   ext, E = 3  




IE = 2   EI = σIE =    
 
Connectivity  across  networks  was  all-to-all  and  untuned  with  the  following 
conductances  (for  the  unconnected  simulations,  these  conductances  were  set  to 
zero): 
 
.45 nS, G .18 nS,G EE, AMPA, across = 0  
 
EI , AMPA, across = 0    
G  nS. G EE, NMDA, across =  
 
EI , NMDAA, across = 0  
 
For  the  simulations  of  the  bump-attractor  with  short-term  plasticity  (Chapter  4.2,  4.3) 
we  used  the  short-term  plasticity  computational  model  defined  in (Mongillo  et  al. 
2008)  (see Synaptic  working  memory ,  above),  with  parameters 
.  These  dynamics  affected  only  AMPAR  mediated .2, τ .2 ms, τ   500 msU = 0   x = 0   x = 1
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recurrent  connections  in  the  network.  The  rest  of  the  network  parameters  were  as  in 
(Compte  et  al.  2000)  except  for: 
 
0.1 nS, G 0.192 nS,GEE, AMPA  =     EI , AMPA  =    
0.42 nS, G .49 nS,  GEE, NMDA  =     EI , NMDA  = 0    
.7413  nS, G .9163 nS,GII , GABBA = 0   IE, GABBA = 0  
.8 nS, g .915 nS,gext, I = 5   ext, E = 5  




IE = 2   EI = σIE =    
 
All  networks  included  2048  excitatory  and  512  inhibitory  neurons. 
 
3.2  Behavioral  Data  Analysis 
Behavioral  datasets 
For  this  thesis,  I  designed  and  collected  behavioral  data  from  a  multi-item  working 
memory  ( Chapter  4.1.1,  Dataset  I )  experiment,  designed  and  help  set  up  a  TMS 
experiment  (Chapter  4.3.1,  Dataset  II), and  designed  and  collected  behavioral  data  23
using  the  online-platform  Amazon  Turks ®  ( Chapter  4.3.1,  Dataset  IV ).  Additionally,  I  
also  downloaded  and  put  together  a  large  dataset  consisting  of  8  open  datasets 
( Chapter  4.2.2,  Dataset  III ).  
Dataset  I:  Multi-item  working  memory  
The  experimental  paradigm  is  schematically  illustrated  in  Figure  4.1.2.  Stimuli 
presentation  was  followed  by  a  delay  period  of  3  s.  After  the  delay  period,  the  fixation 
dot  changed  from  black  to  the  color  of  one  of  the  previously  presented  items.  The 
subject  was  required  to  respond  by  indicating  the  remembered  position  of  the  item 
matching  the  color  of  the  fixation  mark.  To  indicate  the  remembered  position,  the 
subjects  used  a  pressure-sensitive  tablet  and  pen.  The  movement  of  the  pen  was 
reproduced  in  the  visual  display  as  a  cursor  so  that  the  subjects  saw  the  colored 
fixation  dot  moving  from  the  fixation  spot  to  the  remembered  position.  The  subject 
indicated  the  reported  position  by  releasing  the  pen  from  the  tablet.  All  trials  had  a 
delay  of  3  s  and  separation  between  nearby  items  ranged  from  3.1  to  4.4  deg  of 
23  Data  collection  and  performed  entirely  by  Rebecca  Martinez,  who  was  also  crucial  for 
setting  up  the  experiment  and  analysing  and  discussing  the  data. 
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visual  angle  (14  to  20  deg  on  the  circle).  Data  was  acquired  from  4-8  sessions  from 
each  of  9  healthy  participating  subjects  (4  females),  ages  between  21  and  27  years 
old  and  showing  normal  or  corrected-to-normal  vision.  For  each  subject,  sessions 
were  typically  acquired  on  different  days.  Some  participants  completed  fewer 
sessions,  because  they  were  not  available  for  more  data  collection.  The  trials  where 
the  probed  item  was  near  another  item  were  classified  into  two  trial  types,  according 
to  the  probed  item  being  clockwise  or  counter-clockwise  relative  to  the  nearby  item. 
Dataset  II:  TMS  experiment  dataset 
Human  participants  and  behavioral  tasks.  Twenty  (20)  neurologically  and 
psychologically  healthy  volunteers  with  normal  or  corrected  vision  (n=20,  29.86  years 
±  9.55  years  (mean  ±  std))  from  the  Barcelona  area  provided  written  informed 
consent  and  were  monetarily  compensated  for  their  participation,  as  reviewed  and 
approved  by  the  Research  Ethics  Committee  of  Hospital  Clínic  (Barcelona).  Each 
participant  performed  two  sessions  of  approximately  1.5  h  within  24  h.  Stimuli  were 
presented  on  a  17’’  HP  ProBook  using  Psychopy  (version  1.82.01)  at  a  distance  of 
65  cm  from  the  participant’s  eyes.  This  study  consists  of  an  original  experiment  with 
10  subjects,  and  a  preregistered  replication  experiment  (https://osf.io/rguzn/)  with  10 
more  subjects. 
 
Each  trial  began  with  the  presentation  of  a  central  black  fixation  dot  (.5  x  .5  cm)  on  a 
grey  background.  After  1  s  of  fixation,  a  single  black  circle  (stimulus,  diameter  1.4 
cm)  appeared  for  .25  s  at  any  of  360  circular  locations  at  a  fixed  radius  of  4.5  cm. 
The  stimulus  was  followed  by  a  1  s  delay  in  which  only  the  fixation  dot  remained 
visible.  A  change  of  the  fixation  dot  color  from  black  to  red  instructed  participants  to 
respond  (response  probe).  Participants  responded  by  making  a  mouse  click  at  the 
remembered  location.  A  transparent  circle  with  a  white  border  indicated  the  stimulus’ 
radial  distance,  so  the  participant  was  only  asked  to  respond  with  its  angular  location. 
After  the  response  was  given,  the  cursor  had  to  be  moved  back  to  the  fixation  dot  to 
start  a  new  trial.  Participants  were  instructed  to  maintain  fixation  during  pre-stimulus 
fixation,  stimulus  presentation,  and  delay  and  were  free  to  move  their  eyes  during 
response  and  when  returning  the  cursor  to  the  fixation  dot.  Angular  positions  (1  out  of 
360),  were  randomly  sampled  from  a  uniform  distribution  at  the  beginning  of  each 
session.  At  the  end  of  the  fixation  period,  a  single  pulse  of  TMS  was  applied  in  half  of 
vertex  trials  (weak/strong  tms  or  no-tms),  and  in  two  thirds  of  prefrontal  trials  (weak, 
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strong  or  no-tms).  Participants  completed  4  blocks  of  90  (vertex)  or  130  (PFC)  trials 
within  each  session.  
 
Transcranial  Magnetic  Stimulation.  Stimulation  was  performed  in  the  TMS  study 
using  a  Magstim  Rapid  2  machine  with  a  70  mm  figure-of-eight  coil.  TMS  target 
points  were  located  using  a  BrainSight  navigated  brain  stimulation  system  that 
allowed  coordination  of  the  coil  position  based  on  the  participant’s  structural  MRI 
(sMRI)  scan.  A  region  of  interest  in  dlPFC  was  defined  using  NeuroSynth  term-based 
meta-analysis  of  53  fMRI  studies  associated  with  the  key  phrase  ‘spatial  working 
memory’.  This  mask  was  transformed  into  each  subject’s  sMRI  space.  Vertex  target 
points  were  defined  using  a  10-20  measurement  system.  Stimulator  intensity,  coil 
position,  and  coil  orientation  were  held  constant  for  each  participant  for  the  duration 
of  each  session.  In  order  to  mask  the  sound  of  TMS  coil  discharge,  we  had 
participants  listen  to  white  noise  for  the  duration  of  the  session.  White  noise  volume 
was  selected  based  on  participant  threshold  for  detecting  TMS  click  using  the 
staircase  method  (2-up,  1-down).  Stimulation  intensity  was  determined  by  the 
individually-defined  resting  motor  threshold  (RMT).  The  stimulation  parameters  were 
in  accordance  with  published  TMS  guidelines  (Rossi  et  al.  2009) .  .  
Dataset  III:  Open  datasets  
We  analysed  8  datasets  that  are  freely  available  online  ( Chapter  4.2.2 ,  Table  3.1), 
with  a  total  of  n=760  subjects  performing  variations  of  the  same,  delayed  estimation 
of  color  task  ( Chapter  4.2.2 ,  Figure  4.2.9a).  We  will  briefly  describe  the  general 
experiment  and  Table  3.1  summarizes  the  specifics  of  each  task,  for  detailed 
descriptions  please  refer  to  the  original  studies (Foster  et  al.  2017;  Souza  et  al.  2014; 
Oberauer  and  Lin  2017;  Bays  et  al.  2009;  van  den  Berg  et  al.  2012) .  On  each  trial,  a 
set  of  colored  stimuli  (varying  from  1  to  8  stimuli)  were  briefly  shown.  After  a  delay 
period  of  roughly  1  second  (see  Table  3.1  for  details),  during  which  stimuli  were  no 
longer  visible,  subjects  had  to  report  the  target  color  of  a  cued  location.  These  color 
reports  correspond  to  angles  (i.e.  degrees)  on  a  color  wheel  rotated  by  a  random 






Dataset  Set  size Subjects Trials Delay Observations 
CamCan  data  set 
Taylor  et  al  (2017)  
Shafto  et  al  (2014)  
1-4 649 224 0.9  s Stimuli:  circle  of  diameter  1.77 
(dva),  positions  selected  at 
random  from  8  equally  spaced 
points  at  an  eccentricity  of  4.5. 
360  colors.  CIE  L,a,b  radius  of  53 
and  center  (64,10,10).  Half  of  the 
trials  had  non-targets  probing 
features  revealed.  These  data  was 
obtained  from  the  CamCAN 
repository,  available  at: 
www.mrc-cbu.cam.ac.uk/datasets/ 
camcan/ 
Experiment  1  of 
Oberauer  &  Li  (2017)  
1-8 19 400  x  2 1  s Stimuli:  colored  squares  of  1.25º 
at  viewing  distance  of  50cm.  360 
different  colors  on  a  color  wheel: 
CIE  L,a,b  =  (70,20,30).  
Experiment  1  (I)  of 
Foster  et  al  (2017)  
1 12 ~960 1.2  s Stimuli:  circle,  1.6º  diameter, 
centered  at  3.8º  at  viewing 
distance  of  100cm.  360  colors. 
Color  wheel  in  Figure  4.2.9 
Experiment  2a  (II)  of  
Foster  et  al  (2017)  
1 21 ~960 1.15  s Stimuli  as  I,  plus:  During 
presentation,  a  distractor  with 
different  shape  and  color  was 
present  at  another  location. 
Experiment  1  (I)  of  
Van  den  Berg  et  al 
(2012)  
1-8 13 288  x  3 1  s Stimuli:  circle,  2º  diameter, 
centered  at  4.5º  at  viewing 
distance  of  60cm.  180  different 
colors  on  a  color  wheel:  CIE  1979, 
L,a,b  =  (70,10,10).  
Experiment  3  (II)  of  
Van  den  Berg  et  al 
(2012)  
1-8 13 288  x  3 1  s Same  as  I,  but  report  done  by 
scrolling  through  all  possible 
colors  (drawn  uniformly  and 
independently  from  the  wheel). 
Experiment  2  of 
Souza  et  al  (2014)  
1-8 21 496  x  2 1  s Stimuli:  circles  of  1.1  cm  diameter 
at  5.5cm  from  fixation.  360 
different  colors  samples  from  hue 
dimension  of  HSL  (saturation=1, 
lightness=.5).  Condition  1:  color 
wheel  present  during  delay 
Condition  2:  Last  1  sec  of  -  sec 
delay  was  location  cued. 
Bays  et  al  (2009)  1-8  
(in 
blocks) 
12 600 0.9  s Stimuli:  2x2º  patches  at  viewing 
distance  of  57cm.  180  different 
colors  samples  from  CIE 
L,a,b=(70,20,38).  Presentation 
duration  varied:  0.1,  0.5,  or  2  s  in 
a  block  design.  This  could 
potentially  confound  build-up 
analysis. 
Table  3.1. Experimental  details  of  each  dataset. With  the  exception  of  Foster  et  al  I  &  II 
(Foster  et  al.  2017) ,  all  datasets  have  a  varying  set  size. 
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Dataset  IV:  Amazon-Turks  dataset 
We  designed  an  experiment  to  be  run  in  the  online  platform  Amazon  Mechanical 
Turks  in  order  to  obtain  data  from  a  large  sample  of  participants  and  thus  increase 
the  statistics  for  what  we  expected  to  be  a  small  effect  (Chapter  4.3).  The  experiment 
was  similar  to  Dataset  II,  but  instead  of  using  TMS,  we  employed  visual  stimulation 
by  changing  the  background  color  between  white  and  gray  at  two  different 
frequencies  (5  hz  or  10  hz)  during  the  last  500  ms  of  the  pre-cue  period.  A  total  of 
n=237  started  our  experiments,  but  only  n=112  passed  our  screening  filter,  which 
consisted  of  selecting  only  subjects  which  session  had  at  least  100  correct  trials.  
Mixture-model  fitting  and  statistical  model  comparison 
To  test  alternative  statistical  models  the  data  was  fitted  to  three  statistical  models 
detailed  below  using  a  custom  expectation  maximization  algorithm  for  the  maximum 
likelihood  estimation  based  on  publicly  available  code  ( (Bays  et  al.  2009) 
http://www.paulbays.com).  Model  comparison  was  done  using  Akaike  information 
criterion  (AIC) (Burnham  and  Anderson  2004) ,  which  is  a  measure  of  the  relative 
quality  of  a  statistical  model  for  a  given  data  set.  Information  loss  of  one  model 
relative  to  another  is  then  calculated  by  the  differences  between  AIC  values 
(Burnham  and  Anderson  2004) .  The  information  loss  of  each  model AICΔ i  
compared  to  the  best  (the  one  with  the  lowest  AIC)  was  calculated  for  each  subject 
and  then  averaged  across  subjects.  The  relative  likelihood  of  model  i  relative  to  the 
best  model  was  computed  as  xp(ΔAIC    2).  e i /   
 
Swap  model. This  model  is  the  one  introduced  by (Bays  et  al.  2009) ,  to  account  for 
performance  on  a  recall  task  where  both  stimuli  and  responses  are  chosen  from  a 
circular  parameter  space.  The  model  assumes  that  the  experimental  distribution  can 






Attraction  model.  In  this  model  the  subjects’  reports  are  described  by  a  unimodal  von 
Mises  distribution  centered  on  a  location  intermediate  between  the  target  and 
non-target  items.  This  displacement  would  occur  as  a  result  of  the  attraction  of 
coding  bumps  in  our  more  detailed  model  of  Figure  4.1.1.  This  model  drops  one  of 
the  typical  components (Bays  et  al.  2009) ,  the  possibility  of  having  swap  errors,  and 





Attraction+swap  model.  Finally,  both  swaps  and  attraction  biases  might  co-exist:  in 
some  trials  the  two  features  of  the  stimulus  are  misbound,  but  in  any  case  reports  (to 
target  or  to  non-target  items)  are  biased  towards  the  nearby  stimulus.  This  model  is 




Serial  biases 
Human. For  each  trial,  we  measured  the  response  error  ( )  as  the  angular  distance θe
between  the  angle  of  the  presented  stimulus  and  the  angle  of  the  response.  To 
exclude  responses  produced  by  guessing  or  motor  imprecision,  we  only  analyzed 
responses  within  an  angular  distance  of  1  radian  from  the  stimulus.  
 
We  measured  serial  biases  as  the  average  error  in  the  current  trial  as  a  function  of 
the  circular  distance  between  the  previous  and  the  current  trial’s  target  location  ( , θd
prev-curr )  in  sliding  windows  with  size  and  in  steps  of .  To  increase  power 3  π/  20  π/
and  correct  for  global  response  biases,  we  calculated  a  ‘folded’  version  of  serial 
biases  as  follows.  Trial-wise  errors  were  multiplied  by  the  sign  of prev-curr  distances: 
 and  we  only  used  absolute  values  of prev-curr.  Positive  mean   θ )  θe =   e sign(θd  
folded  errors  should  be  interpreted  as  attraction  towards  the  previous  stimulus  and 
negative  mean  folded  errors  as  repulsion  away  from  the  previous  location.  For 
absolute  serial  bias  analyses  we  average  folded  errors  up  to  . π
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Monkey. In  contrast  with  the  human  experiments,  the  stimulus  distribution  was 
discrete  for  all  the  monkey  experiments.  On  each  trial,  the  subject  was  cued  for  1  out 
of  8  possible  cue  locations  equidistant  on  a  circle.  This  restricted  the  minimum 
distance  between  two  consecutive  trials  to  be .  To  have  a  finer  resolution  to 2  π/
calculate  serial  biases,  we  capitalize  on  the  response  variability  on  each  trial:  we 
computed  relative  distances  between  current  trial  stimulus  and  previous  trial 
response  (instead  of  previous  trial  stimuli).  Similar  methods  to  humans  were  used, 
where  we  used  smaller  sliding  window  sizes  (  at  steps  of ,  essential  to 10  π/  100)  π/
capture  the  thinner  attractive  profile  we  saw  in  monkeys.  
Regression  models  
To  test  the  effect  of  TMS  on  serial  biases,  we  fit  a  linear  mixed-effects  model  using  R 
function  lmer (Bates  et  al.  2015) . In  particular,  we  modeled  trial-wise  errors  as  a 
linear  combination  of  the  coil location  (PFC  vs.  vertex) ,  tms intensity  (strong-tms, 
sham,  and  weak-tms)  and  the  sine  of  the  distance  between  the  previous  and  current 
stimulus  ( prevcurr) .  We  accounted  for  subject-by-subject  variability  by  including 
random  intercepts  and  random  coefficients  of  prevcurr .  Moreover,  we  incorporated 
the  non-linear  dependency  of  serial  bias  on  stimulation  intensity  that  surfaced  in  our 
simulations,  by  using  -1,  0  and  1  for  strong-tms,  no-tms  and  weak-tms,  respectively. 





3.3  Neural  Data  Analysis 
Datasets 
For  this  thesis,  I  analyzed  one  neural  dataset  previously  collected  by (Constantinidis 
et  al.  2001b) ,  briefly  described  below.  Additionally,  I  also  analysed  simulated  neural 
data  from  variations  of  the  bump-attractor  model.  Description  of  such  analyses  are  at 
the  end  of  this  chapter.  
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Neural  dataset  and  accompanying  behavioral  task 
Detailed  methods  of  the  behavioral  task,  training,  surgeries  and  recordings,  as  well 
as  descriptions  of  neuronal  responses  in  the  task  have  been  published  previously 
(Wimmer  et  al.  2014;  Constantinidis  et  al.  2001a;  Compte  et  al.  2003;  Constantinidis 
et  al.  2002;  Constantinidis  and  Goldman-Rakic  2002)  and  are  only  summarized 
briefly  here.  Four  adult,  male  rhesus  monkeys  (Macaca  mulatta)  were  trained  in  an 
oculomotor  delayed  response  task  requiring  them  to  view  a  visual  stimulus  on  a 
screen  and  make  an  eye  movement  after  a  delay  period.  During  execution  of  the 
task,  neurophysiological  recordings  were  obtained  from  the  lateral  prefrontal  cortex. 
Visual  stimuli  were  1°  squares,  flashed  for  500  ms  at  an  eccentricity  of  14°  relative  to 
the  fixation  point.  Stimuli  were  presented  randomly  at  one  of  8  possible  locations 
around  the  fixation  point.  A  delay  period  lasting  3  s  followed  the  presentation  of  the 
stimulus,  at  the  end  of  which  the  fixation  point  turned  off,  and  an  eye  movement 
towards  the  location  of  the  remembered  stimulus  was  reinforced  with  liquid  reward. 
Eye  position  was  monitored  with  a  scleral  eye  coil  system.  From  two  of  those 
monkeys,  we  collected  single-unit  responses  from  dorsolateral  PFC  (dlPFC)  using 
tungsten  electrodes  of  1–4-MΩ  impedance  at  1  kHz,  while  they  were  performing  the 
task.  A  substantial  fraction  of  neurons  in  this  area  showed  tuned  persistent  delay 
activity  during  the  mnemonic  delay  period  of  the  task  (n=206/822, (Wimmer  et  al. 
2014;  Constantinidis  et  al.  2001a;  Compte  et  al.  2003;  Constantinidis  et  al.  2002; 
Constantinidis  and  Goldman-Rakic  2002) ).  For  decoding  analyses,  we  grouped  those 
neurons  in  simultaneously  recorded  ensembles  (total  of  n=94  neural  ensembles).  All 
experiments  were  conducted  in  accordance  with  the  guidelines  set  forth  by  the  US 
National  Institutes  of  Health,  as  reviewed  and  approved  by  the  Yale  University 
Institutional  Animal  Care  and  Use  Committee.  
Preferred  location 
From  neuronal  spike  counts,  we  computed  the  preferred  locations  of  each  neuron. 
Similar  to (Wimmer  et  al.  2014) ,  preferred  location  was  determined  by  computing  the 
circular  mean  of  the  cue  angles  (0°  to  315°,  in  steps  of  45°)  weighted  by  the  neuron’s 
mean  spike  count  over  the  delay  period  (3  s)  following  each  cue  presentation. 
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Cross-correlation 
Dataset.  For  the  estimation  of  functional  connectivity  we  computed  jittered 
cross-correlation (Amarasingham  et  al.  2012)  of  spike  counts  from  simultaneously 
recorded  neuron  pairs,  whose  preferred  locations  were  separated  by  a  maximum  of 
60º  (n=74).  For  each  pair  we  selected  the  trials  that  fell  within  the  preferred  range 
(pref,  max  of  +40º  from  each  preferred  locations)  or  outside  the  preferred  range 
(anti-pref,  all  other  trials).  We  discarded  trials  without  at  least  1  spike  per  second.  
 
Jittered  cross-correlation .  We  used  the  Python  function  scipy.signal.correlate  to 
compute  cross-correlations  between  spike  trains  of  simultaneously  recorded  pairs. 
Spikes  were  counted  in  independent  windows  of  10  ms.  From  each  trial 
cross-correlation,  1000  jittered  versions  were  computed  as  follows (Amarasingham  et 
al.  2012) .  We  shuffled  the  spike  counts  on  windows  of  50ms  and  computed 
cross-correlation  for  each  of  these  jittered  versions.  This  captured  all  the 
cross-correlations  caused  by  slow  dynamics  (>50ms)  but  destroyed  any  faster 
dynamics.  Finally,  we  removed  the  mean  of  1000  jittered  versions  of  each  trial, 
leaving  only  correlations  caused  by  fast  dynamics  (<=50ms).  Before  plotting 
cross-correlation  peaks,  we  averaged  3  bins  (+1/-1  bin  from  the  actual  peak).  For  the 
time  resolved  cross-correlation,  we  repeated  this  process  for  sliding  windows  of  1  s 
and  steps  of  50  ms. 
 
Putative  excitatory  and  inhibitory  interaction.  Based  on  the  average  cross-correlation 
peak  during  the  whole  trial  [-4.5,2.5],  we  classified  each  pair  into  one  of  3  subgroups: 
1)  those  with  a  positive  peak  for  both  preferred  and  anti-preferred  trials  were 
classified  as  excitatory,  2)  those  with  negative  peak  for  both  preferred  and 
anti-preferred  trials  were  classified  as  inhibitory  and  3)  we  discarded  those  with 
inconsistent  peak  sign  between  preferred  and  anti-preferred  trials.  In  total,  we 
analyzed  the  cross-correlation  time  course  of  n=47  pairs  of  neurons  (n=27  excitatory 




Decoding  stimulus  information 
Monkeys. 
Population  decoder. We  decoded  stimulus in  trial by  modelling  it  as  a  linear θj j  
combination  of  the  spike  counts  of  simultaneously  recorded  neurons ,  computed  in ni




We  performed  50-fold  cross-validation.  For  each  set  of  neurons,  we  trained  two  sets 
of  weights and on  80%  of  randomly  selected  trials  and  tested  in  the  remaining βi ωi
trials. 
 
Leave-one-out  decoder.  To  measure  stimulus  information  on  a  trial-by-trial  basis,  we 
used  leave-one-out  cross  validation.  We  regressed  the and  weights  in  all  trials, βi ωi  
except  the  one  left  out  for  testing.  For  this  analysis  we  computed  spike  counts  in 
windows  of  1  s  in  steps  of  50  ms. 
 
Distance  from  shuffle.  For  our  final  measure  of  decoding  accuracy, ,  we  compared z
each  ensemble  decoding  accuracy,  to  that  ensemble’s  decoding  accuracy  in cc,a  
1000  shuffled  stimulus  distributions,  By  shuffling  the  distribution  of  stimuli .accshuf f  
presented  in  the  particular  recording  of  each  ensemble,  we  maintained  the 
characteristics  of  the  distribution  (e.g.  unbalanced  distribution  of  stimuli),  but 









Linear  decoder. EEG  alpha  power  is  known  to  decrease  in  occipital  sites 
contralateral  to  attended  locations  and  locations  being  actively  maintained  in  working 
memory (Worden  et  al.  2000;  Kelly  et  al.  2006;  Medendorp  et  al.  2007;  Foster  et  al. 
2016) .  We  used  this  feature  to  decode  the  stimulus’  angular  position  from  the 
distribution  of  alpha  power  over  all  43  electrodes.  As  for  the  monkey  data,  we  used  a 
linear  leave-one-trial-out  decoder  trained  on  the  previous  trial’s  stimulus  label  and 
decoded  this  information  throughout  the  previous  and  current  trial.  Trialwise  alpha 
power  for  each  electrode  was  modeled  as  a  linear  combination  of  a  set  of  regressors 
representing  the  stimulus  location  in  the  corresponding  trial, where is  a WM ,U =     U
 matrix  of  alpha  power  measured  at  electrode  in  trial , is  the    J K  j  k M     N K  
design  matrix  of  values  for  regressor in  trial ,  and  is  the  weight  matrix,  n k W     J N  
mapping  the  weight  for  regressor    to  electrode  . n j
 
Design  matrix  M. The  design  matrix is  a  set  of  eight  regressors  representing M Mn  
expected  “feature  activations” (Brouwer  and  Heeger  2009)  for  feature  in  trial . n  k
The  value  of  regressor  in  trial  was  determined  as , Mn  k   sin(nπ 8  s π 8  π 2)   |  | /   k / +   / 7
where  indicates  one  of  eight  angular  location  bins  corresponding  to  the [0 .. 7]sk =    
stimulus  shown  in  trial  . k
 
Similar  to  monkey  analyses,  we  measured  single-trial  stimulus  representations  using 
leave-one-out  cross-validation,  using  an  equal  number  of  trials  from  each  location  bin 





 and  estimated  the  left-out  trial ’s  design  matrix as M   (M M   )   Utrain train
T
train train
T 1  k Mk
  . M
︿
k = W   W )  W   U  (
︿ T ︿ 1 ︿ T
k
 
For  each  trial  and  time  point,  we  ran  repeated  this  analysis  100  times  with  randomly 
chosen  training  sets,  and  averaged over  all  repetitions.  Finally,  we  estimated  the M
︿
 
predicted  angle as  the  direction  of  the  sum  of  vectors with  length  and θ
︿
k ⃗  ν n  M
︿
nk  
24  All  the  EEG  data  analyses  were  performed  entirely  by  Heike  Stein,  a  fellow  PhD  student  in 
the  lab.  Because  I  was  involved  in  discussing  the  results  during  and  after  the  EEG  analyses, 
and  because  those  results  complement  substantially  our  findings  in  the  monkey  PFC,  I  opted 
to  include  some  of  them  here  for  completeness’  sake.  This  methods  section  is  included  here 
to  properly  interpret  those  findings.  
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direction . Trialwise  decoding  strength was  then  given  as  the  cosine  of  the  circular bn




Cross-temporal  decoding.  To  explore  the  temporal  generalization  of  mnemonic  and 
response  code  over  time,  we  trained  decoders  in  independent  time  windows  of  the 
previous  and  current  trial,  and  tested  them  in  all  time  points  of  consecutive  trials 
(from  .25  s  to  1.25  s  after  previous  stimulus  onset,  -.25  s  to  .25  s  after  previous 
response,  and  -1.25  s  to  .25  s  after  the  current  trial’s  stimulus  onset).  For  the 
temporal  generalization  matrix  (Figure  4.2.4b),  we  averaged  train  and  test  data  over 
50  samples  (≈  97.77  ms).  High-resolution  time  courses  of  mnemonic  and  response 
code  (Figure  4.2.4c)  were  obtained  by  training  the  decoder  on  averaging  data  from  .5 
s  to  1  s  after  previous  stimulus  onset  and  -.25  s  to  .25  s  relative  to  response  time, 
and  testing  on  averaged  data  from  five  samples  (≈  9.77  ms)  throughout  consecutive 
trials.  
Conversion  of  spikes  into  local-field  potentials 
For  the  conversion  of  simulated  spike  times  into  local-field  potentials,  we  convolved 
the  aggregated  spike  times of  all  the  neurons  engaged  in  a  bump  (or  in  the t )( s
network,  depending  of  the  analyses)  with  a  synaptic  kernel  gsyn  :  
 
(17) 
that  had  an  exponential  decay  of  ,  as  defined  in  (Sterratt  et  al.  2011) .  msτ = 5
 
Phase-preservation  index 
To  measure  how  an  oscillating  bump  kept  its  oscillation  phase  over  multiple  trials N  of 
our  simulation,  we  first  converted  spike  times  into  local-field  potentials,  and  then  we 
used  the  phase-preservation  index  (PPI),  a  method  developed  by (Mazaheri  and 
Jensen  2006)  for  MEG  data.  The  PPI  is  defined  by  taking  a  reference  time  point  (in 
our  case =  stimulus  offset),  and  then  computing  the  average  consistency  of  the tref





where is  the  reference  phase  for  trial  k  and is  the  phase  in  trial  k (f , ) φk 0 tref (f , ) φk 0 t 










4.1  Interference  from  simultaneous 
memories   
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Neural  circuit  basis  of  visuo-spatial 
working  memory  precision  25
 
Summary 
Here  we  used  a  neuronal  microcircuit  model  for  visuospatial  WM  (vsWM)  to 
investigate  working  memory  of  several  items.  The  model  assumes  that  there  is  a 
topographic  organization  of  the  circuit  responsible  for  spatial  memory  retention.  This 
assumption  leads  to  specific  predictions,  which  we  tested  in  behavioral  experiments. 
According  to  the  model,  nearby  locations  should  be  recalled  with  a  bias,  as  if  the  two 
memory  traces  showed  attraction  or  repulsion  during  the  mnemonic  period, 
depending  on  their  distance.  We  confirmed  these  predictions  experimentally.  Our 
findings  provide  support  for  a  topographic  neural  circuit  organization  of  vsWM,  they 
suggest  that  interference  between  similar  memories  underlies  some  WM  limitations, 
and  they  put  forward  a  circuit-based  explanation  that  reconciles  previous  conflicting 
results  on  the  dependence  of  WM  precision  with  load.  
25  This  chapter  includes  parts  of  a  study  published  in  2015:  Rita  Almeida,  João  Barbosa,  and 
Albert  Compte.  “Neural  circuit  basis  of  visuo-spatial  working  memory  precision:  a 
computational  and  behavioral  study”  Journal  of  Neurophysiology  114:1806,  2015.  From  that 
study,  I  included  here  only  the  analyses  and  experiments  in  which  I  was  directly  involved. 
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In  computational  models,  simultaneous  memories  attract  and  repel  each  other  
Continuous-attractor  networks  can  store  several  items  in  separate  activity  bumps 
(Edin  et  al.  2009) .  However,  the  localized  activity  bumps  that  represent  these 
memories  interfere,  reflecting  the  connectivity  profile  of  these  networks.  Figure  3.3 
(Methods)  illustrates  two  of  such  profiles,  local  and  global  inhibitory  connectivity.  Both 
connectivity  profiles  predict  that  similar,  simultaneous  memories  are  attracted  to  each 
other  during  the  mnemonic  period (Wei  et  al.  2012;  Almeida  et  al.  2015) .  Local 
inhibition,  however,  predicts  that  dissimilar  memories  repel  each  other  in  the  course 
of  one  trial  (Figure  4.1.1a, (Almeida  et  al.  2015;  Nassar  et  al.  2018) ).  When  two  items 
are  stored  in  a  network  with  local  inhibition,  there  is  a  range  of  distances  where  the 
two  bumps  merge.  This  range  depends  on  the  width  of  the  excitatory-to-excitatory 
connectivity  profile  (Figure  3.3).  On  the  other  hand,  repulsion  depends  on  the  width 
of  the  total  feedback  inhibition.  As  shown  in  Figure  4.1.1b,  the  interaction  between 
two  nearby  memories  transitioned  from  attraction  to  repulsion  as  the  inter-item 
distance  grew. 
 
 
Figure  4.1.1. Simultaneous  memories  interfere  attractively  and  repulsively. a) Two  example 
simulations  with  slightly  different  iter-item  distance.  On  the  left,  bumps  are  placed  nearby  and 
therefore  merge.  On  the  right,  bumps  are  placed  slightly  further  away  from  each  other,  and 
therefore  repel.  For  each  trial  we  computed  the  memory  bias,  as  the  distance  between  the 
initial  bump  location  during  stimulus  and  the  location  at  the  end  of  the  delay  (last  0.5  s).  In b) 
we  plotted  memory  biases  for  all  inter-item  distances  and  the  folded  Mexican  hat  imposed  in 
the  network  connectivity  emerges.  
 
Testing  bump-attractor  model  predictions  in  humans 
We  designed  a  multi-item  working  memory  experiment  (Figure  4.1.2,  see Dataset  I in 
Methods  (3.2)  for  more  details)  with  a  parametric  report  to  test  the  attraction  and 
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repulsion  predictions  (Figure  4.1.1).  In  this  task,  nine  participants  had  to  report  the 
remembered  locations  by  controlling  a  cursor.  We  focused  our  analysis  on close 
trials ,  which  were  characterized  by  reports  to  a  target  stimulus  that  had  been 
memorized  together  with  a  non-target  stimulus  presented  nearby,  within  3.1  to  4.4 
degrees  of  visual  angle  (14  to  20  deg  on  the  circle).  Depending  on  whether  this  close 
non-target  was  presented  clockwise  or  counter-clockwise  to  the  target,  we  named 
each  close  trial  a  cw  or ccw trial,  respectively.  We  found  that  there  was  a  significant 
difference  between  the  reported  errors  for  the ccw  and cw  trial  types  (Figure  4.1.3a, 
p<  0.0001).  This  data  was  consistent  with  attraction  of  the  two  memories.  We  were 
able  to  measure  the  specific  fraction  of  a  perfect  merge  verified  in  the  data.  We  did 
this  by  normalizing  the  mean  error  in  each  trial  to  the  distance  between  close  stimuli. 
The  subjects  that  showed  a  significant  effect  (5  out  of  9)  presented  26%  ±  8%  (39%  ± 
6%)  of  the  attraction  expected  for  a  total  merge  of  the  memories  in  clockwise 
(counter-clockwise)  trials.  
 
 
Figure  4.1.2. Task  design  used  to  test  the  bump-attractor  predictions  in  humans. In  each  trial, 
the  subject  saw  3  items  placed  at  different  locations  each  with  distinguishable  colors.  On  each 
trial,  there  was  1  target  and  2  non-targets  labels  invisible  to  the  subjects  (shown  only  for 
illustration). Because  subjects  were  unaware  of  this  target/non-target  categorization,  they  had 
to  remember  all  items  during  a  delay  period  of  3  seconds,  at  the  end  of  which  the  target 
location  was  probed  by  the  color  change  of  the  fixation  dot.  Finally,  the  subjects  used  a 
mouse  to  report  the  target  location,  which  could  have  a  non-target  next  to  it  (close  trial,  cw  or 
ccw  trial)  or  not  (far  trial). 
 
Moreover,  we  computed  the  memory  bias  from  the  psychometric  curve  fit  for  each 
subject  and  plotted  it  against  distance  between  items  (Figure  4.1.3c).  Across 
subjects,  the  attractive  memory  bias  of  the  psychometric  curve  decreased 
significantly  (1-tailed  paired  t-test,  p  =  0.02;  n  =  9)  from  very  close  memories  (3.0 
–3.5°  of  visual  angle,  memory  bias  95%  confidence  interval  [0  0.7]°,  permutation  test 
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p  =  0.05)  to  slightly  more  distant  ones  (4.2°  of  visual  angle),  at  which  point  the 
memory  bias  became  marginally  negative  (memory  bias  95%  confidence  interval 
[-1.2  0.1]°,  permutation  test  p  =  0.07).  In  addition,  we  tested  significant  memory 
biases  within  subjects.  We  found  that  the  number  of  subjects  with  a  significant 
repulsive  (attractive)  memory  bias  increased  (decreased)  with  distance  between 
items  (Figure  4.1.3d;  multinomial  regression  model  p  =  0.035),  indicating  a  consistent 
but  individually  specific  dominance  of  repulsion  for  intermediate  distances. 
 
 
Figure  4.1.3. Memory  attraction  and  repulsion  emerges  depending  on  distances  between 
close-by  items. a) distributions  of  error  to  target  for  clockwise  (gray)  and  counterclockwise 
(black)  trials  differed  significantly  (p  =  0.00005,  data  from  all  participants  n  =  9),  revealing  an 
attractive  bias. b)  Cumulative  proportion  of  errors  to  target  from  the  distributions.  Data  were 
fitted  with  a  cumulative  normal  function .  c)  subject-averaged  memory  bias  for  trials  with 
different  distances  between  memorized  close-by  items  (x-axis).  Shading  indicates  bootstrap- 
derived  95%  confidence  intervals.  *Significant  difference  as  evaluated  with  1-tailed  paired 
t-test  at  p  <  0.05. d)  no.  of  subjects  with  significant  (t-test  p  <  0.05)  attractive  and  repulsive 
memory  bias  in  trials  with  different  interitem  distance. 
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Discarding  swap-errors  as  an  alternative  explanation 
An  alternative  explanation  to  the  attraction  between  similar  items  could  be  that,  in  a 
fraction  of  error  trials,  the  subjects  swapped  the  colors  and  locations  of  the  two 
memorized  nearby  items (Bays  et  al.  2009;  Ma  et  al.  2014;  Pertzov  et  al.  2012) ,  while 
for  the  rest  of  error  trials  subjects  were  randomly  guessing  (see Binding  of 
independent  features  in Introduction  (1.2)) .  Misremembering  the  binding  between 
color  and  location  would  result  in  a  spurious  attraction  -  in  fact,  it  would  be  a 
complete  attraction.  
 
 
Figure  4.1.4. Behavioral  data  suggest  that  attraction  of  memory  representations  and  not 
swap  errors  is  responsible  for  memory  biases  observed  in  close  trials. a)  Schematic 
illustration  of  the  probability  density  function  for  each  of  the  3  models  tested:  swap,  attraction, 
and  attraction+swap  models. b)  average  information  loss  ΔAIC  across  subjects  (n  =  8)  for 
swap  and  attraction+swap  models  compared  with  the  attraction  model,  the  best  model  for 
data  from  these  participants. 
 
We  fitted  behavioral  reports  with  statistical  models  that  included  Gaussian-like 
distributions  around  the  target  memory  items  ( Mixture-model  fitting in  Methods) using 
a  custom  expectation  maximization  algorithm  based  on (Bays  et  al.  2009) .  For  all 
tested  models,  the  dispersion  parameter  σ  estimated  from  trials  with  close  probed 
items  (σ =  7.63  ±  0.88  deg  along  the  circle, n =9)  did  not  differ  significantly  from  that 
estimated  from  trials  with  far  probed  items  (paired  t-test, p >  0.05, n =9),  suggesting 
that  differences  in  precision  between  isolated  and  clustered  memory  items  were  not 
due  to  different  memory  resolutions  in  these  two  situations.  Instead,  we  tested  the 
hypothesis  that  these  differences  occurred  as  a  result  of  memory  biases  caused  by 
neighboring  memories,  and  we  contrasted  3  different  models  ( Mixture-model  fitting in 
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Methods ):  an attraction  model  where  responses  to  the  target  stimulus  experienced  a 
mean  bias  towards  the  neighboring  memory;  a swap  model ,  in  which  responses  to 
target  stimuli  were  unbiased,  but  in  some  trials  responses  clustered  around  the 
neighboring  non-target  item;  and  an attraction+swap  model ,  which  combined  the  two 
situations:  a  fraction  of  swap  responses  and  a  mean  bias  toward  neighboring 
memories  (Figure  4.1.4a).  Note  that  for  the  swap  models  we  only  considered  swaps 
between  close  by  items,  which  favors  this  model.  We  compared  the  estimated 
likelihoods  of  each  model  using  Akaike  information  criterion  (AIC).  We  compared  the 
models  by  calculating  the  differences  between  AIC  values  ( Mixture-model  fitting in 
Methods ).  We  calculated  this  difference  between  all  the  models  and  the  best  model. 
The  best  model  (the  one  with  the  lowest  AIC)  was  the  attraction  model  for  all  but  one 
participant,  for  which  the  attraction +swap  model  had  the  lowest  AIC  (ΔAIC  for  the 
swap  model  was  11.7,  i.e.  a  relative  likelihood  <  0.0001).  We  excluded  this  subject  to 
calculate  the  average  information  loss  of  the swap  and attraction+swap  models 
relative to  the attraction model for  the  other  participants.  The  swap  model  was  the 
worst  of  the  three  statistical  models  tested  (Figure  4.1.4b).  Adding  up  AICs  for  these 
8  participants,  the  relative  likelihood  of  the swap  model  compared  to  the attraction 
model  was  below  10 -4 .  These  results  lead  us  to  discard  an  explanation  based  on 
swap  errors  alone  for  the  memory  attraction.  
 
To  sum  up,  with  this  study  we  validated  two  behavioral  predictions  of  the 
bump-attractor  model,  when  storing  multiple  items.  In  particular,  we  found  that 
humans  have  repulsive  and  attractive  biases,  as  predicted  by  the  model.  Moreover, 
we  discard  that  these  attraction  biases  are  driven  by  swap  errors  alone,  a  behavioral 
bias  that  occurs  more  often  with  high-load  conditions,  in  contrast  to  our  load  3.  In 
fact,  the  model  used  here  is  not  capable  of  simulating  feature-binding,  a  fundamental 
element  of  this  task  that  requires  memorizing  locations,  colors,  and  their  pairwise 
associations.  This  motivated  us  to  extend  our  study  in  this  direction,  as  described  in 
the  following  section. 
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Feature-binding  in  working  memory 
through  neuronal  synchronization  26
Summary 
Binding  (or  swap)  errors  occur  in  working  memory  tasks  when  a  wrong  response  is  in 
fact  accurate  relative  to  a  non-target  stimulus.  These  errors  reflect  the  failure  to 
maintain  bundled  in  memory  the  conjunction  of  features  that  define  one  object,  and 
the  mechanisms  implicated  remain  unknown.  Here,  we  tested  the  mechanism  of 
synchrony  across  feature-specific  neural  assemblies.  We  built  a  biophysical  neural 
network  model  for  working  memory  items  defined  by  the  combination  of  one  color 
and  one  location.  The  model  is  composed  of  two  one-dimensional  attractor  networks 
for  working  memory,  one  representing  colors  and  the  other  one  locations.  Within 
each  network,  gamma-oscillations  were  induced  during  bump  attractor  activity 
through  the  interplay  of  fast  recurrent  excitation  and  slower  feedback  inhibition.  As  a 
result,  different  memorized  items  were  held  at  different  phases  of  the  network’s 
intrinsic  oscillation.  These  two  networks  are  then  connected  via  weak  cortico-cortical 
excitation,  accomplishing  binding  between  color  and  location  through  the 
synchronization  of  pairs  of  bumps  across  the  two  connected  networks.  In  some 
simulations,  swap  errors  arose:  “color  bumps”  abruptly  changed  their  phase 
relationship  with  “location  bumps”.  Serial  encoding  of  specific  color-location 
associations  was  accomplished  by  stimulating  briefly  (50  ms),  but  strongly  and 
simultaneously  the  corresponding  bumps  in  each  network.  On  the  other  hand,  feature 
decoding  was  accomplished  by  stimulating  the  cued  location  with  a  .5  s  pulse,  which 
impacted  strongly  the  corresponding  phase-locked  bump.  Finally,  the  model  makes 
specific  predictions,  testable  at  several  levels.  Firstly,  delay  duration  and  stimulus 
distance  modulate  swap  errors.  Secondly,  swap  errors  in  the  model  are  associated 
with  a  lower  phase  consistency  of  oscillatory  activity  in  the  delay  period.  
  
26  All  the  simulations  and  analyses  were  performed  by  me,  but  the  suggestion  to  use 
phase-preservation  index  came  from  the  Sreenivasan  lab  (NYU  Abu  Dhabi),  our 




In  biophysically-constrained  models (Wang  1999) ,  the  interplay  between  a  fast 
recurrent  excitation,  followed  by  a  slower  inhibitory  feedback  results  in  oscillatory 
activity.  In  cortical  networks  this  arrangement  is  easily  attained:  fast  excitation 
supported  by  fast  AMPAR  channels,  interacts  strongly  with  slower  feedback  inhibition 
mediated  by  GABA A  receptors.  The  dynamics  leading  to  oscillations  can  be  
described  as  follows.  When  the  excitatory  contribution  of  AMPAR  channels  to 
recurrent  connections  is  large,  these  fast  synaptic  inputs  produce  ‘bursts’  of  activity, 
which  are  eventually  silenced  by  a  slower,  feedback  inhibition.  Without  activity, 
feedback  inhibition  eventually  wears  off  and  the  new  excitation  cycle  ensues.  Early 
work,  modelling  1-item  working  memory  with  biophysically-constrained  continuous 
attractor  network  models (Compte  et  al.  2000) ,  has  shown  that  embedding  this 
excitation-inhibition  interplay  in  ring-attractor  models  leads  to  oscillatory  activity 
bumps  during  the  memory  period.  Furthermore,  these  models  can  be  adapted  to 
store  multiple  memories (Edin  et  al.  2009;  Wei  et  al.  2012;  Standage  and  Paré  2018) 
and  have  been  demonstrated  to  explain  behavioral (Almeida  et  al.  2015;  Nassar  et 
al.  2018)  and  neurophysiological  characteristics (Edin  et  al.  2009)  of  humans 
engaged  in  high-load  working  memory  tasks.  However,  how  multiple  oscillatory 
bumps  coexist  in  the  same  attractor  network  and  which  dynamics  are  generated  has 
not  been  described,  yet.  Here,  we  advance  in  that  direction  and  exploit  these  bump 
oscillation  dynamics  to  model  feature-binding  in  working  memory.  In  particular,  we 
focus  on  the  simulation  of  behavioral  biases  originated  from  binding  failures,  also 
called  swap  errors .  
Working  memory  load  modulates  oscillation  power  and  frequency 
We  built  a  computational  network  model  of  a  local  neocortical  circuit,  with  excitatory 
and  inhibitory  spiking  neurons (leaky  integrate-and-fire  neuron  model)  connected 
reciprocally  via  excitatory  AMPAR-mediated  and  NMDAR-mediated  synapses  and 
inhibitory  GABA A R  synapses  (see  Methods).  The  network  model  was  tuned  to 
support  bump  attractor  dynamics  with  3  simultaneous  bumps (Edin  et  al.  2009) ,  and 
further  tuning  of  the  relative  weights  of  AMPAR  and  NMDAR-mediated  currents  set 
active  reverberant  neurons  in  the  oscillatory  regime.  Using  this  computational  model 




Figure  4.1.5. Multiple  bumps  are  spontaneously  anti-correlated. Top  row,  raster  plots  of  3 
example  simulations  of  load  1,  2  and  3.  Middle.  Zoomed  versions  of  simulations  on  the  top 
show  clear  oscillatory  activity,  confirmed  by  cross-correlation  functions  (bottom).  For  the  load 
1  case,  we  computed  the  autocorrelation.  Notably,  irregular  activity  due  to  external  noise 
coexists  with  markedly  oscillatory  dynamics. 
 
In  our  model,  multiple  bumps  show  anti-correlated  oscillatory  activity  (Figure  4.1.5). 
As  we  store  more  bumps  in  the  network,  lateral  inhibition  originating  from 
simultaneous  memories  establishes  anti-phase  dynamics  during  the  memory  period. 
Moreover,  we  found  that  the  anti-phase  behavior  was  robust  in  a  wide  range  of 
values  for  AMPAR  recurrent  conductances  (Figure  4.1.6). 
 
 
Figure  4.1.6. Anti-correlated  oscillatory  dynamics  as  a  function  of  excitatory  recurrence 
(AMPAR  conductance)  in  simulations  with  load  2. a)  Anti-phase  dynamics  as  measured  by 
spike  count  correlation  between  bumps.  b)  Frequency  of  the  power  spectrum  peak  computed 
using  each  bump’s  activity  individually.  c) Same  as b)  but  computing  the  power  spectrum  of 
the  cross-correlation  between  the  two  bumps  (Figure  4.1.5,  bottom).  Red  stars  mark  the 
parameter  values  of  model  simulations  used  throughout  the  study.  This  plot  summarizes  the 
dynamics  of  ~10,000  simulations  (total)  of  100  different  networks.  
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Having  seen  this  anti-phase  dynamics  between  simultaneous  bumps,  we  sought  to 
contrast  two  alternative  (and  extreme)  scenarios  as  we  increase  the  number  of 
stored  memories  ( memory  load ).  Under  one  alternative,  bumps  oscillate  at  a  fixed 
frequency  irrespective  of  load,  so  that  the  global  network  oscillation  (adding  up  the 
activity  of  fixed-frequency  out-of-phase  bumps)  would  have  a  frequency  that  should 
increase  linearly  with  memory  load  (scenario  1,  dashed  line  Figure  4.1.7c). 
Alternatively,  the  network  global  oscillation  could  have  a  fixed  frequency  for  different 
loads,  and  simultaneous  bumps  would  take  turns  to  fire  in  the  available  active 
periods.  This  would  lead  to  halving  the  bumps’  oscillation  frequency  as  we  double  the 
memory  load  (scenario  2,  dashed  line  in  Figure  4.1.7d).  We  tested  our  model 
simulations  to  identify  if  our  biophysical  model  adhered  to  one  of  these  scenarios.  To 
this  end  we  ran  multiple  simulations  with  3  different  loads  (presenting  1,  2  and  3 
separate  bumps  during  the  encoding  cue  period)  and  we  computed  power  spectra 
from  either  the  aggregate  activity  of  the  whole  network  (network  power)  or  from 
separate  populations  centered  around  each  presented  target  (bump  power).  We  then 
extracted  the  frequency  of  the  peak  network  and  bump  power  to  study  their 
dependency  with  load.  We  found  signatures  of  both  scenarios  (Figure  4.1.7a,b).  As 
we  increase  the  memory  load,  the  overall  network  activity  oscillates  at  slightly 
increasing  frequencies  (Figure  4.1.7a,c).  In  contrast,  each  bump,  corresponding  to 
different  memories,  oscillates  at  markedly  slower  frequencies  as  load  increases 
(Figure  4.1.7b,d).  We  quantified  which  were  the  dominant  dynamics  by  plotting  both 
the  network’s  and  each  bump  oscillating  frequency  against  memory  load.  For  better 
comparison,  we  normalized  the  frequency  associated  with  different  loads  to  the  one 
of  load  1.  Moreover,  we  compared  the  effect  of  memory  load  against  the 
aforementioned  alternative  scenarios  (dashed  lines  in  Figure  4.1.7c,d)  and  found  that 
our  network  dynamics  was  more  consistent  with  scenario  2.  We  therefore  conclude 
that  our  biophysical  network  maintains  a  relatively  constant  global  oscillation  as  more 
items  are  loaded  into  memory,  and  individual  memory  oscillations  instead  start 












Figure  4.1.7. Load-modulation  of 
network  and  bump  oscillatory 
dynamics. Power  spectrum 
computed  from  simulations  of 
increasing  load  (1-3)  using  the 
activity  of  the  whole  network a) or  of 
each  bump’s  activity, b) . c,  d) 
Peak-frequency  computed  from 
simulations  with  increasing  load 
 normalized  to  simulations  with ),(f k  
a  single  bump  (load  1, when ) f 1
computed  from  the  whole  network 
activity  c)  and  only  from  each 





Thus,  as  shown  before (Wang  1999;  Compte  et  al.  2000) ,  the  interplay  between 
recurrent  (fast)  excitation  and  (slower)  feedback  inhibition  acting  locally  is  the  basis 
of  the  bump  oscillatory  behavior.  Moreover,  we  now  show  that  anti-phase  dynamics 
of  simultaneous  bumps  occurs  due  to  bump  competition,  accomplished  by  lateral 
inhibition.  Intuitively,  this  competition  increases  with  memory  load,  leading  to  longer 
periods  of  silence  during  the  delay-activity  of  each  bump.  
Uniform  coupling  achieves  feature  binding 
How  the  conjunctions  of  different  visual  features  are  kept  in  mind  is  a  long  standing 
question  in  cognitive  neuroscience (Schneegans  and  P.  Bays  2018)  -  the  so-called 
binding  problem .  However,  there  is  consolidating  evidence  that  different  features  of 
complex  objects  are  maintained  in  independent  stores  (Delvenne  and  Bruyer  2004; 
Olson  and  Jiang  2002;  Parra  et  al.  2011;  Xu  2002;  Wheeler  and  Treisman  2002). 
This  suggests  that  different  ring-attractors  could  be  storing  independent  features,  say 
1  ring  representing  and  memorizing  colors  and  another  ring  storing  locations (Ma  et 
al.  2014) .  However,  how  these  networks  should  interact  to  accomplish 




Figure  4.1.8. Feature-binding  through  weak,  uniform  coupling. a) Schematics  of  the  final 
2-network  architecture,  consisting  of  2  ring-attractors  with  all-to-all,  uniform  connectivity.  Each 
ring  is  able  to  store  memories  from  one  feature  space  (e.g.  color  or  location)  as 
activity-bumps  (Figure  4.1.5).  b)  One  example  simulation  for  the  two  networks.  The 
red-shaded  area  marks  the  period  in  which  we  read  out  the  activity  of  the  entire  color 
network,  while  injecting  current  at  one  specific  location  in  the  location  network  (right 
gray-shaded  area  in  the  location  rastergram,  see  main  text  for  details  about 
encoding/decoding). c)  Cross-correlation  computed  between  2  pairs  of  bumps  across 
networks  (as  marked  with  dashed  red  and  black  lines  in  panel  b).  For  the  black  association, 
the  cross-correlation  peak  is  positive.  In  contrast,  the  cross-correlation  peak  was  negative  for 
the  red  association. d)  Spike  count  correlation  (in  count  bins  of  5  ms,  windows  of  100  ms)  of 
both  associations  through  the  memory  delay  is  stable  for  this  simulation. e)  and f)  same  as 
Figure  4.1.6a,b,  but  for  connected  networks.  e)  Anti-phase  dynamics  within  each  network  as 
measured  by  spike  count  correlation  between  bumps.  f)  Peak-frequency  of  power  spectrum  of 
the  cross-correlation  between  the  two  bumps  (Figure  4.1.5,  bottom). g)  Bump  strength 
measured  as  spike-count  variability  at  the  end  of  the  delay.  e-g)  summarize  the  dynamics  of 
22,000  simulations  (total)  of  100x2  networks.  
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Figure  4.1.9. Encoding  and  decoding  is  accomplished  without  temporal  precision. a) 
Spike-count  correlation  (in  count  bins  of  5  ms  and  correlation  windows  of  100  ms)  during  the 
delay  for  20  example  simulations.  During  the  encoding  period  (green),  immediately  after 
stimulus  presentation,  we  bound  two  bumps,  one  from  each  network,  by  simultaneously 
stimulating  them  with  external  current.  This  ensured  those  two  bumps  were  correlated 
through  the  trial  more  often  than  chance  (correctly  bound,  black  in  the  figures).  On  some  trials 
(only  one  in  a),  noisy  fluctuations  changed  the  sign  of  this  correlation  suddenly  (swap  trial). 
During  the  decoding  period  (light  gray,  on  the  right)  we  simulated  the  cueing  period  of  a  real 
WM  task,  by  injecting  current  on  the  cued  location  (0.5  s)  of  one  network,  while  decoding 
mean  firing  rates  from  the  other  network. b)  Histogram  from  1,000  simulations.  Bumps  bound 
during  encoding  (target)  were  more  likely  to  be  read-out  than  unbound  bumps  (non-target). c) 
We  identified  three  types  of  swaps,  classified  as  memory  swaps  if  the  association  changed 
abruptly  during  the  delay  (constituting  51%  of  the  swap  trials),  attentional  swaps  if  the  wrong 
association  was  encoded  (22%)  or  decoding  swaps  if  the  decoding  fails  (27%). d) Same  as 
a),  averaging  across  all  trials  separately  for  swap  and  on-target  trials,  as  defined  by  the 
decoder,  shown  in  b). f,  e) summarize  the  dynamics  of  22,000  simulations  (total)  of  100 
connected  (x2)  networks  as  a  function  of  inter-network  connectivity.  f)  Binding  measured  as 
average  spike-count  correlation  between  correct  bump  pairs  (bound  pairs;  red,  in  figures). e) 
Peak-frequency  of  power  spectrum  of  the  cross-correlation  between  bound  bump  pairs, 
across  networks.  Red  star  marks  the  parameters  value  of  the  model  used  throughout  the 
study.  
 
Here,  binding  between  color  and  location  is  accomplished  through  the 
synchronization  of  pairs  of  bumps  across  two  networks  connected  via  weak  cortico- 
cortical  excitation  (Figure  4.1.8).  In  particular,  we  connected  two  ring-attractors  in  the 
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regime  described  above  with  all-to-all,  untuned  excitatory  connectivity.  This 
connectivity  was  weak  and  it  was  mediated  exclusively  by  AMPARs  (Figure  4.1.8a), 
acting  on  all  excitatory  and  inhibitory  neurons.  Interestingly,  anti-phase  dynamics 
within  each  network  (as  described  above)  was  maintained  robustly  for  a  wide  range 
of  connectivity  strength  values  (Figure  4.1.8,  bottom  row).  Across  networks,  each 
bump’s  activity  was  in  phase  with  one  bump  in  the  other  network  (Figure  4.1.8b,c, 
black)  but  out  of  phase  with  the  other  (Figure  4.1.8b,c,  red).  On  the  majority  of  the 
simulations,  this  selective  synchronization  was  maintained  through  the  whole  delay 
period  (see  Figure  4.1.8c,d  for  an  example  simulation).  This  dynamics  is  therefore 
interesting  as  a  possible  mechanism  to  maintain  bound  the  information  of  each 
presented  stimulus.  To  this  end,  however,  there  are  several  aspects  to  resolve  in 
relation  to  the  encoding  and  decoding  of  this  bound  information. 
 
On  the  one  hand,  synchronization  selection  was  noise-induced  in  our  simulations, 
resulting  in  across-networks  associations  between  random  pairs  of  bumps  for 
different  simulations.  To  control  this  association  at  the  time  of  stimulus  encoding,  we 
stimulated  strongly  and  simultaneously  1  bump  in  each  network  for  a  brief  period  of 
50ms  (Figure  4.1.8b,  and  Figure  4.1.9a,  green  period),  forcing  these  2  bumps  (1  in 
each  network)  to  engage  in  correlated  activity  during  the  delay  period.  Nevertheless, 
this  phase-locked  dynamics  could  be  broken  by  noisy  fluctuations,  leading  to 
possible  misbinding  of  memorized  features  and  swap  trials  (Figure  4.1.9a,b).  
 
On  the  other  hand,  our  model  raised  the  question  of  how  this  binding  of  information 
could  reasonably  be  decoded  without  resorting  to  complex  mechanisms  for  spike 
coincidence  detection.  In  our  task  the  behavioral  output,  which  consisted  in 
answering  which  color  was  initially  associated  with  a  particular  location,  should 
depend  on  evaluating  the  pair  of  bumps  in  the  2  networks  that  maintained  in-phase 
synchronization  at  the  end  of  the  delay.  This  was  simulated  as  follows.  For  each  trial, 
we  probed  one location  by  injecting  external  current  to  corresponding  neurons  in  the 
location  network  at  the  end  of  the  delay.  This  simulated  the  presentation  of  the 
location  probe  at  the  end  of  the  delay  (see  Figure  1.1c  in  Introduction).  This  external 
current  increased  the  firing  rate  in  one  of  the  location  bumps,  and  we  found  that  it 
also  resulted  in  an  increase  of  activity  of  the  associated,  in-phase color  bump .  Finally, 
we  extracted  the  behavioral  output  with  a  maximum  likelihood  decoder  applied  on 
mean  firing  rate  activity  of  the color  network during  the  last  .5  s,  while  probing  the 
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corresponding  location  in  the location  network as  described  above .  Figure  4.1.9b 
shows  1,000  of  such  simulated  trials.  Applying  our  encoding/decoding  method  to  our 
simulations,  results  in  30%  of  trials  wrongly  associated  with  the  non-target  color 
(swap  trials,  Figure  4.1.9b).  We  then  separated swap trials  from on-target  trials  and 
computed  the  spike-count  correlation  in  windows  of  5  ms  through  the  whole  trial 
period  (Figure  4.1.9d),  and  confirmed  that  on-target  trials  were  in  fact  characterized 
by  stable  phase-locked  activity,  while  the  correlation  between  bumps  in  swap  trials 
progressively  approached  the  opposite  dynamics  (in-phase/anti-phase  for  the 
bound/unbound  items,  Figure  4.1.9d).  Additionally,  we  identified  three  sources  of 
swap  errors  in  our  simulations,  classified  as memory  swaps  if  the  correct  association 
based  on  in-phase  bump  synchronization  changed  abruptly  during  the  delay 
(constituting  51%  of  the  swap  trials), attentional  swaps  if  the  wrong  association  was 
encoded  during  the  encoding  period  (22%)  or  decoding  swaps  if  the  correct 
association  was  encoded  and  maintained  during  the  memory  period,  but  the 
decoding  failed  (27%).  See  Figure  4.1.9c  for  example  simulations. 
 
Together,  our  biologically-constrained  simulations  demonstrate  that  feature-binding 
can  be  accomplished  through  selective  synchronization.  Crucially,  encoding/decoding 
location-color  associations  was  done  without  a temporally  precise  code ,  a 
long-standing  limitation  in  the binding  by  synchrony  framework (Shadlen  and 
Movshon  1999) .  Moreover,  we  identified  3  sources  of  swap  errors.  Based  on  these 
computational  findings,  we  investigated  model  predictions  that  could  be  compared 
with  existing  data  or  could  generate  hypotheses  for  new  experimental  studies. 
Behavioral  predictions:  swap  errors  increase  with  delay  (I)  and  item 
competition  (II)  
As  discussed  in  the  Introduction,  swap  errors  have  been  described  to  depend  on 
several  task  parameters.  In  particular,  swap  errors  increase  with  delay  duration 
(Pertzov  et  al.  2017)  and  decrease  with  target  to  non-target  distances (Schneegans 
and  Bays  2017a;  Emrich  and  Ferber  2012) .  We  therefore  validated  our 
feature-binding  model  against  these  behavioral  findings.  Firstly,  Figure  4.1.10a 
shows  that  swap-errors  increased  with  delay  duration  in  the  simulations.  In  our 
model,  swap  errors  are  induced  by  noisy  fluctuations.  Therefore,  demanding  longer 
delays  will  increase  the  probability  of  a  large  enough,  swap-inducing  noisy 
fluctuation.  Secondly,  Figure  4.1.10b  shows  how  swap  errors  decrease  with  target  to 
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non-target  distances,  congruent  with  previous  findings (Pertzov  et  al.  2017) .  For  very 
close  locations,  feedback  inhibition  is  strongest,  leading  to  “winner  take  all”  dynamics 
between  nearby  bumps,  explaining  an  increase  of  swap  errors  for  such  distances. 
For  intermediate  distances,  similarly  to  Figure  4.1.1 (Almeida  et  al.  2015) , 
simultaneous  bumps  interfere  (repulsively  and  through  their  phase  relationship, 
which  is  in  this  case  less  stable  through  the  delay).  Experimentally,  these  two 
regimes  correspond  to  different  scenarios.  In  the  first  case,  one  color  is  forgotten, 
while  on  the  second  scenario,  there  is  an  actual swap  error.  This  prediction  could  be 
tested  experimentally  by  probing  the  subject's  memory  on  all  items,  instead  of  just 
one  (Adam  et  al.  2017) . 
In  sum,  our  model  is  able  to  describe  a  previously  found  dependence  of  swap  errors 
with  delay  duration  and  with  target  to  non-target  distance,  and  it  offers  mechanistic 
explanations  for  such  dependencies. 
 
 
Figure  4.1.10. Swap  errors 
increase  with  delay  duration 
and  decrease  with  target-to- 
nontarget  distances. Model 
simulations  (top)  explain 
previous  behavioral  findings 
(bottom). a)  Swap  errors 
increase  with  delay  duration 
and  b) Simulations  where 
target  and  non-target  bumps 
are  stored  close-by  increase 
swap  errors,  relative  to  when 





Neural  prediction:  swap  trials  show  less  phase  preservation  through  the  delay 
Finally,  abrupt  changes  in  the  phase  relationship  between  oscillating  bumps  is  the 
central  mechanism  of  swap  errors  in  our  model  (Figures  4.1.9a,b).  Therefore,  it  is 
worth  deriving  a  testable  prediction  from  this  mechanism.  Additionally,  because  these 
changes  in  phase  relationships  are  abrupt,  they  require  experiments  using  high 
sampling-rate  techniques  such  as  MEG  or  EEG,  rather  than  the  slower  BOLD  signal 
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that  would  smear  out  these  events.  Deriving  a  prediction  testable  using  such 




Figure  4.1.11. Swap-trials  show  lower 
phase-preservation  index. Swap-error  trials 
(red),  compared  with  on-target  trials  (green)  in 
the  model  are  associated  with  a  lower  phase 
consistency  of  oscillatory  activity  in  the  delay 
period,  as  measured  with  phase-preservation 
index  (PPI)  using  early  delay  as  the  reference 






Intuitively,  swap  errors  in  our  model  simulations  are  characterized  by  inconsistent 
phase  relationships  between  brain  signals  when  comparing  the  beginning  and  the 
end  of  the  delay  period.  We  therefore  considered  applying  an  analysis  that  has  been 
proposed  to  test  phase  consistency  in  EEG/MEG:  the  phase-preservation  index  (PPI, 
(Mazaheri  and  Jensen  2006) ).  This  was  inspired  through  a  collaboration  with  Prof. 
Kartik  Sreenivasan  (NYU  Abu  Dhabi,  UAE).  Accordingly,  we  first  transformed  our 
network’s  spiking  activity  in  corresponding  LFP’s  (Methods).  We  then  calculated  the 
phase-preservation  index  (PPI,  see (Mazaheri  and  Jensen  2006)  and  Methods)  at  27
the  end  of  the  delay,  relative  to  the  beginning  of  the  delay,  and  separately  for 
on-target  and  swap  trials.  As  we  expected  based  on  our  model  simulations  (Figure 
4.1.9),  this  analysis  applied  to  our  simulated  field  data  showed  that  trials  containing 
swap  errors  had  a  lower  PPI,  compared  to  on-target  trials  (Figure  4.1.11).  This 
specific  prediction  could  be  applied  to  MEG/EEG  data  recorded  from  humans 
performing  this  task,  based  on  an  analysis  of  behavioral  responses  able  to 
discriminate  swap  error  trials  from  correct  and  other  error  trials (Bays  et  al.  2009) . 
This  prediction  is  currently  being  tested  in  the  Sreenivasan  laboratory  at  NYUAD 
using  MEG.  
27  Actually,  testing  our  prediction  with  PPI  was  the  idea  of  the  Sreenivasan  lab,  our 
collaborators.  In  fact,  this  prediction  is  being  tested  in  MEG  experiments  in  the  same  lab. 
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Interim  conclusions 
We  validated  two  behavioral  predictions  of  the  bump-attractor  model,  when  storing 
multiple  items.  In  particular,  we  found  that  humans  have  repulsive  and  attractive 
biases,  as  predicted  by  the  model.  
 
Furthermore,  aiming  to  account  for  swap-errors,  other  sources  of  biases  in  multi-item 
working  memory  experiments,  we  extended  the  classical  bump-attractor  model.  Our 
biologically-constrained  model  offers  a  plausible  mechanism  for  feature-binding 
through  selective  synchronization.  Importantly,  it  explains  when  this  feature  binding 
fails,  including  how  it  depends  on  delay  duration  and  inter-item  distances.  Moreover, 
it  provides  a  strong,  testable  prediction  from  its  central  underlying  mechanism  - 






4.2  Interference  from  previous  memories  
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The  interplay  between  bump-attractor  and 
activity-silent  dynamics  in  PFC  underlies 
serial  dependence  in  working  memory  28
Summary 
Persistent  firing  of  prefrontal  neurons  during  maintenance  periods  of  working  memory 
tasks  is  a  neural  correlate  of  working  memory.  Alternatively,  synaptic  facilitation  of 
recurrent  connections  has  been  proposed  in  theoretical  models  as  a  possible 
mechanism  for  working  memory  maintenance.  Despite  its  theoretical  appeal,  there  is 
little  evidence  supporting  synaptic  facilitation  as  the  central  mechanism  of  working 
memory.  Instead,  another  class  of  models  propose  that  it  might  play  a 
complementary  role  in  improving  memory  stabilization,  with  the  cost  of  increasing 
history-dependent  errors.  We  found  several  of  these  models’  features  in 
neurophysiological  and  behavioural  experiments  performed  both  in  humans  and 
monkeys.  In  particular,  we  found  that  old  memories’  information  disappeared  from 
spiking  activity  during  the  inter-trial  interval  (ITI)  but  reappeared  prior  to  the 
forthcoming  stimulus,  as  if  it  had  been  reignited  from  a  hidden  trace.  In  contrast, 
narrow  cross-correlation  peaks  of  simultaneously  recorded  neurons  kept  selectivity  to 
the  previous  stimulus  location  through  the  whole  ITI,  supporting  an  extra, 
activity-silent  memory  system.  A  network  model  of  bump-attractors  with  short  term 
plasticity  (STP)  accounts  for  serial  dependence  and  specifically  explains  these 
neurophysiological  findings.  Finally,  the  model  predicts  that  reactivating  old  memories 
prior  to  forthcoming  stimulus  presentation  should  increase  serial  bias.  We  validated 
this  prediction  neurophisiolocially  in  human  and  monkey  experiments  by  relating  high 
decoding  accuracy  of  previous-trial  stimulus  with  an  increase  of  serial  biases. 
28  This  chapter  includes  parts  of  a  manuscript  ready  to  be  submitted:  Joao  Barbosa,  Heike 
Stein,  Rebecca  Martinez,  Adria  Galan,  Diego  Lozano-Soldevilla,  Kirsten  Adams,  Josep  Valls, 
Christos  Constantinidis  and  Albert  Compte.  The  interplay  between  bump-attractor  and 
activity-silent  dynamics  in  PFC  underlies  serial  dependence  in  working  memory.  Christos, 
Heike,  Rebecca,  Adria,  Diego  and  Kirsten  were  involved  in  some  aspect  of  the  data 
collection.  With  the  exception  of  the  EEG  data  analyses,  which  were  performed  entirely  by 
Heike,  I  performed  all  the  simulations  and  analyses.  Because  I  was  involved  in  discussing  the 
results  during  and  after  the  EEG  analyses,  and  because  those  results  complement 
substantially  our  findings  in  the  monkey  PFC,  I  opted  to  include  some  of  them  here  for 





Working  memory,  the  ability  to  maintain  and  manipulate  information  when  no  longer 
accessible  to  the  senses,  is  considered  a  fundamental  brain  function  in  primates  that 
underlies  much  of  their  enhanced  cognitive  capabilities.  Understanding  its 
mechanisms  at  the  neural  circuit  level  has  thus  been  one  major  interest  in 
contemporary  systems  neuroscience.  The  first  proposed  mechanism,  supported  by 
single-neuron  recordings  in  non-human  primates (Funahashi  et  al.  1989;  Kubota  and 
Niki  1971;  Fuster  and  Alexander  1971) ,  was  selective  sustained  activity,  whereby 
neurons  in  prefrontal  and  other  cortices (Leavitt  et  al.  2017;  Christophel  et  al.  2017) 
maintain  an  elevated  firing  rate  during  memory  periods  that  is  selective  to  the  identity 
of  the  memorized  item.  Largely  based  on  computational  models,  the  initial  cellular 
focus  gave  way  to  a  primarily  network  mechanism  in  attractor  networks  supported  by 
strong  recurrent  connections  between  neurons  in  the  network (Compte  et  al.  2000; 
Wang  1999;  Wang  2001) .  Specific  experimental  evidence  in  support  of  these  network 
dynamics  has  been  recently  obtained  in  animal  models  during  delayed  response 
tasks (Wimmer  et  al.  2014;  Inagaki  et  al.  2019) .  Recently,  another  mechanism  has 
been  proposed  to  support  memory  maintenance  over  short  delays:  stimulus  triggered 
activity  could  charge  some  subthreshold  mechanism  (such  as  short-term  synaptic 
plasticity)  that  would  leave  the  network  tagged  with  the  identity  of  the  previous 
stimulus  without  enacting  it  in  neural  activity (Mongillo  et  al.  2008) .  This  latent 
memory  trace  would  then  be  retrieved  in  spiking  activity  by  means  of  a  non-specific 
input  to  the  network (Mongillo  et  al.  2008;  Stokes  2015) .  This  computational  proposal 
has  mostly  received  support  from  negative  neuroimaging  evidence:  in  some  working 
memory  tasks,  even  if  memory  performance  is  good,  stimulus  information  cannot  be 
retrieved  from  brain  activity  recorded  in  the  delay  period,  but  it  is  robustly  decoded  in 
other  task  periods.  The  apparent  incompatibility  of  these  two  proposals 
(activity-based  and  activity-silent  memory  maintenance)  has  led  to  view  them  as 
alternative  mechanisms,  but  modeling  studies  that  have  successfully  implemented 
these  activity-silent  conditions  invariably  require  the  network  to  be  configured  close  to 
the  attractor  network  regime (Mongillo  et  al.  2008) .  Thus,  these  mechanisms  rather 
than  being  regarded  as  alternatives  may  interact  synergistically  and  support 
collectively  different  aspects  of  working  memory  function,  as  previously  supported 
computationally (Barak  and  Tsodyks  2007;  Hansel  and  Mato  2013) .  Here,  we  sought 
explicit  evidence  of  such  interaction  with  periods  relying  alternatively  on  either 
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mechanism  in  the  course  of  a  delayed-response  spatial  working  memory  task 
(Constantinidis  et  al.  2001a) ,  by  focusing  on  the  encoding  properties  of  brain  activity 
during  inter-trial  periods.  To  this  end,  we  capitalized  on  a  behavioral  read-out  of  such 
inter-trial  dependencies  that  has  recently  captured  much  attention  in  the 
psychological  literature.  Serial  biases  in  spatial  working  memory  tasks  denote  small 
but  systematic  biases  in  reporting  the  location  memorized  in  the  current  trial  slightly 
attracted  to  locations  memorized  in  the  previous  trial,  especially  when  successive 
stimuli  appeared  in  close  proximity (Fischer  and  Whitney  2014;  Papadimitriou  et  al. 
2015;  Fritsche  et  al.  2017;  Bliss  et  al.  2017) .  Serial  biases  increase  with  memory 
delay  length (Bliss  et  al.  2017;  Papadimitriou  et  al.  2015;  Fritsche  et  al.  2017) ,  thus 
showing  their  dependence  on  memory  maintenance.  However,  the  mechanistic  basis 
of  serial  dependence  in  working  memory  is  still  unclear,  and  both  attractor  dynamics 
and  subthreshold  activity-silent  mechanisms  have  been  proposed  to  carry 
stimulus-selective  information  from  one  trial  to  the  next (Bliss  and  D’Esposito  2017; 
Papadimitriou  et  al.  2015;  Kilpatrick  2018) .  In  neural  recordings  from  the  frontal  eye 
field  (FEF)  of  monkeys  performing  an  ODR  task, (Papadimitriou  et  al.  2017)  found 
neural  firing  selectivity  to  previous  stimuli,  prior  to  the  new  stimulus  presentation.  This 
finding  is  evidence  that  a  persistent  activity  representation  of  the  stimulus  can  remain 
in  the  circuit  between  trials,  consistent  with  a  maintained  attractor  mechanism. 
However,  a  critical  component  of  their  experimental  design  was  a  short  inter-trial 
interval  (ITI)  of  less  than  400  ms.  We  hypothesized  that  longer  ITIs  would  instead 
reveal  a  dynamic  interplay  between  activity-based  and  activity-silent  mnemonic 
network  regimes  that  could  be  assessed  neurophysiologically.  Three  main  lines  of 
evidence  motivated  this  hypothesis:  (1)  dependencies  of  serial  biases  with  delay  and 
ITI  durations  are  largely  consistent  with  activity-silent,  and  not  activity-based 
mechanisms (Kilpatrick  2018;  Bliss  and  D’Esposito  2017;  Papadimitriou  et  al.  2015) ; 
(2)  the  different  quality  of  memory  requirements  in  the  delay  and  inter-trial  periods  of 
this  task  suggests  different  mechanistic  substrates (Bliss  et  al.  2017;  Papadimitriou  et 
al.  2015) ;  and  (3)  evidence  for  attractor  dynamics  in  the  network  does  not  discard  the 
activity-silent  hypothesis,  but  instead  suggests  the  network  is  close  to  the  required 
regime  for  such  dynamics  (Mongillo  et  al.  2008) . 
Results 
We  trained  four  rhesus  monkeys  to  perform  an  oculomotor  delayed  response  task 
(ODR).  The  task  consisted  in  remembering  one  out  of  eight  possible  spatial  locations 
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at  fixed  eccentricity  while  maintaining  fixation  (Figure  4.2.1a).  After  a  delay  period  of 
3  s  in  which  no  stimulus  was  present,  the  monkey  had  to  execute  a  saccade  towards 
the  remembered  location.  Responses  were  followed  by  a  fixed  inter-trial  interval  (ITI) 
of  2.1  s.  In  addition,  we  tested  35  human  participants  in  variations  of  the  ODR  task 
performed  by  the  monkeys,  differing  mostly  in  the  report,  which  was  done  by  a 
mouse  click,  in  a  variable  delay  duration  (1  and  3  s)  and  variable  ITI  durations 
(between  1.1s  and  5s,  median  1.5  s).  In  all  cases,  we  recorded  the  report  location 
and  computed  behavioral  errors  as  angular  distances  to  corresponding  target 
locations.  Following  the  methods  described  in  previous  studies (Fischer  and  Whitney 
2014) ,  we  analyzed  the  dependence  of  the  current  trial  error  on  relative  previous  trial 
location.  Despite  substantial  inter-species  differences,  both  monkeys  and  humans 
showed  a  bias  relative  to  previously  remembered  locations.  This  bias  was  attractive 
for  short  distances  between  previous-trial  and  current-trial  locations,  and  repulsive  for 
large  previous-current  distances  (Figure  4.2.1a,  4.2.4a).  We  focused  our  research  on 
specifying  the  neural  mechanisms  of  between-trial  memory  underlying  serial  biases 
in  this  task,  and  their  interaction  with  the  known  attractor  dynamics  underlying 
within-trial  memory  maintenance (Wimmer  et  al.  2014) .  To  this  end,  we  investigated 
electrophysiological  measurements  in  the  idle  periods  between  successive  trials  of 
the  task,  including  behavioral  response,  and  fixation  periods  prior  to  the  appearance 
of  a  new  stimulus.  
Reactivation  of  previous  memory  information  prior  to  new  stimulus 
presentation 
We  collected  single-unit  responses  from  the  dorsolateral  PFC  (dlPFC)  of  two 
monkeys  while  they  performed  the  task.  As  previously  shown (Wimmer  et  al.  2014; 
Constantinidis  et  al.  2001a;  Compte  et  al.  2003;  Constantinidis  et  al.  2002; 
Constantinidis  and  Goldman-Rakic  2002) ,  a  substantial  fraction  of  neurons  in  this 
area  showed  tuned  persistent  delay  activity  during  the  mnemonic  delay  period  of  the 
task  (n=206/822).  Moreover, (Wimmer  et  al.  2014)  demonstrated  that  these  specific 
neurons  are  part  of  bump  attractor  dynamics  characterizing  the  memory  periods  of 
this  task.  Based  on  our  hypothesis  that  an  interplay  of  activity-silent  and  attractor 
mechanisms  would  support  serial  biases,  we  decided  to  focus  our  analyses  on  this 
subgroup  of  prefrontal  neurons,  and  we  grouped  them  in  simultaneously  recorded 
ensembles  for  decoding  analyses  (total  of  n=94  neural  ensembles).  
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Figure  4.2.1.  Previous-trial  stimulus  code  reactivates  prior  to  the  forthcoming  stimulus . a) 
Task  design  and  error  plot  from  4  monkeys  performing  this  task.  Trials  where  the  previous 
report  was  counter-clockwise  to  the  current  stimulus  were  collapsed  into  clockwise  trials. 
Positive  (negative)  peaks  mean  that  stimuli  at  that  relative  distance  to  previous-trial  location 
elicited  current-trial  reports  that  were  attracted  to  (repelled  from)  that  location.  Error  bars  are 
bootstrapped  standard-error  of  the  mean  (SEM).  Black  solid  bars  represent  p<0.05  computed 
using  permutation  test. b)  averaged,  normalized  firing  rate  of  n=206  recorded  neurons  during 
the  intertrial  interval.  Left  and  right-handed  gray  background  bars  are  response  and  stimulus 
presentation  periods,  respectively. c)  Decoding  accuracy  of  previous-trial  stimulus,  computed 
as  distance  from  decoding  of  shuffled  labels.  Aligned  with  anticipatory  ramping  in  pre-cue, 
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previous-trial  stimulus  reappears.  Black  bars  on  top  mark  timepoints  for  which  decoding 
accuracy  mean  99.5%  C.I.  is  above  zero;  gray  bars  for  95%. d)  Tuning  to  previous-trial 
stimulus  computed  at  different  epochs,  marked  in  b)  (p-value  of  one-sided  t-test  at  prefered 
location:  9.85e-20  (red),  8.24e-3  (green),  0.43  (blue),  0.013  (orange),  shadings  are  SEM). 
Unless  stated  otherwise,  error-shading  marks  95%  C.I.  of  the  mean. 
 
Continuous  recordings  through  a  long  ITI  of  2.1  sec  followed  by  a  1  sec  fixation 
period  showed  that  dlPFC  single  neuron  average  firing  rates  exhibited  strong 
dynamics,  compared  to  the  stability  during  mnemonic  delay  periods  (Figure  4.2.1b). 
Response  execution  and  fixation  onset  were  hallmarks  in  these  dynamics,  but  we 
also  noticed  an  increase  of  firing  rate  prior  to  stimulus  presentation  (Figure  4.2.1b), 
which  could  reflect  an  anticipation  signal  to  upcoming  stimulus  presentation  (because 
all  ITIs  in  our  experiment  had  a  fixed  duration,  the  monkeys  could  anticipate  the 
forthcoming  stimulus).  We  wondered  if  these  changes  in  neuronal  mean  firing  rate 
were  also  related  to  dynamical  changes  in  stimulus  selectivity.  Under  the 
attractor-based  hypothesis  for  serial  biases (Papadimitriou  et  al.  2017) ,  sustained 
stimulus  selectivity  would  be  expected  to  extend  from  the  previous  trial  delay  period 
into  the  fixation  period  of  the  forthcoming  trial.  In  order  to  access  stimulus  information 
during  all  consecutive  trials,  we  trained  a  linear  decoder  on  spike  counts  of  small 
neuronal  ensembles  (n=94)  of  1-6  simultaneously  recorded  neurons  (Figure  4.2.2a). 
To  test  if  each  neural  ensemble  carried  stimulus  information,  we  attempted  to  decode 
stimulus  location  from  1000  surrogate  datasets,  consisting  of  label  shuffles  of  the 
original  dataset  (i.e.,  containing  no  stimulus  information  by  construction).  This  gave 
us  a  baseline  distribution  of  decoder  accuracy  to  which  we  could  compare  the 
decoding  error  on  the  original  dataset  (Methods).  During  the  whole  delay  period, 
neuronal  ensembles  carried  stimulus  information  and  single  neurons  showed  tuning 
to  the  corresponding  stimulus  (Figure  4.2.1c,d,  red).  Following  the  behavioral  report, 
the  memorized  location  was  still  decodable  from  ensemble  activity,  but  plotting  single 
neurons’  tuning  curves  showed  that  at  this  time  neurons  had  selective  suppression  of 
responses  in  their  mnemonic  preferred  locations  (Figure  4.2.1c,d,  green).  This  could 
reflect  neuronal  adaptation  mechanisms  or  else  saccade  preparation,  as  an 
anti-saccade  was  necessary  to  return  to  the  fixation  center.  When  single  neurons 
recovered  from  this  anti-tuning  and  were  no  longer  tuned  to  the  previous  stimulus 
(Figure  4.2.1c,d,  blue),  decoding  accuracy  was  not  different  from  chance  suggesting 
that  information  about  the  previous  stimulus  had  disappeared  in  network  activity. 
However,  aligned  with  anticipatory  ramping  activity  in  the  pre-cue  period,  previous 
stimulus  information  was  again  detected  by  the  decoder  just  prior  to  the  new  stimulus 
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presentation,  and  single-neuron  tuning  reappeared  (Figure  4.2.1c,d,  orange).  This  is 
consistent  with  previous  evidence  demonstrating  a  firing-rate  code  for  previous 
stimulus  just  prior  to  the  cue (Papadimitriou  et  al.  2017) ,  but  it  shows  that  the 
information  is  not  continuously  maintained  through  the  ITI  and  fixation  in  dlPFC. 
Further,  information  reappearance  occurred  strongly  (period  marked  in  orange)  in 
those  neuronal  ensembles  that  maintained  more  stimulus  information  during  the 
delay  period  (Figure  4.2.1c  and  4.2.2).  
 
 
Figure  4.2.2. The  same  neurons  engaged  in  the  mnemonic  period  are  later  reactivated. a) 
Neuronal  ensemble  size  simultaneously  recorded  varies  between  1-6. b) fraction  of  neurons 
with  previous  stimulus  code  computed  for  all  ensembles  (dashed  line)  and  only  for  the 
ensembles  with  highest  previous  stimulus  code  averaged  across  the  whole  delay.  Selection  of 
ensembles  with  highest  delay  code,  reveals  higher  reactivated  neurons.  Statistical  test  done 
with  binomial  test  at  p=0.05  (n=96  and  n=27,  for  all  ensembles  and  highest  delay  code, 
respectively),  standard  errors  are  bootstrapped  errors  of  the  mean. c)  correlation  (r-value) 
between  previous  stimulus  averaged  across  the  whole  delay  and  different  time  points 
(p-values:  6.5e-30,  0.87,  0.035)  R-values  and  error-bars,  standard  error  of  the  mean, 
computed  using  linear  regression.  d)  Single  ensemble  values  from  c),  orange.  
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This  indicates  a  possible  relationship  between  mechanisms  of  delay  memory 
encoding,  and  mechanisms  bridging  the  ITI  to  re-enact  this  information  in  dlPFC  prior 
to  the  cue.  Finally,  PFC  neurons  exhibited  negative  noise  correlations  -  a  signature  of 
a  diffusing  bump  (Figure  4.2.3, (Wimmer  et  al.  2014) )  -  exclusively  during 
reactivation.  Taken  together,  these  results  suggest  that  previous  trial  memory 
information  remains  latent  in  the  prefrontal  cortex  despite  temporary  absence  of 
selective  neuronal  firing,  and  that  this  latent  code  can  be  reinstated  in  attractor-like 
neural  activity  in  the  network.  Before  further  testing  this  idea,  we  first  wondered  if 




Figure  4.2.3.  Noise  correlation  between  pairs  of  neurons  is  negative  at  reactivation  as 
predicted  by  the  model. a)  The  model  has  different  predictions  for  pre-cue  and  fixation  period 
marked  in  this  reproduction  of  Figure  4.2.1c  decoding  accuracies. b)  Model  simulations  have 
negative  correlations  at  pre-cue  (reactivation  period)  only  when  conditioning  on  trials  where 
the  previous-trial  stimulus  was  within  prefered  locations. c)  noise-correlation  of  all 
simultaneously  recorded  pairs  (n=34)  for  the  within  preferred  condition.  The  shift  towards  the 
lower-right  corner  is  consistent  with  the  model  predictions.  d) Average  noise-correlation  of 
pairs  in  PFC  exhibit  same  correlation  pattern  as  predicted  by  the  model  (correlation  negative 
during  pre-cue  (P=0.034,  one-sided  t-test),  positive  during  fixation  (P=0.018)  and  pre-cue 
different  than  fixation  (P=0.0005)  for  the  within  preferred  condition  and  non-negative  during 
outside  preferred  condition. 
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Delay  code  is  reactivated  at  fixation  in  EEG 
We  collected  EEG  from  43  scalp  electrodes  in  15  human  participants,  while  they 
were  performing  the  task.  We  extracted  EEG  alpha  power  from  all  electrodes  and 
used  a  linear  decoder  with  sinusoidal  basis  functions  to  predict  the  target  location  in 
each  trial  ( (Foster  et  al.  2016) , Methods ).  The  target  representation  was  significantly 
sustained  during  delay,  response,  and  the  next  trial’s  pre-stimulus  period  (Figure 
4.2.4b,  diagonal  axis).  Considering  that  scalp  EEG  is  a  whole-brain  measure,  this 
code  could  be  sustained  by  different  representational  components  (e.g.  stimulus, 
memory,  response).  We  thus  trained  different  linear  decoders  during  delay  (500-1000 
ms  after  stimulus  onset)  around  the  response  (250  before  and  250  ms  after),  and 
used  the  respective  weights  to  extract  previous-stimulus  information  through  different 
periods  of  the  trial  (Figure  4.2.4c).  WM  delay  code  is  stable  during  stimulus 
presentation  and  delay,  but  disappears  during  response.  Importantly,  delay  code 
reemerges  after  the  next  trial’s  fixation  dot  onset.  In  contrast,  the  response  code  did 
not  generalize  beyond  the  time  at  which  the  decoder  was  trained.  We  found 
reappearance  of  previous-trial  stimulus  tuning  before  the  forthcoming  stimulus 
(Figure  4.2.4c,  right  panel,  and  Figure  4.2.4d,  lower  panel),  similar  to  monkey 
neurophysiology  (Figure  4.2.1c),  but  at  fixation  onset  instead  of  immediately  before 
the  forthcoming  stimulus.  Apart  from  showing  a  confirmatory  correspondence  with 
the  time-course  of  mnemonic  decoding  in  the  monkey  data,  these  human  results  also 
contribute  additional  insights.  A  whole-brain  analysis  failing  to  find  continuity  in  the 
memory  code  through  the  ITI  suggests  that  our  finding  of  absent  ITI  rate  code  in  the 
monkey’s  dlPFC  was  not  due  to  being  recorded  from  the  wrong  brain  area,  and 
instead  was  explained  more  parsimoniously  by  a  latent  memory  code. 
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Figure  4.2.4. Human  EEG  previous-trial  delay  code  reactives  at  fixation  onset. a)  Error  plot 
for  15  human  subjects  performing  the  task.  As  is  Figure  4.2.1  1,  trials  for  which  the  previous 
location  was  counter-clockwise  to  the  current  stimulus  were  collapsed  into  clockwise  trials. 
Error  bars  show  one  standard  error  of  the  mean  (SEM),  significance  bars  mark  significant 
attraction  (repulsion)  with  p<.05  (bootstrap  test). b)  Temporal  generalization  of 
previous-stimulus  code  for  all  combinations  of  training  and  testing  time  from  previous  stimulus 
onset  ( ),  response  ( ),  current  trial  fixation  onset  ( )  to  current-trial  stimulus  onset.  Sn 1  Rn 1 Fn
Solid  white  lines  mark  the  discontinuity  of  the  EEG  signal  between  delay,  response,  and 
current  trial  initiation.  White  dashed  lines  indicate  the  temporal  center  of  the  transversal 
selection  for  delay  and  response  code  shown  in  c). c) Tuning  to  previous-trial  location  during 
previous-trial  delay  (left),  previous-trial  response  (middle),  and  current-trial  fixation  period 
(right).  The  cross-temporal  decoder  trained  in  previous-trial  delay  (.5s-1.0s)  shows  a  stable 
delay  code  during  delay,  which  disappears  during  the  response  period,  and  reappears  prior  to 
current-trial  stimulus  onset  (black  line  with  95%  C.I.  error-shading),  see  also  panel  d).  In 
contrast,  the  cross-temporal  response  decoder  (trained  -.25s-.25s  after  the  previous-trial 
response)  represents  previous-trial  information  only  during  the  response  and  stays  around 
zero  after  current-trial  fixation  onset.  Upper  black  bars  show  significant  delay  code  decoding 
time  points  (99.5%  C.I.  of  the  mean  above  zero;  gray  bars  for  95%  C.I.). d) Average  tuning 
reconstruction  of  the  previous-trial  stimulus  at  different  epochs  for  the  delay  decoder,  marked 
in  c)  (p-value  of  one-sided  t-test  at  prefered  location:  3.85e-9  (red),  0.92  (blue),  0.03  (orange), 
shading  shows  SEM). 
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Figure  4.2.5. Bump-attractor  model  with  STP  accounts  for  serial  dependence  and 
neurophysiology. a)  Average  rate  and  synaptic  tuning  for  all  simulations  in  d).  During  the 
mnemonic  period,  both  rate  and  synaptic  tuning  are  at  their  maximum,  both  driven  by 
neuronal  activity  sustaining  a  bump  (red  plot  in  b).  At  the  end  of  each  trial,  a  inhibitory  input 
resets  the  network  state,  pushing  it  back  to  baseline  activity  (blue  plot  in  b).  This  is  reflected 
in  the  absence  of  rate  tuning,  but  facilitated  synapsis  keep  a  latent  bump  that  decays  slowly 
enough  to  be  reactivated  by  a  non-specific  stimulus  marked  in  green  (orange  plot  in  b).  b) 
Averaged  single-neuron  tuning  to  previous-trial  stimulus  at  different  epochs  marked  with 
colored  triangles  in  a). c)  Two  example  simulations,  one  depicting  repulsion  and  another 
attraction  from  the  previous  stimulus  location.  Current  stimulus  marked  with  red  triangle,  while 
previous  stimulus  was  at  180º  for  both  simulations.  Prior  to  the  external  stimulus,  an 
anticipatory  signal  modeled  as  an  excitatory  drive  to  all  neurons  in  the  network  (green) 
reactivates  a  bump  from  a  latent  trace  in  the  previous-trial  location,  and  interferes  with  the 
forthcoming  stimulus  repulsively  or  attractively,  depending  on  the  inter-stimuli  distance.  d) 
Behavioral  responses  computed  from  n=5000  for  each  curve.  A  weak  anticipatory  drive 
increases  attractive  serial  biases  and  produces  a  negative  lobe,  while  a  strong  drive  removes 
serial  biases. 
 
Bump-reactivation  as  a  mechanism  for  stimulus  information  reappearance 
Based  on  our  electrophysiology  results  and  prior  modeling  studies (Mongillo  et  al. 
2008) ,  we  formulated  the  bump-reactivation  hypothesis  to  explain  our  data,  and  we 
implemented  it  in  a  computational  model.  We  hypothesized  that  information  held  in 
memory  as  an  activity  bump  during  the  previous  trial’s  delay  period (Wimmer  et  al. 
2014)  would  be  imprinted  in  neuronal  synapses  as  a  latent,  activity-silent  trace  during 
the  ITI.  This  latent  bump  could  be  reactivated  due  to  the  unspecific  anticipatory 
signal,  seen  in  mean  firing  activity  in  PFC  (Figure  4.2.1b),  or  anticipatory 
mechanisms  following  an  external  cue  predicting  stimulus-presentation,  such  as  the 
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onset  of  a  fixation  dot  (Figure  4.2.4c). To  test  the  bump-reactivation  hypothesis,  we 
built  a  bump  attractor  network  model  of  spiking  excitatory  and  inhibitory  neurons  with 
short-term  plasticity  (STP)  dynamics  in  excitatory  synapses  (Methods).  In  each  trial, 
stimulus  information  is  maintained  in  activity  bumps  during  the  delay,  supported  by 
recurrent  connectivity  between  neurons  selective  to  the  corresponding  stimulus. 
During  the  whole  ITI  period,  model  neurons  had  no  detectable  tuning  to  the 
previous-trial  stimulus  (Figure  4.2.5a,  black  line  and  Figure  4.2.5b,  blue) (Bliss  and 
D’Esposito  2017;  Kilpatrick  2018) .  However,  the  synapses  of  those  neurons  that  had 
participated  in  memory  maintenance  in  the  previous  delay  were  facilitated  due  to 
STP  (Figure  4.2.5a,  blue  line).  As  a  result,  single  neuron  tuning  could  be  recovered 
from  the  hidden  synaptic  trace  using  a  nonspecific  drive  to  the  whole  population 
(Figure  4.2.5a,c, Methods ).  Our  computational  model  was  thus  an  explicit 
implementation  of  the  bump-reactivation  hypothesis  that  we  had  formulated. 
Serial  biases  can  be  explained  by  bump-attractors  with  short-term  plasticity 
We  next  used  our  computational  model  to  derive  behavioral  and  physiological 
predictions  to  test  in  our  data,  in  particular  in  relation  to  serial  biases.  In  order  to 
simulate  serial  biases  with  our  computational  model,  we  ran  5000  pairs  of 
consecutive  trials  with  varying  distance  between  the  stimuli  presented  in  each  trial. 
We  used  the  final  location  of  the  bump  in  the  second  trial  (current-trial  memory)  as 
the  “behavioral”  output  of  the  model  in  that  trial.  By  applying  parallel  analyses  to  the 
behavioral  experiments,  we  were  able  to  model  the  profile  of  serial  biases  observed 
experimentally  (Figure  4.2.5d,  black),  similar  to (Kilpatrick  2018;  Bliss  and 
D’Esposito  2017) .  We  then  tested  the  impact  of  bump-reactivation  in  serial  biases  by 
comparing  the  behavioral  output  of  simulations  with  and  without  anticipatory 
nonspecific  drive  before  the  second  trial  stimulus  (Methods).  We  found  that  bump 
reactivation  resulted  in  stronger  attractive  biases  for  similar  successive  stimuli,  and  in 
the  appearance  of  repulsive  biases  for  more  dissimilar  successive  cues  (Figure 
4.2.5d,  green  line).  We  found  that  tuned  intracortical  inhibition  was  necessary  for  this 
emergence  of  repulsive  biases  upon  bump  reactivation  (not  shown).  This  showed 
that  these  repulsive  biases  are  caused  by  repulsive  interactions  between 
simultaneously  active  bumps  in  the  network  ( (Almeida  et  al.  2015;  Nassar  et  al. 
2018) ),  and  are  absent  when  there  is  no  reignited  bump  that  recruits  localized 
inhibition  at  the  flanks  of  the  pre-cue  bump  of  activity.  We  finally  tested  the 
dependence  of  this  behavioral  effect  on  the  strength  of  the  nonspecific  drive.  A  very 
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short  but  strong  impulse  to  the  whole  network  during  the  ITI  quickly  saturated  all  the 
synaptic  facilitation  variables,  effectively  removing  all  serial  biases  in  the  output  of  the 
network  (Figure  4.2.5d,  blue).  Thus,  in  this  model  bump  reactivation  affects  serial 
biases  non-linearly  as  reactivation  strength  is  varied.  In  sum,  our  model  can 
reproduce  behavioral  and  neurophysiological  findings  described  in  Figure  4.2.1  and 
Figure  4.2.4  and  derives  several  predictions  that  we  tested  experimentally.  
Increased  cross-correlation  suggests  a  latent  trace  during  ITI 
Before  addressing  the  serial  bias  predictions  of  the  bump-reactivation  hypothesis,  we 
first  sought  an  experimental  validation  that  subthreshold  mechanisms  in  dlPFC  still 
maintained  information  about  the  previous  stimulus  during  the  ITI.  The  central  peak 
of  the  cross  correlation  function  is  often  used  to  assess  the  functional  connectivity 
between  pairs  of  neurons (Aertsen  et  al.  1989;  Fujisawa  et  al.  2008;  Amarasingham 
et  al.  2012) .  We  applied  this  analysis  to  the  spike  times  of  neurons  in  our 
computational  model  during  the  ITI,  and  then  validated  the  prediction  in  the 
experimental  data.  A  scheme  in  Figure  4.2.6a  explains  the  analysis,  which  is  as 
follows.  First,  we  selected  collinear  pairs  of  neurons  (distance  between  preferred 
locations pref1  and pref2  smaller  than  8°  in  model  and  30°  in  the  data  (n=67), 
Methods).  We  then  compared  the  zero-lag  peak  of  the  jitter-corrected 
cross-correlation  function  (Methods)  of  all  collinear  pairs  for  two  conditions:  for  trials 
in  which  the  previous  stimulus  was  shown  close  to  their  preferred  locations  ( pref , 
maximum  distance  of  30°  from  previous  location  to  either  pref1  or  pref2)  or  away 
( anti-pref ,  all  other  trials).  The  logic  behind  this  analysis  is  that  for  trials  in  the  pref 
condition,  but  not  in  the  anti-pref  condition,  neurons  had  shown  elevated  activity  in 
the  previous  trial  and  therefore  their  synapses  would  be  facilitated.  Indeed,  our 
simulations  supported  our  intuition  and  the  ITI  cross-correlation  peak  of  pairs  of 
excitatory  model  neurons  maintained  selectivity  to  the  previous  stimulus  (Figure 
4.2.6b)  even  if  there  was  no  selectivity  in  single  neurons’  firing  rate  (Figure  4.2.5a, 
blue).  This  cross-correlation  selectivity  with  absent  firing-rate  selectivity  reflected 
lingering  synaptic  traces  sculpted  in  our  model  by  the  previous  trial  bump.  
We  then  applied  this  method  to  the  dlPFC  data  (Figure  4.2.6c)  to  assess  if  latent 
traces  were  still  maintaining  stimulus  selectivity  in  the  ITI.  To  this  end,  we  constructed 
a  cross-correlation  selectivity  index  (CCSI)  by  subtracting  the  amplitude  of  the 
zero-lag  peak  of  the  cross-correlation  for  pref  and  anti-pref  trials  for  each  neuron  pair 
(Figure  4.2.6b).  We  found  that,  when  computing  CCSI  using  data  from  a  period  in  the 
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ITI  where  firing  rate  had  ceased  to  represent  the  stimulus  (Figure  4.2.1c,d,  blue), 
CCSI  was  significantly  positive  (one-tailed  t-test,  t=3.11  p=0.001  n=67),  reflecting 
selectivity  to  previous  stimulus.  However,  we  found  that  CCSI  vanished  in  the 
reactivation  period  (Figure  4.2.1c,  orange;  one-tailed  t-test,  t=-0.29  p=0.39  n=67). 
This  result  violated  the  assumptions  of  our  model,  where  synaptic  selectivity  should 
be  maintained  through  fixation.  We  realized  that  synaptic  enhancement  of  excitatory 
or  inhibitory  interactions  could  have  cancelling  effects  in  the  CCSI  and  we  decided  to 
test  them  separately.  We  divided  the  selected  pairs  based  on  their  cross-correlation 
peak  sign  in  excitatory  ( exc )  and  inhibitory  ( inh )  interactions,  when  their  interaction 
had,  respectively,  an  average  positive  or  negative  peak  at  zero-lag  for  both  pref  and 
anti-pref  trials  using  spikes  in  the  whole  trial  ([-4.5  s,  1  s]).  We  found  a  significant 
interaction  between  group  (exc/inh)  and  time  window  (ITI/reactivation)  for  CCSI 
(two-way  ANOVA,  F=4.75,  p=0.032,  n=47).  This  indicated  that  cross-correlation 
selectivity  for  excitatory  and  inhibitory  interactions  was  changing  differently  between 
these  two  different  time  points  in  the  ITI.  By  testing  them  separately,  we  found  that 
exc  pairs  had  selectivity  during  the  ITI  (Figure  4.2.6d,  orange)  while  inhibitory  pairs 
represented  the  previous  stimulus  in  the  reactivation  period  (Figure  4.2.6d,  green). 
This  selectivity  changed  dynamically  through  the  trial  (Figure  4.2.6e):  with  the 
exception  of  immediately  after  report,  where  neurons  showed  anti-tuning  to 
previous-trial  stimulus  (Figure  4.2.1c),  CCSI  for  exc  was  always  positive  indicating 
stronger  zero-lag  cross-correlation  when  the  previous  stimulus  was  preferred  (Figure 
4.2.6e,  orange).  On  the  other  hand,  for  inh  interactions  CCSI  was  negative  (stronger 
inhibitory  interactions  following  a  preferred  stimulus)  only  at  pre-cue  and 
previous-trial  delay  period  (Figure  4.2.6e,  green).  This  pattern  is  consistent  with  the 
latent  memory  mechanism  residing  in  excitatory  neurons  and  only  being  reflected  in 
inhibitory  interactions  through  the  collective  engagement  in  bump  attractor  dynamics, 
during  the  delay  and  at  the  time  of  reactivation.  Thus,  this  cross-correlation  analysis 
supports  the  hypothesis  that  previous,  currently  irrelevant  stimulus  information 
remains  in  prefrontal  circuits  in  latent  states,  undetected  by  linear  decoders  that  do 




Figure  4.2.6. Cross-correlation  selectivity  to  previous-trial  stimulus  suggests  an  activity-silent 
trace  in  PFC. a)  Scheme  of  trial  selection  for  the  cross-correlation  analysis.  Pairs  with  similar 
prefered  location  (max  60°)  and  consistent  peak  sign  during  the  whole  ITI  period  -  excitatory 
or  inhibitory  interaction  pair  (orange  and  green  in  d)  and  e)  -  were  selected  for  the  analysis 
(n=67).  From  all  the  memorized  locations,  we  then  separated  those  trials  where  the 
memorized  stimulus  location  was  close  to  the  pair’s  preferred  location  from  those  that  were 
far  from  the  pair’s  preferred  location  (orange,  pref  and  black,  anti-pref,  respectively).  Methods 
for  more  details. b)  The  model  predicts  that,  for  each  pair,  spike  count  cross-correlation  peak 
for  pref  trials  (orange)  should  be  higher  than  anti-pref  trials  (black),  when  computed  during 
ITI,  at  which  point  there  was  no  spiking  selectivity  (Figure  4.2.5a,b).  We  constructed  a 
cross-correlation  selectivity  index  (CCSI)  by  subtracting  the  amplitude  of  the  zero-lag  peak  of 
the  cross-correlation  for  pref  and  anti-pref  trials  for  each  neuron  pair. c)  Cross-correlation 
computed  during  1  s  period  marked  in  orange  in  e)  of  an  example  pair  recorded  from  the 
monkey  PFC  shows  peak  selectivity  to  previous-trial  stimulus.  Error-shading,  C.I.  of  the 
mean. d)  Same  as  c)  but  plotting  cross-correlation  peaks  for  all  (n=27)  exc  pairs  (orange, 
putative  excitatory  interaction)  orange,  and  all  (n=20)  inh  pairs  (green,  putative  inhibitory 
interaction).  Cross-correlation  peaks  significantly  different  using  pref  and  anti-pref  trials 
(one-sided  permutation  test,  p=0.008,  p=0.015)  when  computed  during  corresponding  periods 
marked  in  e).  Differences  were  still  significant,  after  removing  the  3  pairs  with 
cross-correlation  peaks  3  stddev  above  each  group  mean  (p<0.03,  both  groups). e) 
Difference  between  cross-correlation  peaks  computed  for  pref  and  anti-pref  trials,  computed 
through  the  whole  ITI  period  (1  s  windows  in  steps  of  50  ms)  for  putative  excitatory  (orange) 
and  inhibitory  (green)  pairs.  Except  immediately  after  the  report,  where  neurons  show 
anti-tuning  to  previous-trial  stimulus  (Figure  4.2.1c),  cross-correlation  peak  difference  was 
positive  for  putative  excitatory  interactions,  consistent  with  a  latent,  ‘activity-silent’  trace.  On 
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the  other  hand,  for  putative  inhibitory  interactions,  cross-correlation  peak  was  negative  only 
during  previous  delay  and  at  pre-cue,  consistent  with  the  bump  reactivation  model.  Colored 
bars  mark  time  periods  where  cross-correlation  was  computed  for  d).  Error-shading, 
bootstrapped  standard  error  of  the  mean  (SEM). f)  Average  firing  rate  difference  between 
trials  in  pref  and  anti-pref  conditions  discards  a  potential  confound  between  rate  selectivity 
and  cross-correlations  peak  selectivity.  Error-shading  are  the  bootstrap  C.I.  of  the  mean.  
Previous  stimulus  reactivation  increases  serial  biases 
So  far,  our  analyses  have  shown  that  the  bump-reactivation  hypothesis  is  consistent 
with  neural  activity  recorded  electrophysiologically,  but  we  have  not  yet  demonstrated 
a  link  between  this  activity  and  behavioral  biases  recorded  experimentally  to  validate 
that  re-activation  of  latent  memory  traces  has  the  expected  behavioral  impact.  We 
addressed  this  crucial  point  by  designing  analyses  inspired  in  the  behavioral 
predictions  of  our  computational  model  (Figure  4.2.5).  One  prediction  of  the  model  is 
that  the  pre-cue  reactivation  of  previous  memories  through  population-wide 
anticipatory  ramping  of  neural  activity  should  lead  to  an  increase  in  serial  biases 
(Figure  4.2.5d).  We  tested  this  prediction  in  our  neural  recordings  from  monkey  PFC 
and  EEG  recordings  on  the  human  scalp.  
 
Monkey  PFC.  We  first  classified  each  trial  based  on  leave-one-out  decoding  of 
previous  stimulus  in  two  different  time  windows  during  fixation:  during  a  period  with 
no  stimulus  information  (ITI,  Figure  4.2.1,  blue),  and  just  prior  to  cue  presentation 
(reactivation  period,  Figure  4.2.1,  and  4.2.7,  orange).  For  each  of  these  2  windows 
we  separated  high-decoding  trials  (first  quartile)  from  low-decoding  trials  (all  other 
trials)  and  computed  separately  a  measure  of  serial  dependence  ( Methods )  from 
behavioral  responses.  We  found  that  serial  biases  were  indistinguishable  at  ITI 
(Figure  4.2.7a)  but  they  were  stronger  for  high-decoding  than  for  low-decoding  trials 
at  the  time  of  bump  reactivation  (Figure  4.2.7b).  This  follows  the  prediction  of  our 
computational  model,  assigning  behavioral  relevance  to  the  bump  reactivation  just 
prior  to  cue  onset.  We  tested  the  robustness  of  our  finding  in  two  different  ways. 
Firstly,  we  checked  that  this  was  not  dependent  on  a  singular  selection  of  trial 
separations:  for  different  separations  of  high-  and  low-decoding  trials  the  serial  bias 
strengths  ( Methods )  changed  smoothly  and  remained  consistent  with  the  reported 
result  (Figure  4.2.8).  Secondly,  we  also  checked  robustness  of  the  result  by  testing 
not  just  two  separate  time  windows  in  fixation  but  continuously  through  the  trial:  we 
repeated  the  same  analysis,  but  classifying  trials  (low-  vs.  high-decoding)  based  on 
leave-one-out  decoding  computed  at  different  time  points  of  the  trial.  By  calculating 
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the  difference  in  serial  bias  strength  (Methods)  between  low-  and  high-decoding 
trials,  we  found  that  a  significant  difference  emerged  only  when  trials  were  classified 
just  before  cue  onset  and  serial  biases  remained  virtually  indistinguishable  at  all 
other  time  points  (Figure  4.2.7c).  
 
 
Figure  4.2.7. Bump  reactivation  from  a  hidden  trace  increases  serial  biases. Serial 
dependence  plot  separating  trials  where  previous-trial  stimulus  information  was  high  (red, 
higher  quartile)  and  all  other  trials  (black).  In a) ,  a  decoder  was  tested  where  there  is  no 
previous-stimulus  information  (before  pre-cue,  black  triangle  in  e)),  so  high-decoding  trials  do 
not  predict  stronger  serial  biases.  However,  high-decoding  trials  have  stronger  attraction 
biases  for  locations  close  to  previous-trial  report,  and  repulsion  for  further  distances  when 
previous-trial  stimulus  information  is  estimated  during  pre-cue  ( b ,  orange  triangle  in  e,  the 
time  point  of  maximum  decoding  in  Figure  4.2.4c. c)  Difference  in  serial  biases  (Methods) 
between  high-decoding  and  other  trials.  During  ITI,  differences  start  to  be  significant  at 
pre-cue,  when  a  previous-trial  bump  is  reactivated  from  a  hidden  trace.  Triangles  mark  center 
of  1  s  decoding  windows  for  the  two  corresponding  splits. e, and  f) ,  same  analyses  as  in  a,  b, 
and  c),  but  for  human  EEG.  Note  that  for  humans,  e)  is  the  reactivation  time  point  (orange 
triangle  in  g)  ),  and  f)  the  time  point  in  which  no  stimulus  information  is  present  (black 
triangle).  Black  bars  mark  locations  for  which  high-decoding  trials  had  more  serial  biases  than 
the  other  trials  (p<0.05,  permutation  test). g)  Difference  in  serial  biases  (Methods)  between 
high-decoding  and  other  trials.  Differences  are  significant  during  fixation,  at  the  time-point 
when  previous-trial  delay  information  reemerges  in  the  cross-temporal  decoder  (Fiig.  2c). 
Triangles  mark  the  center  of  decoding  windows  for  the  two  corresponding  splits  in  e)  and  f).  In 
c)  and  g),  time  courses  of  differences  between  high-decoding  and  other  trials  are  smoothed  in 
time  using  a  Gaussian  filter. 
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Human  EEG.  Analogous  to  the  analysis  performed  in  monkey  data,  we  grouped  trials 
by  their  leave-one-out  decoding  accuracy.  For  each  time  point  in  the  trial,  we  trained 
a  decoder  to  decode  the  previous  target  position  from  the  distribution  of  alpha-power 
across  electrodes.  We  then  computed  the  average  decoding  accuracy  for  the  left-out 
trial  in  two  different  time  windows:  at  reactivation  period  (Figure  4.2.4c,d  and  4.2.7, 
orange)  and  just  prior  to  cue  onset,  an  arbitrary  time  point  without  stimulus 
information.  As  for  the  monkey  data,  serial  bias  was  then  calculated  separately  for 
high-decoding  (top  quartile)  and  low-decoding  trials  (all  other  trials).  Consistent  with 
our  model  prediction,  we  found  stronger  serial  bias  for  high-decoding  than  for 
low-decoding  trials  for  the  reactivation  period  (Figure  4.2.7d),  and  not  for  the  window 
at  cue  onset  (Figure  4.2.7e),  in  which  there  was  no  reactivation  of  the  memory  code 
(Figure  4.2.4c).  We  further  validated  that  this  effect  was  specific  to  the  point  of  delay 
code  reemergence  by  repeating  the  same  analyses  for  all  other  pre-stimulus  time 
points  (Figure  4.2.7f).  Indeed,  the  prediction  of  behavioral  bias  was  exclusively 
significant  around  the  time  of  the  delay-code  reactivation  (Figure  4.2.4c,  orange). 
Taken  together,  these  results  support  the  hypothesis  that  previous  trial  memory 
reactivation  prior  to  cue  onset  controls  serial  biases.  
 
 
Figure  4.2.8.  The  more  trials  are  included  in  split  between  high-  and  low-decoding  trials,  the  
lower  the  serial  bias a)  In  monkey  behavior b)  In  human  behavior.  Right  after  fixation,  there  is 
a  negative  correlation  between  the  percentage  of  high-decoding  trials  included  and  absolute 
serial  bias.  In  late  fixation,  when  memories  are  not  decodable  anymore,  there  is  no  significant 
difference  in  serial  bias  for  any  percentage  of  trials  included  in  the  high-decoding  subset. 
Error  bars  are  95%  CI  of  the  mean. 
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Serial  dependence,  how  recent  experiences  bias  our  current  estimations,  has  been 
described  experimentally  during  delayed-estimation  of  many  different  visual  features, 
with  subjects  tending  to  make  estimates  biased  towards  previous  ones.  It  has  been 
proposed  that  these  attractive  biases  help  perception  stabilization  in  the  face  of 
correlated  natural  scene  statistics  as  an  adaptive  mechanism,  although  this  remains 
mostly  theoretical.  Color,  which  is  strongly  correlated  in  natural  scenes,  has  never 
been  studied  with  regard  to  its  serial  dependencies.  Here,  we  found  significant  serial 
dependence  in  7  out  of  8  datasets  with  behavioral  data  of  humans  (total  n=760) 
performing  delayed-estimation  of  color  with  uncorrelated  sequential  stimuli. 
Moreover,  serial  dependence  strength  built  up  through  the  experimental  session, 
suggesting  metaplastic  mechanisms  operating  at  a  slower  time  scale  than  previously 
proposed  (e.g.  short-term  synaptic  facilitation).  Because,  in  contrast  with  natural 
scenes,  stimuli  were  temporally  uncorrelated,  this  build-up  casts  doubt  on  serial 




29This  includes  parts  of  a  study  posted  in  biorXiv  under  the  name  “Build-up  of  serial  biases  in 
color  working  memory”  by  João  Barbosa,  and  Albert  Compte.  
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Introduction  
Our  perception  depends  on  past  experiences (de  Lange  et  al.  2018) .  Serial 
dependence  -  how  our  current  estimates  are  biased  towards  previous  ones  -  has 
been  described  experimentally  using  many  different  paradigms (Kiyonaga  et  al. 
2017;  Bliss  et  al.  2017;  Xia  et  al.  2015;  Manassi  et  al.  2018;  Czoschke  et  al.  2018; 
Alais  et  al.  2018;  Manassi  et  al.  2017;  Samaha  et  al.  2018;  Suárez-Pinilla  et  al.  2018; 
Fischer  and  Whitney  2014;  Liberman  et  al.  2016;  Alexi  et  al.  2018;  Cicchini  et  al. 
2014;  Fritsche  et  al.  2017;  Taubert,  Alais,  et  al.  2016;  Taubert,  Van  der  Burg,  et  al. 
2016;  Lieder  et  al.  2019) .  In  particular,  paradigms  including  delayed-estimations  of 
different  visual  features (Kiyonaga  et  al.  2017) ,  such  as  orientation (Fischer  and 
Whitney  2014;  Fritsche  et  al.  2017;  Samaha  et  al.  2018) ,  numerosity (Cicchini  et  al. 
2017) ,  location (Bliss  et  al.  2017;  Papadimitriou  et  al.  2017;  Papadimitriou  et  al. 
2015) ,  facial  identity (Liberman  et  al.  2014)  or  body  size (Alexi  et  al.  2018) .  It  has 
been  speculated  that  these  ubiquitous  attractive  biases  are  a  consequence  of  the 
world’s  tendency  to  be  stable,  and  have  the  functional  role  of  averaging  internal  noise 
(Cicchini  et  al.  2018;  Kiyonaga  et  al.  2017;  Fischer  and  Whitney  2014;  Cicchini  et  al. 
2014) .  Some  have  further  argued  that  serial  dependence  is  of  adaptive  nature, 
changing  its  strength  depending  on  the  stimuli  statistics (Cicchini  et  al.  2018; 
Kiyonaga  et  al.  2017;  Fischer  and  Whitney  2014;  Taubert,  Alais,  et  al.  2016;  Cicchini 
et  al.  2014) .  Color,  which  is  strongly  correlated  in  natural  scenes (Cecchi  et  al.  2010) , 
has  never  been  studied  with  regard  to  its  serial  dependencies,  possibly  due  to  its 
strong  systematic  biases (Hardman  et  al.  2017;  Bae  et  al.  2014;  Panichello  et  al. 
2018) .  Similar  to  other  perceptual  biases  for  other  visual  features (Gold  et  al.  2008; 
Sotiropoulos  et  al.  2011) ,  these  systematic  color  biases  adapt  to  stimulus  statistics  in 
the  course  of  one  experiment (Panichello  et  al.  2018) .  This  suggests  that  typical 
perceptual  bias  adaptations  occur  in  time  scales  of  minutes  to  hours.  Slow  adaptation 
of  serial  dependence,  however,  has  never  been  characterized.  If  serial  biases  are 
also  subject  to  adaptation  with  a  similar  time  scale,  when  exposed  to  long  sessions 
with  uncorrelated  stimulus  statistics  they  should  decrease  or,  in  case  of  not  being 
adaptive,  they  should  remain  stable.  In  fact,  a  recent  study  supports  the  latter 
hypothesis.  In  each  trial,  they  asked  humans  to  remember  sounds  which  frequencies 
were  sampled  from  uniform,  gaussian  or  bimodal  distributions.  They  too  found  that 
due  to  a  working  memory  component,  healthy  humans  had  strong  serial  biases,  but 
these  were  not  affected  by  the  stimuli  distribution (Lieder  et  al.  2019)  Here,  we 
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address  serial  dependence  in  delayed-estimation  color  tasks,  controlling  for 
systematic  biases  and  -  contrary  to  our  hypothesis  -  we  characterize  for  the  first  time 
a  slower  dynamics  of  increasing  serial  dependence  through  the  experimental 
session,  despite  uncorrelated  stimulus  statistics.  
Serial  dependence  in  color  working  memory 
We  analysed  8  datasets  that  are  freely  available  online  (Table  3.1, Methods ),  with  a 
total  of  n=760  subjects  performing  variations  of  the  same,  delayed  estimation  of  color 
task  (Figure  4.2.9a).  We  will  briefly  describe  the  general  experiment  and  Table  3.1 
summarizes  the  specifics  of  each  task,  for  detailed  descriptions  please  refer  to  the 
original  studies (Foster  et  al.  2017;  Souza  et  al.  2014;  Oberauer  and  Lin  2017;  Bays 
et  al.  2009;  van  den  Berg  et  al.  2012) .  On  each  trial,  a  set  of  colored  stimuli  (varying 
from  1  to  8  stimuli)  were  briefly  shown.  After  a  delay  period  of  roughly  1  second  (see 
Table  3.1  for  details),  during  which  stimuli  were  no  longer  visible,  subjects  had  to 
report  the  target  color  of  a  cued  location.  These  color  reports  correspond  to  angles 
(i.e.  degrees)  on  a  color  wheel  rotated  by  a  random  amount  on  every  trial,  to  avoid  a 
spatial  memory  strategy. 
 
We  found  that,  across  experiments,  the  subjects’  reports  were  attracted  to  the 
previous  target  color  for  relative  distances  between  previous  and  current  trial  target 
color  of  up  to  90º  in  all  experiments.  Significant  serial  dependence  occurred  in  all 
individual  datasets  for  relative  distances  of  up  to  90º  (Cam-Can,  p=1.07e-09;  Van  der 
Berg  I,  p=0.006;  Van  der  Berg  II,  p=9.66e-06;  Oberauer  &  Li,  p=0.007;  Foster  et  al  I, 
p=0.002,  Foster  et  al  II  ,  p=4.35e-08;  Bays  et  al,  p=0.003),  except  for  the  dataset 





Figure  4.2.9. Serial  dependence  in  color. a) Top,  experimental  design.  All  experiments  were 
variations  of  a  delayed-estimation  of  color  task  as  in (Zhang  and  Luck  2008) ,  differing  mostly 
on  set  size  and  number  of  trials  (Table  3.1).  Subjects  reported  on  a  color  wheel  rotated  by  a 
random  angle  in  each  trial.  Bottom,  serial  dependence  was  simulated  as  a  drift  towards  the 
previous  trial  trace  in  a  diffusion  process.  In  purple,  50  trials  with  a  stimulus  feature  (purple 
triangle)  close  to  the  previous  trial  trace  (gray)  and  in  black,  50  far  trials.  Thick  lines  represent 
the  averages  of  each  condition,  which  are  attracted  to  previous  trial  stimulus  for  trials  that  are 
close  by. b)  Serial  bias  in  the  delayed-estimation  of  color  task  for  all  datasets.  We  found 
significant  serial  dependence  relative  to  the  previous  report  in  all  datasets  (p=0.0003,  t-test), 
except  for  the  dataset  collected  by  Souza  et  al (Souza  et  al.  2014)  (p=0.14,  t-test). c)  Left, 
error  to  target  stimulus  reveals  systematic  biases  on  simulated  trials.  Middle,  serial 
dependence  calculated  separately  for  trials  simulated  with  and  without  systematic  bias.  Right, 
folded  version  of  serial  dependence  removes  all  systematic  biases  without  any  additional 
preprocessing.  d) ,  same  as  c)  for  trials  of  Foster  et  al  I  (Foster  et  al.  2017) .  
 
Folding  serial  bias  curve  removes  systematic  biases 
Delayed-response  reports  are  subject  to  systematic  biases,  which  are  particularly 
strong  in  the  case  of  color (Bae  et  al.  2014) .  It  has  been  argued  that  it  is  necessary  to 
model  and  remove  the  systematic  bias  prior  to  estimating  serial  dependence (Bliss  et 
al.  2017;  Papadimitriou  et  al.  2015;  Samaha  et  al.  2018) .  Here,  we  applied  a 
model-free  strategy  that  corrects  serial  dependence  by  “folding”  the  serial  bias  plot 
(Figure  4.2.9b).  We  tested  this  method  in  surrogate  data  obtained  using  a 
computational  modeling  approach.  We  simulated  each  delay  of  two  consecutive  trials 
as  a  diffusing  memory  trace (Wimmer  et  al.  2014)  using  a  simple  random  walk 
simulation  (see  Method  for  details).  On  top  of  independent  Gaussian  errors 
responsible  for  diffusion,  we  added  serial  dependence  as  another  source  of  error  that 
accumulated  incrementally  at  each  time  step,  and  two  other  sources  of  distortion 
(see  Method  for  details):  1)  systematic  biases  derived  from  inhomogeneities  of  the 
task  space,  and  2)  systematic  rotational  biases  (e.g.  a  constant  clockwise  error 
(Samaha  et  al.  2018;  Fritsche  et  al.  2017;  Bliss  et  al.  2017) ).  Figure  4.2.9c  shows  the 
effect  of  these  systematic  biases  on  serial  bias  estimation.  We  simulated  n=1000 
trials  and  n=100  subjects  with  (gray)  and  without  (dashed  black)  systematic  biases. 
As  previously  reported (Samaha  et  al.  2018) ,  we  found  that  systematic  biases  shift 
the  serial  bias  function  to  negative  values.  This  shift  precludes  the  correct 
identification  of  attractive  and  repulsive  serial  bias  regimes,  and  complicates 
comparison  across  subjects.  We  found  that  a  simple  processing  of  the  data  allowed 
for  a  model-free  correction  of  systematic-bias-induced  shifts:  we  “folded”  the  serial 
bias  curve  by  collapsing  all  negative  distances  between  consecutive  targets  on 
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positive  values,  while  also  inverting  for  these  trials  the  sign  of  the  behavioral  error 
( folded  error, see  Method).  This  method  effectively  removes  all  systematic  biases 
introduced  in  simulated  trials  (Figure  4.2.9c,  right).  For  illustration  purposes,  we  show 
the  application  of  this  method  in  one  dataset  (Foster  et  al  I (Foster  et  al.  2017)  )  with 
similar  systematic  biases  (Figure  4.2.9d,  left),  that  led  to  a  shifted  serial  bias  function 
(Figure  4.2.9d,  middle)  and  finally  a folded  version,  without  systematic  biases  (Figure 
4.2.9e,  right).  Thus,  our  simulation  approach  validated  the  folding  approach  to  correct 
for  systematic  biases  in  serial  bias  estimations,  and  allow  for  across-subject 
comparisons  (Figure  4.2.9b).  
Color  serial  dependence  builds  up  in  the  course  of  an  experimental  session 
Serial  dependence,  some  argue,  reflects  the  world’s  tendency  to  be  stable (Cicchini 
et  al.  2018;  Cicchini  et  al.  2014;  Kiyonaga  et  al.  2017) .  The  reasoning  is  that  because 
similar  stimuli  usually  elicit  similar  behavior,  the  brain  would  incorporate  mechanisms 
to  exploit  these  patterns (Cicchini  et  al.  2018) .  Along  these  lines,  a  recent  study  has 
shown  that  systematic  biases  in  color  working  memory  change  in  the  course  of  an 
experimental  session  to  adapt  to  stimuli  statistics (Panichello  et  al.  2018) ,  arguing 
that  systematic  biases  seen  in  delayed-estimation  of  color  reflect  real-world  statistics. 
If  similar  adaptive  plasticity  operated  for  serial  dependence  in  the  time  scale  of  the 
experimental  session,  we  would  expect  to  see  a  reduction  of  serial  biases  as  one  is 
exposed  to  a  sequence  of  uncorrelated  stimuli.  To  our  knowledge,  the  stability  of 
serial  dependence  within  an  experimental  session  is  yet  to  be  characterized.  To 
address  this  question,  we  divided  each  session  in  two  halves  and  computed  serial 
dependence  relative  to  the  previous  trial  report  for  each  subject  and  experiment  in 
each  of  these  two  halves.  When  averaging  all  experiments  together,  we  found  that, 
contrary  to  our  hypothesis,  there  was  stronger  serial  dependence  in  the  second  half 
than  in  the  first  half  of  the  experimental  session  (Figure  4.2.10a).  To  further 
characterize  this  serial  dependence  build-up,  we  used  the  folded  error  on  each  trial 
as  a  scalar  measuring  the  evolution  of  serial  dependence  in  the  course  of  the  session 
(see  Methods).  Figure  4.2.10b  illustrates  this  analysis  using  a  sliding  window  of  75 
trials  for  Cam-Can (Shafto  et  al.  2014;  Taylor  et  al.  2017)  dataset  and  of  200  trials  for 
the  Foster  et  al  I  dataset (Foster  et  al.  2017) ,  both  showing  a  clear  increase  of  serial 
dependence  as  the  session  progressed.  To  test  this  effect  across  subjects  and 
experiments,  we  obtained  the  regression  slope  of  the  folded  error  as  a  function  of 
trial  number.  We  computed  this  slope  for  each  subject  and  for  all  experiments.  The 
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data  shows  that  serial  dependence  build-up  was  positive  for  all  but  1  dataset  (Bays  et 
al (Bays  et  al.  2009) ),  significant  for  2  datasets  individually  (Cam-Can (Shafto  et  al. 
2014;  Taylor  et  al.  2017) ,  p=0.008  and  Foster  et  al  I (Foster  et  al.  2017) ,  p=0.0002, 
t-test)  and  for  all  combined  (p=0.043,  t-test  on  the  8  averages  across  experiments  or 
lumping  all  subject  together,  p=0.006).  
 
We  proceed  to  test  if  the  serial  bias  build-up  was  related  with  subjects  getting  familiar 
with  the  task,  in  which  case  one  would  expect  to  see  an  improvement  in  performance 
through  the  session,  or  related  to  subjects  feeling  tired,  which  should  be  reflected  in 
worsening  of  performance.  To  this  end,  we  calculated  the  fraction  of  guesses  as  a 
proxy  of  tiredness  or  engaging.  We  classified  those  trials  with  error  >  90º  in 
independent  windows  of  20  trials.  Importantly,  these  trials  were  excluded  from  all  the 
other  analyses.  We  then  computed  the  slope  of  change  of  the  fraction  of  guesses, 
instead  of  the  folded  error  as  above.  In  fact,  we  found  that  subjects  in  2  datasets 
significantly  decreased  their  guess  rate  through  the  session  (CamCan,  p=7.1e-20 
and  Van  der  Berg  I,  p=0.008)  and  in  other  2  increase  their  guess  rate  (Souza  et  al, 
p=0.02  and  Bays  et  al,  p=1.1e-06).  However,  this  trend  did  not  correlate  with  serial 
bias  build-up  for  any  dataset  independently  (p>0.35,  linear  regression),  lumping  all 
subjects  together  (p>0.35,  linear  regression)  nor  averaging  across  experiments 
(p>0.2,  linear  regression).  Serial  bias  build-up  was  not  correlated  with  subject’s 
squared  error  either  (p>0.45,  lumping  all  subjects  together).  Together,  these  results 
show  that  serial  dependence  is  not  stable  on  the  time  scale  of  one  experimental 
session,  as  previously  assumed,  and  it  also  discards  a  mechanism  that  adapts  to 
stimulus  statistics.  Instead,  our  result  suggests  the  involvement  of  slowly 




Figure  4.2.10. Serial  bias  builds  up  during  a  session. a)  Serial  biases  computed  using  first 
third  (black)  and  second  third  (green)  of  the  trials  for  two  example  experiments:  Cam-Can  and 
Foster  et  al  I (Foster  et  al.  2017) .  Black  bars  on  the  top  mark  where  curves  are  significantly 
different,  p<0.05,  permutation  test.  b)  Both  experiments  show  a  significant  increase  in  serial 
dependence  through  the  session  computed  with  a  sliding  window  of  75  trials  for  Cam-Can 
(Shafto  et  al.  2014;  Taylor  et  al.  2017)  and  200  for  Foster  et  al  I (Foster  et  al.  2017) .  c)  For 
each  subject,  we  computed  the  slope  of  serial  dependence  over  the  course  of  the  session 
(without  averaging).  We  found  that  seria-bias  build-up  was  significant  in  two  experiments  and 
mark  them  with  black  error-bars.  (Cam-Can,  p=0.008;  Foster  et  al  I,  p=0.0002).  Error-bars 
were  calculated  from  bootstrap  distributions  and  unless  stated  otherwise,  are  S.E.M.  
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Interim  conclusions 
Combining  humans  and  monkey  neurophysiological  experiments,  we  found  that  after 
memory-guided  reports,  past  stimulus  information  ceased  to  be  represented  in  PFC 
neurons.  Surprisingly,  this  information  was  again  represented  by  such  neurons 
before  furthcoming  stimulus  onset.  Because  this  was  reminiscent  of  ‘activity-silent’ 
mechanisms,  we  called  this  phenomenon  reactivation .  By  introducing  short-term 
plasticity  dynamics  in  the  bump-attractor  model,  we  explained  such  reactivation 
dynamics  and  derived  novel  predictions  that  we  then  validated,  linking  behavior  and 
neurophysiology.  First,  we  found  enhanced  functional  connectivity  between  PFC 
simultaneously  recorded  neurons  that  were  involved  in  memory  maintenanced, 
compared  with  trials  that  these  same  neurons  were  not  involved  in  memory 
maintenanced.  Second,  in  line  with  the  simulations,  we  found  that  during  trials 
undergoing  higher  information  reactivation,  monkeys  and  humans  were  prone  to 
stronger  serial  biases.  Together,  these  results  point  to  an  activity-silent  mechanism, 
such  as  short-term  plasticity,  as  the  underlying  mechanism  of  interference  from 
previous  memories  in  working  memory  (i.e.  serial  biases).  
 
Finally,  we  described  for  the  first  time  serial  biases  in  color  working  memory.  In 
particular,  we  found  that  attractive  serial  biases  build  up  in  the  course  of  an 
experimental  session,  an  effect  that  cannot  be  explained  solely  by  short-term 
plasticity.  Rather,  to  account  for  such  effect,  we  tentatively  speculate  that 
metaplasticity  mechanisms  need  to  be  included  in  existing  theoretical  models  for 






4.3  Reactivation  of  previous  memories  with 
non-specific  stimuli  
107 
Reactivation  of  previous-trial  memories 
with  non-specific  stimuli  30
 
Summary 
Recent  studies  assert  that  memories  latent  in  activity-silent  states,  for  example  in 
facilitated  synapses,  can  be  reactivated  by  means  of  non-specific  stimuli.  To  our 
knowledge,  all  these  reactivation  studies  tested  this  hypothesis  on  EEG  signals 
recorded  from  humans  performing  comparable  working  memory  tasks,  but  differ  on 
which  type  of  non-specific  stimulus  was  applied:  a  visual,  full-field  stimulus  of  100  ms 
or  a  single-pulse  transmagnetic  stimulation  (TMS).  Alongside  studies  found  that 
subjects  performing  equivalent  working  memory  tasks  exhibit  small,  but  systematic 
biases  towards  previous-trial  stimulus,  the  so-called  serial  biases.  Besides, 
computational  models  propose  that  activity-silent  mechanisms  could  underlie  these 
biases.  Here,  we  built  one  of  those  models  and,  inspired  by  the  reactivation  studies, 
we  predicted  that  non-specific  stimuli  targeted  to  previously  facilitated  neurons 
should  increase  serial  biases.  Furthermore,  we  applied  TMS  or  a  visual  stimulus 
during  the  inter-trial  period  of  independent  experiments,  using  the  same  single-item 
visuo-spatial  working  memory  task  and  expected  to  see  a  modulation  of  serial  biases 
in  both  conditions.  In  line  with  our  computational  hypothesis,  serial  biases  were 
modulated  when  TMS  was  applied  to  the  dorsolateral  prefrontal  cortex.  However,  we 
found  no  evidence  for  a  visual  stimulation  impact  on  serial  biases,  even  under  high 
statistical  power  conditions  (n=112  subjects,  >35000  trials).  These  contradictory 
findings  suggest  that  different  stimulation  methods  might  in  fact  interfere  with 
independent  brain  mechanisms  and  support  the  hypothesis  of  serial  biases  being 
produced  by  activity-silent  mechanisms. 
  
30  This  work  was  done  in  collaboration  with  Rebecca  Martinez,  which  collected  and  helped 
analyze  the  TMS  data  under  the  supervision  of  Joao  Barbosa,  Josep  Valls  and  Albert 
Compte. 
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Non-specific  stimuli  reactivate  previous  memories  and  increase  serial  biases  in 
a  computational  model 
This  model  was  described  in  detail  in  the  previous  chapter,  so  we  will  only  briefly 
summarize  it  here.  We  incorporated  short-term  plasticity  in  the  bump-attractor  model 
in  order  to  simulate activity-silent  mechanisms.  To  reactivate  previous  memories,  we 
delivered  an  external  input  ( drive )  uniformly  to  all  neurons  (see  S imulating  bump 
reactivation  in Methods )  during  the  inter-trial  period,  when  there  was  no  stimulus 
representation  in  the  neurons’  firing  rate  but  synapses  were  still  facilitated  as  a  result 
of  the  previous  memory  period  persistent  firing.  To  ensure  such  silent  periods,  we 
reset  each  ongoing  simulation  by  delivering  a  strong  negative  input,  effectively  killing 
any  remaining  bump.  After  reset,  delivering  a weak  excitatory  drive  resulted  in  the 
reactivation  of  previously  active  neurons  by  virtue  of  the  selectivity  still  being 
imprinted  in  the  facilitated  synapses.  On  the  other  hand,  delivering  a strong  excitatory 
drive saturated  all  the  facilitated  synapses,  effectively  removing  any  lingering 
synaptic  tuning.  As  a  behavioral  proxy  for  memory  reactivation,  we  applied  our 
reactivation  protocol  during  pre-stimulus  and  computed  serial  biases  in  the 
responses  of  the  forthcoming  trial.  (see Serial  Biases  in Methods ).  This  produced  a 
non-linear  dependence  of  the  serial  biases  with  drive  strength  (Figure  4.3.1a),  which 
we  tested  experimentally  using  transmagnetic  and  visual  stimulation  (Figure  4.3.1b). 
 
TMS-induced  reactivations  modulate  serial  biases 
As  a  causal  validation  of  fixation-period  reactivation  of  dlPFC  as  a  mechanism 
controlling  serial  biases,  we  designed  a  transcranial  magnetic  stimulation  (TMS) 
perturbation  study.  This  is  a  relevant  experiment  because  the  memory-dependent 
changes  in  EEG  alpha-power  distribution  that  we  have  analyzed  so  far  ( Chapter  4.2 ) 
depends  to  a  great  extent  on  parieto-occipital  electrodes (Worden  et  al.  2000;  Kelly 
et  al.  2006;  Medendorp  et  al.  2007;  Foster  et  al.  2016;  Foxe  et  al.  1998) ,  which  could 
pose  a  challenge  to  the  correspondence  of  EEG  findings  with  our  monkey  dlPFC 
data  (Chapter  4.2).  In  non-invasive  whole-brain  measures,  representations  in  larger 
and  more  organized  occipital  cortices  might  contribute  more  strongly  to  aggregate 
EEG  measures  but  could  be  driven  by  top-down  projections  from  association  cortices 
(Reinhart  et  al.  2012) ,  so  we  sought  a  specific  proof  of  the  causal  involvement  of 
dlPFC  according  to  the  predictions  of  our  model  and  the  monkey  data  ( Chapter  4.2 ).  
110 
 
Figure  4.3.1. Task  design  and  predictions  of  the  computational  model. a)  We  use  a 
single-item  visuo-spatial  working  memory  task  to  test  our  predictions.  On  some  trials,  right 
before  the  stimulus  presentation,  we  stimulated  the  subjects  with  either  a  targeted 
transmagnetic  stimulation  (TMS)  or  with  a  full-field  flash. b) Behavioral  responses  computed 
from  n=5000  simulations  (for  each  curve)  of  the  bump  attractor  model  with  short-term 
plasticity.  A  weak  drive  during  pre-stimulus  presentation  increases  serial  biases,  while  a 
strong  drive  removes  them. 
 
 
Inspired  by  a  previous  study  that  reported  reactivation  of  latent  memories  using  a 
TMS  protocol (Rose  et  al.  2016) ,  we  used  TMS  in  20  human  subjects  to  causally  link 
PFC  to  serial  biases,  and  test  the  model  prediction  that  reactivation-dependent 
behavioral  biases  would  depend  non-linearly  on  reactivation  strength  (Figure  4.3.1a). 
We  sought  to  manipulate  serial  bias  strength  by  stimulating  PFC  during  the  pre-cue 
period  of  our  task  using  single-pulse  TMS.  We  had  two  control  conditions  to  test  our 
hypotheses:  (1)  we  targeted  the  TMS  coil  at  dlPFC  and  vertex  in  interleaved  blocks; 
and  (2)  we  randomly  chose  TMS  intensity,  relative  to  the  subject’s  resting  motor 
threshold  (RMT),  in  each  trial  ( sham: 0% , weak-tms: 70%,  and strong-tms :  130%  of 
RMT,  Methods).  We  found  that  TMS  modulated  serial  biases  when  targeted  at  dlPFC 
but  not  at  vertex  (three-way  interaction  between  sine  of  previous-current  stimulus 
distance  ( prev-curr ),  TMS  intensity  and  coil  location,  p=0.027.  Two-way  interaction 
between  prev-curr  and  TMS  intensity,  for  dlPFC  p=0.034,  for  vertex  p=0.97. Methods, 
Regression  models ).  Importantly,  our  computational  model  prediction  of  a  non-linear 
dependence  with  stimulation  strength  (Figure  4.3.1a)  was  supported  by  the  data 
(ΔAIC=4.6,  relative  likelihood  0.9,  for  the  comparison  of  regression  models  with 
non-linear  vs.  linear  TMS-intensity  factor.  Methods ).  
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Figure  4.3.2. Modulating  serial  biases  with  single-pulse  TMS. Serial  biases  computed  using 
trials  within a)  vertex  and b) PFC  blocks,  separating  trials  where  the  TMS  pulse  was  strong 
(130%  of  resting  motor  threshold,  blue)  weak  (70%,  green)  and  sham  (0%,  black)  during  the 
first  half  each  session.  Serial  biases  were  modulated  by  TMS  in  PFC,  but  not  in  vertex 
(p=0.011,  three-way  interaction  with  both  blocks;  p=0.0015,  two-way  interaction  only  for  PFC 
blocks). c)  Difference  between  sham  and  weak-tms  trials  for  vertex  and  PFC  blocks  in  black 
and  red,  respectively.  Error-bars  are  bootstrapped  standard  errors  of  the  mean;  solid  black 
lines  on  the  top  mark  where  the  two  curves  are  significantly  different  (one-sided  permutation 
test  at  P=0.05). 
 
Moreover,  we  found  that  the  behavioral  impact  of  TMS  stimulation  vanished  through 
the  session,  as  if  subjects  desensitized  through  repeated  stimulation  (Figure  4.3.2, 
Three-way  interaction  between  prev-curr,  TMS  intensity  and  half-session  p=0.02. 
Methods).  Figure  4.3.2  shows  serial  biases  for  vertex  (Figure  4.3.2a)  and  PFC  blocks 
(Figure  4.3.2b)  during  the  full  session  (Figure  4.3.2a,  top)  and  first  (Figure  4.3.2a, 
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middle)  and  last  half  (Figure  4.3.2a,  bottom)  of  the  experimental  session  (225  out  of 
450  trials  per  subject)  Importantly,  these  are  combined  results  from  two  separated 
experiments  of  n=10  subjects  each,  one  being  a  registered  replication  ( Methods . 
Figure  4.3.3).  These  results  provide  causal  evidence  for  the  involvement  of  PFC  in 
the  serial  bias  machinery  during  the  pre-stimulus  period.  Further,  we  show  that  TMS 
impacts  non-linearly  serial  biases,  as  predicted  by  our  model  simulations 
implementing  the  bump  reactivation  hypothesis  via  the  interplay  of  bump  attractor 
and  activity-silent  mechanisms.  
 
Figure  4.3.3. Same  as  Figure 
4.3.2.c,  but  analysing  data  from 
original  study  (n=10)  and 
replication  study  (n=10, 
https://osf.io/rguzn/)  separately. 
Both  studies  have  qualitatively 
similar  effects,  in  particular  for 
the  first  half  where  there  was  a 



















No  evidence  for  visually-induced  reactivations 
In  addition  to  transmagnetic  stimulation,  at  least  2  studies  report  memory  reactivation 
through  a  non-specific  visual  stimulus (Wolff  et  al.  2017;  Wolff  et  al.  2015) .  We  thus 
attempted  to  modulate  serial  biases  using  a  full-field  flash,  by  flickering  the  screen’s 
background  color  between  white  and  gray  at  two  different  frequencies  (5  hz  or  10 
hz).  Arguably,  these  two  frequencies  mirrored  the  two  intensities  predicted  by  our 
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model  and  the  ones  we  used  in  the  TMS  experiments.  We  designed  an  experiment  to 
be  run  in  the  online  platform  Amazon  Mechanical  Turks  in  order  to  obtain  data  from  a 
large  sample  of  participants  and  thus  increase  the  statistics  for  what  we  expected  to 
be  a  small  effect.  Figure  4.3.4a  shows  serial  biases  computed  for  subjects  (n=112) 
with  at  least  100  correct  trials.  Computing  serial  biases  separately  by  each  flashing 
condition  (no  flash,  5  hz  or  10  hz)  did  not  reveal  any  significant  serial  bias 
modulation.  If  anything,  a  trend  in  the  data  suggested  an  unexpected  reduction  in 
serial  biases  with  flashing  stimulus,  but  this  was  not  statistically  significant  and 
should  be  replicated  in  a  new,  larger  study.  Hence,  in  contrast  to  our  model 
predictions  and  TMS  experiments,  our  visual  flash  did  not  impact  serial  biases.  This 
suggests  that  reactivation  protocols  using  TMS  and  visual  stimulus  could  be 
interfering  with  different  brain  mechanisms.  In  fact,  TMS  pulses  can  be  targeted  at 
specific  brain  areas,  such  as  PFC  here,  but  a  visual  stimulus  has  to  travel  through 
the  whole  brain  hierarchy  in  order  to  produce  such  effect 
. 
 
Figure  4.3.4. No  impact  of  a  non-specific  visual  stimulation  on  serial  biases. a)  Serial  biases 
computed  for  subjects  (n=112)  with  at  least  100  correct  trials  (error  <  45º).  In  contrast  with  the 
computer  simulations  and  TMS  experiments,  there  was  no  apparent  effect  of  the  non-specific 
stimulus  on  serial  biases. b) Pairwise  difference  between  flash  (5hz  and  10  hz)  and  no  flash 
conditions  shows  a  weak  and  non-significant  (p>0.5, three-way  interaction, See  Methods, 
Linear  models)  negative  modulation  impact  of  the  visual  stimulus  on  serial  biases.  
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Working  memory  maintenance  is  believed  to  be  accomplished  by  reverberatory 
activity  in  high-order  brain  areas.  Recently,  an  alternative  hypothesis  has  gained 
substantial  support.  Under  this  hypothesis,  neurons  that  were  previously  active 
during  stimulus  presentation  can  keep  the  stimulus  information  latent  in  their 
synapses,  which  connections  were  sculpted  through  fast,  short-term  plasticity. 
Theoretical  work  has  shown  that  this  latent  code  can  be  reactivated  by  means  of  a 
non-specific  stimulus,  inspiring  the  use  of  full-screen  flashes  or  transcranial  magnetic 
stimulation  (TMS)  in  human  neuroimaging  experiments.  Such  studies,  including  our 
own  (see  4.2),  have  interpreted  an  increase  of  stimulus  information  as  a  reactivation 
from  a  latent,  activity-silent  code.  Critically,  memory  reactivation  is  by  definition  based 
on  negative  evidence:  what  could  not  be  decoded  then,  can  be  decoded  now.  Here, 
we  used  computational  simulations  to  argue  for  the  existence  of  two  alternative 
explanations  for  an  increase  in  decodability  following  a  non-specific  stimulation.  In 
light  of  our  alternative  hypotheses,  previous  negative  results  should  be  reinterpreted 
as  an  underlying  weak  code,  undetectable  using  coarse  neuroimaging  signals. 
Under  one  alternative,  a  non-specific  drive  can  strengthen  the  otherwise  weak 
reverberatory  activity.  This  code,  too  weak  to  be  detected  by  typically  coarse 
neuroimaging  signals,  can  be  further  strengthened  and  become  detectable  when 
using  neuroimaging  techniques.  Alternatively,  a  non-specific  drive  can  decrease 
across-trial  variability,  which  is  in  fact  a  strong,  replicable  phenomena  that  has  been 
shown  in  many  cortical  areas  of  both  monkeys  and  cats.  This  decrease  in  variance 
can  trivially  increase  decodability  without  an  actual  signal  increase  (which  is  crucial  in 
the  ‘memory  reactivation’  interpretation  of  the  previous  experimental  results).  Finally, 
we  reanalyzed  electroencephalograms  (EEG)  from  2  of  those  studies  and  found  a 
potential  confound  for  the  one  using  a  visual  stimulus.  
31   This  chapter  contains  parts  of  a  larger,  ongoing  project  in  collaboration  with  Diego  Lozano. 
Ideas  laid  down  here  are  the  result  of  long,  fundamental  discussions  with  Diego  and  Albert  - 
therefore  a  collective  effort.  Nevertheless,  included  here  are  exclusively  the  simulations  and 
analyses  that  were  performed  by  me  entirely. 
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A  weak  drive  strengthens  a  weak  bump 
An  increase  in  stimulus  decodability  after  a  non-specific  stimulus  can  occur  in 
networks  that  do  not  implement  activity-silent  mechanisms  (e.g.  short-term  plasticity). 
An  increase  in  stimulus  tuning  could  happen  because  the  non-specific  drive  pushes 
the  network  into  a  stable  state  with  a  higher  maximal  firing  rate,  without  increasing 
the  low  firing  rate  state  (illustration  in  Figure  4.3.5).  To  validate  this  intuition,  we  ran 
two  sets  of  spiking-network  simulations  of  the  bump-attractor  model  without 
short-term  plasticity  (see Bump-attractor  model  in Methods ).  On  some  simulations, 
we  drove  the  whole  network  uniformly  during  the  last  0.5  s  of  the  delay  period.  Figure 
4.3.6a  shows  an  example  of  such  simulations,  in  which  we  applied  a  non-specific 
drive  and  Figure  4.3.6b  another  example  simulation  in  which  we  did  not  apply  the 
drive.  As  we  expected,  the  persistent  activity  tuning  for  the  driven  network  was  higher 
than  for  the  network  without  the  drive  (Figure  4.3.6c),  despite  the  absence  of 
activity-silent  mechanisms.  This  effect  becomes  clearer  when  repeating  the  same 
analyses  for  1000  network  simulations  (Figure  4.3.6d).  We  thus  show  that  networks 
that  do  not  directly  implement  activity-silent  mechanisms  can  nevertheless  show  an 
increase  of  decodability  when  stimulated  with  a  non-specific  drive.  This  questions  the 
interpretation  that  increases  in  stimulus  decodability  following  unspecific  stimulation 
implies  the  existence  of  activity-silent  mechanisms (Wolff  et  al.  2017;  Wolff  et  al. 
2015;  Rose  et  al.  2016) . 
 
Figure  4.3.5 . Schematic  illustration  of  how  a 
weak  drive  can  increase  single  trial  tuning.  A 
weak  bump  (within  the  bistable  gray  area  but 
close  to  the  left  bifurcation  so  it  is  sensitive  to 
finite-size  fluctuations)  can  be  stabilized  when 
pushed  into  a  more  stable  state  by  a  slight 
increase  in  input  drive.  Moreover,  the  firing  rate 
tuning  of  a  stable  bump,  well  within  the  bistable 
gray  region,  can  be  further  enhanced  by  a 
non-specific  increase  in  input  current  without 





Figure  4.3.6. A  non-specific  stimulus  can  increase  tuning  without  reactivation. Two  example 
stimulations  of  a  bump-attractor  with a)  and  without  b)  a  non-specific  drive  at  the  end  of  the 
trial.  Importantly,  we  did  not  include  short-term  plasticity  in  either  simulation.  c)  tuning  during 
the  last  .5  s  is  higher  for  the  trial  in  which  a  non-specific  drive  was  delivered  (green,  a), 
compared  to  when  no  drive  was  delivered  (black,  b). d)  Average  tuning  for  500  simulations 
with  and  without  a  drive  delivered  at  the  end  of  the  delay.  
A  non-specific  stimulus  can  increase  signal-to-noise  without  reactivation 
Increase  of  stimulus  decodability  following  a  non-specific  input  has  been  interpreted 
as  evidence  for  an  increase  in  stimulus  information.  However,  decodability  depends 
not  only  on  the  signal  ( ),  but  also  inversely  on  the  amount  of  noise .  This μ σ)(
relationship  is  commonly  formalized  as  the  signal-to-noise  ratio:  To  illustrate    σ.  μ /  
this  dependence,  we  ran  2  sets  of  simulations:  1)  with  stable  noise  (Figure  4.3.7,  left) 
and  2)  with  a  sudden  drop  in  noise  (Figure  4.3.7,  right).  Figure  4.3.7a  shows  2  sets 
(left  and  right  column,  in  Figure  4.3.7a)  of  1000  simulations,  each  set  representing 
the  voltage  recorded  in  one  EEG  channel  during  two  stimulus  conditions.  The 
absolute  difference  between  the  signals  during  stimulus  1  and  stimulus  2  should  be 
interpreted  as  a  decaying  signal  during  the  mnemonic  period  of  a  hypothetical μ)(  
working  memory  task.  These  are  2  versions  of  the  same  simulation,  except  for  a 
decrease  in  variability  (noise, )  that  we  included  on  the  right-hand  side  simulations σ
(Figure  4.3.7b).  Finally,  Figure  4.3.7c  shows  how  the signal-to-noise ratio  can 
increase  because  of  this  noise  decrease,  rather  than  an  increase  in  the  signal  that 
was  the  same  for  the  2  versions.  These  simple  simulations  thus  show  how  an 
increase  in  decodability,  previously  seen  in  EEG  experiments,  can  be  trivially 
explained  by  a  decrease  in  noise,  instead  of  an  increase  in  signal  that  is  crucially 
invoked  in  the  ‘memory  reactivation’  interpretation  of  those  experimental  results 
(Wolff  et  al.  2017;  Wolff  et  al.  2015;  Rose  et  al.  2016) .  
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Figure  4.3.7.  A  drop  in  variance  induced 
by  an  external  stimulus  explains 
signal-to-noise  increase. a) 1000  trials 
without  (right)  and  with  (left)  a  drop  in 
variance  that  could  be  induced  by  an 
external  stimulus.  Two  stimuli  conditions 
are  simulated  as  two  different  slopes  in  the 
neural  activity,  effectively  simulating  a 
decaying  code. b)  Across-trial  variance  is 
stable  (left)  or  drops  temporarily  (right). c) 
Decoding,  measured  as  the  signal-to- 








A  non-specific  visual  stimulus  decreases  variance,  while  single-pulse  TMS 
increases  variance 
In  contrast  with  our  first  hypothesis,  a  signal-to-noise  ratio  (SNR)  increase  through  a 
drop  in  variance  can  be  easily  tested  in  datasets  of  studies  reporting  evidence  of 
memory  reactivation  in  working  memory  tasks.  We  thus  analysed  across-trial 
variance  in  two  EEG  datasets.  One  in  which  the  non-specific  stimulus  was  a  visual 
flash (Wolff  et  al.  2017)  and  another  where  it  was  a  single  transmagnetic  stimulation 
(TMS)  pulse (Rose  et  al.  2016) .  Figure  4.3.8  shows  the  across-trial  variance, 
averaged  after  subtracting  the  across-trial  variance  computed  .2  s  before  stimulus 
onset.  In  Fig  4.3.7a,  there  is  a  strong  reduction  (t-test,  p<0.005)  in  variance  for  most 
subjects  after  the  visual  stimulus  onset.  Intriguingly,  this  reduction  was  not  present  in 
the  dataset  where  TMS  was  used  as  a  non-specific  stimulus  (Figure  4.3.8).  Instead, 
we  observed  a  strong  increase  in  across-trial  variance  for  all  participants  (t-  test, 
p<0.005).  These  results  discard  our  second  hypothesis  on  the (Rose  et  al.  2016) 
dataset,  where  TMS  was  applied.  However,  a  significant  decrease  in  variability  seen 
after  a  visual  stimulus  onset  supports  interpretations  alternative  to  “memory 
reactivation”  in  experiments  with  visual  pinging (Wolff  et  al.  2017;  Wolff  et  al.  2015) . 
Finally,  we  simulated  1000  trials  of  a  bump-attractor  network  with  short-term  plasticity 
(as  in Chapter  4.2,  Methods ).  After  storing  one  memory  for  500ms,  we  reset  the 
network  activity  with  a  strong,  inhibitory  input  to  all  neurons.  This  effectively  pushed 
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the  activity  back  to  baseline  levels,  but  a  synaptic-facilitation  trace  remained  in  the 
previously  active  neurons’  synapses.  Using  a  non-specific  excitatory  drive  (as  in 
Chapter  4.2,  Methods ),  a  bump  was  re-instantiated  on some  trials,  leading  to  an 
increase  of  across-trial  variability  (Figure  4.3.8c)  and  decoding  accuracy  (as  shown  in 
Figure  4.2.5a).  
 
Figure  4.3.8 . Impulse-induced,  across-trial  variance  change  in  human  EEG. Variance  change 
relative  to  .2  s  before  impulse  computed  when  the  impulse  was  a  visual  stimulus a)  and  when 
it  was  a  single-pulse  TMS b) .  Gray  lines  are  changed  in  variance  computed  for  single 
subjects. c)  simulations  of  the  bump-attractor  model  with  short-term  plasticity  predict  an 
increase  of  across-trial  variance  following  a  non-specific  drive.  Black  solid  bars  mark  where 
the  change  in  variance  was  significant  (t-test,  p<0.005)  and  error-bars  are  bootstrapped  95% 





Interim  conclusions 
Inspired  by  previous  studies  that  reported  reactivation  of  latent  memories  using  a 
non-specific  stimuli,  we  used  the  same  protocols  to  gather  causal  evidence  for 
activity-silent  mechanism  as  the  source  of  serial  biases.  In  particular,  we  attempted  to 
reactivate  previous  memories  either  by  using  single-pulse  TMS,  which  was  targeted 
at  dlPFC,  or  by  presenting  a  strong,  full-field  visual  flash.  In  both  approaches,  we 
stimulated  in  the  pre-stimulus  period.  Unexpectedly,  we  got  contradictory  results.  We 
were  able  to  modulate  serial  biases  when  using  single-pulse  TMS  (n=20  subjects), 
but  failed  when  using  a  visual  stimulus,  even  under  high  statistical  power  conditions 
(n=112  subjects,  >35000  trials).  
 
This  motivated  our  final  chapter,  where  we  reinterpreted  the  aforementioned  studies 
reporting  short-term  memory  reactivation  in  the  face  of  an  increase  in  decoding 
accuracy.  In  this  chapter,  we  provide  two  alternative  explanations  for  the  alleged 
memory  reactivation  findings.  Crucially,  neither  alternatives  require  activity-silent 
mechanisms  and  propose  instead  that  a  weak,  but  active  memory  might  be  hidden  in 
noisy  neuroimaging  or  EEG  signals.  Using  simple  simulations  we  illustrate  how  a 
non-specific  drive  can  strengthen  an  otherwise  weak  memory  representation. 
Alternatively,  a  non-specific  drive  can  decrease  across-trial  variability,  which  would 
trivially  increase  stimulus  decodability.  Finally,  we  reanalyzed  the 
electroencephalograms  (EEG)  from  those  studies  and  compared  them  to  simulations 
incorporating  activity  silent  mechanisms.  In  line  with  our  contradictory  behavioral 






5.  DISCUSSION 
Throughout  this  thesis,  we  investigated  the  neural  circuit  mechanisms  of visuo-spatial 
working  memory  interference  by  formulating  and  sometimes  testing  predictions  from 
a  specific  neural  circuit  hypothesis.  In  particular,  our  working  hypothesis  was  the 
bump-attractor  model,  a  neural  network  model  which  we  updated  along  the  way. 
First,  by  connecting  two  of  such  networks  we  overcome  several  limitations  of  the 
original  model  when  used  to  simulate  multi-item  working  memory  tasks.  Second, 
including  short-term  plasticity  in  the  bump-attractor,  we  were  able  to  explain 
neurophysiological  findings  previously  interpreted  as  inconsistent  with  this  model.  
In  sum,  we  reconcile  two  sources  of  disagreement:  binding  through  a temporal 
(Singer  1999)  vs rate  code (Shadlen  and  Movshon  1999)  and activity-silent (Stokes 
2015)  vs activity-based (Constantinidis  et  al.  2018;  Barbosa  2017)  working  memory. 
On  the  one  hand,  our  binding  model  is  able  to  bind  through  synchronized  oscillations 
( temporal  coding ),  but  encoding  and  decoding  of  associations  is  accomplished 
through rate  coding .  On  the  other  hand,  we  incorporated  activity-silent  mechanisms 
in  the  bump  attractor  model,  which  expanded  its  explanatory  power  beyond 
mnemonic  activity  periods,  including  periods  in  which  evidence  for  memory 
reactivations  has  been  found. 
Neural  circuit  basis  of  visuo-spatial  working  memory  precision 
In  this  chapter,  our  approach  was  to  use  a  biologically  constrained  model  to  derive 
behavioral  predictions.  Specifically,  we  confirmed  attractive  and  repulsive  biases  in 
the  recollection  of  items  located  nearby  in  space.  The  attractive  prediction  is 
characteristic  of  other  models  of  the  same  family  of  ours (Wei  et  al.  2012) .  That 
model,  however,  assumes  global  inhibition:  regardless  of  its  selectivity,  an  inhibitory 
neuron’s  impact  onto  another  neuron  remains  the  same.  On  the  contrary,  our  model 
assumes  local  inhibition,  that  is  the  impact  of  one  inhibitory  neuron  on  another 
neuron  decays  with  the  selectivity  difference  between  the  two  neurons  (see  Methods, 
Figure  3.3  global  vs  local  inhibition).  Importantly,  only  the  model  with  local  inhibition 
predicts  repulsion  for  intermediate  distances,  which  we  validated  using  behavioral 
experiments.  Our  prediction  and  experimental  result  was  more  recently  replicated  in 
a  larger  sample  size (Nassar  et  al.  2018;  Chunharas  et  al.  2019) ,  when  memorizing 
colors  and  similar  effects  were  also  reported  when  remembering  visual  orientations 
(Rademaker  et  al.  2015) .  This  supports  our  model  as  a  general  framework  for 
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working  memory.  Conceptually,  the  very  existence  of  interference  effects  has  led 
some  authors (Elmore  et  al.  2011;  van  den  Berg  et  al.  2012)  to  interpret  them  as 
support  for  a  resources  model  of  working  memory (Ma  et  al.  2014;  Wilken  and  Ma 
2004) ,  which  in  its  most  basic  formulation  states  that  working  memory  can  be  seen 
as  a  resource  shared  between  the  memory  representations  of  the  different  items. 
Indeed,  similarity  effects  are  not  accommodated  naturally  in  the  alternative  model, 
the  slot  model  of  working  memory,  which  states  that  one  memorizes  each  item 
independently  until  a  maximal  number  of  items  is  reached (Luck  and  Vogel  1997) .  As 
some  authors  have  noted,  however,  similarity  or  interference  effects  would  not  pose 
any  problem  for  the  slots  model  if  they  primarily  occurred  in  the  encoding  phase,  not 
the  mnemonic  phase  of  the  task (Johnson  et  al.  2009;  Lin  and  Luck  2009) .  In  our 
experiments,  interference  effects  are  not  present  when  there  is  no  delay  period  and 
the  task  is  otherwise  identical  (Experiment  1  in  the  published  study (Almeida  et  al. 
2015) ,  which  is  not  shown  in  this  thesis).  This  suggests  that  spatial  interference  of 
memorized  locations  occurs  during  the  maintenance  of  information  in  working 
memory  and  not  during  the  encoding  of  information,  therefore  supporting  the 
resource  model  of  working  memory  (see Working  memory  capacity,  Introduction for  a 
discussion  of  these  two  alternative  models). 
 
Finally,  we  do  not  claim  that  our  model  is  able  to  simulate  all  task  components.  In 
particular,  our  task  demanded  the  binding  of  two  different  features,  color  and  location, 
while  the  model  was  only  simulating  the  storage  of  position.  This  is  justified  by  the 
lack  of  a  consensual  model  for  feature  binding  in  working  memory,  but  also  because 
we  demonstrated  in  behavioral  experiments  that  the  attraction  and  repulsion  effects 
are  independent  of  swap  errors.  However  very  rare  in  our  experiment  -  perhaps  due 
to  low  working  memory  load  or  iterm-item  distances  -  swap  errors  have  demonstrated 
to  be  ubiquitous  in  many  other  working  memory  tasks.  Therefore,  a  complete 
understanding  of  this  task  requires  explicitly  simulating  the  binding  component  and, 
in  fact,  this  was  the  motivation  of  our  work  discussed  below.  
Feature-binding  in   working  memory  through  neuronal  synchronization 
Other  models 
During  the  development  of  our  feature-binding  model,  at  least  two  other  types  of 
neural  models (Pina  et  al.  2018;  Schneegans  and  Bays  2017a)  were  put  forward  - 
see  also (Matthey  et  al.  2015)  for  a  probabilistic  account  of (Schneegans  and  Bays 
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2017a) .  Both  models  from  Paul  Bays’  laboratory (Matthey  et  al.  2015;  Schneegans 
and  Bays  2017a)  assume  that  binding  is  accomplished  through  the  so-called 
“conjunctive  units”  (see  below),  while  the  work  of (Pina  et  al.  2018)  implements 
binding  by  virtue  of  synchronized  oscillatory  activity.  While  similar  in  the  approach, 
there  are  important  differences  between  our  model  and  the  one  by (Pina  et  al.  2018) . 
In  particular,  they  focused  on  the  oscillatory  behavior  of  discrete  populations,  while 
we  modeled  continuous  attractors  in  spiking  neural  networks.  First,  because  we 
simulate  single  spikes,  our  neuronal  model  is  closer  to  biology,  which  we  think  is  a 
relevant  feature,  in  particular  for  our  proof  of  concept  claims  (see  below).  Secondly, 
our  continuous  attractor  model,  rather  than  their  discrete  population  model,  keeps  all 
the  demonstrated  explanatory  power  that  is  characteristic  of  these  attractor  models, 
such  as  explaining  several  behavioral  biases  seen  in  humans (Almeida  et  al.  2015; 
Nassar  et  al.  2018;  Kilpatrick  2018;  Kiyonaga  et  al.  2017)  and  monkeys 
(Papadimitriou  et  al.  2015;  Funahashi  et  al.  1989) ;  as  well  as  explaining  key 
neurophysiological  dynamics  during  working  memory  maintenance  periods,  in 
humans (Edin  et  al.  2009;  Kamiński  et  al.  2017)  and  monkeys (Wimmer  et  al.  2014; 
Sajad  et  al.  2016) .  This  exploratory  power  was  demonstrated  once  again  with  our 
simulations,  as  we  explain  several  previous  behavioral  findings  and  derive  a  strong 
prediction  from  the  central  mechanism.  Finally,  modelling  neuronal  populations’  firing 
rates  as  done  in (Pina  et  al.  2018) ,  instead  of  single  neurons  spike  times  as  in  our 
model,  is  a  powerful  approach  to  systematically  explore  the  full  parameter  space  and 
establish  with  great  detail  all  the  available  regimes.  On  the  other  hand,  our 
simulations  show  explicitly  how  a  synchrony  code  can  be  controlled  by  firing  rate 
inputs  and  can  be  read  out  from  population  firing  rates,  all  without  resorting  to  spike 
coincidence  detectors;  and  it  further  shows  the  robustness  of  the  mechanisms  to 
noise  inherent  in  spiking  networks  -  both  major  concerns  with 
binding-through-oscillation  rate  models  such  as (Pina  et  al.  2018)  (see  also  problem 
1  and  2,  below). 
 
Two  opponent  hypotheses 
Moreover, (Pina  et  al.  2018)  and (Schneegans  and  Bays  2017a)  are  good  examples 
of  a  longstanding  confrontation  between  two  seemingly  contradictory  hypotheses 
regarding  the  underlying  mechanism  of  feature-binding.  The  confrontation  is  as 
follows.  From  one  perspective,  binding  can  be  accomplished  simply  by  hard-wired 
anatomical  connectivity,  such  that  a  neural  population  will  naturally  respond  to  a 
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bundle  of  features  by  receiving  input  from  other,  upstream  populations,  each  of  them 
selective  to  independent,  still  unbound  features (Shadlen  and  Movshon  1999) .  This 
relates  to  how  the  brain  encodes  increasingly  more  complex  objects,  at  least  visual 
objects:  one  arbitrary  area  in  the  visual  stream  combines  different  features  from 
upstream  areas  to  generate  a  more  complex  feature.  The  application  of  this  concept 
to  the  binding  problem,  however,  has  some  limitations  that  remain  unsolved.  Namely, 
it  implies  that  all  the  possible  combinations  of  all  the  possible  features  have  to  be 
encoded a  priori in  hardwired  connectivity.  Is  it  reasonable  to  assume  that  there  were 
hardwired  neuronal  structures  representing  all The  Garden  of  Earthly  Delights 
creatures  in  Hieronymus  Bosch’s  brain?  Is  it  reasonable  to  think  that  we  need those 
hardwired  structures  to  perceive  his  otherworldly  creatures?  It  seems  that  under  this 
theory  we  would  need  at  least  one  cell  in  charge  of  each  possible  combination 
(“conjunctive  units”  as  in (Schneegans  and  Bays  2017a) ).  This  is  of  course  a 
combinatorial  problem  that  explodes  quickly  as  we  consider  an  increasing  number  of 
features.  In  the  face  of  this  limitation,  proponents  of  the  binding  through  synchronized 
activity  argue  that  binding  has  to  be  supported  mainly  by  neural dynamics ,  rather 
than  neural  connectivity .  Crucially,  neural  dynamics  can  change  on  a  much  faster 
timescale  than  neural  connectivity,  an  important  requirement  given  our  ability  to 
quickly  bind  never-seen-together  features,  such  as  Bosch’s  mesmerizing  creatures. 
On  the  other  hand,  opponents  of  the  binding  by  synchrony (Shadlen  and  Movshon 
1999)  argue  that  this  theory  is  biologically  implausible  because  1)  such  framework 
needs  a temporal  encoder, that  tags  bound  features  by  a  “temporal  code”  and  a 
temporal  decoder ,  that  is  able  to  distinguish  which  features  are  associated,  both  of 
which  depending  on  undefined  biological  implementations;  or  as  in (Shadlen  and 
Movshon  1999)  words:  “each  neuron  therefore  has  to  carry  two  distinct  signals”,  one 
about  the  stimulus  and  other  about  the  “tag”.  2)  clock-like  synchronization,  as 
intuitively  required  for  this  mechanism,  is  difficult  to  match  with  the  noisy,  typically 
asynchronous  neuronal  activity  in  the  brain.  As  detailed  below,  our  model  solves 
problem  1)  and  suggests  a  solution  to  problem  2).  
 
Strengths  of  our  model 
First  (problem  1,  above),  in  our  model,  only  the  maintenance  of  associations  is 
accomplished  through  correlated  oscillatory  activity,  in  other  words  through  a 
temporal  code .  Instead,  encoding  and  decoding  of  associations  is  achieved  through  a 
rate  code ,  by  delivering  flat  pulses  (i.e.  without  the  need  to  be  temporally  precise)  to 
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both  the  to-be-bound  features  exclusively  ( encoding)  or  just  to  one  of  them 
( decoding ).  
On  the  one  hand,  encoding  the  association  between  two  different  features  through  a 
pulse  delivered  simultaneously  to  each  corresponding  bump,  resembles  the 
sequential  encoding  hypothesis  in  working  memory (Wolfe  1994;  Bays,  Gorgoraptis, 
et  al.  2011) .  Moreover,  there  is  evidence  that  a  mechanism  combining  sequential  and 
parallel  encoding  is  implemented  in  the  brain  when  solving  multi-item  working 
memory  tasks (Bays,  Gorgoraptis,  et  al.  2011) .  Our  model  implements  such  a 
combination.  First,  information  about  independent  features  arrives  simultaneously  to 
association  areas  from  upstream  sensory  areas  (note  that  we  did  not  model  sensory 
areas  explicitly).  Then,  the  correct  associations  are  sequentially  encoded  by  our 
simultaneous  pulse,  as  it  could  be  done  by  overtly  attending  to  each  stimulus 
sequentially (Schoenfeld  et  al.  2014) .  In  fact,  humans  take  longer  to  encode 
combined  features  than  they  take  to  encode  the  same  amount  of  independent 
features  (see  Binding  of  independent  features  in  Introduction  (1.2) ).  
On  the  other  hand,  works  modelling  multi-item  working  memory  though  the  storage  of 
several  bumps  in  a  network (Krishnan  et  al.  2018;  Wei  et  al.  2012;  Nassar  et  al. 
2018)  -  including  our  own (Almeida  et  al.  2015)  -  often  used  approaches  that  are 
biologically  implausible  to  extract  the  location  of  one  bump,  while  ignoring  other 
simultaneously  maintained  bumps.  Our  approach,  however,  matches  closely  the 
“cueing”  period  of  a  multi-item  working  memory  task,  which  consists  of  stimulating 
the  “cued”  locations  while  reading  out  from  the  whole  color  network  population.  The 
final  behavioral  output,  for  simplicity,  is  extracted  by  fitting  a  mixture  of  gaussians  on 
the  late-delay  average  activity  of  the  color  network  and  selecting  the  central  value 
(color)  of  the  gaussian  component  with  higher  amplitude.  This  algorithmic  read-out 
could  be  replaced  by  a  biologically  plausible  downstream  network  connected  to  the 
color  circuit,  and  tuned  to  be  in  a  winner-take-all  regime  -  i.e.  only  able  to  maintain 
one  bump  at  a  time.  However  simple  in  essence,  these  encoding/decoding 
mechanisms  overcome  the  first  aforementioned  limitation.  
 
Second  (problem  2,  above),  we  found  anti-phase  dynamics  within  each  network  and 
phase-locking  across  networks,  the  central  mechanisms  for  feature-binding  in  our 
model,  to  occur  naturally  in  a  broad  range  of  parameters,  indicating  that  the 
mechanisms  proposed  here  are  not  the  product  of  fine-tuning.  Because  our  model  is 
biologically  constrained,  it  is  a  proof  of  concept  that  working  memory  binding  through 
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synchronized  activity  is at  least  possible  to  occur  in  the  brain.  In  fact,  we  simulated 
noisy  integrate-and-fire  neurons,  supporting  that  the  central  mechanism  implemented 
in  our  model  has  some  degree  of  robustness  to  noise  (but  see  below). 
 
Limitations  of  our  model 
Finally,  this  study  is  limited  in  two  ways.  First,  we  did  not  simulate  trials  demanding 
binding  of  load  3.  We  expect  that  the  main  challenges  associated  with  that 
improvement  will  be  the  encoding  of  more  associations.  Currently,  we  stimulated 
simultaneously  only  1  pair  of  bumps  -  corresponding  to  only  1  association.  In  future 
work,  we  will  study  the  conditions  necessary  for  stimulating,  sequentially,  different 
bump  pairs  involved  in  all  the  associations  (minimum  of  3).  
Another  limitation  is  the  oscillatory  regime  in  which  our  model  is  operating,  in  which 
neurons  are  strongly  synchronized  with  the  population  rhythm  (Figure  4.1.8c).  This 
regime,  however  derived  from  biologically  constrained  neuronal  models,  is  arguably 
not  biological  itself.  While  there  is  abundant  evidence  that  neuronal  populations  show 
strong  oscillatory  dynamics  in  working  memory  (e.g. (Pesaran  et  al.  2002) ),  single 
neuron  dynamics  approach  a  Poisson  process (Softky  and  Koch  1993;  Compte  et  al. 
2003)  -  therefore  not  oscillatory  at  this  scale.  Early  theoretical  work (Brunel  and 
Hakim  1999;  Brunel  and  Wang  2003;  Brunel  2000)  has  demonstrated  that  such 
oscillatory  dynamics  at  the  population  level  can  coexist  with  noisy,  unsynchronized 
neurons  when  randomly  connected.  It  is  however  challenging  to  incorporate  stable 
bump-attractors  in  such  randomly  connected  networks (Hansel  and  Mato  2013) ,  and 
for  this  reason  we  implemented  all-to-all  connectivity  in  our  simulations.  Future  work 
should  be  done  to  study  this  limitation  further,  in  particular  by  connecting  randomly 
connected  networks  that  do  store  multiple  stable  bump-attractors (Hansel  and  Mato 
2013) ,  but  operating  in  anti-correlated  oscillatory  activity  such  as  in  our  simulations. 
Activity-silent  mechanisms  in  PFC  underlie  serial  biases  in  working  memory 
By  studying  the  neural  basis  of  serial  biases  in  monkeys  and  humans,  we  have 
shown  how  the  interplay  of  bump-activity  dynamics  and  silent  mechanisms  in 
prefrontal  cortex  support  behavioral  biases  in  spatial  working  memory  tasks.  In  these 
delayed-response  tasks,  prefrontal  tuned  persistent  activity  consistent  with  bump 
attractor  dynamics  characterizes  the  delay  period  and  correlates  with  behavioral 
precision  (Wimmer  et  al  2014).  We  have  now  seen  that  this  sustained  activation 
disappears  from  the  prefrontal  network  between  trials,  and  it  reappears  before  the 
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new  trial  (Figures  4.2.1,4.2.4).  We  showed  that  this  reactivation  is  causally  implicated 
in  the  generation  of  behavioral  serial  biases  (Figure  4.2.7  and  Figure  4.3.2). 
Importantly,  this  reactivation  is  directly  linked  to  activity  recorded  in  the  previous  trial: 
it  emerges  specifically  in  those  neural  ensembles  that  show  strongest  persistent 
tuning  in  the  delay  (Figures  4.2.1c,d  and  4.2.2),  it  is  decoded  from  the  human  EEG 
with  identical  decoders  (Figure  4.2.4),  and  it  has  the  specific  fingerprints  of  bump 
attractors  as  evaluated  with  pairwise  spike-count  correlations  (Figure  4.2.3).  These 
two  disconnected  periods  of  selective  activations  at  the  two  ends  of  the  inter-trial 
period  are  linked  by  activity-silent  mechanisms  in  the  prefrontal  cortex,  which  carry 
selectivity  from  one  trial  to  the  next  (Figure  4.2.6).  Taken  together,  our  results  are 
consistent  with  the  view  that  attractor-based  and  activity-silent  mechanisms  are 
jointly  represented  in  the  local  prefrontal  circuit  and  their  tight  interplay  conjointly 
supports  behavior  in  spatial  working  memory (Fujisawa  et  al.  2008) .  We  specified  this 
view  in  a  computational  network  model:  delay-period  attractor  dynamics  load 
selective  activity-silent  mechanisms,  which  then  retain  information  between  trials  and 
allow  reactivations  into  recapitulating  attractors  (Figure  4.2.5). 
 
Our  data  provides  experimental  support  in  prefrontal  circuits  that  non-specific 
stimulation  can  retrieve  information  maintained  subthreshold,  similar  to  the  modeling 
ideas  put  forward  by (Mongillo  et  al.  2008)  This  goes  beyond  previous  studies  using 
neuroimaging  and  EEG  methods (Rose  et  al.  2016;  Wolff  et  al.  2017;  Wolff  et  al. 
2015) ,  because  by  interrogating  single-neuron  data  we  can  truly  validate  that 
information  is  absent  from  firing  rates  but  still  present  in  synchrony  parameters,  thus 
revealing  a  latent  subthreshold  tuning,  and  this  tuning  can  be  reinstated  in  firing  rates 
when  triggered  by  external  events.  This  crucial  test  of  memory  reactivation  from 
activity-silent  sources  was  still  lacking  experimentally.  However,  our  data  also 
supports  the  idea  that  activity-silent  and  attractor-based  mechanisms  are  not 
orthogonal,  alternative  mechanisms  but  they  are  largely  co-expressed  in  the  circuit 
and  underlie  different  behaviors:  while  persistent  attractor-based  activity  is  engaged 
during  active  maintenance  of  memories,  activity-silent  maintenance  supports  instead 
secondary,  possibly  involuntary  memory  traces,  here  expressed  in  small  serial 
biases.  Similar  ideas  have  been  proposed  in  the  context  of  prioritized  and 
unprioritized  memories (Rose  et  al.  2016;  Wolff  et  al.  2017) .  Note,  however,  that  in 
our  proposed  framework  the  close  interplay  between  attractor-based  and 
activity-silent  mechanisms  does  not  allow  to  protect  activity-silent  memories  from 
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intervening  attractor-based  activations  in  the  circuit.  This  would  therefore  predict  that 
in  the  prioritization  protocols  of (Rose  et  al.  2016)  specific  patterns  of  interferences  in 
latent  non-prioritized  memories  should  be  observed,  depending  on  the  duration  and 
distance  of  simultaneous  prioritized  memories.  
 
An  important  point  in  our  study  is  that  the  proposed  mechanisms  can  be  directly 
linked  with  behavioral  parameters  in  our  task.  Indeed,  we  found  robust  evidence  for 
the  role  of  bump  reactivations  from  activity-silent  traces  in  generating  working 
memory  serial  biases.  This  is  a  significant  advancement  over  previous  studies 
(Sugase-Miyamoto  et  al.  2008;  Fujisawa  et  al.  2008)  that  explicitly  demonstrates  the 
possible  behavioral  impact  of  activity-silent  traces.  
 
We  propose  a  computational  model  that  can  parsimoniously  explain  our  data  using 
short-term  facilitation  in  the  synapses  of  a  recurrent  network.  Our  findings  however 
are  not  univocally  identifying  this  mechanism  and  we  could  have  chosen  another 
sub-threshold  mechanism  with  a  long  time  constant  to  implement  our  hypothesis 
computationally  (e.g.  calcium-activated  depolarizing  currents (Tegnér  et  al.  2002) , 
depolarization-induced  suppression  of  inhibition (Carter  and  Wang  2007) .  Still, 
several  lines  of  evidence  support  the  involvement  of  short-term  plasticity  in  prefrontal 
function:  there  is  evidence  for  enhanced  short-term  facilitation  among  PFC  neurons 
(Wang  et  al.  2006) ,  and  neural  activity  in  rodent  medial  PFC  presents  functional 
connectivity  patterns  highly  consistent  with  short-term  plasticity  dynamics (Fujisawa 
et  al.  2008) .  We  also  note  that  short-term  plasticity  has  also  been  used  in  previous 
computational  models  of  interacting  activity-based  and  activity-silent  dynamics 
(Mongillo  et  al.  2008)  and  of  serial  biases (Kilpatrick  2018;  Bliss  and  D’Esposito 
2017) . 
Build-up  of  serial  biases  in  color  working  memory 
We  provide  the  first  evidence  of  serial  dependence  in  color  working  memory.  Serial 
dependence  had  been  characterized  with  great  detail  for  other  visual  features 
(Kiyonaga  et  al.  2017) ,  and  in  particular  in  spatial  working  memory (Bliss  et  al.  2017; 
Papadimitriou  et  al.  2015;  Papadimitriou  et  al.  2017) .  Several  common  features  of 
color  and  spatial  working  memory  suggest  that  serial  dependence  could  also  be 
similar  in  color:  simultaneously  memorized  stimuli  interfere  attractively  when 
presented  at  close  distances (Almeida  et  al.  2015;  Nassar  et  al.  2018) ,  and  memory 
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precision  decreases  with  memory  period  duration (Zhang  and  Luck  2009;  Nilsson 
and  Nelson  1981;  Bliss  et  al.  2017) .  These  commonalities  are  in  contrast  with  the 
differences  of  neural  representations.  While  spatial  representations  consolidate  early 
in  the  visual  pathway (Wandell  et  al.  2007) ,  complex  transformations  in  color 
representations  occur  as  color  information  travels  from  the  photoreceptors  in  the 
retina,  to  visual  cortex,  and  into  association  cortex (Johnson  and  Mullen  2016) .  The 
fact  that  serial  dependence  is  similar  for  color  and  spatial  working  memory  thus 
suggests  that  it  depends  on  inter-trial  interferences  that  occur  at  processing  stages 
with  representational  maps  equally  distant  from  the  corresponding  perceptual  map, 
and  this  points  at  higher  color  processing  stages.  A  candidate  region  for  this  is  the 
inferotemporal  (IT)  cortex,  where  continuous  neuronal  representations  of  color  of 
circular  shape  on  the  two  perceptual  cardinal  axes  (yellowish-bluish  and 
greenish-reddish  axis)  have  been  found  (Bohon  et  al.  2016;  Chang  et  al.  2017) .  
 
The  analogy  of  color  and  angular  location  neural  representations  motivated  us  to 
simulate  color  working  memory  similarly  to  spatial  working  memory  of  angular 
locations (Compte  et  al.  2000) .  We  simulated  the  angular  memory  trace  in  the 
memory  period  as  a  diffusion  process (Wimmer  et  al.  2014)  with  a  drift  toward  the 
previous  trial  memory  trace  that  introduces  serial  dependence (Kilpatrick  2018) .  We 
used  this  model  test  the  concerns  about  the  impact  of  systematic  biases  in  the 
estimation  of  serial  dependence.  This  is  a  general  concern  that  has  been  raised  for 
other  visual  features (Samaha  et  al.  2018;  Bliss  et  al.  2017;  Papadimitriou  et  al. 
2017;  Papadimitriou  et  al.  2015) ,  but  in  the  case  of  color  it  may  be  particularly 
important  for  the  marked  perceptual  systematic  biases  that  have  been  reported (Bae 
et  al.  2014) .  We  therefore  incorporated  strong  systematic  biases  in  the  reports  of  our 
model  simulations,  we  tested  the  impact  on  the  estimation  of  serial  dependence  and 
we  developed  new  analysis  strategies  to  address  this.  One  typical  strategy  for 
systematic  bias  removal  is  to  low-pass  filter  the  responses  as  a  function  of  stimulus 
feature (Bliss  et  al.  2017;  Papadimitriou  et  al.  2017;  Papadimitriou  et  al.  2015; 
Samaha  et  al.  2018) .  This  approach  depends  on  parameters  that  are  often 
subjectively  decided  (e.g.  size  of  sliding  window).  In  addition,  removing  systematic 
biases  incorrectly,  for  example  when  subjects  do  not  have  systematic  biases,  can 
introduce  extra  biases  in  otherwise  clean  data.  We  showed  that  by  folding  the  serial 
dependence  function,  one  can  reduce  the  impact  of  systematic  biases  on  serial 
dependence  without  adding  biases  in  unbiased  data  and  without  specifying  arbitrary 
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parameter  values.  We  therefore  conclude  that  this  analysis  allows  a  more  robust 
estimation  of  serial  dependence  in  behavioral  studies. 
 
Theoretical  models  have  proposed  that  short-term  subthreshold  mechanisms  in 
inter-trial  intervals  underlie  serial  dependence  in  delayed-estimation  of  location 
(Carter  and  Wang  2007;  Kilpatrick  2018;  Bliss  and  D’Esposito  2017) .  In  this  class  of 
models,  neural  activity  in  previous  trial’s  mnemonic  representations  engage  plasticity 
mechanisms  that  leave  a  selective  trace  in  the  network’s  synapses.  This  trace 
interferes  with  neural  activations  in  the  next  trial  by  biasing  the  neural  representation 
of  the  new  stimulus  towards  the  previous  memorized  location.  These  dynamics 
explain  most  experimental  findings  of  serial  dependence  in  spatial  working  memory 
(Kilpatrick  2018) ,  and  our  simplified  modeling  approach  is  consistent  with  this 
mechanistic  substrate (Kilpatrick  2018) .  However,  our  finding  that  attractive  serial 
biases  build  up  in  the  course  of  an  experimental  session  is  not  explained  by  these 
models.  Indeed,  the  short-term  synaptic  plasticity  mechanisms  invoked  so  far  operate 
in  time  scales  of  a  few  seconds,  much  shorter  than  the  time  scale  of  the  experimental 
session.  Our  results  reveal  that  additional  mechanisms,  accumulating  in  a  time  scale 
of  10’s  of  minutes  or  hours,  are  also  responsible  for  the  instantiation  of  serial 
dependencies  in  delayed-estimation  of  color  tasks.  Possible  mechanisms  are 
changes  in  plasticity  efficacy  itself  (i.e.  “metaplasticity”),  modulating  synaptic  release 
probability  over  the  experimental  session.  We  tentatively  speculate  that  habit-related 
endocannabinoid  modulation  of  synaptic  release (Castillo  et  al.  2012;  Carter  and 
Wang  2007)  could  mediate  serial  dependence  build-up  as  a  non-adaptive  result  of 
task  habituation.  
 
The  build-up  of  serial  dependencies  during  an  experimental  session  has  further 
implications  for  how  we  interpret  their  functional  role.  If  serial  dependence  was  an 
adaptation  to  exploit  the  world’s  tendency  to  remain  stable (Cicchini  et  al.  2018) ,  and 
this  adaptation  could  occur  in  the  time  scale  of  hour  fractions  (as  recently  shown  for 
systematic  biases  in  delayed-estimation  of  color  tasks (Panichello  et  al.  2018) ), 
memorizing  a  sequence  of  uncorrelated  stimuli  should  decrease  serial  dependence 
in  the  course  of  an  experimental  session.  Alternatively,  if  hard-wired  mechanisms 
underlie  serial  dependence,  we  wouldn’t  expect  any  change.  Instead,  our  results 
show  that  serial  dependence  builds  up,  suggesting  that  it  does  not  respond  to  an 
active  adaptation  to  the  statistics  of  visual  stimuli  in  the  environment  (at  least  in  the 
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time  scale  of  hours)  but  instead  may  reflect  a  plasticity  mechanism  driven  by 
repeated  selective  neuronal  activations  in  the  circuit. 
Reactivation  of  previous-trial  memories  with  non-specific  stimuli 
In  this  study,  we  tested  two  different,  but  related  hypotheses:  1)  activity-silent 
mechanisms  during  the  inter-trial  period  underlie  serial  biases  and  2)  non-specific 
stimuli  are  effective  methods  of  memory  reactivation.  We  validated  these  hypotheses 
using  TMS,  but  failed  when  using  non-specific  visual  stimuli,  even  under  high 
statistical  power  conditions  (n=112  subjects,  >35000  trials).  Moreover,  TMS  had  a 
strong  impact  on  behavior  that  matched  tightly  our  neural  model  simulations:  weak 
stimulation  increased  serial  biases,  while  strong  stimulation  removed  serial  biases. 
Critically,  this  effect  was  observed  in  blocks  where  dlPFC,  but  not  vertex,  was 
stimulated.  Intriguingly,  within  blocks  where  the  TMS  coil  was  targeted  at  dlPFC  and 
considering  only  trials  where  no  TMS  was  applied  (i.e.  within  dlPFC  sham  condition), 
behavioral  responses  were  strongly  repelled  from  the  location  in  the  previous  trial. 
This  did  not  happen  in  Vertex,  where  serial  biases  resembled  the  profiles  that  have 
been  typically  reported  in  the  literature,  with  significant  attractive  serial  biases.  We 
speculate  that  this  was  due  to  carry-over  effects  from  previous  TMS-stimulated  trials. 
In  fact,  studies  combining  TMS  with  single  unit  records  report  that  fast,  excitatory 
TMS  effect  can  be  followed  by  a  slow,  inhibitory  effect (Romero  et  al.  2018;  Murphy 
et  al.  2016) .  Future  work  involving  more  TMS  intensities  and  carefully  controlled 
block  designs  will  be  necessary  to  clarify  these  results  further.  Nevertheless,  because 
this  behavioral  effect  was  exclusive  of  dlPFC,  our  results  undoubtedly  show  that 
dlPFC  hosts  a  key  component  of  the  serial  bias  machinery.  On  the  other  hand,  our 
negative  results  when  using  visual  stimuli,  instead  of  TMS,  suggests  that  these  2 
techniques  that  provided  similar  decoding  results  might,  in  fact,  interfere  with  two 
different  brain  mechanisms  -  a  hypothesis  that  we  endorse  in  the  final  project  of  this 
thesis.  
Alternative  explanations  for  “memory  reactivation” 
Increase  in  decodability  following  a  non-specific  stimulus  has  been  regarded  as 
evidence  for  memory  reactivation (Wolff  et  al.  2017;  Wolff  et  al.  2015;  Rose  et  al. 
2016) ,  especially  when  this  increase  departs  from  change  levels (Rose  et  al.  2016) . 
Here,  we  introduced  two  very  simple  alternative  interpretations  of  those  previous 
findings.  We  did  that  by  using  simple  proof-of-concept  simulations  that  suggest  at 
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least  two  alternative  scenarios,  in  which  memory  reactivation  is  not  a  necessary 
condition.  In  particular,  we  showed  how  a  non-specific  stimulus  can  increase  a  single 
neuron’s  tuning  without  any  activity-silent  mechanism  implemented  on  their 
synapses.  In  our  simulations,  in  contrast  with  aforementioned  neuroimaging  studies, 
decodability  is  weak,  but  never  absent.  We  assume  that  stimulus  representation 
during  the  delay  is  too  weak  to  be  detected  by  neuroimaging  techniques,  such  as 
EEG  and  fmri (Wolff  et  al.  2017;  Wolff  et  al.  2015;  Rose  et  al.  2016) .  This  is  not  an 
unreasonable  assumption,  since  these  negative  results  come  exclusively  from 
neuroimaging  studies,  but  stimulus-selective  delay-activity  has  been  replicated  in 
many  studies  based  on  single  unit  activity (Christophel  et  al.  2017;  Leavitt  et  al. 
2017) ,  even  when  using  similar  tasks (Barbosa  2017;  Spaak  et  al.  2017;  Watanabe 
and  Funahashi  2014) .  In  fact, (Christophel  et  al.  2018)  showed  that  a  lack  of 
decodability  from  previous  neuroimaging  studies (Wolff  et  al.  2017;  Wolff  et  al.  2015; 
Rose  et  al.  2016)  can  be  overcome  by  a  substantial  increase  of  power  (n=87 
subjects  and  more  than  16000  trials).  Alternatively,  we  argued  that  an  increase  in 
decodability  could  be  a  spurious  consequence  of  a  decrease  in  across-trial  variability. 
In  fact,  we  analysed  electroencephalograms  from  the  2  studies  in  question  and  we 
found  a  decrease  in  across-trial  variability  in  the  study  that  used  a  visual,  non-specific 
stimuli,  but  not  for  the  one  using  transmagnetic  stimulation.  This  contradiction  might 
explain  why  we  could  modulate  serial  biases  stimulating  PFC  with  single-pulse  TMS, 
but  failed  when  using  a  full-field  flash.  Future  work  involving  simultaneous  EEG  and 




6.  CONCLUSIONS 
Chapter  4.1:  Interference  from  simultaneous  memories  
1.  We  validated  two  behavioral  predictions  of  the  bump-attractor  model,  when  storing 
multiple  items.  In  particular,  we  found  that  humans  have  repulsive  and  attractive 
biases,  as  predicted  by  the  model.  
 
2.  Furthermore,  aiming  to  account  for  swap-errors,  other  sources  of  biases  in 
multi-item  working  memory  experiments,  we  extended  the  classical  bump-attractor 
model.  Our  biologically-constrained  model  offers  a  plausible  mechanism  for 
feature-binding  through  selective  synchronization.  Importantly,  it  explains  when  this 
feature  binding  fails,  including  how  it  depends  on  delay  duration  and  inter-item 
distances.  Moreover,  it  provides  a  strong,  testable  prediction  from  its  central 
underlying  mechanism  -  phase-locked  oscillatory  activity  during  the  memory  periods. 
 
Chapter  4.2:  Interference  from  previous  memories 
3.  Combining  humans  and  monkey  neurophysiological  experiments,  we  found  that 
after  memory-guided  reports,  past  stimulus  information  ceased  to  be  represented  in 
PFC  neurons.  Surprisingly,  this  information  was  again  represented  by  such  neurons 
before  furthcoming  stimulus  onset.  Because  this  was  reminiscent  of  ‘activity-silent’ 
mechanisms,  we  called  this  phenomenon  reactivation .  By  introducing  short-term 
plasticity  dynamics  in  the  bump-attractor  model,  we  explained  such  reactivation 
dynamics  and  derived  novel  predictions  that  we  then  validated,  linking  behavior  and 
neurophysiology.  First,  we  found  enhanced  functional  connectivity  between  PFC 
simultaneously  recorded  neurons  that  were  involved  in  memory  maintenanced, 
compared  with  trials  that  these  same  neurons  were  not  involved  in  memory 
maintenanced.  Second,  in  line  with  the  simulations,  we  found  that  during  trials 
undergoing  higher  information  reactivation,  monkeys  and  humans  were  prone  to 
stronger  serial  biases.  Together,  these  results  point  to  an  activity-silent  mechanism, 
such  as  short-term  plasticity,  as  the  underlying  mechanism  of  interference  from 
previous  memories  in  working  memory  (i.e.  serial  biases).  
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4.  Finally,  we  described  for  the  first  time  serial  biases  in  color  working  memory.  In 
particular,  we  found  that  attractive  serial  biases  build  up  in  the  course  of  an 
experimental  session,  an  effect  that  cannot  be  explained  solely  by  short-term 
plasticity.  Rather,  to  account  for  such  effect,  we  tentatively  speculate  that 
metaplasticity  mechanisms  need  to  be  included  in  existing  theoretical  model  for 
working  memory  interference.  
 
Chapter  4.3:  Reactivation  of  previous  memories  with  non-specific  stimuli 
5.  Inspired  by  previous  studies  that  reported  reactivation  of  latent  memories  using  a 
non-specific  stimuli,  we  used  the  same  protocols  to  gather  causal  evidence  for 
activity-silent  mechanism  as  the  source  of  serial  biases.  In  particular,  we  attempted  to 
reactivate  previous  memories  either  by  using  single-pulse  TMS,  which  was  targeted 
at  dlPFC,  or  by  presenting  a  strong,  full-field  visual  flash.  In  both  approaches,  we 
stimulated  during  the  pre-stimulus  period.  Unexpectedly,  we  got  contradictory  results. 
We  were  able  to  modulate  serial  biases  when  using  single-pulse  TMS  (n=20 
subjects),  but  failed  when  using  a  visual  stimulus,  even  under  high  statistical  power 
conditions  (n=112  subjects,  >35000  trials).  
 
6.  This  motivated  our  final  chapter,  where  we  reinterpreted  the  aforementioned 
studies  reporting  short-term  memory  reactivation  in  the  face  of  an  increase  in 
decoding  accuracy.  In  this  chapter,  we  provide  two  alternative  explanations  for  the 
alleged  memory  reactivation  findings.  Crucially,  neither  alternatives  require 
activity-silent  mechanisms  and  propose  instead  that  a  weak,  but  active  memory 
might  be  hidden  in  noisy  neuroimaging  or  EEG  signals.  Using  simple  simulations  we 
illustrate  how  a  non-specific  drive  can  strengthen  an  otherwise  weak  memory 
representation.  Alternatively,  a  non-specific  drive  can  decrease  across-trial  variability, 
which  would  trivially  increase  stimulus  decodability.  Finally,  we  reanalyzed  the 
electroencephalograms  (EEG)  from  those  studies  and  compared  them  to  simulations 
incorporating  activity  silent  mechanisms.  In  line  with  our  contradictory  behavioral 
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