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Abstract—This paper deals with the goodness of the Gaussian
assumption when designing second-order blind estimation
methods in the context of digital communications. The low- and
high-signal-to-noise ratio (SNR) asymptotic performance of the
maximum likelihood estimator—derived assuming Gaussian
transmitted symbols—is compared with the performance of
the optimal second-order estimator, which exploits the actual
distribution of the discrete constellation. The asymptotic study
concludes that the Gaussian assumption leads to the optimal
second-order solution if the SNR is very low or if the symbols
belong to a multilevel constellation such as quadrature-amplitude
modulation (QAM) or amplitude-phase-shift keying (APSK). On
the other hand, the Gaussian assumption can yield important
losses at high SNR if the transmitted symbols are drawn from a
constant modulus constellation such as phase-shift keying (PSK)
or continuous-phase modulations (CPM). These conclusions are
illustrated for the problem of direction-of-arrival (DOA) estima-
tion of multiple digitally-modulated signals.
Index Terms—Blind estimation, constant modulus, direction-
of-arrival (DOA) estimation, estimation bounds, non-data-aided,
second-order techniques, self-noise.
I. INTRODUCTION
THIS paper focuses on the parameter estimation problem indigital communications and in particular on the role of the
side-information provided by the prior knowledge of the trans-
mitted signal constellation statistics in blind or non-data-aided
(NDA) parameter estimation and digital synchronization.
In communication schemes where the received waveform is
known, the digital demodulation requires the fine estimation of
unknown parameters such as the signal amplitude, symbol timing
andthecarrierphaseandfrequencyerrors,amongothers [1]. If the
transmission is performed in a dispersive channel, the detection
task becomes more complex because the channel identification is
usually required in order to perform maximum-likelihood (ML)
sequence detection [2], [3, Sec. 10-1] at the receiver and/or for
an optimal power/bit allocation at the transmitter when a feed-
back-channel is available in the communication system [4], [5].
In a more general approach, other relevant information
about the received signal can be also of interest, as for in-
stance, the propagation channel characterization in positioning
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applications implies the estimation of the propagation delay,
power-delay profile, angle-of-arrival, and other parameters [6].
In order to assist the receiver in the estimation task, most com-
munication standards include known training sequences. The
transmission of these spectrally inefficient training data can be
avoided if NDA estimation methods are adopted [1]. In a blind
estimation problem, the transmitted symbols become nuisance
parameters [7, Sec. 10.7] that are modeled as independent, iden-
tically distributed (i.i.d.) random variables taking values in a dis-
crete alphabet or constellation.
In this context, the ML theory states that quadratic estima-
tors are asymptotically efficient in a low signal-to-noise ratio
(SNR) scenario or if the transmitted symbols are Gaussian dis-
tributed [8], meaning that the Cramér–Rao bound (CRB) is at-
tained when the number of observations goes to infinity.
Although the Gaussian distribution is not realistic in digital
communications, it is usually adopted as a worst-case assump-
tion for blind parameter estimation [9, Sec. VI] since it is the
most uncertain (maximum entropy) variance-constrained distri-
bution. Another attractive feature is that the Gaussian assump-
tion leads to the best robust1 estimator when the data length goes
to infinity [9, Sec. VI]. Finally, in some scenarios, the Gaussian
assumption is known to supply the optimal second-order esti-
mator for infinite data records [10].
A. Contributions and Related Works
In this paper, the optimality of the Gaussian assumption
when designing second-order estimation techniques for digital
communication applications is reviewed. The analysis con-
cludes that the Gaussian assumption applies when dealing with
complex amplitude modulations such as quadrature-amplitude
modulation (QAM) or amplitude phase-shift keying (APSK),
independently of the SNR, even for short data records. On the
other hand, the Gaussian assumption yields important perfor-
mance losses in case of constant modulus (CM) modulations
such as PSK and continuous-phase modulation (CPM) for
practical values of the SNR. This means that the Gaussian as-
sumption cannot exploit the CM property whereas the optimal
second-order estimator [8] is implicitly using this property
to decouple—with no losses—the contribution of all the pa-
rameters of interest. These relevant conclusions have been
derived from the high-SNR asymptotic analysis of the optimal
second-order estimator [8], and they have been validated in the
direction-of-arrival (DOA) estimation problem.
Regarding the CM property, the constant modulus algorithm
(CMA) was introduced by Treichler et al. [11] in the area of
1An estimator is robust if its performance is independent of the statistical
distribution of the observation.
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adaptive equalization, and it has been widely studied in the last
decade (see [12], [13], and references therein). The CMA has
been later applied to blind parametric estimation problems in
which the mixing matrix is structured (parameterized), and the
aim is to determine the value of these parameters [14]. In this
context, CMA is used to decouple the multivariate estimation
task into separated uniparametric estimation problems. How-
ever, the CMA separation is carried out without exploiting the
signal model structure, and it suffers from noise enhancement
at low SNR due to the inherent fourth-order processing. In this
sense, this contribution states that second-order parametric esti-
mators, which are optimal at low SNR, can also exploit the CM
property at medium-to-high SNR in order to cancel the mutual
interference of the received superimposed signals.
B. Paper Organization and Notation
The work is organized as follows. In Section II, the signal
model and some basic assumptions are introduced. From this
background, in Section III the Gaussian maximum-likelihood
(GML) estimator is formulated and evaluated considering
Gaussian nuisance parameters. Next, in Section IV, the per-
formance of the GML estimator is computed in case of non-
Gaussian nuisance parameters. In addition, the optimal second-
order estimator proposed in [8] is reviewed and evaluated.
The performance of the Gaussian and optimal second-order
estimators is analyzed when the SNR is asymptotically low
(Section V) and asymptotically high (Section VI). The asymp-
totic results are then illustrated in Section VII for the problem
of bearing estimation in digital cellular systems. Finally, the
main conclusions of the paper are summarized in Section VIII.
The following notation is used in the paper. Superscripts “ ”,
“ ”, “ ”, and “#” stand for matrix transpose, matrix conju-
gate, matrix transpose conjugate and Moore–Penrose pseudoin-
verse [15], respectively. Uppercase and lowercase boldface (or
calligraphic) denote matrices and vectors, respectively. and
are used to refer to the th element of vector and the
element in the th row and th column of matrix , respec-
tively. The symbols , , , and stand for
the columnwise vectorization, the trace, the real part operators,
and the Kronecker product [15], respectively. The symbol
denotes the identity matrix. Finally, stands for
the expected value with respect to the random vector .
II. PROBLEM STATEMENT
This papers deals with the estimation of a vector of determin-
istic real parameters from a noisy observation
having the following linear model:
where is the vector of unknown transmitted symbols
(nuisance parameters), is the usual additive white
Gaussian noise (AWGN) and, is an arbitrary but
known mixing matrix parameterized by . This simple model
encompasses many estimation problems in the context of digital
communications and array signal processing.
Henceforth, we will assume that and are independent,
zero-mean, stationary, spectrally white random vectors of known
statistics. Also, we will assume that the noise is circular, i.e.,
[16]. Notice that the model is general because
the transmitted symbols correlation can always be included into
matrix . On the other hand, if the noise vector were corre-
lated, all the studied estimators would include automatically a
whitening matrix to decorrelate the observation noise [8].
III. GAUSSIAN NUISANCE PARAMETERS
If the nuisance parameters are Gaussian distributed, the max-
imum likelihood (ML) estimator is the one minimizing the fol-
lowing nonlinear cost function [8], [17]:
(1)
with the sample covariance matrix and
its expected value as a function of , in which stands for the
variance of the noise samples.
The minimizer of (1) is termed the GML estimator because it
is derived assuming Gaussian nuisance parameters.2
The minimum of can be sought by means of iter-
ative or time-recursive scoring methods based on the following
recursion [7, Eq. 7.50], [17, Sec. 4.6], [18]:
(2)
where is the correction term at iterate/time index
and
are the gradient and the Fisher information matrix in the
Gaussian case. After some algebraic manipulations [19, App.
2.G], it follows that
where
is the th column of matrix and
2If the nuisance parameters are not Gaussian distributed (Section IV), the
GML estimator can still be adopted but it is not the true ML solution in this
case.
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the covariance matrix of the quadratic innovation vector
in the Gaussian case.
After convergence, if the magnitude of the correction term in
(2) is sufficiently small, the estimator operates in the so-called
small-error regime, in which ML estimators are unbiased and
efficient, and hence the CRB theory applies. In order to satisfy
the small-error condition, the observation length has to exceed
a given threshold that is a decreasing function of the SNR. In
the following, we will assume that the observation vector is suf-
ficiently large to verify the small-error condition in the studied
SNR interval.
Focusing on the small-error regime and based on the above
discussion, it follows that the recursion in (2) converges to the
true value of the parameter and attains the (Gaussian) uncondi-
tional Cramér–Rao bound (UCRB) [17, Eq. 4.64], as follows:
(3)
IV. NON-GAUSSIAN NUISANCE PARAMETERS
If the nuisance parameters are not Gaussian distributed, the
small-error performance of the GML estimator presented in last
section is no longer given by the UCRB. In particular, we have
that
(4)
where is the covariance matrix of the innovation vector
when the nuisance parameters are not Gaussian
distributed. The closed-form expression of was derived in
[8], [13], obtaining that
(5)
where and matrix contains all the
fourth-order cumulants (kurtosis) of the vector of nuisance pa-
rameters [8]. The kurtosis matrix is null in the Gaussian case
and provides the complete non-Gaussian information on the nui-
sance parameters that second-order NDA estimators are able to
exploit [8]. In case of circular complex nuisance parameters,
is given by the following diagonal matrix:
(6)
where is the fourth-order moment of the nuisance parameters
[8], [13]. It can be shown that for PSK constellations [13],
for QAM and APSK constellations and in the
Gaussian case. If the nuisance parameters are noncircular, e.g.,
in case of binary-phase-shift keying (BPSK) or CPM modula-
tions, the exact can be obtained numerically.
Finally, if (5) is plugged into (4), the GML covariance matrix
can be written as
(7)
where the second term
(8)
is normally negative definite in digital communications due to
the sign of matrix (6).
The important question that arises at this point is whether
there is any other second-order method outperforming the GML
estimator when the nuisance parameters are not Gaussian. This
question was solved in [8] concluding that the GML estimator
(2) can be improved if is replaced in (2) by the correct
innovation covariance matrix (5), in which the actual dis-
tribution of is considered. In that case, the optimum second-
order estimator, which was originally named the best quadratic
unbiased estimator (BQUE) [20], is computed by means of the
following recursion:
(9)
where
are the gradient vector and Fisher information matrix in the
non-Gaussian case. Consequently, the covariance of any second
order estimator is lower bounded by
(10)
The last lower bound was already proposed by Porat et al. in
[21], [22] and extended to noncircular data by Delmas in [23].
In the latter work, a “covariance matching” method is formu-
lated in terms of to attain asymptotically in
case of non-Gaussian data (see also [21], [22], and [24]). In the
context of DOA estimation, other closed-form expressions have
been obtained in case of constant-modulus sources [14] and for
minimum-shift keying (MSK) and binay/quaternary PSK trans-
mitters [25].
V. LOW-SNR STUDY
When the noise variance goes to infinity , it is
rather straightforward to find the following low-SNR asymp-
totic limits:
(11)
in which the Landau symbol collects all the terms that con-
verge to zero faster than [19, Sec. 7.2].
Therefore, it follows that the actual distribution of the
nuisance parameters becomes irrelevant at low SNR when de-
signing second-order schemes. Accordingly, the Gaussian—or
any other assumption about the distribution of the nuisance
VILLARES AND VÁZQUEZ: THE GAUSSIAN ASSUMPTION IN SECOND-ORDER ESTIMATION PROBLEMS IN DIGITAL COMMUNICATIONS 4997
parameters—yields the same asymptotic error covariance
matrix at low SNR. Furthermore, since the GML is the true
ML estimator at low SNR [19, App. 2.D], (11) is the true CRB
when the SNR goes to zero.
VI. HIGH-SNR STUDY
In the low-SNR regime (Section V), GML estimation per-
forms like the optimal second-order estimator [8]. However,
for higher SNRs, the optimal second-order estimator makes use
of the fourth-order statistical information about the nuisance
parameters given by matrix [8], whereas this prior infor-
mation about the signal constellation is not used by the GML
scheme, implying a significant degradation in performance in
the high-SNR regime. In this sense, the asymptotic analysis of
(4) and (10) for will supply an upper bound in the per-
formance degradation of the GML criterion with respect to the
optimal second-order scheme.
The new asymptotic analysis implies the study of matrices
and in the limit case for . It can be
shown (Appendix I) that becomes
(12)
where
(13)
and stands for the three terms in the expansion of
that are irrelevant in the high-SNR study (Appendix I).
The key property of is that the term propor-
tional to is asymptotically orthogonal to ,
, and for any matrix
. In particular, this is true for the matrix of derivatives
and for . In the same manner, the first
term on is asymptotically orthogonal to
and whereas the second one is orthogonal to
and . Consequently, it follows that
(14)
Focusing now on matrix , its asymptotic value de-
pends on the kurtosis matrix . The complete study is carried
out in Appendix II, obtaining the following asymptotic expres-
sion:
(15)
where is the projector onto the subspace generated by
the eigenvectors of associated to the eigenvalue 1.
The second term in the last expression is positive semidefi-
nite, and it becomes zero if and only if , i.e., if all
the eigenvalues of are different from 1. The rank of
is thus essential to assess the gain of considering the kurtosis
matrix in the design of second-order estimators. The exact
expression of is given in Appendix II.
Next, the asymptotic values of and are used
to obtain the high-SNR limit of , and
.
A. (Gaussian) Unconditional Cramér–Rao Bound
In general, the (Gaussian) UCRB becomes proportional to
when the SNR increases, obtaining the following asymptotic
expression:
(16)
where stands for the high-SNR limit of
Using (14), the entries of
are determined in [19, App. 7.F], obtaining
(17)
Notice that this result requires that does not lie
totally on the subspace generated by the columns of , i.e.,
(18)
for all the parameters . For example, this condition
is not verified in the problem of carrier phase synchronization
[26] or in those scenarios in which the noise subspace of matrix
is null (i.e., ). In both cases, the constant term
in (12) has to be considered in order to evaluate
the variance floor caused by the self-noise3 at high SNR, ob-
taining that
(19)
where stands for the high-SNR limit of
. After some algebraic manipula-
tions [19, App. 7.G], the entries of are given by
B. Gaussian Maximum Likelihood
In most estimation problems, the UCRB takes the form given
in (16) and self-noise free estimation is possible with Gaussian
nuisance parameters. In that case, the asymptotic performance
of the GML estimator is exactly the one given in (16) irrespec-
tive of the actual distribution of the nuisance parameters, i.e.,
even if . Formally, we have that
3Self-noise refers to the estimator variability caused by the random nuisance
parameters. The self-noise comes from the mutual coupling of the nuisance pa-
rameters in the observation model and is related to the intersymbol and multiple
access interference in digital communication systems. The self-noise term is
manifested as a variance floor when the noise variance goes to zero.
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This statement is true because the term in (7) can
be neglected since it depends on whereas is pro-
portional to taking into account (14).
Finally, if and lie in the same subspace and
condition (18) is not held, the GML performance exhibits a vari-
ance floor (self-noise) at high SNR that is a function of the kur-
tosis matrix . Using (14) and (19) to simplify in (8),
it follows that the GML variance floor is given by
C. Best Quadratic Unbiased Estimator
In this section, closed-form expressions are obtained for the
ultimate performance of second-order small-error estimators at
high SNR. The study of in Appendix II comes to the
conclusion that the Gaussian assumption is optimal at high SNR
unless some eigenvalues of the kurtosis matrix are equal to
1. This condition is closely related to the constant modulus
property of the nuisance parameters [13]. To validate this result,
let us obtain the asymptotic expression of (10) as the
noise variance goes to zero .
Using the asymptotic value of (15), it follows that
(20)
where stands for the limit of (17)
and is the projector onto the subspace gen-
erated by the eigenvectors of associated to the eigenvalue 1
(Appendix II). Since the second term inside the inverse is al-
ways positive semidefinite, we can state at high SNR that
Conversely, the second term inside the inverse is zero and, there-
fore, the Gaussian assumption applies at high SNR in any of the
following situations:
1) Signal parameterization. The Gaussian assumption ap-
plies at high SNR if lies totally in the noise
subspace of , i.e.,
or, taking into account the definition of (13)
(21)
In that case, after some simple manipulations, it can be
shown that and, thus, the second term
in (20) is strictly zero independently of the nuisance pa-
rameters distribution. For example, this condition usually
applies in digital synchronization in TDMA systems, or
in continuous transmission systems if the observation
length tends to infinity [19, Sec. 6.1.2.]. This condition
was already pointed out by Delmas in [10]. By comparing
this condition and the one introduced in (18), we can
conclude that (21) never applies if the UCRB and GML
suffer from self-noise at high SNR because, in that case,
.
2) Nuisance parameters distribution. Regardless of the
signal parametrization, the Gaussian assumption applies
at high SNR if all the eigenvalues of the kurtosis matrix
are different from 1. In that case, is strictly zero,
and the second term in (20) becomes zero. If the nuisance
parameters are drawn from an arbitrary circular complex
alphabet, the kurtosis matrix is given by (6) and, therefore,
the Gaussian assumption always applies except if . It
can be shown that this condition is solely verified
in case of a constant modulus alphabet [13]. Accordingly,
in the context of digital communications, the Gaussian as-
sumption applies for any multilevel linear modulation such
as QAM or APSK, and it does not apply in case of PSK
constellations . If the nuisance parameters are not
circular, there is not a simple closed-form expression for
the eigenvalues of . However, it is found that the kurtosis
matrix of some important constant modulus modulations
show some eigenvalues equal to 1. Among them, the
CPM family deserves special attention [1], [3]. Other
important constant modulus noncircular modulations are
BPSK [25], [27] and those staggered modulations such as,
for example, offset QPSK [28]. Finally, in those scenarios
in which the UCRB and the GML exhibit a variance floor
at high SNR because (18) is not satisfied, the second term
in (20) allows canceling the self-noise, obtaining that
This situation arises in the carrier phase estimation
problem addressed in [26] and [28], as well as in some
singular scenarios in which is not full-column rank.
VII. CASE STUDY
In this section, the analytical results derived in the paper are
illustrated for the problem of DOA estimation in the context of
cellular communications. The scenario being analyzed is one
in which two static users transmit from the far field towards a
base station equipped with a calibrated linear array of ele-
ments spaced half the carrier wavelength. The two users impinge
into the array with the same power and with angles-of-arrival
degrees with respect to the broadside. We consider that the
transmitted signals are digitally modulated, and snapshots are
collected at the matched filter output at one sample per symbol
assuming perfect timing synchronization and ISI-free received
pulses.
The performance of the GML and BQUE estimators is com-
pared in terms of the aggregated small-error variance of the two
users, i.e., and from (4) and (10),
respectively. These figures of merit are evaluated as a function
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Fig. 1. Aggregated small-error variance for the GML and BQUE DOA esti-
mators in case of having two 16-QAM sources transmitting from0.5 and an
array of M = 4 antennas. The (Gaussian) UCRB and the low- and high-SNR
asymptotes are plotted as well.
Fig. 2. Aggregated small-error variance for the GML and BQUE DOA estima-
tors in case of having two QPSK sources transmitting from0.5 and an array
ofM = 4 antennas. The (Gaussian) UCRB and the low- and high-SNR asymp-
totes are plotted as well.
of the SNR (per user) at the matched filter output , the
number of antennas , and the angular separation . Re-
sults will be presented considering a single snapshot taking into
account that the variance of the studied estimators is inversely
proportional to . Consequently, the comparative study in this
section is still valid for . Anyway, we consider that
is sufficiently large to satisfy the small-error condition for any
studied .
In Figs. 1 and 2, it is shown how the asymptotic closed-form
expressions deduced in the paper predict exactly the low- and
high-SNR small-error performance of the studied quadratic esti-
mators. In Fig. 1, the Gaussian assumption is shown to be optimal
at low and high SNR in case of 16-QAM users, whereas minor
performance losses are observed in the medium SNR range. On
the other hand, if the modulation is QPSK (Fig. 2), the Gaussian
Fig. 3. Aggregated small-error variance for the BQUE DOA estimator for dif-
ferent values of . The simulation parameters are N = 1, M = 4 and  =
0:5 .
assumption is found to yield important performance losses when
the SNR exceeds a given critical value or threshold determined
by the array size and the users angular separation. Regarding the
UCRB, it only predicts the low- and high-SNR performance of
the GML, whereas it is outperformed for any intermediate SNR.
Additional studies have been carried out for CPM and larger
PSK modulations obtaining exactly the same curves as in Fig. 2.
The reason is that the studied second-order techniques do not ex-
ploit the nonzero improper covariance matrix of CPM
modulations [23], [25].
It is known that the Gaussian assumption becomes optimal if
there is a single user or, alternatively, the number of antennas
grows to infinity [29, Th. 4.3], [30, Result R8]. In
both cases, it follows that
(22)
In Fig. 3, it is shown that the BQUE attains this asymptotic per-
formance—for practical values of the SNR—in case of constant
amplitude nuisance parameters even if there are mul-
tiple users and the number of antennas is very small .
This result is coherent with the CRB derived in [14]. On the
other hand, if , the BQUE performance converge at high
SNR to the (Gaussian) UCRB, which corresponds to . It
can be seen that the larger is, the lower is the from
which the convergence to the UCRB is manifested. Additional
analyses show that the closer the users, the more significant is
the loss incurred by the Gaussian assumption in case of constant
modulus nuisance parameters, and the lower is the from
which this loss is manifested.
These conclusions are manifested again when the estimator
variance is evaluated as a function of for very high SNR
(Figs. 4 and 5). It can be seen that the UCRB converges to (22) as
the number of antennas increases. On the other hand, when the
nuisance parameters are constant modulus , the optimal
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Fig. 4. Aggregated small-error variance for the BQUE DOA estimator as a
function ofM . The simulation parameters are QPSK,N = 1,E =N = 60 dB
and  = 5 .
Fig. 5. Aggregated small-error variance for the BQUE DOA estimator as a
function ofM . The simulation parameters are QPSK,N = 1,E =N = 60 dB
and  = 0:5 .
second-order estimator attains (22) for any value of , except
for an intermediate interval in which the estimator converges to
the UCRB. It can be shown that the value of from which
departs from (22) is inversely proportional to the
angular separation of the users [19, Sec. 7.5.3]
VIII. CONCLUSION
The Gaussian assumption has been studied in the context of
digital communications concluding that it always applies at low
SNR whereas it only applies at high SNR for multilevel modula-
tions (e.g., QAM and APSK). Thus, the Gaussian assumption is
shown to yield suboptimal second-order estimates at high SNR
in case of constant modulus alphabets (e.g., PSK and CPM).
This conclusion has been drawn from the eigenanalysis of the
kurtosis matrix . This matrix appears naturally when the op-
timal second-order estimator is formulated and it contains the
complete non-Gaussian information about the nuisance param-
eters that second-order estimators are able to exploit [8]. Re-
garding the eigenstructure of , it has been proven that the
Gaussian assumption always applies at high SNR except if some
eigenvalues of are equal to 1. In fact, this simple condi-
tion is equivalent to the constant modulus property [13]. In the
constant-modulus case, matrix allows canceling out the mu-
tual interference among the unknown nuisance parameters in the
medium-to-high SNR interval.
In the problem of DOA estimation of multiple digitally modu-
lated signals, the constant modulus property can be used to mit-
igate the multiple access interference and increase the effective
array resolution. In that sense, if the constant modulus prop-
erty is exploited through matrix , it is possible to attain the
large-array asymptotic performance with a reduced number of
antennas [14]. On the other hand, if the Gaussian assumption is
imposed by forcing , important losses are exhibited at
high SNR when the array is small and the users impinge from
near directions. Notice that these conclusions are also valid if
the number of snapshots goes to infinity.
APPENDIX I
HIGH-SNR LIMIT OF
If is full column rank, the asymptotic value of
is found using the inversion lemma
(23)
At high SNR, the inverse of can be
expanded in a Taylor series around , yielding4
Finally, after plugging these three terms into (23), the
high-SNR limit of is given by
where and were defined in (13) and the identity
has been used.
From the asymptotic expression of , it follows that the
asymptotic value of has nine
terms. However, three of these terms will be neglected during
the high-SNR analysis and, thus, they are not made explicit in
(12) for the sake of clarity.
APPENDIX II
HIGH-SNR LIMIT OF
The kurtosis matrix is singular in case of complex circular
constellations (6) whereas it is full-rank in case of noncircular
CPM alphabets [1], [3]. In order to cover both formats, matrix
4The following relation has been considered to obtain the terms of the Taylor
expansion:
@M ()
@
=  M ()
@M()
@
M ():
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is diagonalized as where is the diagonal matrix
containing the nonzero eigenvalues of , and the associated
eigenvectors. Then, the inversion lemma is applied, having that
(24)
with
Focusing on the inverse of , the asymptotic value of
is straightforward if is invertible taking
into account that the second term of is asymptotically
constant (14). When this happens, it follows that
in which case the second term depending on is independent
of and hence negligible at high SNR compared to
(12). Notice that is full rank if and only if all the
eigenvalues of are different from 1. This situation arises in
case of multilevel modulations such as QAM and APSK.
However, when the nuisance parameters are drawn from a
constant modulus alphabet (e.g., MPSK and CPM), some eigen-
values of are equal to 1 and, therefore, is sin-
gular. In that case, the high-SNR limit of is a little more
involved because the terms of in (12) depending on
must be considered as well, having that
where is the following full-rank matrix
Thus, the inverse can be solved computing the
“economy- size” diagonalization of , in
which is the diagonal matrix containing the eigenvalues of
different from 1 and are the vectors of the canonical
basis selecting the position of these eigenvalues in .
Formally, the th diagonal entry of different from 1 is
selected by means of the vector defined as
.
Then, the inversion lemma can be applied once more to ,
obtaining
where is a projector onto the subspace orthogonal to the
columns of defined as
Notice that the conventional definition of the orthogonal pro-
jector is modified to include the weighting
matrix . Anyway, holds
and, thus, is a projection matrix onto the subspace gen-
erated by the eigenvectors of associated to the eigenvalue 1.
Finally, putting together all the above partial results and
using (14), we obtain the concluding result presented in (15), in
which the name of the orthogonal projector is changed
by in order to emphasize the dependence on the kurtosis
matrix , i.e., .
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