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APPROXIMATE SPECTRAL CLUSTERING ENSEMBLE 
METHODS FOR CLUSTERING OF LARGE DATA SETS 
SUMMARY 
Clustering as an unsupervised approach is used to group or extract the natural 
taxonomy (clusters) of any data or entities. Thanks to its unsupervised nature, it is 
popular in knowledge extraction from large datasets. 
Various methods of clustering have been proposed in different fields. Among them, 
spectral clustering (SC) is one of the most favored and successful algorithms. SC is a 
manifold learning method based on eigendecomposition of graph Laplacian matrix 
constructed from pairwise similarities of data samples. It  has advantages such as, 
significant ability in extracting irregularly shaped clusters, nonparametric modality 
and easy implementation. Therefore SC is commonly used in various areas such as 
image processing, computer vision and information retrieval. Although the 
eigendecomposition stage produces more accurate results, it causes high 
computational and memory costs which make the direct use of SC infeasible for large 
datasets. 
To address this challenge, approximate spectral clustering (ASC), which applies 
spectral clustering on a reduced set of data points (data representatives) selected either 
by sampling or quantization (SOVQ), has been proposed. The ASC not only makes 
spectral clustering feasible for large datasets but also provides some useful information 
like local density distribution of data points around representatives and sub-manifolds 
information to measure the similarity between representatives. However, ASC requires 
selection of sampling/quantization (SOVQ) methods together with an optimal 
similarity definition. In this study (supported by TUBITAK career grant no 112E195) 
we use selective sampling as sampling method, k-means++  and neural gas as 
quantization methods to obtain the representatives, since these methods outperformed 
other approaches for ASC in recent works. To utilize all available information for 
accurate similarity definition, this study uses various similarity measures such as 
Euclidean distance, local density distribution, geodesic distance and their hybrid 
variants. Based on SOVQ method or similarity criteria, the resulting clusters may 
differ since each method utilizes a different information. In addition, randomness in 
SOVQ and SC may also produce different partitionings. Moreover, these methods 
have parameters which must be set optimally through experiments. To adress these 
challenges we propose ensemble methods which merge the advantages of all methods. 
In this study, we propose two ensemble algorithms for ASC. The first method is to use 
the traditional majority voting among all ASC partitionings. Alternatively the second 
approach is a two-level graph based ensemble depending on similarity matrix which 
is defined by the number of samples extracted in the same clusters among all 
partitionings. We use three artificial benchmark datasets with five datasets from the 
UCI machine-learning repository, six medical datasets consisting of several diseases, 
patients’ data and brain tumor images, as well as four remote sensing images for 
xviii 
 
performance evaluation. We applied the SOVQ based ASC with various similarity 
criteria on these datasets. Then we merged all individual results with our proposed 
ensemble methods to reach a consensus and optimal clustering. We evaluated the 
individual and ensemble results by accuracy, cluster validity indices (CVI) and 
adjusted rand index (ARI). 
Thanks to exploitation of all possible information types, ensemble of clustering results 
demonstrates considerable improvement on accuracy while removing the need of 
selection the optimum similarity criterion or related parameters.
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BÜYÜK VERİ KÜMELERİNİN SINIFLANDIRILMASINDA YAKLAŞIK 
SPEKTRAL ÖBEKLEME BİRLEŞİMİ YÖNTEMLERİ 
ÖZET 
Öbekleme, eğitmensiz bir yöntem olarak, herhangi veri sınıflandırmasında veya 
verinin gerçek öbeklerinin bulunmasında kullanılmaktadır. Örneğin, gözlem, veri, 
özellik vektörü gibi örüntüleri sınıflara ayırmak için bilinen yöntemdir. Eğitmensiz 
özelliği sayesinde, özellikle büyük veri setlerinden bilgi ediniminde yaygın bir araçtır. 
Örüntülerin farklı yapıları olan, düzenli sınırları ve homojen dağılımları olmayan 
öbekler içermesi nedeniyle, öbekleme için bir çok farklı algoritmalar ve çözümler 
geliştirilmiştir. Çok başarılı ve tutulan öbekleme algoritmalarından biri spektral 
öbekleme (SÖ) dir. SÖ, veri örneklerinin ikili benzerliklerinden elde edilen Laplace 
matrisinin özvektör ayrışımına dayalı, veri manifold öğrenme yaklaşımıdır. Veri 
noktaları bu ikili benzerliklerine göre aynı veya farklı öbeklere atanırlar. Bu şekilde 
öbek içi benzerlik en yüksek, öbekler arası benzerlik ise en düşük hale getirilmeye 
çalışılır. Öbeklere ayırma işlemi verilerin benzerliğine göre yapıldığı için kullanılan 
benzerlik ölçütleri büyük önem taşımaktadır. Veriler arası benzerlik ne kadar iyi olursa 
öbekleme başarısı o kadar iyi olacaktır.  
Farklı nitelikte olan öbekleri bulabilme becerisi, kolay uygulanabilirlik ve parametrik 
modele dayanmaması, SÖ için büyük avantajlar sağlamaktadır. Bu nedenle SÖ bir çok 
alanda, örneğin görüntü işleme, bilgisayarda görü ve bilgi geri çatılım gibi alanlarda 
yaygın kullanılmaktadır.  
Özvektör ayrışım aşaması, SÖ için daha başarılı ve kesin sonuçlar üretmekteyken, 
hesaplama ve bellek kullanımı yükünden dolayı, SÖ’nin büyük veri setlerinde 
doğrudan kullanımını imkansız hale getirir. Bu sorunu çözmek için, büyük veri 
setlerinde SÖ doğrudan değil, ister örnekleme ister nicemleme ile, veriden elde edilmiş 
temsilciler üzerinde uygulanır. Buna yaklaşık spektral öbekleme (YSÖ) denir.  
Yaklaşık spektral öbekleme iki aşamalı bir yöntemdir. İlk aşamasında çeşitli 
örnekleme veya nicemleme yöntemleriyle veri temsilcileri elde edilirler. Örnekleme 
yöntemleri veri setinde var olan veri noktalarının bir kısmını veri temsilcileri olarak 
seçerken, nicemleme yöntemlerinde veri temsilcileri esasında veri setinde var olmayan 
yeni noktaları oluşturarak elde edilirler. 
YSÖ, büyük veriler için SÖ’nin kullanımını sağlaması yanında, temsilcilerin taşıdığı 
bazı bilgileri, ikili benzerlik matrisinin elde edilmesinde kullanmasına imkan sağlar. 
Bu bilgiler, yerel yoğunluk dağılımı ve veri topologisidir. YSÖ için, uygun 
örnekleme/nicemleme (ÖN) ve de benzerlik ölçütleri gerekmektedir. 
TÜBİTAK 112E195 nolu projeyle desteklenen bu çalışmada, seçimli örnekleme, k-
means++  ve sinir gazı nicemleme yöntemleri ÖN algoritmaları olarak kullanılmıştır. 
Bu algoritmalar son zamanlardaki YSÖ çalışmalarında en başarılı ÖN yöntemleri 
olarak gösterilmiştir. 
Seçimli örnekleme, ilk olarak veri setini kullanıcının belirlediği sayıda alt öbeğe ayırır 
(alt öbek sayısı genelde var olan öbek sayısının üç katı olarak seçilir). Bu ayırma işlemi 
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için ilk önce alt öbek sayısı kadar öbek merkezi en uzak en yakın uzaklık 
algoritmasıyla seçilir. Tüm veri noktaları için öklid uzaklığı kullanılarak en yakın öbek 
bulunur ve veri noktası alt öbeğe atanır. Bu şekilde bütün alt öbekler oluşturulduktan 
sonra her öbekten öbek büyüklüğüyle orantılı olarak veri temsilcileri seçilir. Böylece 
hem veri setindeki bütün öbeklerden veri temsilcisi seçilmesi sağlanmış hem de veri 
temsilcilerinin büyük öbekten daha çok küçük öbekten daha az sayıda olacak şekilde 
dengeli seçilmesi sağlanmış olur. Sinir gazı ise yinelemeli ve sinir öğrenmesi tabanlı 
bir nicemleme yöntemidir. Bütün veri noktaları için en iyi eşleşen sinir birimi bulunur 
ve güncellenerek en uygun hale getirilir. Veri temsilcileri olarak sinir birimleri 
kullanılır. Bu çalışmada kullanılan diğer nicemleme yöntemi k-ortalama++ ise k-
ortalama öbekleme algoritması gibi çalışır, tek fark ilk merkezlerini bir olasılık 
yoğunluk fonksiyonuna göre seçmesidir. 
Yaklaşık spektral öbeklemenin ikinci aşamasında ise veri temsilcileri üzerinden 
spektral öbekleme yapılır ve veri temsilcileri ile ilişkili olarak tüm veri noktaları için 
öbek etiketleri bulunur. Spektral öbekleme yapılırken çeşitli benzerlik ölçütleri 
kullanılarak veri temsilcilerinin (veri noktaları) ikili benzerliklerini gösteren benzerlik 
matrisi elde edilir. Bu matrisin veriler arası benzerliği en iyi ifade edecek sekilde elde 
edilmesi öbekleme performansı açısından oldukça önemlidir. 
Temsilcilerin sağladığı tüm bilgilerden yararlanmamız için, bu çalışmada çeşitli 
benzerlik ölçütleri, örneğin Öklit uzaklık, yerel yoğunluk dağılımı bilgisi, jeodezik 
uzaklık ve bunları harmanlayarak elde edilen hibrit ölçütler kullanılmıştır. 
Benzerlik ölçütleri kullanılarak benzerlik matrisi oluşturulduktan sonra bu matris 
üzerinden öz değer ayrışımı yapılır ve k öbek sayısı için en büyük k öz değerle ilişkili 
öz vektör bulunur ve bu şekilde veri temsilcilerinin k öz vektörle gösterildiği matris 
elde edilir. Bu matris üzerinden basit bir öbekleme algoritması (k-ortalama gibi) 
kullanılarak veri temsilcileri k öbeğe ayrılır. Veri noktaları kendilerini temsil eden veri 
temsilcilerinin bulunduğu öbeğe atanırlar ve bu şekilde tüm veri seti için öbekleme 
işlemi gerçekleştirilmiş olur. 
Kullanılmış ÖN algoritması ve benzerlik ölçütüne bağlı, bir veri için elde edilen 
öbekleme sonuçları değişiklik göstermektedir. Bunun nedeni her yöntemin ve 
benzerlik ölçütünün, farklı izlemi ve bilgileri kullanmasıdır. Ayrıca, YSÖ’nin temeli 
olan SÖ algoritmasında ve ÖN yöntemlerinde de bulunan rassallık, farklı sonuçlara 
neden olabilir. Bazen bir algoritma ve yöntem için, değerlendirilmesi ve öğrenilmesi 
gereken parametreler de olabilir. Bu parametreler için deneysel uygulamalarla en 
uygun değer ya da değerlerin bulunması gerekir. Bu gibi sorunları ortadan kaldırmak, 
en uygun yöntem ve parametre değerlerini bulmak veya karar vermekten kurtulmak 
ve elde olan tüm yöntemler ve algoritmaların avantajlarından yararlanmak için, bu 
çalışmada YSÖ için farklı iki öbekleme birleşim yöntemleri öneriyoruz. 
İlk yöntem, elde edilmiş çeşitli öbeklerin, yaygın yöntem olan oy çokluğu ile 
birleştirilmesidir. Bu yöntem farkılı öbek etiketlerinden her veri örneği için, oy 
çokluğu kavramını izleyerek, o veri örneğini en çok atanılmış olduğu sınıfa atıyor. 
Kolay uygulanması, düşük hesaplama yükü ve güçlü sonuçlar üretme becerisi, bu 
yöntemin en büyük avantajlarıdır. 
Alternatif olarak, iki aşamalı matris tabanlı bir birleşim yöntemi olarak tasarlanan 
ikinci yöntem de amaç, farklı sınıf etiketlerinden yola çıkarak, temsilciler arası yeni 
bir benzerlik matrisi oluşturup SÖ yi tekrarlamaktır. Bu süreçte, iki temsilci arası 
birleşim aşamasındaki benzerlik, tüm sonuçlarda o iki temsilcinin kaç defa aynı sınıfa 
atanmasıdır. Sonra bu matrisi normalize edilip, üzerinde tekrar SÖ uygulanır. Bu 
xxi 
 
yöntem temsilciler seviyesinde uygulandığı için düşük hesaplama yükü ve daha dürüst 
sonçlara sahiptir. 
Önerilen birleşim yöntemleri ile, uygun ÖN ve benzerlik ölçütüne karar verme 
sorunundan kurtulmaktan ziyade, tüm avantajları bir araya getirerek daha kesin 
sonuçlar üretebildik. Ayrıca birleşimden elde edilen tek ve variyans olmayan daha az 
hatalı bir sonuçtur. 
Önerilen yöntemleri uygulama ve sınamak için, çeşitli veri kümeleri kullandık. Üç 
farklı yapay veri seti, UCI makine öğrenme kaynağından beş veri seti, altı tane farklı 
nitelikteki biyomedikal veri kümesi ve dört uzaktan algılama görüntüsü kullandık. Bu 
veri setleri küçük, orta ve çok büyük veri setleri olarak, yöntemlerin her boyutta 
sınaması için seçildi. Buna ilave, bu veri setleri farklı alanlar ve kullanımlara ait 
oldukları için, çeşitli niteliklere sahip verilerdir ve yine yöntemlerin farklı alanlarda 
başarı ölçümünü sağlıyor. 
ÖN tabanlı YSÖ ile farklı benzerlik ölçütleri kullanarak her veri setinden çeşitli 
öbekler elde ettik ve elde edilen öbekleri önerilen birleşim yöntemleri ile birleştirdik. 
Tüm yöntemlerin sonuçlarını ve onların birleşiminden elde edilen sonuçların 
başarısını, doğruluk (accuracy), öbek geçerlilik kriterleri (cluster validity indice) ve 
ARI (adjusted rand index) ölçütü ile değerlendirdik. 
Başarı ölçütlerinin değerlendirmesi, nicemleme tabanlı YSÖ’nin örnekleme tabanlı 
YSÖ den daha başarılı ama daha hesaplama yüklü olduğunu gösterir. Buna ilave 
olarak, yeni geliştirilmiş jeodezik tabanlı benzerlik ölçütlerinin YSÖ de üstün başarısı 
ve de önerilen birleşim yöntemleriyle ek başarı artışı gösterilmiştir. 
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1. INTRODUCTION 
1.1 Problem And Thesis Contribution 
Increasing development of science and technology and its extensive results, such as 
internet promotion, digital applicable devices and their widespread utilization in every 
field, have led to emergence of large data collections in various areas. Surveys of 
International Data Corporation (IDC) reveal astonishing statistics about expanding 
data collections in digital universe [1]. By 2020, 99% of files will be in a digital format 
or at least have a digital copy and the created or copied data will reach 44 zettabytes, 
or 44 trillion gigabytes [1]. 
Unfortunately, a mass of piled data cannot convey any perception and meaning by 
itself, it just supplies bases to drawn out useful data or target rich data, which is called 
knowledge extraction. Another awesome assertion from the IDC says that only 22% 
of available data can be candidate for analysis such that we have its meta data 
(information about data) and less than 5% of this amount is actually analyzed [1]. 
Therefore, analysis and knowledge extraction to obtain useful information from a 
widespread collection of any data have let to creation and development of automated 
and advanced methods. For such purposes, machine learning, pattern recognition and 
data mining are the major fields that study, discuss and analyse techniques. One of the 
well-known approaches in these areas is learning from data.  
Learning is the process of predicating unseen data or also acquiring new knowledge 
or modifying and reinforcing the existing knowledge using any model or 
nonparametric scheme by seeing some training data. Learning also is to obtain insight 
into data, generate hypothesis, detecting abnormalities and realizing hidden 
relationships between phenomenons for extracting knowledge or organizing and 
summarizing data to make it ready to use. The simplest and basic learning is to find 
out the natural classification of data to identity groups of similar behaviors or 
properties. In other words, knowledge depends on the ability of distinguishing the 
similar ones from dissimilar ones. 
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In general, learning process can be grouped in two: (i) supervised (classification) and 
(ii) unsupervised (clustering or cluster analysis). In classification, pre-classified 
(labeled) data are used to learn class structures of data and a new data entry is labeled 
by using characteristics of these learned classes. For clustering, there are only 
unlabeled data and various approximation measures showing similarity/dissimilarity 
between these unlabeled data [2]. 
Contrary to the supervised classification that finds the characteristics of classes 
through training set, clustering does not have well definition of a cluster and it depends 
on type of data and desired application. Therefore, clustering is more challenging than 
classification. However, rapidly growing amount of data and its various types in every 
branches necessitate unsupervised processing and thereinafter causes to ever-
increasing demand for clustering [2-3]. Nowadays, clustering is widely used in variety 
of areas such as sociology, biology, medicine, psychology, computer science, remote 
sensing and so many other researching fields. 
According to the Webster (Merriam-Webster Online Dictionary), the definition of 
clustering is “a statistical classification technique for discovering whether the 
individuals of a population fall into different groups by making quantitative 
comparisons of multiple characteristics.” Thus, the main purpose of this process is to 
percept the natural grouping(s) of patterns, points or objects of a gathered data in a 
way that all of belonged to the same cluster are the most similar (within cluster 
consistency) while they are the most dissimilar to the members in other clusters 
(between cluster separation). 
Clustering does not have a generalized implementation. Depending on the application 
area and domain knowledge, multiple frameworks have been developed. Clustering 
approaches are classified into groups considering different aspects. For example, one 
approach considers all data as a big cluster and then partitions it gradually (partitional) 
while another approach takes every data sample as a cluster and merges similar ones 
until the desired clusters obtained (hierarchical). For another example, some 
algorithms depend on parametric models whereas some use nonparametric schemes 
[3, 4]. 
One of the popular partitional nonparametric approaches of clustering is spectral 
clustering (SC). It performs the well-known eigenvalue decomposition process on 
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pairwise similarities of objects to obtain a manifold learning of data. Its easy 
implementation and ability to extract different structures make the spectral clustering 
so successful [5-6]. Nevertheless, the O (𝑁3) of time complexity and O (𝑁2) memory 
usage (where N is the number of data samples) prevent its direct usage on large data. 
In this case, indirect implementation of spectral clustering on a selected representatives 
of data, called approximate spectral clustering (ASC) is used [7]. 
ASC has two steps. First step is selection of data representatives and second step is 
partitioning of these representatives by spectral clustering. For the first step, SOVQ 
finds data representatives or prototypes. In sampling process, as the name indicates, 
the prototypes are directly selected from data, whereas the quantized prototypes are 
weighted averages of data samples. For both approaches, there exist several algorithms 
and methods, each of which has their specific advantages and disadvantages [8-9]. 
Besides making spectral clustering feasible for large datasets, ASC provides various 
useful information that is carried by representatives. The most useful information types 
are local density distribution of data samples over the representatives and data 
manifold [8]. 
In this study, famous approaches which are neural gas [8] and k-means++ [9] are used 
as quantization and selective sampling [9] are used as sampling in first step of ASC. 
Spectral clustering in the second step basically constructs a pairwise similarity matrix 
of data representatives. Therefore, ASC can benefit from prototype-based information 
for effective measuring of similarity between prototypes [9-10]. Conventionally, 
Euclidean distance based Gaussian kernel have been used for constructing the pairwise 
similarity matrix, but in this study, various geodesic based similarity measures, which 
utilize some or all information of prototypes for conveying data topology, are proposed 
and compared with traditional Euclidean distance [9-10]. 
Considering SOVQ and clustering methods, finding the best solution for a dataset is 
an obstacle. This is mainly due to unsupervised nature of clustering. Sometimes tuning 
an input parameter for a related clustering function, or selecting an optimal subset of 
features of samples becomes challenge. Existence of various similarity measures that 
one or some of them may produce better solutions in special problem makes the 
situation more intricate. Moreover, in some conditions, we want to utilize advantages 
of all alternatives, such as SOVQ techniques, clustering algorithms, different 
parameter values and similarity measures. In such cases, instead of using one solution 
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or method, a framework named as cluster ensemble is used to combine multiple basis 
clustering results for generating an stable and robust consensus result [11 - 13]. The 
final solution is almost different from all of individual solutions. Consensus solution 
combines information from several partitioning to find one that is the most 
representative of them. Ensemble analysis has been found to be robust, even when 
poor cluster solutions are included within the ensemble [11 - 12]. In general, it 
improves classification accuracy and quality of cluster solutions. 
In this study, depending on the nature of data and application, SOVQ or any of 
proposed similarity measures can outperform the others. In addition, because of 
nondeterministic nature of both SOVQ and SC, k-fold cross validation is inevitable 
and a consensus result of all iterations is demanded. For handling this situation, here 
we propose to combine the partitions obtained by various SOVQ methods and different 
similarity measures by ensemble learning [14 - 17]. There are several prevalent 
ensemble methods, among which the maximum voting is the simplest and mostly used 
one [12 - 13]. To implemet ensemble learning, we tested two approaches: maximum 
voting of all partitions [14 – 15] , and a two-step graph-based ensemble on prototypes 
level [16 - 17]. We used several benchmark datasets from UCI Machine Learning 
Repository along with some real, remote sensing images and biomedical datasets in 
our experiments. We tested the proposed approaches and evaluated results by measures 
such as accuracy assessment, clustering validity indices (CVI), adjusted Rand index 
(ARI). 
1.2 Thesis Organization 
This thesis (funded by TUBITAK Career Grant no 112E195) is organized as follows: 
In Chapter 2, we discuss clustering analysis and methods with detailed discussion of 
spectral clustering algorithm. In Chapter 3, we review spectral clustering on large 
datasets, approximate spectral clustering (ASC) and related SOVQ techniques. 
Chapters 4 and 5 present our main contributions to the ASC, which are novel similarity 
measures and proposed two successful ensemble methods with newly revealed 
geodesic similarity measures. Chapter 6 presents our experimental results and 
evaluation measures for synthetic and real datasets. The thesis is concluded in Chapter 
7 which also addresses related future works. 
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2. BACKGROUND AND RELATED WORK 
2.1 Data Clustering 
Given any data, there are two general approaches for categorization: supervised and 
unsupervised. The supervised approach uses meta data, some labelled or pre-specified 
samples or even pre-known or pre-assumed models to operate. The unsupervised 
approach uses self-determined automatic methods, without any supervision. It 
becomes necessary to percept the inherent structure of data when there is no pre-known 
data/model or when data is so complicated for preliminary study. 
The sophisticated, rational and mathematical clustering techniques started to develop 
from 1930s [18-22]. Cluster analysis firstly was originated in psychology by Zubin 
[21] , and Tryon [22] in anthropology by Driver and Kroeber (1932). Nowadays almost 
in every field clustering is prevalent and hence many advanced methods have been 
improved for clustering that are applicable in specified or generalized usage. For 
example, simple search of ‘’data clustering’’ in Google Scholar finds more than 2.9 
million results (2015). 
Clustering aims to understand the general characteristics or structure of data by up 
taking the similar and dissimilar groups (clusters) without any supervision. For 
implementation of clustering, plenty of methods and algorithms have been developed 
and they are groupped as methodically and algorithmically. Clustering method is a 
general strategy applied to solve the clustering problem whereas a clustering algorithm 
is an instance manner of a method’s implementation. It is impossible that an algorithm 
satisfies all expectations of clustering and therefore many clustering methods have 
been proposed, each with a particular intention or specific properties [2 - 4]. 
2.2 Clustering Techniques 
All clustering methods are divided into two categories: partitional and hierarchical 
(Figure 2.1). It is useful to have a quick glance on some prevalent clustering methods 
and their algorithms. 
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Figure 2.1 : Taxonomy of clustering methods and algorithms. 
Hierarchical or sequential methods: The hierarchical methods generally try to 
decompose the dataset of n objects into a hierarchy of groups. This hierarchical 
decomposition represented by tree structure diagram which is called dendogram whose 
root node represents the whole dataset and each leaf node is a single object of dataset. 
Cutting the dendogram at different level produces clustering result. There are two 
general approaches for the hierarchical method: agglomerative (bottom-up) and 
divisive (top down) [3-4]. 
An agglomerative algorithm starts with n leaf nodes (n clusters) by considering each 
object in dataset as a single node (cluster) and in successive steps applies merge 
operation to reach the root node, which contains whole data objects. (Figure 2.2). 
 
Figure 2.2 : Agglomerative hierarchical clustering. 
The merge operation is based on distance between two clusters. Three basic notions of 
distances are single-linkage, average-linkage and complete-linkage [3-4]. Single-
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linkage method defines the distance between two clusters as the minimum of the 
distances between all pairs of patterns from both clusters (one pattern from the first 
cluster, the other from the second), while in complete-linkage algorithm, the distance 
between two clusters is the maximum of all pairwise distances between patterns of 
them. In either case, two clusters are merged to form a larger cluster. In average-
linkage, average of all distance between pairwise patterns of two clusters considered 
as merging criteria [3-4] (Figure 2.3). 
 
Figure 2.3 : Linkages of agglomerative hierarchical. 
A divisive algorithm, in contrast to agglomerative ones, starts with a root node 
considering all data objects in a single cluster and in successive steps tries to divide 
the dataset until it reaches to a leaf node containing single data sample. For a dataset 
with n objects, there is 2n-1 – 1 possible two-subset divisions that is computationally 
very expensive. The divisive algorithms often rely on chi-square pairwise comparisons 
among patterns to determine the cluster creation [3-4]. (Figure 2.4). 
Partitioning methods: These methods try to directly create k partitions or subsets of 
dataset with n samples (k <= n, each partition represents a cluster) by evaluating some 
measures between samples with following a parametric or nonparametric model. As 
check of all possible partitions computationally is infeasible, partitional methods use 
certain greedy heuristics in the form of iterative optimization (like k-means). 
Partitional clustering algorithms locally improve a predefined criterion. Firstly, they 
compute values of similarity or distance between data objects then order the results 
and pick the one that optimizes the criterion. Hence, the majority of them are 
considered as greedy-like algorithms [3-4]. Partitioning methods are also implemented 
using different algorithmic techniques. One of the oldest and most famous partitioning 
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algorithms is k-means algorithm and its various derivatives. Study of k-means 
algorithm would be suitable insight to the partitional algorithms. 
 
Figure 2.4 : Divisive hierarchical clustering. 
k-means clustering is so popular because of its easy implementation and low 
computational complexity. This algorithm consists of a membership approach that 
assigns data samples to a cluster and minimizes distance between center of each cluster 
and its all assigned members. 
The steps of algorithm can be summorized as follows [2-3-4]: 
For a dataset with N samples and K clusters: 
X = {xi; i = 1… N} and C = {Ck ; k = 1… k}  (2.1) 
The distance between µ𝑘 (center of cluster Ck) and samples in cluster Ck defined by 
the squared error as: 
J (Ck) = ∑ ‖𝑥𝑖 − 𝜇𝑘‖
2
𝑥𝑖𝜖𝐶𝑘     (2.2) 
Then k-means minimizes the sum of squared error over all k clusters as: 
J(C) = ∑ ∑ ‖𝑥𝑖 −  𝜇𝑘‖
2
𝑥𝑖𝜖𝐶𝑘𝑘=1      (2.3) 
1. At first, k initial cluster centers are selected randomly from dataset and each data 
point is assigned to its closest center. 
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2. The new cluster centers are re-found by calculating the mean of each obtained 
cluster. 
3. A new partition is generated by assigning each data point again to its nearest cluster 
center. 
4. Step 2 and step 3 are repeated until cluster membership stabilizes or a stopping 
criterion is satisfied. (Figure 2.5). 
 
Figure 2.5 : k-means iterations example (square points are centroids).The topest left 
square shows random initalization of clusters, the other ones sequently from left to 
right and up to down show the iterations of k-means and refounding centroids. 
For k-means algorithm, the number k and clusters initialization is essential. There exist 
various methods for choosing k, but generally, results of different values of k are tested 
and value with optimum resulted clusters is selected. Cluster initialization also has a 
big role in final clustering performance. Improper initializations may cause poor 
results. For preventing this, some initializing algorithms have been developed like k-
means++ [23].  
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As distance metrics, Euclidean distance, L1, Jaccard, cosine or Mahalanobis distances 
are common to measure distance between cluster centers and data points. Selection of 
these measures depends on data type, for example k-means with Euclidean distance 
metric, finds spherical or ball-shaped clusters, while Mahalanobis distance metric is 
used to detect hyper-ellipsoidal clusters. Euclidean metric is common due to its lower 
computational cost [3-4]. 
Grid-Based clustering algorithm: This approach decomposes data set into various 
levels of detail using cells in a rectangular hierarchical structure. After that, mean, 
variance, minimum, maximum of each cell are computed. A grid structure is formed 
and new objects are inserted in the grid. It gives information about the spatial data by 
visiting appropriate cells at each level of the hierarchy [3 - 4]. 
Model-Based algorithm: In model based clustering, optimization attempts to fit the 
given data to some mathematical model. It is based on assumption that a mixture of 
underlying probability distribution generates data. Expectation maximization (EM) 
algorithm is one of the popular iterative refinement algorithms [3 - 4]. 
Graph-Based algorithm: Graph theoretic clustering, (referred to as spectral 
clustering too), represents the data points as nodes in a weighted graph. Edges that 
connect the nodes are weighted by their pairwise similarities. Central idea is to 
partition the nodes into e.g., two subsets A and B such that the cut size, i.e., the sum 
of the weights assigned to the edges connecting between nodes in A and B, is 
minimized. Initial algorithms solve this problem using minimum cut algorithm, which 
often results in clusters of imbalanced sizes. A cluster size (number of data samples in 
a cluster) constraint is adopted by the ratio cut algorithm [3 - 4]. 
This study is based on a graph based approach: spectral clustering. with different 
similarity measures and their ensemble. We now explain spectral clustering and its 
approximate variant in the following sections. 
2.3 Spectral Clustering (SC) 
Spectral clustering (SC) is a graph based clustering algorithm, which constructs a 
graph by considering each data sample as a node and weights the edges with pairwise 
similarities between them. This method is a manifold learning by realizing eigenvalue 
decomposition on this graph. SC is implemented easily by using simple linear algebra 
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concepts. In addition, this algorithm has a nonparametric approach and ability to 
extract irregularly shaped clusters, which makes it stronger than other algorithms like 
k-means [5-6]. 
The main steps of SC involve constructing a Laplacian graph based on similarity 
matrix of dataset (spectral representation) and its eigendecomposition [6]. 
Constructing of graph Laplacian represents data set as a graph G = (V, E) such that V 
is the set of data samples and E is pairwise similarities between nodes obtained by 
using proximation technique. 
This graph can be undirected or directed. In undirected one, orientation is not 
considered and the distance between two nodes is the same from both directions but in 
undirected one that may differ. For constructing this matrix, we can choose several 
ideas [6]: 
The ε-neighborhood graph: In this graph all points whose pairwise distance is 
smaller than ε are connected. Because the distances between all connected points are 
roughly of the same scale (at most ε), weighting the edges do not convey more 
information of data to the graph. So the ε-neighborhood graph is thought as an 
unweighted graph.  
K-nearest neighbor graphs: We can connect two nodes when they are among the k-
nearest neighbors of each other. However, this definition leads to a directed graph, as 
the neighborhood relationship is not symmetric. There exists two ways of making this 
graph undirected. To eliminate directions, we can connect for example Vi and Vj nodes 
if only one of them is among k-nearest neighbors of the other one. The resulted graph 
usually is called k-nearest neighbor graph. The second approach is to connect nodes Vi 
and Vj if both are among the k-nearest neighbors of each other. This resulted graph 
name is mutual k-nearest neighbor graph. In both cases, after connecting the 
appropriate vertices, similarity of their nodes are used to weight the edges. 
The fully connected graph: In this case, positive similarities connect all points to 
each other. All above-mentioned graphs regularly used in spectral clustering. 
After constructing the graph, it is separated in subgraphs like that all nodes in any 
individual one are similar and meanwhile un-similar to nodes in other subgraphs. This 
called graph-partitioning problem and various approaches exist to solve this problem. 
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The solution of this problem is minimum cut algorithm for a given number of k subsets. 
By choosing partitions A1, A2… Ak in a way that it minimizes: 
Cut (A1, A2… Ak) = 
1
2
∑ W(Ai, A̅i)
k
i=1    (2.4) 
W is the adjacency matrix of constructed graph, ?̅?𝑖 is the complement of A and: 
W (Ai, A̅i) =∑ Wi,ji∈A,j∈A̅i      (2.4a) 
Minimum cut algorithm sometimes results in imbalanced sized clusters, so small or 
even just single element clusters. This is not a desired situation and clusters should be 
reasonably large enough. Two common algorithms are used to remove this problem, 
Ratio Cut proposed by Hagen and Kahng [25] and the normalized cut Ncut proposed 
by Shi and Malik [26, 27]. The ratio cut uses number of vertices |A| to measure size of 
subset of A and it is defined as: 
Ratiocut(A1, A2, … , Ak) =  
1
2
∑
W(Ai,A̅i)
|Ai|
k
i=1 =  ∑
Cut(Ai,A̅i)
|Ai|
k
i=1      (2.5) 
The other function Ncut uses weights of edges vol (A) to measure the size of a subset 
A and it is defined as: 
Ncut(A1, A2, … , Ak) =  
1
2
∑
W(Ai,A̅i)
Vol(Ai)
k
i=1 =  ∑
Cut(Ai,A̅i)
Vol(Ai)
k
i=1             (2.6) 
Both algorithms produce balanced size clusters meanwhile they cause the simple 
mincut problem becomes NP hard. By constructing a graph Laplacian, we can relax 
this problem. Un-normalized spectral clustering uses the un-normalized graph 
Laplacian and represents relaxing Ratio Cut while the normalized spectral clustering 
uses the normalized graph Laplacians to represent relaxing Ncut [28]. There are 
several methods to construct L. These methods are divided into two groups, un-
normalized graph Laplacian and normalized graph Laplacians [29-30]. Similarity 
matrix (weighted adjacency matrix) S and diagonal degree matrix D are used to 
construct these Laplacians. Degree matrix D is a diagonal matrix with degrees 
d1, d2, … , dk on diagonal. The degree of node i, di, is sum of its similarities between 
others and is defined like: 
di =  ∑ Sij
N
j=1                 (2.7) 
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The un-normalized graph Laplacian matrix is defined as: 
L = D – W              (2.8) 
Because of the symmetry of W and D, L is also symmetric matrix. Its smallest 
eigenvalue is zero; the corresponding eigenvector is constant one vector. 
Two types of normalized graph Laplacians exist in literature, Lsym and Lrw and they 
are defined as [29, 30]: 
Lsym =  D
−
1
2 W D−
1
2             (2.9) 
Lrw =  D
−1 W       (2.10) 
The first matrix Lsym is a symmetric matrix and the other matrix Lrwis closely related 
to random walk. Both of them are positive semi-definite and have non-negative real-
valued eigenvalues. Studies show that there is no clear advantage among different 
spectral methods as long as a normalized graph Laplacian is considered [24]. 
Therefore, here we use the normalized Laplacian matrix Lsym proposed by Ng et al 
[29, 30]. 
Process of constructing the normalized graph Laplacian to obtain k clusters is 
according to the algorithm proposed by Ng et al [5]. 
After producing the normalized Laplacian matrix Lnorm (Lsym), k largest eigenvectors 
E = {e1, e2, … , ek} of Lnorm, associated with k greatest eigenvalues (λ1, λ2, … , λ𝑘) are 
found. E ∈ RN×k is matrix containing the vectors e1, e2, … , ek as columns, where N is 
number of data point and k is number of cluster. The matrix U ∈ RN×k obtained from 
the matrix E by normalizing rows to norm 1 as follow: 
uij =  
eij
√∑ eik
2
k
      (2.11) 
Finally, N rows of U is clustered with k-means algorithm into k clusters. The main 
trick of graph Laplacian approach is to change the domain representation of data 
samples xi to spectral domain of its similarity matrix ui and U ∈ R
k and this change of 
representation domain enhances cluster-properties of data. Therefore, theoretically 
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simple clustering algorithm like k-means may easily detect the clusters in this new 
representation [25-27]. 
2.4 Approximate Spectral Clustering (ASC) 
Relying on eigendecomposition of N × N similarity matrix (N is the number of data 
samples) which takes O (N3) time and O (N2) memory complexity, SC is inapplicable 
for large data sets. This situation compels alternative and additional strategies to 
pursue for benefiting from advantages of spectral clustering on large data. Two general 
tactics are chosen to handle the problem. First is to speed up run of SC on high-power 
enhanced super computers, or load the computational task on distributed or 
parallelized systems. However, this solution alleviates the hardness of problem but 
meanwhile brings extra hardware expenses and must scaled with size of data domain 
as well. Even the first approach may become incapable for some large data sets [31, 
32]. Another plain but more helpful solution is to work on a reduced size of data. To 
do so, some representations of data samples (named also prototypes) are selected or 
found by using related methods. Then spectral clustering is done on these 
representatives levels and the result is generated to whole data set. Considering this, 
we name the spectral clustering as Approximated Spectral Clustering; abbreviately 
ASC. In this study, our concentration is on ASC for realizing SC on large datasets. 
A critical point of ASC is to find the most representative prototypes, which must be 
the best exemplification of data set. The more prototypes convey essential properties 
of original data; the highest final clustering accuracy will be reached. 
Steps of ASC algorithm are as below [8 - 9, 33-34]: 
1. Find n data representatives by either quantization or sampling for a dataset with 
N data samples (with a proper ratio of 
n
N
) (Figure 2.6). 
2. Construct a similarity matrix S based on a predefined similarity criterion and 
calculate degree matrix D (Eq. 2.7) using the S matrix. 
3. Construct Lnorm matrix (Eqs. 2.8 – 2.9 – 2.10) using the similarity matrix S 
and the degree matrix D and find k eigenvectors {e1, e2, … , ek} of Lnorm, 
associated with the k greatest eigenvalues (λ1, λ2, … , λk). 
4. Construct the n×k matrix E = {e1, e2, … , ek} and obtain n×k matrix U by 
normalizing the rows of E to have norm 1, like (Eq 2.11). 
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5. Cluster the n rows of U with any predefined clustering method like the k-means 
algorithm into k clusters. 
6. Assign the labels of n representatives to their corresponding data points. 
Step1 reduces size of data and finds representatives/prototypes. Steps 2-5 are the same 
as SC steps. In addition, step 6 assigns all labels. 
 
 
Figure 2.6 : Approximate spectral clustering steps. The left one shows data 
manifold, the second one depicts the first step of ASC or finding representatives and 
the right one is the graph notion of representatives. 
First stage of ASC in general has two methods. Representatives are attained by SOVQ. 
In sampling, the prototypes are the real instances of data samples selected following 
special sampling algorithms. In quantization case, prototypes may not be direct 
members of data samples. Quantized prototypes are geometric centers of their 
corresponding data samples. 
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3. STEPS OF APPROXIMATE SPECTRAL CLUSTERING (ASC) 
3.1 Sampling/Quantization (SOVQ) Methods For ASC 
[8 - 9, 33-34] study, introduce, describe and survey various algorithms of sampling 
and quantization. [37] uses Nystrom sampling, [33] employs progressive sampling, 
and [36, 38] introduce selective sampling, [23] proposes k-means++ quantization 
algorithm, [35] discusses quantization algorithms. [39 - 40] are the surveys on some 
algorithms of both sampling and quantization methods. [9] describes the methods used 
in this project. In this study, neural gas algorithm and k-means++ are used as 
quantization methods and selective sampling is used as sampling. However acording 
to surveys neural gas quantization outperforms in ASC [8] and [23] shows that k-
means++, a successful variant of k-means with a novel probabilistic approach for 
initialization, can be a good alternative for quantization in ASC. However in terms of 
time complexity sampling algorithms act better than quantizations. In addition, our 
experiments show that cluster ensemble of ASC results has the best performance of all 
[14-17]. 
3.1.1 Neural gas vector quantization 
This algorithm produces prototypes of data with an iterative neural learning process 
while preserving topology of data [41]. For any data sample v∈M (data), algorithm 
selects its best matching unit (BMU) wi by: 
||v – wi|| ≤ || v – wj|| ∀ j                                             (3.1) 
Then BMU wj s are adapted by an iterative learning process as:  
wj (t+1) = wj(t)+α(t) hτ(wj)(v - wj (t))    (3.2) 
The neighborhood function is defined as hτ (wj) = exp (-ρwj / τ) and ρwj is the 
distance rank of neural unit wj to data sample v which indicates the neighborhoods in 
data space. ρwj is 0 for the BMU of v and α(t) ∈ [0;1] is learning parameter decaying 
by time. The adaptive learning is repeated until a predefined stop criterion is achieved. 
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After learning, the neural units become the data representatives. Neural gas represents 
data topology as much as possible on the prototype level and [8] shows its smaller 
distortion errors with faster convergence than the errors obtained by other quantization 
algorithms like SOM. 
3.1.2 K-means ++ quantization 
K-means is one of the oldest, fast and simple clustering algorithm. It works by 
minimizing the average squared distance between samples and their belonged cluster 
centroid. Firstly, it chooses initial k cluster centers (centroids) randomly from data and 
finds the closest data samples to each of them. Then centers are updated by minimizing 
the total squared distance between each point and its closest center. There is probability 
of stuck in the local minimum in k-means algorithm especially when random 
initialization of the centers are adverse and this leads to poor clustering results. 
K-means++ [23] proposes to address the initialization problem in k-means. It suggests 
a probabilistic approach of cluster centers initialization instead of random 
initialization. 
A center c1 is selected randomly from the dataset M. Then, other centers ci, (i = 2,…,k) 
are selected from a probability distribution function: 
P (
d2(v,cv)
∑ d2v∈M (v,cv)
)                                     (3.3) 
d(v, cv) shows distance of the nearest cluster center cv to a data point v. After choosing 
of k initial centers, standard k-means algorithm is executed. Thanks to outperformance 
of k-means++ over k-means [9], here k-means++ is used to obtain data representatives. 
3.1.3 Selective sampling 
Between numerous sampling methods which have been developed to make spectral 
clustering feasible for clustering of large datasets [5,33,43], random sampling (RS) is 
the most preferred due to its speed despite its high error rates. On the other hand, it is 
demonstrated that progressive sampling [42] controlled by statistical divergence test 
has been more effective than random sampling. Bezdek et al [33] developed eNERF 
(extended Non-Euclidean Relational Fuzzy c-means) method by using progressive 
sampling, but Wang et al. [36] showed that e-NERF is not useful for large datasets in 
practice because of samples size required by the divergence test. Therefore, they 
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propose a new method which is called selective sampling (SS) by combining 
approaches from [40] and [44] with simple random sampling. Besides this, Wang et 
al. [34] proved that the selective sampling outperforms sampling algorithms for ASC 
and it has a similar performance with k-means quantization. 
The SS algorithm includes three steps: firstly, the dissimilarity matrix (DNN) (N: data 
size) of dataset is constructed and h distinguished objects P1,P2,…, Ph are selected from 
DNN. The choice of distinguished objects is determined by distinguished features (DF) 
algorithm in [33]. The first index P1 is randomly selected from the index set 1,2,. . . 
,N. Then, the search array S is generated by: 
For P1 = 1: A = (a1, a2,…, aN) = ( d1,1, d1,2,…, d1,N)              (3.4) 
Other distinguished objects (Pi with i ∈ [2;h]) are iteratively selected and the search 
array A is updated as follows: 
Pi =  argmax j aj 
      S = (min(s1, dPi−1, N) , . . . , min(sN, dPi−1, N))                       (3.5) 
so that all distinguished h objects are obtained by using max-min farthest point strategy 
for i=2,.., h. In the second step, each vector vi in dataset {v1, v2,…, vN} is assigned to 
the nearest distinguished object q using: 
q = argmin j (dPj; i)      (3.6) 
Moreover, the receptive fields (index sets) of the h objects are obtained by adding the 
corresponding data vector to: 
Rq = Rq ∪ {i}      (3.7) 
In the third step, n =  ∑ nqq  samples are randomly selected from these subsets Rqs, 
proportional to the number of samples in |Rq|: nq = n × |Rq| / N.
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3.2 Similarity Measures For ASC 
Transformation of data space into the spectral domain by spectral clustering algorithm 
using Laplacian eigendecomposition of the similarity matrix provides the compact and 
nested data structures to be more separated. It also causes the revelation of sub 
manifolds. After this transformation, finding the natural clusters of data will be easier 
than before by any prevalent clustering algorithm like k-means. At this point, the 
similarity matrix plays a significant role for accurate clustering. So the similarity 
measure which is essential in constructing similarity matrix for ASC, has the great 
importance on clustering performance. 
Conventionally the Euclidean distance, as an oldest and well-known distance measure 
has been used for similarity definition. It is generally calculated by a Gaussian kernel 
as: 
SEuc(i, j) = exp{− dEuc(i, j)/2σiσj}                     (3.8) 
in which dEuc(xi, xj) =  √∑ (xik − xjk)
2N
k=1
2
 , N : dimentions of samples and σi is the 
decaying parameter that must be optimally found through experiments or set locally 
as the distance to the kth nearest neighbor of xi [5]. 
Euclidean measure as simple immediate distance between two objects can be 
successful on datasets with compact and well-separated clusters, but in case of 
complicated and nonlinearly separable clusters it may fail to truly extract real 
similarities [45]. 
Representation of data by prototypes in ASC, presents some other useful advantages, 
such as local density distribution of data samples over prototypes and data manifold 
exposure [5, 8]. These information can produce better similarity definitions. 
[46] introduces a novel similarity measure for ASC named CONN. All data samples 𝑣 
∈ ℳ for whom ri is the nearest prototype, make the receptive field of ri and these 
fields partition data space ℳ into Voronoi polygons Vi such that: 
Vi =  {v ∈ ℳ ∶  ‖v −  ri‖  ≤  ‖v −  rj‖ ∀j}               (3.9) 
We can realize better visualization of data space ℳ and neighborhood relations by 
connecting centroid of every Voronoi to the centroid of Voronois with each of which 
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an edge is shared. This leads to an adjacency graph that called Delaunay triangulation. 
However, the contribution of Delaunay triangulation to appearance of sub manifolds 
of data space, which can be marker of clusters, is not so salient. So for better exhibition 
of sub manifolds, induced version of this graph is defined with connecting two 
representatives ri and rj if there exists at least one data sample 𝑣 selecting them as the 
first and second BMU pair or when Vij ∪ Vji ≠ 0. 
Vij =  {v ∈ Vi ∶  ‖v − rj‖ ≤ ‖v − rk‖ ∀ k ≠ i}    (3.10) 
Weighted Delaunay triangulation graph can be obtained by adding the local density 
information of ℳ that is realized by CONN matrix as: 
CONN(i, j) =  |{v ∈ (Vij ∪ Vji)}|              (3.11) 
CONN conveys the local data distribution over prototypes without any priori 
parameter (Figure 3.1) It also has a symmetric sparse form and its computational cost 
is considerably low [46]. 
 
Figure 3.17: Polyhedron which resulted by receptive fields of prototypes and its 
related Delaunay triangulation graph. 
We  make a hybrid of Euclidean distance with CONN matrix for boosting the similarity 
(dissimilarity) with nonlinear scaling by local density: 
dEuchyb(i, j) =  dEuc(i, j) × dCONN(i, j)                      (3.12) 
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3.3 Proposed Geodesic Similarity Measures 
As ASC provides topology of data by providing better manifold representation, we 
implement and test similarity measures that reflect data manifold more accurately. For 
this aim, we used the geodesic concept for measuring distance between prototypes. 
Geodesic distance originates from geodesy (science of measuring size and shape of the 
Earth) and calculates topological distance between objects. By generalizing the 
concept of geodesic distance, we measure distance between prototypes considering 
data manifold and topology (Figure 3.2). 
 
Figure 3.28: Geodesic based distance vs Euclidean. 
According to [9, 10], the main challenge in computing the geodesic distance is to 
determine the neighbor points,i.e, to construct the adjacency matrix. A common 
approach is using k-nearest neighbors. Two prototypes are neighbors if they are 
(mutually) in their k-nearest neighbors set, then based on the k-nn adjacency, the 
geodesic distance dgeoknn can be defined as: 
dgeoknn(i, j) =  ∑ dEuc(l, m)l,m ∈SPknn       (3.13) 
where SPknn is the set of edges in the shortest path between i and j through k-nn 
adjacency graph. This method requires a user set k parameter which may vary for each 
prototype or dataset. 
23 
 
We want to benefit from CONN matrix to exploit local density distribution and 
neighborhood relations for better proximating of adjacency graph [9 - 10]. Using 
CONN, another geodesic-based measure, dgeoadj can be defined like: 
dgeoadj(i, j) =  ∑ dEuc(l, m)l,m ∈SPadj             (3.14) 
SPadj is the set of edges in the shortest path between i and j established by CONN 
matrix. SPadj automatically sets the neighborhood relation of prototypes according to 
the local density distribution between samples (Figure 3.3). 
 
Figure 3.39: Neighborhood graphs to represents manifold relations on 
representatives of Lsun dataset. The first three are obtained by (mutual) k-nearest 
neighbor approach: (a) k=7, (b) k=5, (c) k=3, and the last one (d) is obtained by 
CONN graph. Optimum k should be set to correctly identify sub manifolds, where 
CONN enables varying number of neighbors with respect to the data manifold, 
resulting a clear separation without any user-set parameter. 
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Another method is defined using a density based distance (3.15) instead of dEuc(i, j) 
and CONN as the adjacency graph: 
dCONN(i, j) =  e
− 
CONN(i,j)
max (CONN)                                       (3.15) 
dgeoconn(i, j) =  ∑ dCONN(l, m)l,m ∈SPadj          (3.16) 
We combine the Euclidean distance with local density distribution to measure the 
similarities in dgeohyb. With this measure, we can utilize the advantage of scaled 
Euclidean distance by local density distribution in neighbor prototypes while 
preserving the topology and manifold of data in meauring the distance of distant 
prototypes. 
dgeohyb(i, j) =  ∑ dEuc(i, j) × dCONN(l, m)l,m ∈SPadj    (3.17) 
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4. CLUSTER ENSEMBLE 
We know that there exist numerous clustering methods each with relevant algorithms. 
Every type of clustering methods has its own particular approach and solution like 
hierarchical or partitional and their related algorithms such as agglomerative, divisive 
or partitional. This causes different clustering results for the same data. Depending on 
field of problem, data and application, it is difficult to decide which one of general 
methods or its algorithms can be optimal solution [12, 47]. Some of algorithms also 
have one or several tuning parameters that must be valued optimally to reach the most 
accurate results. For example number of clusters (k) in k-means, or sigma-decaying 
parameter of Gaussian kernel function in Gaussian mixture model and in SC, must be 
tuned depending on the context of problem. On the other hand, there exist many 
similarity measures in literature, as four geodesic-based different similarity measures 
that we define in this study, which can be the best in particular application. 
SOVQ and their related implementing algorithms can also be effective in special 
domains. The unsupervised nature of clustering does not let to select and find the best 
scheme of all above-mentioned available alternatives. For some cases, like 
nondeterministic algorithms, we have to repeat the clustering on data to remove the 
effect of randomness on clustering performance. To address these problems, cluster 
ensemble, which combines multiple ‘base clustering’ of same set of objects into a 
single consolidated clustering, is often used [47]. 
For a given data, we can apply any possible clustering analysis procedure to find 
several data structures, then by cluster ensemble methods, combine all these results for 
reaching a consensus unique result that is more robust and stable comparing to single 
clustering ones [47 – 49]. 
4.1 Proposed Ensemble Methods For ASC 
As it is mentioned in Section 3, sampling and quantization are distinct procedures and 
produce different sets of representatives. In addition, the randomness existing in their 
algorithms may cause nondeterministic prototypes at every run and this may led to 
different partitionings. In addition k-means step of spectral clustering (step 5 in section 
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2.4) produces different set of partitionings in each run. Moreover, any of seven-
similarity measures used in this study, may produce superior results than others for 
specific cases. It is often not a trivial task to find out which SOVQ method outperforms 
in any specific case. To overcome this issue, we suggest and test two ensemble 
methods on our ASC results obtained in Section 5. 
4.1.1 Maximum voting ensemble 
One of simplest and easy implementing methods of ensemble is maximum or majority 
voting [49]. After obtaining all partitonings, the labeling for final partitioning is 
decided by voting such that each data sample is assigned to label that appears the most 
in all partitionings (Figure 4.1).  
 
Maximum Voting 
Figure 4.110: An example of maximum voting ensemble method.The table on left shows 3 
clustering results for a dataset with six samples and three clusters. For each sample, the label 
which has the most votes is assigned to the sample. For example 𝒗𝟑 is clustered as 2 in two 
partitions and as 1 in one, therefore 𝒗𝟑 is assigned to cluster 2 after doing ensemble. 
Aggregation of diverse clusterings which are resulted from different SOVQ methods 
and their random results of several iterations using all seven-similarity measures, is 
done by maximum voting [49]. For doing that, each partitioning must have the same 
labels for the corresponding clusters. To satisfy this condition, one of the partitionings 
taken as the base clustering and all labels in other partitionings are relabelled to reflect 
the same clusters with same labels. 
Here we propose this ensemble method for selective sampling and neural gas 
quantization, and name them respectively, Selective Sampling Approximate Spectral 
Clustering Ensemble (SASCE) [14, 15] and Neural Gas Approximate Spectral 
Clustering Ensemble (NGASCE). Voting ensemble constructs the robust and more 
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scalable results, and has O(N) computational cost, which makes it suitable for large 
datasets. Therefore ensemble can be applied on the data level. 
4.1.2 Graph based ensemble 
As another approach for ensemble, we test reconstruction of similarity matrix, using 
different clustering labels of prototypes to repeat clustering. Let us consider Np set of 
prototypes by SOVQ. Then runnin Nkm times of ASC with Ns similarity measures 
totally generates Ns × Nkm cluster labels for each prototype. We aggregate the diverse 
partitionings of every similarity measure that are created by several iterations of SC 
with ensemble of Nkm labels of each similarity criteria firstly.  
For this aim, we construct a Sce1 in a way of: 
Sce1 =  ∑ Sns,k
Nkm
k=1  where Sns,k(Pi, Pj)1 if Pi, Pj are in the same cluster or Sns,k(Pi, Pj) = 0 (4.1) 
Then we can apply spectral clustering on this matrix for partitioning data again. 
So far, we obtained Np partitionings for each similarity measure. Hereafter, by a 
constructing Sce2 similarity matrix like Sce1 from Np partitionings of each similarity 
measure, the final cluster result is obtained. Final consensus clustering result contains 
and remerge all diversities and advantages of SOVQ, SC and similarity measures all 
in one. This two-step referred as approximate spectral clustering ensemble (ASCE) 
and can be summarized as [16, 17]: 
1. Obtain Np neural gas prototypes and their Ns× Nkm partitionings by ASC. 
2. Obtain a similarity matrix Sce1 based on number of identically labelled prototypes among 
Nkm different partitioning of each similarity criterion according to equation (4.1). 
3. Apply spectral clustering using Sce1 to obtain Ns first step ensemble partitioning for each 
similarity criterion. 
4. Obtain a similarity matrix Sce2 (similar to Sce1) based on the resulting Ns ensemble 
partitioning. 
5. Apply spectral clustering using Sce2 to obtain the ensemble of prototypes. 
For doing comparsion, we also test the ensemble of all partitionings in one step like 
that Ns× Nkm partitionings of every prototype are used to make similarity matrix at 
one stage and then doing clustering again. We refer to this method as ASCE. 
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5. EXPERIMENTAL RESULTS AND EVALUATIONS 
5.1 Data Sets 
For performance evaluation of geodesic similarity measures for ASC with SOVQ 
methods and ensemble of their results, we use some benchmark data sets of UCI 
Machine Learning Repository [50], some large scale remote sensing image datasets 
and also several MRI image datasets. Size of datasets are from small, medium to large 
scale ones. 
Three of datasets, Lsun, Chain-link and Wingnut are artificial datasets with well-
separated clusters but owing different characteristics for testing clustering algorithms. 
Lsun has different shape clusters (an L-shape with a spherical like sun). Wingnut 
includes an inhomogeneous density distribution, while Chainlink is entangled two 2D 
chains which are nonlinearly separated in 3D space [51]. Table 5.1 shows properties 
of these offered datasets from the UCI used in this study. 
Table 5.1 : UCI machine learning datasets. N: Size of dataset – D: dimension of data – 
K: number of classes – maxNk : Size of largest class – minNk : Size of smallest class – 
meanNk : mean of class’s size. 
 
Dataset N D K max Nk min NK mean NK
Iris 150 4 3 50 50 50
Lsun 400 2 3 200 100 133.3
BCWS 699 9 2 458 241 349.5
Chainlink 1000 2 2 500 500 500
Wingnut 1016 2 2 508 508 508
Yeast 1484 8 10 463 5 148.4
Statlog 6435 4 6 15333 703 1072.5
Pendigit 10992 16 10 1144 1055 1099.2
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Four MRI simulated image sets from The Multimodal Brain Tumor Image 
Segmentation Benchmark (BRATS) [54] are used for testing the methods on 
biomedical imaging domains. These image sets consist of T1, post-Gadolinium T1, 
and T2 MR images. Every simulated image set has two ground truth segmentations, 
one of which has six clusters and the other has three clusters (one edema, two active 
tumor and three for others). For each set, images are combined with using different 
attributes (T1, T2, and post-Gadolinium T1). Two of simulated images sets are for 
low-grade (LG) glioma and the others are for high-grade glioma (HG). [53] gives 
comprehensive information about these datasets. We also included two small medical 
datasets of UCI, Vertebral Column and Dermatology to our experiments for better 
measuring the performance of methods on medical domains. Vertebral Column 
consists of 310 data samples of six biomechanical features used to classify orthopedic 
patients into three classes (normal, disk hernia or spondylolisthesis). Dermatology has 
366 data samples with 32 attributes and consist of six class types of Erythematous-
Squamous Diseases of skin. 
We also selected some large remote sensing images for testing. Kard, Plov, Varn [52-
53] and Hazelnut (Bengisu) [52-53] are the four remotely sensed images form distinct 
landing cover regions of earth. Kard, Plov and Varn datasets are multi-temporal Rapid-
Eye 20D images (5m spatial resolution) used for land cover identification in Bulgaria 
to determined land parcels in good agricultural condition from four agricultural, 
woodlands, water and bare areas [52]. Hazelnut(Bengisu) is as a very high spatial 
resolution example, a WorldView-2 image (0.5m spatial resolution) for land cover 
identification to extract hazelnut fields on the Black Sea coast of Turkey, where 
hazelnut is the main agricultural crop together with few other classes which are 
grouped into woodlands, other agricultural, bare soil and non-agricultural areas [53]. 
5.2 Evaluation Measurements 
5.2.1 Accuracy 
It is a common clustering evaluation measure that counts true-clustered samples over 
total samples using some predefined truth labels. We can evaluate clustering results 
using accuracy only if we have predefined truth labels which is the case for labeled 
data. Some times we have no ground truth labels, for those cases, it is good to evaluate 
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the results using intrinsic data characteristics without any predefined labels. There are 
some measures named as Cluster Validity Index (CVI) for such cases.  
In some cases, especially when there are imbalanced size clusters, accuracy may fail 
to evaluate the results correctly. For example, when we have a large cluster in data 
besides small ones, the error of this large cluster will dominate the evaluation of other 
clusters. For detecting this condition, we use accuracy along with indices like Adjusted 
Rand Index (ARI). 
5.2.2 Cluster validity index (CVI) 
Cluster validity index generally uses relative criteria for measuring clustering results. 
Relative criteria is a combined measure of between-cluster separation and within-
cluster scatter. Therefore, a CVI measures the resulted clusters by looking how they 
are consistent internally while separated with each other without any need to 
predefined labels. As a CVI point of view, a cluster must be well defined and separated 
from others. There have been defined and implemented many CVI indices. The [55] 
have a comprehensive review on CVIs while defining a novel CONN based for ASC 
named Conn_Index. Due to fact that each CVI controls different criteria we choose 
several CVIs of DBI, GDI, Calinski, Silhouette and PBM beside Conn_index together 
for evaluating our results. 
5.2.3 Adjusted rand index (ARI) 
ARI index uses predefined labels and provides an evaluation even in the case of 
unbalanced datasets. ARI analyzes each pair of elements by measuring not only the 
correct separation of elements belonging to different classes but also the relation 
between elements of the same class. In a certain way, ARI pays more attention to the 
relation between elements than to the relation between each element and its target 
label. We can say that ARI evaluates the capability of the algorithm to separate the 
elements belonging to different classes [56]. 
5.3 ASC And Its Ensemble Results On Selected Data Sets With Discussions 
5.3.1 ASC results with geodesic based similarity measures on Table 5.1 datasets 
We obtained 10 representative sets of each dataset (Table 5.1) using selective 
sampling, kmeans++ and neural gas quantization methods. The number of 
representatives is 10% of data samples number for each dataset. The reason for 
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multiple sets of representatives is random nature of SOVQ methods. Then we run ASC 
using Euclidean, CONN and recently suggested geodesic based similarity measures on 
these representatives. Finally, for each similarity criteria, we obtain 20 partitionings 
due to randomness in k-means step of SC. The average accuracy of 200 partitionings 
per similarity criteria is given at Table 5.2. 
Highlighted values are the highest accuracy that are obtained for each dataset, beside 
the best result for every dataset in a SOVQ method is in italics. The second column 
indicates SOVQ method. The third one stands for total running time of experiments in 
case of SOVQ. The other columns stand for our used similarity measures, i.e., Sgeohyb 
indicates Geohyb method. The accuracy for each SOVQ averaged over all datasets is 
also given in table. Table 5.2 also provides average rank of methods for all results, 
separately for SOVQ results. This rank index shows that how many times a method 
outperforms the others in all results. The lower index shows the better position in 
ranking of a method. By considering only similarity measures, the outperforming of 
geodesic based ASC on five of eight datasets (Iris, Lsun, Chainlink, Yeast and Statlog) 
among all SOVQ results is obvious. Results show that Euclidean distance for most of 
the time fails to catch the exact similarities of representatives. The CONN similarity 
for two of datasets (Lsun and wingnut, however) outperforms the others, due to its 
ability in catching local density distribution of representatives. SEuchyb is successful for 
BCWS and Pendigit datasets. In general Table 5.2 indicates the superiority of geodesic 
based ASC to traditional similarity measures. Having seen that it is almost impossible 
to say that a SOVQ method or a similarity measure is the best for all data. When 
analyzing from the SOVQ point of view, Neural gas (NG) has the best accuracies for 
four datasets (Iris: %89,47, Lsun: %99,94, Breast Cancer WS: %96,62, and Yeast: 
%43,68).k-means++ results is the best for two artificial datasets (Lsun: %99,94 and 
Wingnut: %100), while selective sampling (SS) just for one dataset is the best (Pen 
Digits: %73,05). Regarding the nature of data, the NG quantization method has better 
results in general, though its running time is not as good as the other SOVQ methods. 
In case of large datasets, and when we can tolerate the penalty of lower accuracy for 
doing fast cluster analysis, we can use sampling, but if time complexity of quantization 
is acceptable, it is favored by its higher performance. 
By considering the SOVQ method along with similarity criteria,  neural gas has its 
best results  in  five  datasets  (Iris, Lsun, Chainlink, Yeast and Pendigit)  with  geodesic 
33 
 
Table 5.2 : Clustering accuracies for datasets of Table 5.1 The ratio of data representatives to data samples is 0,1 
SS: Selective sampling; NG: neural gas; k++: k-means++ quantization. 
S Euc CONN S Euchyb S geoknn S geoadj S geoconn S geohyb
NG 1,75 63,24 (7,1) 57,45 (9,3) 54,67 (2,3) 89,47 (2,6) 84,47 (9,6) 86,76 (10,5) 86,69 (10,5)
K++ 0,05 67,99 (7,6) 52,53 (5,3) 56,69 (8,9) 61,53 (9,4) 87,08 (1,8) 85,78 (3,3) 88,63 (3,6)
SS 0,01 63,47 (9,2) 68,96 (14,7) 69,01 (14,3) 56,39 (7,4) 80,94 (12,4) 86,71 (7,8) 80,87 (12,4)
NG 10,5 76,85 (1,5) 98,34 (6,8) 99,90 (0,2) 88,07(9,8) 99,54 (1,2) 99,94 (0,2) 99,93 (0,2)
K++ 0,07 75,82 (7,3) 99,94 (0,2) 99,60 (1,3) 79,58 (16,5) 99,44 (1,2) 89,42 (18,7) 99,74 (0,7)
SS 0,02 76,53 (4,7) 92,66 (11,0) 93,89 (14,0) 79,57 (18,4) 89,21 (12,3) 85,29 (18,7) 89,15 (12,3)
NG 10,59 95,84 (0,6) 96,51 (0,8) 96,62 (0,6) 93,87 (1,2) 94,98 (0,5) 95,04 (0,6) 94,94 (0,4)
K++ 0,20 92,12 (1,2) 96,21 (0,3) 95,74 (0,8) 83,49 (16,3) 91,33 (2,0) 90,83 (3,0) 91,42 (1,9)
SS 0,05 96,04 (0,6) 88,81 (11,6) 92,64 (2,1) 90,00 (6,5) 65,38 (0,5) 65,38 (0,5) 65,38 (0,5)
NG 14,95 66,31 (0,5) 100,0 (0,0) 89,90 (13,7) 100,0 (0,0) 100,0 (0,0) 100,0 (0,0) 100,0 (0,0)
K++ 0,21 66,17 (0,9) 100,0 (0,0) 100,0 (0,0) 99,79 (0,7) 100,0 (0,0) 100,0 (0,0) 100,0 (0,0)
SS 0,10 65,77 ( 0,22) 100,0 (0,0) 100,0 (0,0) 100,0 (0,0) 100,0 (0,0) 100,0 (0,0) 100,0 (0,0)
NG 15,87 97,58 (0,5) 99,88 (0,1) 99,64 (0,5) 97,55 (0,6) 98,39 (0,8) 98,41 (0,9) 98,41 (0,9)
K++ 0,18 97,92 (1,0) 100,0 (0,0) 99,78 (0,3) 98,12 (2,4) 99,32 (0,7) 99,51 (0,7) 99,43 (0,6)
SS 0,06 94,18 (1,1) 98,82 (1,6) 98,06 (1,9) 65,33 (17,7) 91,39 (14,6) 92,81 (15,3) 91,49 (14,6)
NG 43,81 43,04 (1,9) 42,31 (4,4) 40,22 (3,6) 34,36 (4,3) 43,68 (3,2) 43,54 (2,9) 43,67 (2,9)
K++ 0,84 40,53 (1,5) 40,68 (2,8) 38,88 (3,7) 31,59 (0,6) 39,99 (1,8) 39,32 (1,9) 42,13 (2,4)
SS 0,12 36,60 (0,9) 39,55 (2,8) 35,65 (3,8) 34,52 (2,1) 37,89 (3,0) 31,88 (1,7) 37,84 (2,8)
NG 85,87 66,90 (3,3) 57,84 (14,9) 49,31 (10,6) 65,77 (5,0) 63,40 (5,8) 54,61 (4,8) 63,71 (6,2)
K++ 14,06 70,70 (0,7) 65,37 (1,2) 64,42 (2,2) 43,69 (12,9) 72,14 (1,2) 69,53 (2,6) 71,76 (1,4)
SS 1,54 70,29 (2,1) 61,05 (17,5) 67,38 (2,6) 39,24 (9,5) 64,23 (14,3) 56,26 (9,9) 62,22 (14,5)
NG 150,95 46,17 (14,9) 63,29 (10,6) 51,07 (12,9) 68,47 (4,8) 66,86 (5,4) 53,00 (6,3) 67,69 (5,5 )
K++ 150,55 65,96 (9,1) 53,05 (5,9) 47,95 (10,2) 53,27 (6,4) 59,42 (6,4) 58,55 (7,2) 59,77 (6,5)
SS 5,10 69,90 (1,4) 59,91 (15,7) 73,05 (13,7) 58,70 (6,2) 56,49 (8,9) 58,20 (9,5) 56,48 (8,6)
NG 41,79 69,49 76,95 72,67 79,7 81,41 78,91 81,88
K++ 20,77 72,15 75,97 75,38 68,88 81,09 79,12 81,61
SS 0,87 71,60 76,22 78,71 65,47 73,19 72,07 72,93
NG 3,64 3,09 4,33 3,44 2,48 3,08 2,34
K++ 3,88 3.00 4,12 5,62 3,12 3,88 2,12
SS 3,25 2,75 2,25 5,12 3,50 4,25 4,00
Average 
rank
Similarity criterion
Average
Pendigit
Statlog
Yeast
Wingnut
Chainlink
BCWS
Lsun
Dataset
Iris
SOVQ Time (s)
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similarities. While, kmeans++ with CONN produces its highest results on four datasets 
(Lsun, BCWS, Chainlink and Wingnut), and in the case of geodesic similarities, results 
for Iris, Chainlink, Yeast and Statlog are superior to others. For selective sampling 
case, there is not so explicit situation, like that, for 2 datasets of Iris and Chainlink, 
geodesic are better, for other 2 datasets (Lsun and Pendigit) SEuchyb, and for others 
(BCWS and Statlog) Euclidean measure are the best, and in case of Wingnut and 
Yeast, SS results of CONN are superior. As we saw, which SOVQ method with what 
similarity measure will produce the highest accurate results in all data domains is an 
ambiguous problem and here the need for an ensemble method to combine all 
partitioning results is essential and can eliminate the need to decide on optimum 
similarity. Considering the average accuracy of 81.88%, neural gas ASC with Sgeohyb 
produces the best and near to the optimum results. Excluding SS, for both K++ and 
NG, geodesic based similarities have the highest accuracy averages. Ranking results 
also show the outperformance of geodesic based similarities. 
We also provide the ARI index values in Table 5.3 and six CVI values in Table 5.4 for 
Table 5.2 results. Table 5.3 and particularly its average ARI result indicate the 
outperformance of geodesic based measures on ASC results in our experiments. 
Though not for all datasets are the geodesic methods superior, but the average row of 
ARI values states that three of goedesic measures (Sgeoadj , Sgeoconn and Sgeohyb) 
averagely generates more accurate results. Table 5.4 shows CVI values just for NG 
results of Table 5.2 for the outperformance of NG in comparison with other SOVQ 
methods in our experiments. In Table 5.4, we consider how many of six used CVI’s 
favor for a similarity measure. As example, for Iris Sgeohyb and Sgeoadj are favored by 
three indices and for Lsun Sgeoconn and Sgeohyb are favored by three CVIs are exactly 
according to the accuracy. Except BCWS and Wingnut, the CVI values of geodesic 
based methods show that their results are more in line with the natural clusters of 
datasets, peculiarly considering Conn_Index CVI. But in Table 5.3, depending on 
dataset or SOVQ methods, alternative similarity measure can be better than the others. 
For example, in case of Statlog dataset, by NG the Sgeoknn is superior, by K++ Sgeoadj 
and by SS, SEuc has the best result.  
In case of Table 5.4, however the power of geodesic methods is obvious but again we 
can not say that there is a special SOVQ or similarity method which is the best for all 
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Table 5.3 : Adjusted Rand Index (ARI) results for Table 5.1 accuracy results. Highlighted values show the best ARI values for each dataset 
and the italic values show the best ARI values for other SOVQ methods. 
 
S Euc CONN S Euchyb S geoknn S geoadj S geoconn S geohyb
NG 0,492 (0,008) 0,465 (0,020) 0,502 (0,012) 0,453 (0,005) 0,694 (0,018) 0,699 (0,017) 0,747 (0,008)
K++ 0,446 (0,009) 0,446 (0,000) 0,439 (0,011) 0,451 (0,037) 0,693 (0,006) 0,666 (0,012) 0,735 (0,015)
SS 0,478 (0,007) 0,538 (0,030) 0,544 (0,019) 0,416 (0,000) 0,650 (0,001) 0,707 (0,007) 0,648 (0,001)
NG 0,445 (0,008) 0,923 (0,083) 0,978 (0,029) 0,665 (0,007) 0,955 (0,032) 0,924 (0,007) 0,978 (0,054)
K++ 0,457 (0,056) 0,999 (0,000) 0,992 (0,014) 0,642 (0,010) 0,987 (0,004) 0,868 (0,001) 0,993 (0,013)
SS 0,529 (0,043) 0,853 (0,015) 0,918 (0,036) 0,639 (0,008) 0,828 (0,002) 0,739 (0,006) 0,809 (0,012)
NG 0,793 (0,006) 0,868 (0,002) 0,869 (0,000) 0,689 (0,048) 0,807 (0,018) 0,790 (0,003) 0,788 (0,004)
K++ 0,705 (0,004) 0,853 (0,000) 0,835 (0,000) 0,507 (0,000) 0,678 (0,003) 0,662 (0,005) 0,680 (0,001)
SS 0,846 (0,003) 0,645 (0,048) 0,749 (0,158) 0,654 (0,000) 0,000 (0,000) 0,000 (0,000) 0,000 (0,000)
NG 0,106 (0,001) 1,000 (0,000) 1,000 (0,000) 1,000 (0,000) 1,000 (0,000) 1,000 (0,000) 1,000 (0,000)
K++ 0,104 (0,001) 1,000 (0,000) 1,000 (0,000) 0,992 (0,000) 1,000 (0,000) 1,000 (0,000) 1,000 (0,000)
SS 0,112 (0,000) 1,000 (0,000) 1,000 (0,000) 1,000 (0,000) 1,000 (0,000) 1,000 (0,000) 1,000 (0,000)
NG 0,905 (0,000) 0,995 (0,000) 0,986 (0,000) 0,936 (0,000) 0,937 (0,003) 0,993 (0,004) 0,937 (0,003)
K++ 0,919 (0,000) 1,000 (0,000) 0,991 (0,001) 0,928 (0,000) 0,973 (0,000) 0,981 (0,000) 0,977 (0,000)
SS 0,781 (0,000) 0,954 (0,000) 0,904 (0,136) 0,208 (0,072) 0,208 (0,001) 0,817 (0,000) 0,766 (0,000)
NG 0,154 (0,003) 0,132 (0,000) 0,123 (0,000) 0,110 (0,005) 0,156 (0,003) 0,157 (0,002) 0,158 (0,002)
K++ 0,146 (0,005) 0,136 (0,000) 0,122 (0,001) 0,023 (0,004) 0,136 (0,005) 0,130 (0,006) 0,154 (0,007)
SS 0,124 (0,003) 0,138 (0,002) 0,125 (0,003) 0,055 (0,003) 0,115 (0,004) 0,101 (0,002) 0,118 (0,005)
NG 0,521 (0,016) 0,388 (0,003) 0,288 (0,003) 0,518 (0,011) 0,342 (0,020) 0,439 (0,004) 0,447 (0,005)
K++ 0,526 (0,005) 0,495 (0,006) 0,484 (0,007) 0,222 (0,008) 0,553 (0,005) 0,523 (0,010) 0,546 (0,009)
SS 0,526 (0,003) 0,399 (0,001) 0,503 (0,009) 0,145 (0,000) 0,474 (0,004) 0,376 (0,001) 0,466 (0,003)
NG 0,299 (0,014) 0,474 (0,010) 0,366 (0,019) 0,575 (0,004) 0,419 (0,005) 0,566 (0,009) 0,575 (0,011)
K++ 0,527 (0,028) 0,388 (0,014) 0,361 (0,012) 0,427 (0,002) 0,514 (0,011) 0,502 (0,006) 0,525 (0,008)
SS 0,533 (0,006) 0,473 (0,026) 0,600 (0,008) 0,470 (0,000) 0,454 (0,007) 0,454 (0,008) 0,453 (0,006)
NG 0,516 0,656 0,587 0,618 0,664 0,696 0,704
K++ 0,446 0,664 0,653 0,524 0,692 0,666 0,701
SS 0,494 0,625 0,668 0,448 0,535 0,524 0,530
Similarity criterion
Average
Pendigit
Statlog
Yeast
Wingnut
Chainlink
BCWS
Lsun
Dataset
Iris
SOVQ
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Table 5.4 : CVI results for clusters results of neural gas ASC. (For clustering 
accuracies,see Table 5.1). 
 
 
 
 
Dataset CVI Index S Euc CONN S Euchyb S geoknn S geoadj S geoconn S geohyb
SWC 0,06 0,09 0,09 0,25 0,28 0,27 0,28
CHVRC 13,13 32,34 34,08 39,12 37,01 37,06 37,33
PBM 0,35 0,38 0,36 1,09 0,96 0,97 0,96
DBI 0,79 4,11 45,37 0,61 0,58 0,59 0,58
GDI 1,28 0,39 0,17 2,61 2,48 2,48 2,48
ConnIndex 0,47 0,14 0,11 0,68 0,72 0,76 0,76
SWC 0,07 0,12 0,13 0,06 0,13 0,12 0,12
CHVRC 60,85 74,62 67,87 73,12 72,95 72,62 72,07
PBM 4,42 4,29 4,23 3,69 4,38 4,33 4,33
DBI 0,76 0,70 0,75 0,77 0,68 0,68 0,68
GDI 2,03 2,05 2,07 1,91 2,09 2,10 2,10
ConnIndex 0,88 0,99 0,99 0,90 0,98 0,99 0,99
SWC 0,21 0,21 0,21 -0,01 0,21 0,21 0,21
CHVRC 122,21 120,88 121,98 102,98 120,62 120,44 120,43
PBM 114,65 107,31 108,83 81,74 112,93 112,41 112,41
DBI 0,73 0,71 0,73 0,80 0,75 0,75 0,75
GDI 2,02 1,92 1,94 1,71 2,04 2,03 2,04
ConnIndex 0,92 0,97 0,95 0,88 0,94 0,94 0,94
SWC -0,22 -0,27 -0,22 -0,27 -0,27 -0,27 -0,27
CHVRC 97,03 27,25 77,40 27,20 27,13 27,26 27,22
PBM 0,91 0,31 0,91 0,31 0,31 0,31 0,31
DBI 1,11 1,91 1,15 1,91 1,91 1,91 1,91
GDI 1,76 1,05 1,76 1,05 1,04 1,05 1,05
ConnIndex 0,87 1,00 0,87 1,00 1,00 1,00 1,00
SWC -0,07 -0,07 -0,07 -0,08 -0,08 -0,08 -0,08
CHVRC 185,88 181,55 181,78 184,68 183,98 182,79 182,82
PBM 2,39 2,36 2,36 2,38 2,38 2,38 2,38
DBI 0,90 0,90 0,97 0,90 0,90 0,90 0,90
GDI 2,21 2,20 2,20 2,20 2,20 2,20 2,20
ConnIndex 0,93 0,98 0,97 0,93 0,94 0,94 0,94
SWC -0,20 -0,21 -0,22 -0,36 -0,25 -0,25 -0,24
CHVRC 21,37 38,45 38,45 36,71 82,68 81,87 82,15
PBM 0,02 0,02 0,02 0,02 0,03 0,03 0,03
DBI 0,90 1,48 1,46 1,93 1,13 1,13 1,12
GDI 0,04 0,11 0,11 0,32 0,45 0,46 0,46
ConnIndex 0,30 0,15 0,11 0,24 0,33 0,33 0,33
SWC -0,27 -0,18 -0,17 -0,27 -0,30 -0,26 -0,31
CHVRC 1234,96 1172,72 1284,08 1310,01 1362,82 974,45 1335,05
PBM 2037,23 2037,23 1702,58 1995,88 2092,37 2015,35 2053,60
DBI 0,90 1,09 0,95 0,92 0,90 0,83 0,91
GDI 1,30 0,41 0,49 1,27 0,97 0,99 0,97
ConnIndex 0,46 0,41 0,78 0,46 0,47 0,47 0,48
SWC -0,57 -0,19 -0,31 -0,19 -0,26 -0,38 -0,25
CHVRC 222,12 226,92 244,36 218,17 243,43 262,57 260,97
PBM 679,51 1297,89 963,70 1261,96 1408,31 1158,81 1444,29
DBI 2,97 1,70 1,67 1,74 1,66 1,59 1,64
GDI 0,52 0,46 0,48 0,63 0,72 0,60 0,73
ConnIndex 0,60 0,35 0,53 0,46 0,48 0,46 0,48
Statlog
Pen Digits
Iris
Lsun
BCWS
Chainlink
Wingnut
Yeast
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data. This situation, makes us search different approaches like utilizing advantages of 
all methods and combining results of all clusterings to  get a consensus partitioning. 
5.3.2 ASC results with geodesic based similarity measures on remote sensing 
datasets 
Table 5.5 shows the neural gas based ASC results on four of remote sensing imagery 
datasets. Here also for the outperformance of neural gas in large datasets [9], we do 
not provide their other SOVQ results here. The large size of these datasets necessitates 
small representations ratios for preventing so large number of representatives. 
The outperformance of geodesic-based similarity measures on ASC is also clear. 
Specially Sgeohyb is the winner for two of dataset (Kard and Plov) and for Boston also 
Sgeoadj is the best. Table provides the Rank and ARI indices of methods. These indices 
also indicate the validity of accuracy results. For so large datasets, like our used remote 
sensing images, direct use of spectral clustering algorithm is impossible and 
application of ASC for those cases is inevitable. The success of geodesic based 
similarity measures with ASC provides so useful tools for clustering of these datasets. 
Table 5.5 : Neural gas based ASC results, their ranks and Adjusted Rand Index(ARI) for large 
datasets. The best accuracy, rank and ARI values for each dataset are shown highlighted. 
 
5.3.3 ASCE results on UCI benchmark datasets 
For testing our ASCE ensemble method, we implemented it on some benchmark 
datasets of Table 5.1. For this aim, we used the neural gas quantization ASC results. 
As in Table 5.6, the accuracy result of ASCE is outstanding comparing with individual 
ASC results. ASCE causes 12% improve of accuracy in Iris dataset (from 89,47 
maximum accuracy of Sgeoknn up to 96.67 for ASCE), for Statlog 15% (from 65,77 
maximum accuracy of Sgeoknn up to 73.54 for ASCE), and for Pendigit nearly 22% 
Measure Dataset ratio S Euc CONN S Euchyb S geoknn S geoadj S geoconn S geohyb
Boston 0,01 91,04 (1,2) 82,34 (4,7) 85,42 (2,5) 89,69 (2,6) 96,27 (0,9) 94,06 (1,5) 96,08 (0,9)
KARD 0,0004 83,85 (2,6) 94,24 (0,8) 82,98 (2,6) 66,34 (0,6) 88,96 (3,1) 92,14 (1,2) 94,88 (1,3)
PLOV 0,0002 90,79 (1,0) 85,31 (0,7) 90,72 (1,2) 66,65 (5,8) 91,20 (1,4) 88,85 (1,8) 92,30 (1,6)
VARN 0,0002 93,07 (1,1) 93,35 (0,3) 93,13 (0,8) 82,83 (5,3) 87,91 (1,4) 89,02 (1,4) 92,40 (2,1)
Average 89,69 88,81 88,06 76,38 91,08 91,02 93,92
Boston 4,2 6,7 6,3 4,8 1,2 3.0 1,8
KARD 5,2 1,8 5,4 6,8 3,7 3,1 1,4
PLOV 2,8 5,6 2,9 6,6 2,4 4,2 1,7
VARN 2,4 2,1 2,4 5,9 5,5 5.0 2,7
Average 3,6 4.0 4,2 6.0 3,2 3,8 1,9
Boston 0,85 (0,01) 0,67 (0,01) 0,72 (0,01) 0,81 (0,00) 0,95 (0,02) 0,95 (0,01) 0,94 (0,01)
KARD 0,69 (0,05) 0,86 (0,02) 0,69 (0,05) 0,31 (0,01) 0,82 (0,04) 0,85 (0,03) 0,90 (0,04)
PLOV 0,75 (0,02) 0,63 (0,01) 0,75 (0,03) 0,39 (0,04) 0,76 (0,04) 0,71 (0,04) 0,79 (0,04)
VARN 0,82 (0,03) 0,83 (0,01) 0,81 (0,02) 0,57 (0,12) 0,69 (0,04) 0,73 (0,04) 0,80 (0,04)
Average 0,78 0,75 0,74 0,52 0,80 0,81 0,88
Accuracy
Rank
ARI
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(from 68,47 maximum accuracy of Sgeoknn up to 93.90 for ASCE) enhancing from the 
best individual result. The enhancement of ASCE on these benchmark datasets are 
amazing. For case of BCWS and Yeast, also the results are favorable. Table 5.6 results 
demonstrates the power of aggregating several methods and combination all their 
advantages to obtain more accurate clustering result such that while ASCE1 also 
improves the results, ASCE is more powerful than all individaul partitionings and 
ASCE1. 
ASCE’s time complexity is low for the reason of working on prototypes level. 
Therefore, its usage with neural gas is possible for clustering of large datasets too. It 
should be mentioned that, we have no need to select the appropriate similarity measure. 
Implemention of ASCE is so quick after selecting prototypes and obtaining cluster 
labels by all similarity measures. Tables 5.7 and 5.8, provide the ARI and CVI results 
of Table 5.6. These tables also show similar results to the ASCE success in clustering 
accuracy of benchmark datasets. 
Table 5.6 : ASCE ve ASCE1 accuracy results on benchmark datasets. 
 
Table 5.7 : ARI results of ASCE and ASCE1 on benchmark datasets. 
 
S Euc 63,24 (7,1) 95,84 (0,6) 43,04 (1,9) 60,90 (3,3) 46,17 (14,9)
CONN 57,45 (9,3) 96,51 (0,8) 42,31 (4,4) 57,84 (14,9) 63,29 (10,6)
S Euchyb 54,67 (2,3) 96,62 (0,6) 40,22 (3,6) 49,31 (10,6) 51,07 (12,9)
S geoknn 89,47 (2,6) 93,87 (1,2) 34,36 (4,3) 65,77 (5,0) 68,47 (4,8)
S geoadj 84,47 (9,6) 94,98 (0,5) 43,68 (3,2) 63,40 (5,8) 66,86 (5,4)
S geoconn 86,76 (10,5) 95,04 (0,6) 43,54 (2,9) 54,61 (4,8) 53,00 (6,3)
S geohyb 86,69 (10,5) 94,94 (0,4) 43,67 (2,9) 63,71 (6,2) 67,69 (5,5)
ASCE1 85,60 96,25 50,13 71,55 81,05
ASCE 96,67 96,85 48,85 73,54 83,90
Pen Digits
Similarity 
Criterion
Iris BCWS Yeast Statlog
S Euc CONN S Euchyb S geoknn S geoadj S geoconn S geohyb ASCE1 ASCE
Iris 0,492 (0,008) 0,465 (0,020) 0,502 (0,012) 0,453 (0,005) 0,694 (0,018) 0,699 (0,017) 0,747 (0,008) 0,687 (0,014) 0,765 (0,01)
BCWS 0,793 (0,006) 0,868 (0,002) 0,869 (0,000) 0,689 (0,048) 0,807 (0,018) 0,790 (0,003) 0,788 (0,004) 0,829 (0,00) 0,881 (0,00)
Yeast 0,154 (0,003) 0,132 (0,000) 0,123 (0,000) 0,110 (0,005) 0,156 (0,003) 0,157 (0,002) 0,158 (0,002) 0,173 (0,002) 0,152 (0,001)
Statlog 0,521 (0,016) 0,388 (0,003) 0,288 (0,003) 0,518 (0,011) 0,342 (0,020) 0,439 (0,004) 0,447 (0,005) 0,521 (0,001) 0,558 (0,002)
Pendigit 0,299 (0,014) 0,474 (0,010) 0,366 (0,019) 0,575 (0,004) 0,419 (0,005) 0,566 (0,009) 0,575 (0,011) 0,694 (0,006) 0,710 (0,00)
Ensemble method
Dataset
Similarity criterion
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Table 5.8 : CVI results of ASCE and ASCE1 on benchmark datasets. 
 
5.3.4 ASCE results on remote sensing datasets 
We implemented the ASCE on our remote sensing imagery datasets to show and test 
its ability on large datasets. Table 5.9 shows the accuracy values of ASCE for Statlog, 
Boston, Bengisu, Kard and Varn datasets. In this table, we provide the ASCE1 results 
for each similarity method too. Almost in all datasets and for all similarity measures, 
ASCE1 itself enhanced the results of its related similarity measures except for some 
cases. This indicates that ensemble for kmeans runs of a similarity measure even 
results more accurate partitionings. Surprisingly ARI values of Table 5.10 also show 
the better results for ASCE1 of each similarity methods than their individaul results. 
By comparing the results in Table 5.9, the power of ASCE in results is impressive. 
The improvement in accuracy is significant such that: 2,3% increase for Statlog (from 
the best average of SEuc66,9% to 69,2%), a 0,4% increase for Boston (from the best 
average of Sgeoadj96,3% to 96,7%), 0,6% increase for KARD (from the best average 
of Sgeohyb94,9% to 95,5%), 1,3% increase for VARN (from 93,4% with CONN to 
94,7%). Just for the case of Bengisu the ASCE has not improvement on results but it 
Dataset Index S Euc CONN S Euchyb S geoknn S geoadj S geoconn S geohyb ASCE1 ASCE
SWC 0,06 0,09 0,09 0,25 0,28 0,27 0,28 0,24 0,31
CHVRC 13,13 32,34 34,08 39,12 37,01 37,06 37,33 37,00 39.00
PBM 0,35 0,38 0,36 1,09 0,96 0,97 0,96 0,96 1,14
DBI 0,79 4,11 45,37 0,61 0,58 0,59 0,58 0,59 0,54
GDI 1,28 0,39 0,17 2,61 2,48 2,48 2,48 2,49 2,69
ConnIndex 0,47 0,14 0,11 0,68 0,72 0,76 0,76 0,77 0,83
SWC 0,21 0,21 0,21 -0,01 0,21 0,21 0,21 0,21 0,22
CHVRC 122,21 120,88 121,98 102,98 120,62 120,44 120,43 120,12 123,34
PBM 114,65 107,31 108,83 81,74 112,93 112,41 112,41 115.00 117,83
DBI 0,73 0,71 0,73 0,80 0,75 0,75 0,75 0,72 0,70
GDI 2,02 1,92 1,94 1,71 2,04 2,03 2,04 2,05 2,11
ConnIndex 0,92 0,97 0,95 0,88 0,94 0,94 0,94 0,95 0,97
SWC -0,20 -0,21 -0,22 -0,36 -0,25 -0,25 -0,24 0,12 0,01
CHVRC 21,37 38,45 38,45 36,71 82,68 81,87 82,15 85,31 82,00
PBM 0,02 0,02 0,02 0,02 0,03 0,03 0,03 0,10 0,03
DBI 0,90 1,48 1,46 1,93 1,13 1,13 1,12 0,85 1,01
GDI 0,04 0,11 0,11 0,32 0,45 0,46 0,46 0,65 0,47
ConnIndex 0,30 0,15 0,11 0,24 0,33 0,33 0,33 0,35 0,33
SWC -0,27 -0,18 -0,17 -0,27 -0,30 -0,26 -0,31 0.00 0.00
CHVRC 1234,96 1172,72 1284,08 1310,01 1362,82 974,45 1335,05 1342.00 1360,03
PBM 2037,23 2037,23 1702,58 1995,88 2092,37 2015,35 2053,60 2090.00 2099.00
DBI 0,90 1,09 0,95 0,92 0,90 0,83 0,91 0,83 0,77
GDI 1,30 0,41 0,49 1,27 0,97 0,99 0,97 1,32 1,35
ConnIndex 0,46 0,41 0,78 0,46 0,47 0,47 0,48 0,78 0,79
SWC -0,57 -0,19 -0,31 -0,19 -0,26 -0,38 -0,25 0,00 0,87
CHVRC 222,12 226,92 244,36 218,17 243,43 262,57 260,97 276,43 281,47
PBM 679,51 1297,89 963,70 1261,96 1408,31 1158,81 1444,29 1508.00 1625.00
DBI 2,97 1,70 1,67 1,74 1,66 1,59 1,64 1,55 1,32
GDI 0,52 0,46 0,48 0,63 0,72 0,60 0,73 0,77 0,91
ConnIndex 0,60 0,35 0,53 0,46 0,48 0,46 0,48 0,68 0,72
Statlog
Pen Digits
Iris
BCWS
Yeast
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is near to the optimum result and its ARI value shows that ASCE partition is in 
accordance with origin data clusters. 
Subsequently, Tables 5.10 provides ARI indices of Table 5.9 results. These two table 
also are exactly in accordance with each other and encourage the usage of ASCE for 
large datasets. According to ARI values, the ASCE produces a 0,01 increase for KARD 
and 0,05 increase for VARN. For better comparison we provide the ASCE1 results 
too. Though not better accuracy results ASCE1 has comparing with individual results, 
its ARI values state partitionings of ASCE1 are noteworthy. This test also shows that 
ASCE is feasible on large datasets and can used with an acceptable computational cost. 
Table 5.9 : ASCE result of large remote sensing datasets. 
 
Table 5.10 : ARI values of Table 5.9 Results. 
Average ASCE1 Average ASCE1 Average ASCE1 Average ASCE1 Average ASCE1
S Euc 66,90 (3,3) 69,03 91,04 (1,2) 91,93 62,37 68,03 83,85 (2,6) 92,25 93,07 (1,1) 93,28
CONN 57,84 (14,9) 56,83 82,34 (4,7) 83,31 74,49 75,70 94,24 (0,8) 95,19 93,35 (0,3) 93,80
S Euchyb 49,31 (10,6) 48,31 85,42 (2,5) 85,52 72,76 73,05 82,98 (2,6) 85,56 93,12 (0,8) 92,76
S geoknn 65,77 (5,0) 67,15 89,69 (2,6) 91,42 50,02 61,38 66,34 (0,6) 69,25 82,83 (5,3) 92,76
S geoadj 63,40 (5,8) 65,35 96,27 (0,9) 96,51 73,05 73,88 88,96 (3,1) 93,85 87,91 (1,4) 90,96
S geoconn 54,61 (4,8) 54,61 94,06 (1,5) 94,52 75,83 74,73 92,14 (1,2) 91,71 89,02 (1,4) 89,66
S geohyb 63,71 (6,2) 63,71 96,08 (0,9) 96,30 74,27 77,13 94,88 (1,3) 95,19 92,40 (2,1) 90,18
ASCE1 63,14 96,69 75,24 95,45 93,33
ASCE 69,23 96,70 75,47 95,45 94,68
Bengisu KARD VARN
Similarity 
Criterion
Statlog Boston
Mean ASCE1 Mean ASCE1 Mean ASCE1
S Euc 0,28 0,32 0,70 0,81 0,82 0,84
CONN 0,39 0,41 0,86 0,85 0,82 0,83
S Euchyb 0,37 0,37 0,69 0,71 0,81 0,80
S geoknn 0,14 0,23 0,32 0,32 0,57 0,78
S geoadj 0,38 0,39 0,82 0,90 0,69 0,71
S geoconn 0,42 0,41 0,85 0,88 0,73 0,72
S geohyb 0,41 0,45 0,90 0,91 0,81 0,84
ASCE1
ASCE
Similarity
Criterion
Bengisu KARD VARN
0,41
0,41
0,90
0,91
0,84
0,87
41 
 
5.3.5 SASCE and NGASCE results on remote sensing datasets 
We tested before mentioned max-voting ensemble methods on ASC results of remote 
sensing images based on both SOVQ methods of Neural gas quantization and selective 
sampling named as SASCE and NGASCE. Table 5.11 shows the results. Due to 
outperformance of SASCE in comparison with NGASCE in max-voting ensemble 
results, we just provide SASCE results in Table 5.11. As expected, quantization 
produces the greatest average accuracies by individual methods for three out of four 
datasets (Boston: 96.3% by Sgeohyb, PLOV: 92.3% Sgeohyb, VARN: 93.3% by 
CONN). Despite the low average accuracies of sampling based ASC, SASCE 
enhances the accuracy significantly: for Boston, the improvement is 0, 7% (from 92, 
5% to 93, 2%); for KARD, it is 0, 6% (from 95,1% to 95, 7%); for PLOV, it is 1, 1% 
(from 91, 5% to 92, 6%); and for VARN, it is 3, 6% (from 91, 8% to 95, 4%). In 
addition, the SASCE accuracy is greater than the average accuracy of the quantization 
based ASC for three datasets KARD, PLOV and VARN. Moreover, this ensemble 
produces a single cluster label for each data point, omitting the need to determine the 
best setting among all 700 partitionings. The reason of catching highest accuracy 
values by SASCE is the high variance in sampling results such that SASCE extract the 
most accurate result. 
Because of their more accuracy than sampling ones, quantization methods, totally have 
lower errors and as result the ensemble of them also does not show great performance. 
On the other hand, the low computational cost of sampling methods in comparison 
with quantization is notable and more demanded for large datasets. In this situation, 
SASCE can be a good choice, making possible of using fast sampling processes to 
create highest possible clustering accuracy. 
SASCE is fast and has low computational cost. It follows a simple and robust rule of 
voting and provides a powerful method by bringing advantages of all methods 
together. 
5.3.6 ASCE, SASCE and NGASCE results on biomedical datasets 
 
To test the performance of all above mentioned similarity measures and SOVQ 
methods with our suggested ensemble methods in biomedical domain, we 
implemented them in some selected small, medium biomedical and large MRI brain 
tumor image datasets. 
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Table 5.11 : SASCE results on remote sensing images. 
 
 
 
 
Dataset SOVQ S Euc CONN S Euchyb S geoknn S geoadj S geoconn S geohyb SASCE
SS 92,1 (1,3) 68,8 (2,5) 69,3 (2,4) 86,8 (3,0) 92,5 (1,7) 85,2 (1,6) 92,5 (2,0) 93,2
NG 91,0 (1,2) 82,3 (4,7) 85,4 ( 2,5) 89,7 (2,6) 96,3 (0,9) 94,1 (1,5) 96,1 (0,9)
SS 90,1 (2,4) 95,1 (1,7) 94,3 (1,5) 76,3 (5,8) 93,0 (1,6) 88,5 (2,4) 93,4 (1,8) 95,7
NG 83,9 (2,6) 94,2 (0,8) 83,0 (2,6) 66,3(0,6) 89,0 (3,1) 92,1 (1,2) 94,9 (1,3)
SS 90,4 (2,1) 88,5 (1,2) 89,7 (1,9) 66,0 (1,9) 91,5 (1,4) 88,2 (2,0) 91,0 (1,7) 92,6
NG 90,8 (1,0) 85,3 (0,7) 90,7 (1,2) 66,7 (5,8) 91,2 (1,4) 88,9 (1,8) 92,3 (1,6)
SS 91,2 (1,0) 91,5 (1,7) 91,7 (0,8) 83,1 (6,5) 91,7 ( (0,9) 91,8 (1,1) 91,5 (1,0) 95,4
NG 93,1 (1,1) 93,3 (0,3) 93,1 (0,8) 82,8 (5,3) 87,9 ( 1,4) 89,0 (1,4) 92,4 (2,1)
Boston
KARD
PLOV
VARN
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Table 5.12 shows the biomedical clustering results. The first two datasets are small 
medical datasets. The others are relatively medium and large MRI images of brain 
tumors. As SOVQ point of view, for three of datasets SS based ASC and for other 
three datasets NG based SOVQ is superior. But as similarity measures, in four of 
datasets, geodesic based similarities are the best (either by SS or NG) and for the two 
ones the SEuchyb has the best results. When looking results of SOVQ methods 
separately, in SS for three of datasets, geodesic measures, for two of them SEuchyb and 
for one the 𝑆𝐸𝑢𝑐 has the best result. In NG results, for five of six datasets, geodesic 
measures are superior. It can be conluded that NG based ASC is more compatable with 
geodesic measures due to analogy in their natures. Totally between 12 results (two 
SOVQ methods for six datasets), geodesics win eight times while others in four times 
are the best. These results also approve the power of geodesic similarity measures in 
general. Here also we face with an intricate situation, there is no ever best or the most 
optimum SOVQ or similarity mesure. Ensemble results answered this question easily. 
Table 5.13 represent the ARI values of Tabile 5.12. ARI values explicitly show the 
outperformance of geodesic measures with ASC like that for five of datasets geodesic 
measures are the best (either with NG or SS). Table 5.13 analysis as Table 5.12’s , 
does not give us the unique SOVQ or similarity method for general use and this make 
the use of cluster ensemble inevitable. Ensemble results of Table 5.12 and Table 5.13 
show the great improvement in all results by all three ensemble methods of SASCE, 
NGASCE and ASCE. 
As the greatest acuuracis, SASCE causes 1,1% improvement on VertebralColumn 
(from 69,30% by Sgeoconn to 74,52%), 1% improvement on SMLG00002 (from 
86,40% by Sgeoknn to 86,29%), 1,05% on SMLG00003 (from 86,99% with Sgeohyb to 
90,89%), 1,02% on SMHG0004 (from 82,55% with Sgeoadj to 84,15%) and 1,04% on 
SMHG0005 (from 73,05% with SEuchyb to 75,74%). 
Depending on domain and data, either max-voting or two-step ensemble method can 
be used to get more accurate clustering results and eliminate the need to selection of 
special methods or to learn a parameter besides utilizing advantages of all. If the cost 
of recombination of obtained cluster indices and re-running of spectral clustering are 
tolerable, we can use ASCE method instead of any of our individual SOVQ and 
similarity measure.
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Table 5.12 : SASCE, NGASCE and ASCE results on biomedical datasets. 
 
SEuc CONN SEuchyb SGeoknn SGeoadj SGeoconn SGeohyb Maxvote ASCE
SS 55,51(5,02) 57,73(8,24) 53,47(5,19) 63,16(8,50) 67,21(7,88) 69,30(5,63) 69,17(7,11) SASCE 74,52 73,44
NG 58,76(5,84) 55,53(8,01) 56,09(9,52) 61,49(6,47) 67,12(7,12) 67,02(6,52) 68,42(7,29) NGASCE 71,94 72,78
SS 49,13(6,76) 84,82(4,93) 85,14(4,65) 59,85(10,34) 80,29(6,33) 82,15(7,31) 81,93(6,12) SASCE 84,78 85,56
NG 52,27(8,49) 84,02(6,85) 86,31(12,78) 54,57(5,75) 85,96(13,42) 84,00(10,40) 82,10(9,69) NGASCE 86,61 86,98
SS 67,34(4,33) 59,21(5,80) 60,80(3,98) 65,35(8,00) 56,77(4,60) 55,74(4,25) 58,59(5,09) SASCE 68,29 67,03
NG 67,87(4,71) 57,48(5,35) 59,74(4,48) 68,40(6,29) 64,38(4,34) 63,39(4,38) 64,45(3,22) NGASCE 67,38 68,19
SS 79,34(1,45) 79,95(6,76) 76,58(6,86) 84,03(5,12) 86,67(6,01) 81,89(8,46) 86,99(5,43) SASCE 90,89 88,75
NG 82,86(2,45) 77,84(10,75) 77,09(11,00) 83,57(2,56) 85,65(1,24) 77,43(9,70) 79,43(8,43) NGASCE 87,91 86,11
SS 58,47(7,33) 32,57(8,76) 62,51(6,14) 61,98(11,07) 59,00(8,82) 59,4(9,75) 63,00(8,58) SASCE 63,19 62,91
NG 80,22(0,00) 81,52(0,67) 62,92(0,77) 81,22(0,00) 82,55(0,00) 80,00(0,00) 81,12(0,00) NGASCE 84,15 82,86
SS 68,90(1,39) 59,91(15,72) 73,05(13,70) 58,70(6,19) 56,49(8,91) 58,20(9,48) 56,48(8,63) SASCE 75,74 73,24
NG 46,17(14,94) 63,29(10,63) 51,07(12,91) 68,47(4,80) 66,86(5,41) 63,00(6,28) 67,69(5,48) NGASCE 68,03 70,49
Similarity criterion
SMHG0004
Ensemble
SMHG0005
SOVQ
Vertebral Column
SMLG00002
SMLG0003
DERMATOLOGY
Dataset
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Table 5.13 : SASCE, NGASCE and ASCE ARI results on biomedical datasets. 
 
  
SEuc CONN SEuchyb SGeoknn SGeoadj SGeoconn SGeohyb Maxvote ASCE
SS 0,38(0,10) 0,37(0,1) 0,30(0,07) 0,42(0,17) 0,43(0,08) 0,46(0,09) 0,48(0,08) SASCE 0,54 0,53
NG 0,45(0,12) 0,43(0,22) 0,41(0,21) 0,46(0,15) 0,45(0,18) 0,44(0,17) 0,47(0,19) NGASCE 0,52 0,53
SS 0,44(0,07) 0,85(0,07) 0,86(0,06) 0,54(0,18) 0,73(0,09) 0,75(0,01) 0,75(0,07) SASCE 0,86 0,87
NG 0,49(0,10) 0,85(0,11) 0,83(0,11) 0,51(0,01) 0,80(0,14) 0,79(0,04) 0,78(0,10) NGASCE 0,88 0,88
SS 0,53(0,13) 0,48(0,14) 0,48(0,15) 0,55(0,14) 0,48(0,05) 0,47(0,09) 0,49(0,08) SASCE 0,62 0,61
NG 0,55(0,16) 0,44(0,26) 0,49(0,24) 0,56(0,28) 0,53(0,11) 0,54(0,14) 0,54(0,10) NGASCE 0,63 0,63
SS 0,67(0,01) 0,67(0,15) 0,65(0,13) 0,77(0,12) 0,80(0,14) 0,80(0,17) 0,83(0,12) SASCE 0,89 0,88
NG 0,72(0,04) 0,69(0,29) 0,68(0,27) 0,74(0,05) 0,74(0,01) 0,73(0,22) 0,75(0,15) NGASCE 0,77 0,77
SS 0,48(0,12) 0,34(0,09) 0,51(0,02) 0,50(0,01) 0,48(0,01) 0,50(0,00) 0,52(0,00) SASCE 0,55 0,55
NG 0,65(0,07) 066(0,13) 0,54(0,10) 0,62(0,14) 0,71(0,08) 0,75(0,11) 0,75(0,11) NGASCE 0,81 0,78
SS 0,51(0,01) 0,50(0,02) 0,70(0,01) 0,49(0,00) 0,54(0,04) 0,51(0,00) 0,55(0,04) SASCE 0,72 0,71
NG 0,45(0,08) 0,54(0,02) 0,44(0,06) 0,68(0,11) 0,67(0,08) 0,66(0,05) 0,68(0,09) NGASCE 0,70 0,72
Ensemble
DERMATOLOGY
SOVQ
SMHG0005
SMLG00002
SMLG0003
SMHG0004
Dataset
Similarity criterion
VertebralColumn
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6. CONCLUSION 
ASC is a straightforward and meanwhile valuable approach for utilizing SC 
advantages on large datasets. This method has two vital components. The first is 
SOVQ method which is used to find data representatives. At this step, we used the 
three of well known SOVQ methods. Another critical matter in ASC, is the appropriate 
similarity measure that is used for making the similarity matrix of representatives. 
In this study, we used and compared recently suggested geodesic based distances 
defined  by various measures which are hybrid of prevalent distance measures like 
Euclidean distance and local density distribution of data. For this aim some suitable 
artificial benchmark datasets, several of UCI machine learning repository datasets with 
six biomedical data and remotely sensed images are selected. Then we implemented 
ASC with before mentioned SOVQ methods and similarity measures on these datasets 
to do cluster analysis of them. 
According to our results, Neural gas quantization method generates more accurate 
results for ASC than other SOVQ methods in expense of more computational and 
memory costs. In addition, newly developed geodesic measures proximate the 
similarity (dissimilarity) more precisely than others due to their topology reflecting 
property. 
Meoreover, results indicate depending on selected SOVQ method or similarity 
measure, different partitionings may produced for the same data. There is no method 
or similarity measure which is the best for all cases. In our results for example, 
although geodesic based similarity measures are superior in general, or NG based ASC 
in most of the time outperforms the sampling ones, yet there are situations in which 
we can not exactly say which similarity measure along with what SOVQ method is the 
best. It is a difficult problem to say that which method or algorithm is the most 
optimum in all applications. In addition, we need to learn the optimum value for some 
essential parameters. 
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For all of above mentioned problems, in this study we suggested two distinct cluster 
ensemble methods for ASC. We use cluster ensemble methods for alleviating the need 
for deciding on optimum methods or similarity measures, harnessing advantages of all 
and learning best values for parameters to obtain a consensus result. 
The first ensemble method is simply using maximum-voting concept on produced 
different partitionings. We named this method as SASCE and NGASCE respectively 
for sampling based ASC ensemble and NG based ASC ensemble. The second method, 
is a graph based two step method which uses produced partitions for making the 
similariry matrix of representatives again and repeating the SC on it. This method 
named as approximate spectral ensemble (ASCE). 
We tested our ensemble methods on obtained ASC results. Both of our suggested 
ensemble methods, improved the ASC results impressively and we claim that both of 
them can be used for clustering of wide range of datasets with SOVQ based ASC using 
various similarity measures. SASCE and NGASCE produce more powerful and robust 
results with O(N) computational cost. The computational and memory cost of ASCE 
is also low and we claim that ASCE is a more justly approach. On various biomedical 
data, outperformance of suggested ensemble methods using available SOVQ methods 
with powerful geodesic similarity measures is concluded and can be helpful in 
clustering and segmentation of medical images and biomedical data for effective 
diagnosis of diseases and treatments. 
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