Abstract-Advances in the area of active controls for wave energy converter (WEC) devices have uncovered a need for accurate estimates of the actual waves that will arrive at the WEC devices in the near future, typically several seconds ahead. This paper considers the parametric estimation of these impending waves by employing a network of spatially distributed ocean sensors, possibly of different types, whose measurements are noisy. We provide general expressions for the Fisher information matrix and the Cramer-Rao Bound (CRB) under white Gaussian noise. The CRB is a lower bound on the smallest mean-square estimation error, which is nearly achievable for a sufficient number of observations. The expressions are general in the sense that the sensor network could be made up of a single or multiple types of sensors. We present a low-complexity estimation method that employs linear optimizations coupled with periodograms and phase unwrapping. Numerical results demonstrating the accuracy of the presented estimation method relative to the CRB are provided.
I. INTRODUCTION
O CEAN wave energy holds the potential to become a significant source of renewable energy. Unfortunately, large costs associated with the production, deployment, and maintenance of wave energy converters (WECs) present a challenge to their economic viability. As a result, extending the lifetime of a WEC and maximizing the amount of energy it captures are of great interest. To this end, several active control strategies have been developed where the controller adapts the behavior or characteristics of a WEC in response to the prevailing ocean conditions in a manner that captures the energy in the waves more effectively.
Complex-conjugate control [1] was the earliest control strategy considered for WEC devices [2] . This control strategy focuses on heaving WECs and is formulated using a frequency based description of WEC dynamics. Executing complexconjugate control in the time domain was shown in [2] , [3] to require future information on the impending wave excitation forces. Alternative control approaches that account for physical constraints on the motion of the WEC have also been proposed. Latching control [4] - [6] is one such control strategy where the device is locked at various points in the wave cycle and released later such that the device is always oscillating "in-phase" with the incident excitation force. Since Latching control adapts to the incident excitation force which is related to the motion of the WEC through a typically non-causal impulse response function, this control strategy also requires knowledge of the future excitation forces acting on the WEC. Another alternative approach is model predictive control which has been the focus of several recent work [7] - [13] on WEC control. A more comprehensive review of WEC control approaches is provided in [14] . The focus of this paper is on providing wave estimates that might be required by a certain approach for WEC control. All the just mentioned control strategies rely on future estimates or predictions of the waves incident on the WEC. This idea of using (short-term) estimates of future waves for enhanced WEC efficiency was originally suggested by [15] , [16] and [17] which provide experimental results demonstrating the possible benefits of using sensors for the estimation of ocean waves. The same work also described some heuristic measures for obtaining better predictions but those measures did not account for noise in the measurements and errors in the predictions. Requirements for the provided estimates (or predictions) and how they change in relation to a device's hydrodynamic properties were studied in [18] . Some of the more recent work on ocean wave estimation, like that in [19] , [20] , proposed adopting purely stochastic univariate time series solutions where predictions of wave elevation at a certain point are generated based solely on past measurements of the same type at that same location. While this approach has its benefits, stemming mainly from its adoption of simplified models that do not require estimating the directionality of the waves, it may suffers from some drawbacks. One such drawback is that whenever an estimate is produced, a univariate and purely stochastic time series approach will discard any valuable information contained in measurements collected at other nearby locations which, if properly employed, may lead to more accurate estimates. Also, such an a approach is unable to provide any information regarding the directionality of the waves, which could become important when several WECs are operating in a farm.
In this paper we consider an alternate approach of having a network of spatially distributed sensors where all their measurements are fused together to create a spatial and temporal description of the wave surface surrounding the sensors and the WEC devices. Having a full description of the wave surface means that we are able to provide estimates pertaining to locations that are possibly different from the locations of the sensors. Another advantage of using this approach is that the number of sensors in the network is no longer related to the number of WEC devices or the number of locations at which the estimates are needed. Therefore, we may employ a number of sensors that is larger than the number of WECs in order to collect a larger number of time samples, obtained within the same amount of time, and hence produce more accurate predictions. Thus, for robustness under failures, it may suffice to have a few extra sensors in the network that allow us to produce accurate estimates even if a small number of sensors in the network fail over time whereas univariate time series approaches would require each sensor to have its own backup. Since the approach we consider has the potential to provide more information about the ocean surface, it does suffer from having a fairly more complex wave model and is typically associated with relatively higher costs when compared to the other method. However, because this approach has the potential to provide very valuable information that is especially useful for novel WEC control methods, we believe that studying the approach, where a lot of work remains to be explored and completed, is of great interest from both research and practical prospectives. The authors of [21] and [22] also considered employing a network of spatially distributed sensors but their work was purely deterministic and did not account for noise in the sesnors' measurements. As a result, the performance of the filters designed in [21] and [22] under noisy measurements is not known and it has not been compared to any bounds on performance, including the Cramer-Rao Bound (CRB) which is given in this paper for the first time and, as demonstrated by our numerical results, also shown to be achievable. It is worth mentioning that the resulting wave models under our approach involve many complexities that we do not claim to have solved or completely answered and that, through the work presented here, we rather aim to contribute to the advancement of the work attempting to address some of them. We believe that having the ability to compare approaches relying on measurements from spatially distributed sensors to those employing univariate time series approaches is of great value and much remains to be understood about the performance-cost tradeoffs that exist between the two methods. A necessary first step towards that comparison is to develop an accurate estimation approach under an array-based model which we present in this paper.
The presented work derives general expressions for the Fisher information matrix (FIM) and the CRB. The CRB tightly bounds the smallest mean square error (MSE) of any unbiased estimation approach. This is the first work to provide closed form expressions providing a bound on the accuracy of the estimation for the problem of estimating ocean waves. These expressions are general in the sense that the set of collected measurements is not restricted to originating from a single type of sensor, elevation or acceleration for example, as it allows the measurements to be a mixture of any number of types from a given set of possible sensor types. Next in the paper, we present a low-complexity method for the parametric estimation of the quantity of interest (elevation for example) and provide numerical results highlighting the accuracy of the method. Although our suggested method is suboptimal, its performance seems to come very close to the CRB for almost all the cases (see Figs. 1 and 2 ) considered by the authors under the assumptions specified in this paper. Moreover, as shown by our numerical results (Fig. 3) , the suggested method has a running time that greatly improves on that of more conventional methods typically employed for solving problems similar to the one addressed in this paper. All the work in this paper is conducted while describing the ocean as a sum of incident plane waves, each parameterized by amplitude, frequency, direction, and phase. Such a wave model is obtained under stated fluid mechanics assumptions and the assumption that the sensors employed to collect the measurements are sufficiently small that they have no effect on the wave field.
In the following section the wave model used to describe the sensor measurements is formally introduced. Section III describes the CRB and includes all the general equations for calculating the FIM and the CRB under noisy observations. In Section IV, we present our estimation approach and describe several key ideas regarding its operation. In Section V, we present numerical examples demonstrating the performance of our proposed approach relative to the CRB. Finally, Section VI summarizes and concludes the work and results presented in this paper.
II. WAVE MODELS
For our analysis involving the plane waves, we use the well accepted standard wave equation model from [2] where we assume the ocean is an ideal incompressible fluid with no loss of mechanical energy. We also adopt the common assumptions that the fluid motion is irrotational and that the wave amplitudes are small enough so that linear theory is applicable. Moreover, the deployment area in the ocean is assumed to be of sufficient depth such that finite depth effects, other than dispersion, are small. Finally, we assume that the incident waves were created by forcing functions, distant storms for example, that were applied at sufficient distances away resulting in the observation of fully developed ocean waves. These assumptions are used extensively in the area of control for ocean WEC devices and are generally well accepted. Under the just described assumptions, a measurement of any of the quantities identified in Table I made at any location (x, y) T in the two-dimensional incident field and any time t of interest is described by the general expression
which is parameterized by
1 While L and M i , i = 1, . . . , L are often picked based on experimental investigations by WEC manufacturers and researchers, there are studies in the signal processing community [23] that suggest methods to optimize these choices, but we omit such a discussion for brevity and assume
where A i,j is the amplitude in meters, ω j is the frequency in radians per second, β i,j is the angular direction in radians measured relative to the x-axis, φ i,j is the phase in radians and the following hold true.
0 < w i ∀i, and
0 ≤ β i,j < 2π ∀i and ∀j,
0 ≤ φ i,j < 2π ∀i and ∀j.
The constants 'a' and 'b' in (1) are integer constants whose values are set according to Table I to determine the quantity under consideration.
Since the wave field, given by (1), is parameterized by the unknown θ, given by (2), it is by producing estimates of θ that we are able to generate, at any point in space and any time, future predictions of ψ(x, y, t; θ) which could be used for control. While θ will slowly change over long periods of time, it may be assumed to remain constant for few minutes at a time, at least over the area monitored by the sensors. This assumption was adopted in [24] and [21] and as long as the values of the parameters are continuously re-estimated several times over far shorter time periods, this assumption is a reasonable one.
In the next section, we derive general expressions for the FIM and CRB.
III. CRAMER-RAO BOUNDS
In this Section we derive the CRB [25] on the MSE for the prediction, made at location (x p , y p )
T and time t p , of the value ψ(x p , y p , t p ; θ) given values for the constants 'a' and 'b' specified according to one of the rows from Table I . We consider having a network with N sensors, possibly of different types, each having known position (x r , y r ) T , r = 1, . . . , N and providing the noisy sensor measurements
where T s is the sampling period, K is the total number of time samples collected by each sensor, and v r (t m ) represents noise and distortion. The noise in the measurements is meant to capture errors due to electrical and thermal noise and other random measurement errors in the system which are bound to exist. For simplicity, assume
is jointly Gaussian with a zero mean vector and a covariance matrix that is diagonal with (σ 2 1,0 , . . . , σ 2 N ,K −1 ) along the diagonal. Then, the joint probability density function of the observations conditioned on θ, often called the likelihood function, is 
where the quantity on the right hand side of (9) is the CRB which is computed using the vector q(θ) and the FIM, J(θ).
The vector q(θ) is defined as
where
The − nth element of J(θ) is calculated according to [26] , [27] and is given by
which is a function of the sensor locations and the sampling times but is not a function of (x p , y p ) T and t p , the location and time of prediction respectively. The FIM also allows us to obtain the CRB for the MSE in estimating the elements of θ since the MSE for estimating the ith element in θ, equal to the variance in this case, must satisfy
We note that (x p , y p ) T is not limited to locations where sensors are available and could be any location of interest. We also note that, for almost all the considered situations, we did not observe any significant difference between the CRB values at sensor locations and the CRB values at nearby locations where no measurements (sensors) are available. Under our assumptions about the noise, (11) takes on the general form
which is a sum over the product of two derivatives of (1) with respect to either amplitude, direction, frequency or phase depending on the parameters that θ and θ n correspond to in θ.
We derived the expressions for these derivatives, and give them below as
and
where the values of the constants a r and b r determine the type of the measurement available at (x r , y r ) T . A numerical example where the CRB is calculated using the just provided expressions is given in Section V where we compare the accuracy our proposed estimation approach, which we present next, to the CRB.
IV. PARAMETRIC ESTIMATION OF OCEAN WAVE FIELDS
For this section, we consider the same network setup introduced in Section III where we have a network of N distributed sensors with known locations (x r , y r ) T , r = 1, . . . , N. Since the choice of the origin is arbitrary, we will assume, with no loss of generality, that (x 1 , y 1 ) = (0, 0)
T . We adopt the signal model for the noisy sensor measurements given by (7).
Further, throughout this section we assume that 2 σ
Under the just stated assumptions and before introducing our suggested estimation approach, let us consider the maximum likelihood (ML) estimator for θ. Ψ; θ) ) is the natural logarithm of the likelihood function (8) , typically called the log-likelihood function, which in our case is given by
and since the first term in (18) does not depend on θ and neither does 1 2σ 2 , it can be shown that the ML estimateθ M L can be described aŝ
which is the value of θ that minimizes the sum of the squared error over all time measurements and all sensors (least squares fit). For a simple convex problem, the ML estimate could be found using derivatives of the objective function but, unfortunately, the considered problem is non-convex which hinders the use of such methods due to the existence of local extrema. We now present our proposed estimation approach in the following section.
A. The Proposed Approach
Consider the general wave model given in (1) . If none of the component waves in (1) have the same frequency, then the inner sum in (1) would be over only a single value and we would essentially have a single sum. Now, as an approximation, if we take all the waves in (1) that share the same frequency and just slightly perturb the frequency values for those waves such that the resulting frequency values are all unique yet very close to the unperturbed value, then we essentially have a single sum approximation of (1). A step-by-step explanation for reducing the double sum to a single sum is given in Appendix . Having the frequencies of all the waves be different provides us with great benefits when it comes to the design of the estimation algorithm, which we present next, and since the frequencies could be made arbitrarily close to their original value, the amount of loss due to the modeling error can be controlled and driven to be smaller than any predetermined acceptable value. We believe that such an approximation is reasonable, especially since the amount of modeling error introduced by this approximation is controllable. Therefore, using the just described approximation and through re-indexing the parameter values in (1), we 2 The assumption that σ 2 1 , 0 = · · · = σ 2 N ,K −1 = σ 2 is adopted only to simplify the presentation of our method. Once the presented method is understood, the extension to the case where it possible that σ 2
will adopt, as our wave model for the remainder of the paper, the expression
where M = L i=1 M i and the unknown parameters are θ = (A 1 , . . . , A M , ω 1 , . . . , ω M , β 1 , . . . , β M , φ 1 , . . . , φ M ) T .
However, to ensure that we are able to correctly estimate the frequencies in (1), we will assume that K, the number of samples from a single sensor, is chosen sufficiently large such that
is satisfied. The right-hand side in (22) is equal to twice the value of what is known as the frequency or spectral resolution of the employed periodogram [28] approach. Since K is typically a design variable, there will always exist a choice of K that is sufficiently large such that (22) is satisfied and the approximation of (1) by (20) is sufficiently accurate. Lastly, since the ordering of the frequencies ω 1 , . . . , ω M is arbitrary, we will assume, without any loss of generality, that
Next, we present our proposed estimation method under Algorithm 1. The presented method depends on the subroutines Estimate_F requencies, Linear LS and F ind Betas given, respectively, by Subroutine 1, Subroutine 2, and Subroutine 3. The presented method employs the function Size which accepts an input vector and then simply returns the size, or length, of the vector. and the function Sort which takes in an input vector and a sorting mode (either ascending or descending) and returns as output a sorted version of the input vector as well as a vector giving the position in the original vector of the now sorted element. The arctan 2 function which is also known as the four quadrant arctan is also employed. We also employ the p modulo q operation which is defined as the operation returning a value v such that
and Z is the set of integer numbers. The presented approach relies on a few key ideas. The first key idea, utilized in Subroutine 1, is that of obtaining estimates for frequency as those values of w that correspond to the largest L peaks in the periodogram, which is given by
This idea is well-studied for estimating frequency and is used in several signal processing problems [27] . x r , y r , 0), . . . , Ψ(x r , y r , (K − 1)T s ) ) T , r = 1, . . . , N. 2: Output:θ = (A 1 , . . . , A L , ω 1 , . . . , ω L , β 1 , . Define
18:
Use local search algorithm with θ r = (Â init ,Ŵ init ,Γ r,init ) T as initial guess to find a new θ r = (Â,Ŵ r ,Γ r )
T that minimizes 
51: Returnθ
The second key idea, utilized in Subroutine 2, is based on repeatedly employing the trigonometric identity cos(P i,r − Q i ) = cos(P i,r ) cos(Q i ) + sin(P i,r ) sin(Q i ), (27) in equation (1) with
such that the observations from a sensor located at (x r , y r ) T , collected in the vector
where Ψ(x r , y r , kT s ) for k = 0, 1, . . . , (K − 1) is defined in (7), are described by the linear model
where the noise terms v r (kT s ), k = 0, 1, . . . , (K − 1) are as defined in (7), the observation matrix H r is obtained according to Step 4 through Step 7 in Subroutine 2, and (28) . Given this linear model we implement a linear least squares estimator, which is known to have desirable properties, in Step 8 of Subroutine 2.
The third key idea employed in the presented approach is recognizing that the initial estimates from executing Step 4 through
Step 15 of Algorithm 1 can be employed as great starting points (guesses) to standard iterative optimization algorithms. Since these starting points are fairly accurate to begin with, the optimization algorithms will typically converge relatively quickly and have favorable running times. Safeguards limiting the maximum number of iterations for the optimization algorithm could be employed in order to limit the total running time of the algorithm but this might cause losses in the accuracy of the estimates.
The fourth and most important key idea is that used in 
we are obtaining estimates of . . . . . . 
V. DISCUSSION AND NUMERICAL RESULTS
In this section we present numerical results that demonstrate the estimation accuracy of the presented approach and also compare its runtime to that of possible global optimization methods. We first consider the case of a regular ocean environment and then consider the case where the ocean environment is described by 3 different component waves. We also consider having correlated noise for a case where the ocean environment is described by 6 components waves. L r = {} 7:
for i = 1 to N + 1 do
for k = −n r to n r do 10: 
27:
P ossible betas[j] = arctan 2(ρ r,2 ,ρ r,1 ) 28: end for 29: Return P ossible betas
A. Estimation Performance: Simple Ocean Environment
In this section we consider the simple case where the ocean is described by a single component wave. That is, we assume the ocean is given by (1) with L = 1 and that the value of the unknown variable θ = (A, w, β, φ) T is given. For the result presented in Fig. (1) , we set the value of the unknown variable to θ =(0.5,0.5,0.5,0.5)
T . We assumed that 8 elevation sensors were employed in the network and that they were placed, equally spaced along the perimeter, on a circle of radius equal to 100m and centered at (0, −100)
T such that one of the sensors is located at the origin. Further, we assumed that the sensors will collect their measurements over an interval of 60s starting at time t = 0 and that the variance of the additive noise in the sensors' measurements is equal to σ 2 = (0.25) 2 for all the sensors. Under the just stated conditions and assumptions, we employed our estimation method to produce estimates of the unknown variable θ as we varied the sensors' sampling frequency, and hence the total number of samples, in increments of 60 Hz, from 60 Hz to 300 Hz and then increasing the sampling frequency to 500 Hz and afterwards to 1000 Hz. For each sampling frequency, we ran a Monte Carlo simulation of 10 000 runs where we generated a new realization of the noise for each run. In Fig. 1 , we include a plot of the obtained MSE for estimating each element of θ and compare it to the CRB for estimating that same element of θ. The CRB is obtained according to the expression derived and presented in Section III. The different curves were multiplied by different scaling factors, given in the legend of Fig. 1 , in order to include all the curves in a single figure. From Fig. 1 , we can see that the MSE obtained using our estimation approach seems to come extremely close to the CRB. 3 
B. Estimation Performance: Three Component Waves
For this section, we consider the case where the ocean environment is described by 3 different component waves. This means that we have L = 3 in (1) and that our unknown variable is given by θ = (A 1 , A 2 , A 3 , w 1 , w 2 , w 3 , β 1 , β 2 , β 3 , φ 1 , φ 2 , φ 3 ) T .
Using the same sensor types, sensor layouts, and the same noise variance as those assumed in the previous section and only changing the length of the interval over which the measurements are collected to 30s, starting at t = 0, we generated 100 different random ocean environments with L = 3 where the amplitudes were chosen uniformly randomly over a range from 0.5-2 m and the directions and phases were each chosen uniformly randomly over the full range of 0 − 2π. Since the frequencies must be sufficiently far apart, w 1 was chosen uniformly randomly from 0.5 − 1 rad/s, w 2 was chosen uniformly randomly from 2 − 2.5 rad/s, and w 3 was chosen uniformly randomly from 3.5 − 4 rad/s. To obtain our numerical results, we employed our presented estimation method under sampling frequencies that were increased in increments of 200 Hz from 100 Hz to 1100 Hz. For each sampling frequency and for each of the 100 ocean environments, we ran a Monte Carlo simulation of 300 runs where we generated a new realization of the noise for each run. Afterwards, for every sampling frequency and every environment, the MSE for each component of the unknown variable θ, given in (35), was obtained and compared to the CRB, which is calculated according to the expressions derived in Section III. Then, for each of the considered ocean environments, we obtained curves of MSE and CRB similar to those presented in Fig. 1 . Since the number of such curves is very large, and although the curves were generally very similar to each other and to those in Fig. 1 , we decided to rank the curves according to the sum of the percentage difference between the MSE and CRB values at each of the considered sampling frequencies and present some of the worst scoring curves for the different type of parameters in θ. In Fig. 2 we present the worst scoring MSE curves, on a logarithmic scale, for estimating A 1 , w 2 , β 3 , and φ 1 over the 100 considered ocean environments along with the CRB associated with estimating that parameter for the ocean environment returning the worst score for that parameter. From Fig. 2 , we can see that even the worst scoring curves came very close to the CRB curves which highlights the great accuracy we were continually able to achieve with our presented estimation approach not just under regular wave environments but also under complex, irregular wave environments. It is important to note that the presented results are numerical and while we have not been able to generate cases where the presented estimation approach fails to produce accurate estimates, this does not provide a mathematical or analytical guarantee regarding the performance of the estimation approach over the entire space of the unknown variables.
In the following section, we consider an even more complicated wave environment containing 6 component waves and where the noise in the measurements is correlated.
C. Estimation Performance: Six Component Waves and Correlated Noise
To further demonstrate the accuracy of the presented approach, in this section we consider an ocean environment that could be regarded as more realistic under the presence of wind waves and other real-world conditions. The considered environment was chosen to have L = 6 component waves. Since ocean environments are sometimes decomposed into wave systems where waves from any given system all travel in the same direction, the first three component waves were chosen to all have the same wave direction of π/4 and the last three components were chosen to all have the same wave direction of 2π/3. The amplitudes were all chosen uniformly randomly over 0.5 − 1.5 m and the phases where all chosen uniformly randomly over the full range of 0 − 2π. Further, we assumed the first three components waves had frequencies of w 1 = 0.25 rads/s, w 2 = 0.5 rads/s, and w 3 = 0.75 rads/s and we assumed the last three component waves had w 4 = 1.25 rads/s, w 5 = 1.5 rads/s, and w 6 = 1.75 rads/s as their frequencies. It is also assumed that we employ the same sensor types, number, and layouts outlined earlier in the paper and we consider the case where the sensor measurements are collected over an interval of 60 s starting at time t = 0 and at a sampling frequency of 200 Hz.
As for the noise, we compared the performance of our algorithm under both correlated and uncorrelated noise. For the uncorrelated case, we assumed the noise is Gaussian with zero mean and a variance of σ 2 = 0.2 m 2 . For the correlated case we assumed that, at each time interval, the noise in the measurements collected by the eight sensors in the system is jointly Gaussian with zero mean and a covariance matrix given by 
where we assume that the correlation decreases as the distance between the sensors increases which is a typical method of modeling correlation between sensors in a network. Similar to the uncorrelated case, we assumed that σ 2 = 0.2 m 2 in this case as well. Table II summarizes the results obtained under the just described conditions and assumptions. In Table II , we provide the values for each of the 24 variables describing the assumed environment with six component waves, the CRB value associated with estimating each of the 24 variables assuming the noise is uncorrelated, and the MSE values obtained using our presented estimation approach both with and without correlation in the noise. The MSE values were obtained by averaging the results from 1000 runs where each run generated a new realization of the correlated and uncorrelated noise.
As seen from Table II , the presented approach seems to work very well relative to the CRB even under correlated noise. Further, the results from Table II seem to support results from the previous section suggesting that the presented approach works well under complicated wave environments described by multiple component waves. We also note that a noise variance equal to σ 2 = 0.2 m 2 is considered a relatively very large value especially that the largest amplitude among all component waves was A 1 = 1.282 m so our results seem to suggest that the presented approach is able to perform at near optimal accuracy even under very large, and possibly correlated, noise values.
Next, we present numerical results involving the runtime of our presented estimation approach.
D. Runtime Performance
In this section, we compare the runtime of the presented estimation approach to that of a genetic algorithm (GA) and a particle swarm optimizer (PSO) which are well-known global optimization techniques that, similar to the presented approach, do not require an initial guess for the unknown variable θ. For the presented results, we used a population size of 100 for both GA and PSO. Included in Fig. 3 are curves for the average runtime of the three different estimation methods obtained while assuming the ocean is described by a single component wave (L = 1). The same sensor types, sensor layouts, and noise variance assumed in Figs. 1 and 2 are employed and it also assumed that the sensors collect their measurements over an interval of 60s starting at time t = 0. In Fig. 3 , at each of the considered sampling frequencies, 100 different values of θ = (A, w, β, φ) T were generated uniformly randomly such that the amplitude is between 0.5 − 1.5 m, the frequency is between 0.2-0.7 rads/s, and both the β and φ where between 0 − 2π. Due to the complexity of the estimation problem, and although the selected population size for both GA and PSO is relatively large, our best recorded percentages for having the estimates produced by the algorithms fall within ±2.5% of their correct values over all the considered sampling frequencies were 94% for GA and 95% for PSO while the estimation approach presented in this paper produced estimates that fell within the ±2.5% threshold 100% of the time. As a result, the running times for both GA and PSO in Fig. 3 are averaged over only the cases where the algorithms were able to produce estimates that fell within the ±2.5% range around the the correct value. However, if we did include the cases where the algorithms produced poor results (outside of the 2.5% threshold), the results would have been almost identical as the times were almost the same regardless of whether the algorithms converged to estimates inside or outside the 2.5% threshold. Also, we note that in all the considered cases, both GA and PSO terminated due to convergence to a local minimum and not due to reaching the maximum number of iterations or the maximum allowable running time so the cases where they produced poor estimates most likely resulted from converging to poor local minimums. From Fig. 3 , we can see that the presented estimation approach clearly outperforms both GA and PSO in terms of run time performance as the number of observations is increased by increasing the sampling frequency.
We attempted to obtain a similar figure for cases where the ocean surface is described by multiple component waves (L = 1), but we were unable to obtain any results where either GA or PSO were able to produce estimates within the ±2.5% range for at least 90% of the cases while maintaining a runtime of less than 120s. In comparison, the runtime of our presented approach was consistently less than 20s over all attempted cases and it was again able to produce the correct estimate values 100% of the time.
VI. CONCLUSION AND REMARKS
In this paper, we investigated the parametric estimation of spatial and temporal ocean wave fields using a network of spatially distributed ocean sensors whose measurements are corrupted by additive white Gaussian noise. We derived and presented, for the first time, the CRB associated with the estimation of wave properties critically important to novel control strategies aimed at enhancing the efficiency of WECs. The presented CRB expressions are general in that they allow for employing any combination of types of measurements from a given set of possible ocean measurements. We also presented a suboptimal estimation approach that works to overcome possible problems associated with the non-convexity of the estimation problem and the existence of many local extrema in the objective function. We provided numerical results that demonstrate the near optimal accuracy of the presented approach under different ocean environments and also its superior runtime performance in comparison to that of reasonable possible alternative approaches.
It should be noted that providing accurate parametric models and predictions of waveforms representing the surface of the ocean is a very complicated task where many problems remain largely unexplored. However, the benefits and capabilities that could be made possible by such models are significant and of interest for practical applications and research alike. We acknowledge that some of the assumptions may not hold exactly true for certain real ocean wave environments and that even the most accurate models could fail to capture real and complicated ocean phenomena. Thus, for our future work, we are working on generalizing the models presented in this paper to account for not only incident waves but also for waves radiating from the WECs. We further hope to better capture and account for the effects of having wind waves and we hope to continue developing our methods and analysis to become more accurate, robust, and realistic. 
Now, for each j in (37), slightly perturb the value of w i to w i,j w i + δ j where δ j = δ j for j = j and let Φ(x, y, t; θ s ) denote the resulting wave model after the change in the values of w i to w i,j . Then, we have that 
