Abstract-In this paper, we compare the performance of Bernstein global optimization algorithm based nonlinear model predictive control (NMPC) with a power system stabilizer and linear model predictive control (MPC) for the excitation control of a single machine infinite bus power system. The control simulation studies with Bernstein algorithm based NMPC show improvement in the system damping and settling time when compared with respect to a power system stabilizer and linear MPC scheme. Further, the efficacy of the Bernstein algorithm is also compared with global optimization solver BMIBNB from YALMIP toolbox in terms of NMPC scheme and results are found to be satisfactory.
global optimization procedures (cf. [11] , [12] ). The challenge involved in NMPC is two fold: (i) Can we complete the nonlinear iteration procedure until a pre-specified convergence criterion is met so as to guarantee the optimal solution of the optimization problem? (ii) can we achieve (i) in a pre-specified sampling time limit? Concerning these facts, our previous works have introduced Bernstein global optimization procedures for NMPC applications (cf. [13] , [14] ). Optimization procedures based on this Bernstein form, also called Bernstein global optimization algorithms, have shown good promise to solve hard nonconvex optimization problems. This procedure is based on the Bernstein form of polynomials [15] , and uses several nice 'geometrical' properties associated with this Bernstein form.
The current scope of the work is based on the sequential improvement of our previous works in [13] , [14] . Specifically, in this work we implement a hull pruning feature for the Bernstein global optimization algorithm to solve a nonconvex optimization problem at each NMPC iteration. The hull pruning aids in discarding regions from solution search spaces that surely do not contain the global solution.
As this feature provides the means to narrow the search region for the optimization problem, we call it a narrowing ('hull pruning') operator. The applicability of the Bernstein algorithm with this hull pruning feature is demonstrated by simulating a nonlinear model predictive control scheme for a classical single machine infinite bus (SMIB) power system [16] . SMIB has a strong nonlinear characteristics and exhibits accurate representation of the synchronous generator behaviour. The findings of our nonlinear MPC scheme based on the Bernstein algorithm with hull pruning operator are compared with respect to well-established power system stabilizer (PSS) [16] and linear MPC. We also investigate our findings with nonlinear MPC based on the YALMIP global optimization solver BMIBNB [17] .
In the rest of the paper, we first introduce a nonlinear MPC formulation (Section 2). Next, we briefly describe the Bernstein form and the hull pruning operator, followed by the presentation of the Bernstein global optimization algorithm (Section 3). We then report the simulation studies on a nonlinear SMIB power system (Section 4). Finally, some concluding remarks are given in Section 5.
II. NMPC CONTROLLER FORMULATION
We consider a class of continuous-time systems described by the following nonlinear model
where x ∈ R n and u ∈ R m denote the vectors of states and control inputs, respectively. In practice, the continuous-time model (1) used for predictions is discretized with a sampling time Δt, such as Euler's method
where k denotes sampling instant.
The nonlinear optimization problem in the NMPC formulation at each sampling instant k is stated by (3)- (6) . The control objective is to maintain equilibrium point (origin), by minimizing the cost (3) subjected to discretized nonlinear predictive model (2) , and fulfilling constraints of the form (5).
subject to
where N(> 1) denotes the prediction horizon and c(x k , u k ) are the nonlinear constraints arising due to safety and operational requirements of the control system. It may be noted that, c(x k , u k ) subsume the constraints on the state and input of the following form:
We assume at the equilibrium point The overall scheme of the Bernstein algorithm based NMPC is depicted in Fig. 1 . The Bernstein algorithm can be applied when the system model, cost function and the constraints are polynomials. In many other applications the problem can be approximated (as closely as desired) by polynomials (such as our example in Section IV).
III. BERNSTEIN GLOBAL OPTIMIZATION APPROACH
In the NMPC formulation (Section II), we solve a nonlinear optimization problem at each sampling instant to derive a control law for the nonlinear system (1). [5] and [7] report some optimization approaches to achieve this goal. This section briefly introduces one such (global) optimization approach based on the Bernstein form of polynomials. For brevity, we only present notions about the univariate Bernstein form (see [18] for the multivariate case).
We can write a generic polynomial of degree l as
where x is the variable, and {a 0 , a 1 ,..., a l } are the coefficients of the power basis B p given by the following set of monomials
We assume that p(x) is defined over a real bounded and closed interval x = [0, 1]. The unit interval is not a restriction, since any nonempty compact interval can be mapped affinely onto it. Now the polynomial p can be expressed into the Bernstein polynomial form of the same degree [15] :
where B l i (x) are the Bernstein basis polynomials and b i are the Bernstein coefficients:
Equation (11) is referred as the Bernstein form of (9) and satisfies the following range enclosure property [15] :
where p(x) denote the range of p on a given interval x.
Remark 1: Equation (14) says that the minimum and maximum coefficients of b i provide lower and upper bounds for the range of p. This forms the Bernstein range enclosure, defined by B(x). Further, this Bernstein range enclosure can successively be sharpened by the continuous domain subdivision procedure (see, for instance [19] ).
The following properties follow immediately from the Bernstein range enclosure (14) .
Lemma 1: Let B(x) be the Bernstein range enclosure for a polynomial p(x) on a given box x. Then, the following identities hold
where ε zero > 0.
Vertex condition [15] Consider the Bernstein form in equation (14) for a polynomial p of degree l, and let the range
The above vertex condition says that the lower bound (respectively, upper bound) is sharp if and only if min
Further, the vertex condition is said to be met within a given tolerance ε f , if
A. Hull pruning operator
As mentioned earlier, NMPC solves a nonlinear programming (NLP) problem of the form (3)- (6) . This NLP has a nonlinear set of constraints and a search space (box) representing the variable domains. The hull pruning operation removes inconsistent values from a box that surely do not contribute in locating global solution. It achieves this goal using the constraint inversion procedure and interval arithmetic operations † .
Consider a multivariate equality constraint h(x) = 0. To apply hull pruning, we keep one term on the left hand side (say variable x r from which has to be pruned) and remaining all other terms are taken on the right hand side, that is, we write the constraint in the form a I x I = h 1 (x) where, x = (x 1 ,..., x r ,..., x l ) and I = (i 1 , i 2 ,..., i r ,..., i l ). Now, replacing all x I by their respective intervals and h 1 (x) by its interval evaluation, we can write interval x r (for the variable x r , which has to be pruned) as
Then the new pruned interval for the variable x r can be obtained as below
† Interval arithmetic operations are set theoretic extensions of the corresponding real (floating-point) operations [20] .
Example: Consider a constraint
First perform constraint inversion and interval arithmetic operations for x 1
Similarly, we can achieve pruning for x 2 as x 2,consistent = [1, 2.5]. Fig. 2 illustrates the complete hull pruning for constraint x 2 = x 2 1 for x 1 ∈ [1, 2] and x 2 ∈ [0, 2.5]. In our hull pruning operator, we perform constraint inversion and interval arithmetic operations using the Bernstein range enclosure B(x) in (14) . 
B. Main Bernstein branch-and-prune algorithm
Inputs: The cost function (3) as f , equality constraints (4) as h j , and inequality constraints (5) as g i , the initial search box for u k as x, the tolerance parameter ε f on the global minimum, and the tolerance parameter ε zero to which the equality constraints are to be satisfied.
Outputs:
The global minimum f * and global minimizer x * .
BEGIN Algorithm

Initialization step (R)
• Compute the range enclosures for f , g i , and h j , respectively as b f , b g i , and b h j over x. Set f to the minimum Bernstein coefficient of
Sorting and Pruning step (SP)
• If L is empty, go to step T. Else sort item(s) † in L in ascending order of f .
• Pick the first item from L removing its entry.
• Apply hull pruning operator based on Bernstein range enclosure property to the set of constraints (4)- (5) and obtain the contracted box as x . Compute the range enclosures for f , g i , and h j , respectively as b f , b g i , and b h j over x .
Feasibility and Bounding step (FB)
• Check the constraint feasibility (see Lemma 1) . If the constraint is not strictly feasible, then go to the branching step.
• Check the vertex condition for item (see Remark 2). If 'true', then update f = b k and add that item to L sol . Go to step SP.
Branching step (B)
• Partition the (feasible) search space x into two subregions (such that, x = x 1 ∪ x 2 ).
• Compute the Bernstein range enclosures for f , g i , and h j over x 1 and x 2 .
Termination step (T)
• If maximum number of the subdivisions are not reached or L is not empty, then repeat SP-FB-B. Else go to the next step.
• Find that item in L sol for which the first entry is equal to f . Denote that item by I f . • I f : the first entry is a global minimum f * , last entry is the global minimizer x * .
• Return the global solution ( f * , x * ).
END Algorithm
IV. NMPC APPLICATION: POWER SYSTEM
In this section, we present our findings with Bernstein algorithm (BBB) based NMPC (henceforth, referred as BN-MPC) for nonlinear excitation control of a single machine infinite bus (SMIB) power system (shown in Fig. 3) . We use the following SMIB system dynamical model in a d − q reference frame [16] .
where
where δ is the rotor angle of the generator, ω is the rotor speed, H is the inertia constant of the generator, P m is the mechanical input power to the generator which is assumed to be constant, K d is the damping constant of the generator, P e is the electrical power delivered by the generator, e f d is the field voltage of the generator, V t is the terminal voltage of the generator, and u is the control input from the controller which modulates e f d . All parameters are expressed in per unit (pu) and their equilibrium points values used in the simulation are listed in Table I . For all simulations, we have shifted the actual equilibrium point to the origin using the appropriate transformation. For the nonlinear control simulation studies we consider the following two scenarios:
Scenario I: A short-circuit fault occurring at one of the two parallel transmission lines shown in Fig. 3 (mechanical power P m is assumed to be constant at 0.9 pu).
Scenario II: 5 % and 10 % step changes of the input mechanical power to the generator.
For both scenarios, we simulate an BNMPC scheme which regulates the SMIB system about its equilibrium point. We consider the nonlinear model in (18)- (21) as the system, and the NMPC control law is derived by solving an NLP of the form (3)-(6) using the Bernstein algorithm BBB. The solution for the updated states is computed based on the set of given initial conditions and first optimal control move derived by a BNMPC control law. We adopted the cost L in (3) • maximum number of subdivisions to be 100 in the algorithm BBB To compare the performance of an NMPC scheme with the Bernstein algorithm (BNMPC), we choose a well-established control scheme from the power systems literature, namely a power system stabilizer (PSS). The tuned parameters of PSS were adopted from [16, p. 865] . Further, we also choose to compare with respect to linear MPC scheme and NMPC scheme based on YALMIP global optimization solver BMIBNB [17] . The linear MPC is designed based on the linearized model of (18)- (21) around the equilibrium point, δ = 1.225, ω = 1, e q = 1.023, and e f d = 2.42. The resulting optimization problems were solved using MATLAB 'quadprog' solver [21] . Note that for all control schemes, the control law (u) derived was injected directly to the nonlinear system (18)-(21). All control simulations were performed in the MATLAB environment [21] on a desktop PC running an Intel Core i7-5500U CPU processor at 2.40 GHz with a 8 GB RAM. We now briefly discuss the simulation results of the two scenarios.
Scenario I: In order to validate the effectiveness of an BNMPC scheme under a disturbance, a short-circuit fault lasting 100 milliseconds is considered between the two parallel transmission lines. The fault occurs at t = 3 seconds and is cleared at t = 3.1 seconds. This event perturbs the states (δ , ω, e q , e f d ) from their equilibrium. The system may become unstable during the post-fault period due to insufficient damping. Hence, the controller has two roles: i) to stabilize the system in the post-fault period; and ii) to bring the states back to their equilibrium point. Fig. 4 shows the rotor angle (δ ) response of the synchronous generator. The dotted line indicates the system response with the classical PSS; solid red line indicates case with our BNMPC; whereas solid blue line shows the system behaviour with the linear MPC scheme. It can be observed that the BNMPC scheme results in better damping compared to the PSS with quickly bringing the rotor angle back to the equilibrium point (≈ 28 % reduction in the settling time) and slightly better settling time when compared with the linear MPC.
Similarly, we note that the synchronous generator speed deviation (Δω) is also disturbed by the short-circuit event. Fig. 5 shows the speed deviation response of the generator, where the dotted line indicates the system response with the classical PSS; solid red line indicates case with our BNMPC; whereas solid blue line shows the system behaviour with the linear MPC scheme. In this case too BNMPC ensures good transient stability compared with the PSS and slightly better settling time when compared with the linear MPC.
Similar findings can be seen in transient responses in the generator terminal voltage from Fig. 6. Fig. 7 shows the control signal delivered to the generator. We note that PSS had a large oscillating damping before settling. On the other hand, the BNMPC and linear MPC control moves had small oscillations at the cost of offering better damping during the post-fault state. This is evident from the system responses shown in Figs. 4-6. Scenario II: We now simulate the power system with initial nominal mechanical power (P m = 0.9). Then we assume a sudden disturbance on the input side of the generator (such as, drop in the steam pressure used to rotate the turbines) which result in a change in the mechanical power (P m ) of the generator. We consider a 5% step change in P m from its nominal value (i.e. 0.9 to 0.8548) at 2 seconds and again 20% step change in P m (i.e. 0.8548 to 1.0258) at 5 seconds. For the first step change in P m and constant load, the difference between the electrical power generated and the desired load is met by reducing the rotor speed (ω) and as a result the rotor angle (δ ) settles down to a lower equilibrium value. The opposite is observed when P m is increased by 20% from its nominal value.
The resulting rotor angle (δ ) is shown in Fig. 8 . The dotted line indicates the system response with the classical PSS; solid red line indicates case with our BNMPC; whereas solid blue line shows the system behavior with the linear MPC scheme. It can be observed that the BNMPC scheme is superior than the PSS in terms of the damping and settling time. The performance of linear MPC and BNMPC are almost equal for the first step change in P m at 2 seconds. On the other hand, for the second step change in P m at 5 seconds our BNMPC performs better than linear MPC (≈ 7 % reduction in the overshoot). Fig. 9 shows the generator terminal voltage response to the changes in the mechanical power P m . It can be observed that in this large transient period the PSS scheme responds poorly. On the other hand, the BNMPC scheme performs satisfactorily, keeping the terminal voltage close to its nominal value of 1. In this case too the performance of our BNMPC is better than linear MPC, particularly for the second step change in P m at 5 seconds.
To assess computational time demand of our BNMPC scheme, we compare it with YALMIP global optimization solver BMIBNB embedded in an NMPC and the linear MPC schemes. Specifically, we compare the computational times under the aforementioned Scenario I. Fig. 10 shows the time taken to compute the control move at each sampling instant (i.e. to solve an NLP of the form (3)- (6)) by a BMIBNB solver, algorithm BBB, and MATLAB linprog solver. We observe that BMIBNB and quadprog solvers resulted in a average time of 0.12 and 0.003 seconds, respectively for the control move computation. Further, we observed that for BNMPC without the use of hull pruning operator resulted in a average time of 0.035 seconds for the control move computation. On the other hand, in presence of the hull pruning operator, the control move computation time was well within the sampling period of 0.03 seconds-on average 0.015 seconds. Similar, findings are observed for Scenario II.
Finally, to study the scalability of our BNMPC scheme against the linear MPC scheme, we vary the prediction horizon N from 3 to 7. An increase in the prediction horizon results in an increase in number of decision variables for the optimization problem (3)- (6) . Fig. 11 shows the resulting average computational times for the solution of an optimization problem. In all cases, BNMPC was found to be slower than its counter part, linear MPC, as expected. However, in both cases the average computational time rise was observed to be almost linear with the prediction horizon varying from 3 to 7.
V. CONCLUSIONS
In this work a nonlinear model predictive control (NMPC) scheme was presented. The specific highlight of our NMPC scheme was an improved branch-and-prune type Bernstein global optimization procedure to solve the optimization problems at each sampling instant. This NMPC scheme holds good potential for power systems and other applications, because it uses hull pruning procedure to handle constraints efficiently in the optimization problems at each sampling instant. Further, such NMPC scheme also benefits from the Bernstein algorithm due to its ability to locate correct globally optimal solutions with any desired accuracy, and quickly enough for solving online optimization problems. The scalability of our NMPC scheme for a varying prediction horizon and the computational comparison with respect to the linear MPC scheme were also found to be satisfactory. In summary, this paper provides further evidence that the Bernstein algorithm is an effective tool for NMPC. Generator terminal voltage under a 100 ms short-circuit fault (Scenario I). 
