In this paper we continue the investigation of the class of edge intersection graphs of a collection of paths in a tree (EPT graphs) where two paths edge intersect if they share an edge. The class of EPT graphs differs from the class known as path graphs, the latter being the class of vertex intersection graphs of paths in a tree. A characterization is presented here showing when a path graph is an EPT graph. In particular, the classes of path graphs and EPT graphs coincide on trees all of whose vertices have degree at most 3. We then prove that it is an NP-complete problem to recognize whether a graph is an EPT graph.
Introduction
Let 8 be a collection of nontrivial simple paths in a tree T, i.e., each path has at least one edge. We define its edge intersection graph r (8) to have vertices which correspond to the members of 9, and we join two vertices if their corresponding paths share an edge. An undirected graph G is called an edge intersection graph of paths in a tree, or EPT graph, if G = r (9) , for some 9 and T. We call the pair (9, T) an EPT representation for G. Fig. 1 shows a collection of 5 paths and their EPT graphs. Note that if two paths intersect in a single vertex (vertex intersect), they do not edge intersect.
Remark. The notions of edge intersection and vertex intersection give rise to identical classes of graphs in the case of paths on a line (interval graphs) and in the case of subtrees of a tree (chordal or triangulated graphs), but the situation is different for paths in a tree. The vertex intersection graphs of paths in a tree are usually called path graphs [2, 3, 5] .
Neither the class of path graphs nor the class of EPT graphs contains the other.
The class of EPT graphs is equivalent to the fundamental cycle graphs of Syslo [S, 91. Golumbic and Jamison [4] demonstrated that one can find a maximum T l?(P) clique of an EPT graph in polynomial time, and Tarjan [ 111 has given a polynomial-time algorithm for the maximum stable set problem on EPT graphs. In [4] it was shown that every line graph of a multigraph is an EPT graph, implying that finding a minimum clique cover and finding a minimum coloring of an EPT graph are NP-complete problems. A well-known theorem of Shannon [7] gives an approximation algorithm for coloring line graphs of multigraphs that uses at most 3 the minimum number of colors. In [ 111 Tarjan extends this result to EPT graphs. The strong perfect graph conjecture holds for EPT graphs [4, 5] . Some possible applications of EPT graphs are discussed in [4] . In this paper we continue our study of EPT graphs. In Section 2, we introduce the notion of the branch graph of a graph which we use in Section 3 to characterize when the classes of path graphs and EPT graphs coincide. This characterization allows us to prove in Section 4 that the recognition problem for EPT graphs is Section 5.
NP-complete.
We conclude the paper with some comments in
The branch graph of a graph
A clique is a subset of vertices every two of which are connected by an edge. Let G = F(B) be an EPT graph. For any edge e in the tree T, let S) [ 
x and y have a common neighbor u in C, and (3) the sets Adj(x)n C and Adj(y)nC are not comparable, i.e., there exist w, z E C such that w is adjacent to x but not to y, and z is adjacent to y but not to x. Proof. Let (8, T) be an EPT representation for G. Without loss of generality, as shown earlier in this section, we may assume that C is a claw clique. Let C correspond to the collection C = 9[K] where K is a 3-star of T with central vertex q and edges eI, e2, e3. Let T,, T2, T3 be the branches of T at q which contain e,, e2, e3, respectively.
We color the branch graph B as follows:
For x E V(B), the path P, in 9 corresponding to x is not in C but edge intersects some path Q E C. Thus, P, contains some edges in exactly one of the branches Ti (i = 1,2,3) since it overlaps Q but cannot contain more than one of the edges ei. Color x with the index of the branch Ti that it meets. We will first show that this is a proper coloring of B. Let x, y E V(B) have the same color, say 1, and suppose they are adjacent in B.
Let U, w, z be as given in the definition of the branch graph. By (1) and (2), the nontrivial subpaths P, nP, and P, fl P, are in Tl and have no common edge. Thus, one of them, say P, nP,, lies on the path from q to the other, that is PUnP,,. correspond to the members of 8, and two vertices are adjacent in o(9) if their corresponding paths intersect. A graph G is called a path graph if G = a(9) for some 9 and T. We call the pair (9, T) an intersection representation for G. Clearly, the vertices of the EPT graph r(9) and those of the path graph a(9) are the same, and every edge of r(yP) is also an edge of 0(S), but not conversely. Fig. 2 shows a path graph which is not an EPT graph. Renz [5] gives a characterization of path graphs and [2] contains a polynomial-time algorithm for recognizing path graphs. See also [3] . Although, at first glance, EPT graphs may look rather similar to path graphs, this turns out not to be the case. We will show, for example, that the problem of recognizing EPT graphs is NP-complete. The main result of this section answers the question of when the classes of path graphs and EPT graphs coincide. A degree 3 tree is defined to be a tree all of whose vertices have degree ~3. 
Proof. (i) 3 (ii)
. This implication follows from Theorem 1.
(ii) 3 (iii). Let (9, T) be an intersection representation of G. Our proof will be by induction on the number k of vertices of T whose degree exceeds 3. If k = 0, we are done.
Paths in a tree satisfy Helly number 2 (see [l, 3,4] . For the remainder of the proof we will think of T as being rooted at q. Now every path PE 9[pJ contains the subpath from q to p since P[p]s 9[qJ. Let r, pl,. . . , pd_-l be the neighbors of p such that the edge (I; p) lies on the path from q to p. Now replace the edges (P, PA. . . , (p, pd-J by a binary tree rooted at p with leaves Pl, . * f 3 pd-r and, in every path PE B[p] which uses an edge (p, pi), replace (p, pi) by the path from p to pi in the binary tree. See Fig. 3 . Clearly, the intersection graph remains unchanged by this process since no path uses more than one of the pi. Moreover, the degree of every new vertex is 3, the degree of p is now 3, and the degree of every other (original) vertex is unchanged. Therefore, by induction, the implication follows.
We may now assume that for any vertex q whose degree exceeds 3 the collection 9'[q] corresponds to a maximal clique C of G. Let B = B(G/C) and assume that B is 3-colored using the colors (Y, 0, y. Let pl, p2, . . . , pd be the neighbors of q, and let Ti denote the subtree, or branch, of T rooted at pi. We will use the 3-coloring of B to induce a certain 3-coloring on the branches TI, T2,. . . , Td.
We say that Ti and q are linked if there is some path Q in 8 that contains both pi and pP Thus, Q must go through q and so Q is in the clique C.
Lemma 1. There exists a 3-coloring of the branches Ti such that linked branches have different colors.
Proof of Lemma 1. For each branch Ti we may assume that there is some path Pie9 which contains pi but does not contain q (i.e., Pi is completely within Ti and has pi as an endpoint).
For otherwise we may collapse the edge (q, pi) without changing the intersections of the paths, and repeat this as many times as is needed until the assumption holds. We will call Pi the leader of Ti, and we will let ci be the color of Pi in B.
We start by temporarily coloring each Ti by the color ci of its leader. Next we adjust the colors as follows. Suppose Ti and Ti are linked, but they received the same color: ci = cj. Let Q be a path in the clique C which links Ti and Tj. Then Q intersects both leaders Pi and Pj, so Pi and Pi have a common neighbor in the intersection graph G. Also, Pi and Pi do not intersect since they are in different branches.
Moreover, since ci = cj, which came from a proper coloring of B(G/C), it follows that Pi and Pj are net adjacent in B(G/C). Thus, condition (3) fails, namely, Adj(PJ n C and Adj(Pj) n C are comparable.
Without loss of generality, we may assume that (4) Adj(Pi) n C z Adj(P,> fl C. Claim. Ti is linked only to Tj.
Suppose Ti is linked to Tk by a path R E 9 [q] . By (4), the path R would include pi, pj and pk. Since a path can contain at most 2 neighbors of q, it follows that pk = pi, which proves the claim.
Finally, since Ti is linked only to IT;, we may change the color of Ti to either of the 2 remaining colors. This process can be done as often as necessary until we have the desired 3-coloring of the branches. This concludes the proof of Lemma 1. q
Proof of Theorem 2 (continued).
Let the branches T,, . . . , Td be colored a, p, y as requested by Lemma 1. We replace the edges (q, pr), . . . , (q, pd) in T by 3 new edges (q, a), (q, p), (q, 7) and 3 binary trees rooted at the 'color nodes' a, p, y having leaves such that if branch Ti is colored (Y (resp., 0 or y), then pi is a leaf of the binary tree rooted at (Y (resp., /3 or 7). See Fig. 4 . The only paths of 9 which are disturbed by this replacement are those in B[q]. If Q E 8[q] had q as an endpoint, then replace the old edge (q, pi) by the unique new subpath from q (through the color node) to pi. If Q E 9[q] has q in its interior, linking say Ti and Tj, then replace the old edges (q, pi) and (q, pi) by the new subpath from pi (through one color node) to q and continuing (through another color node) to pi. The two color nodes are different since linked branches have different colors.
It is easy to see that this construction leaves the intersection graph of the paths unchanged while reducing the number of tree vertices of degree > 3. Therefore, by induction, the implication is proved. (iii) e (iv). Let 9 be a family of nontrivial simple paths in a degree 3 tree T. We will show how to construct two families ST and 9: of paths in a degree 3 tree T" such that This will prove the equivalence of (iii) and (iv) in one direction by letting 9 be an intersection representation of G and in the other direction by letting 9 be an EPT representation of G. Let k be the number of pairs of paths of 8 which do share a common vertex but do not share a common edge. If k = 0, then we are done. Otherwise, let r be a vertex of T such that {r} = P fl Q for some P and Q in '9. Since P and Q are nontrivial, the degree of r is either 2 or 3, and one of the paths, say Q, has r as an endpoint.
Choose neighbors p and q of r which lie on P and Q, respectively. Let T' be the tree obtained from T by adding new vertices p' and q' (of degree 2) in the middle of the edges (r, p) and (r, q), respectively. Let 9, (resp., 9,) be the family of path in T' obtained from 9 by adding the edge (r, p') to Q (resp., replacing (r, q) by (q', q) in Q) and leaving all other paths unchanged. It is clear that 0(S) = fi(S,) and r(9)= r (8,) . Moreover, the number of pairs of paths which intersect but do not share an edge has been reduced to k -1. Therefore, we may repeat this process until we obtain the desired T*, ST and 9;.
(iv) + (i). Statement (iv) trivially implies that G is an EPT graph. Furthermore, we have shown that (iv) @ (iii), and (iii) trivially implies that G is a path graph.
This concludes the proof of Theorem 2. 0
Recognizing EPT graphs
In this section we prove that recognizing whether an arbitrary graph is an EPT graph is an NP-complete problem.
Theorem 3.
It is an NP-complete problem to decide whether a path graph is an EPT graph.
Proof. By Theorem 2, a path graph G is an EPT graph if and only if for all maximal cliques C of G the branch graph B(G/C) is 3-colorable. Hence, the decision problem is solvable in nondeterministic polynomial time by checking all possible 3-colorings of all branch graphs. We will prove NP-completeness by demonstrating that an arbitrary undirected graph H is 3-colorable if and only if a certain path graph G = O(S) is an EPT graph. We may assume that every vertex of H has degree at least 3 (since vertices with degree ~2 may be repeatedly stripped off without affecting 3-colorability).
Let 1, . . . , n denote the vertices of H. We construct T and 9 as follows. The tree T has edges (pi, qi) and (qi, r) for i = 1, . . . , n. For each edge (i, i) in H, let Pci,j) be the path in T from qi (through I) to qj, and for each vertex i in H, let Qi be the edge (pi, qi) in T. We set 9 = {Pci,j,} U {Qi}. NOW 
Corollary 1. Recognizing whether an arbitrary graph is an EPT graph is an
NP-complete problem.
Concluding remarks
As mentioned in Section 1, for EPT graphs there exist polynomial-time algorithms for finding a maximum clique, a maximum stable set, and a coloring of the vertices to within 4 of the minimum number of colors. These algorithms generally require knowing an EPT representation, although for maximum clique we could do without one. In view of Theorem 3 and Corollary 1 one cannot expect to take an arbitrary graph G and try to find an EPT representation for it.
