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Abstract
We investigate the properties of the simultaneous projection method as applied to countably
infinitely many closed and linear subspaces of a real Hilbert space. We establish the optimal error
bound for linear convergence of this method, which we express in terms of the cosine of the Friedrichs
angle computed in an infinite product space. In addition, we provide estimates and alternative
expressions for the above-mentioned number. Furthermore, we relate this number to the dichotomy
theorem and to super-polynomially fast convergence. We also discuss polynomial convergence of the
simultaneous projection method which takes place for particularly chosen starting points.
Key words and phrases: Friedrichs angle; Product space; Rates of convergence; Simultaneous
projection method
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1 Introduction
Let H be a real Hilbert space with its inner product denoted by 〈·, ·〉 and the induced norm denoted by
‖ · ‖. In this paper we study the asymptotic properties of the simultaneous projection method as applied
to a possibly countably infinite number of closed and linear subspaces of H. We begin by briefly recalling
some of the known results which have so far been established only for a finite number of subspaces.
Moreover, we recall relevant results related to the cyclic projection method. We do not discuss here the
case of general closed and convex sets, for which we refer the interested reader to [9, 11, 13, 14, 15]. For
other examples of projection methods studied in the setting of closed and linear subspaces, we refer the
reader to [1, 5, 6, 7, 34].
1.1 Related Work
For now let r ∈ Z+. For each i = 1, 2, . . . , r, let Mi ⊂ H be a nontrivial closed and linear subspace,
and let PMi denote the corresponding orthogonal projection. Moreover, let M :=
⋂r
i=1Mi with the
corresponding orthogonal projection PM . In the next three theorems, the operator Tr can be either the
cyclic projection operator Tr := PMr . . . PM1 or the simultaneous projection operator Tr :=
1
r
∑r
i=1 PMi .
In particular, T2 = PM2PM1 is the alternating projection operator. We begin with a well-known result.
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Theorem 1.1 (Norm Convergence). For each x ∈ H, we have
lim
k→∞
∥∥T kr (x) − PM (x)∥∥ = 0. (1.1)
Theorem 1.1 goes back to von Neumann [36], when T2 = PM2PM1 , and to Halperin [22], when
Tr = PMr . . . PM1 . Lapidus [27] and Reich [32] proved Theorem 1.1 for Tr =
1
r
∑r
i=1 PMi .
It turns out that in the infinite dimensional case, the convergence properties can indeed differ from
their finite dimensional counterparts.
Theorem 1.2 (Dichotomy). Exactly one of the following two statements holds:
(i)
∑r
i=1M
⊥
i is closed. Then the sequence {T kr }∞k=1 converges linearly to PM .
(ii)
∑r
i=1M
⊥
i is not closed. Then the sequence {T kr }∞k=1 converges arbitrarily slowly to PM .
We recall that the linear convergence in (i) means that there are constants c > 0 and q ∈ (0, 1) such
that the inequality ‖T kr (x)−PM (x)‖ ≤ cqk‖x‖ holds for all k = 1, 2, . . .. The arbitrarily slow convergence
in (ii) means that for any sequence of scalars {ak}∞k=1 with 0 ≤ ak and ak → 0, there is a point x ∈ H
such that the inequality ‖Tr(x)− PM (x)‖ ≥ ak holds for all k = 1, 2, . . ..
The first instance of Theorem 1.2 is due to Bauschke, Deutsch and Hundal [10], who proved it for the
alternating projection method (T2 = PM2PM1) with decreasing null sequences {ak}∞k=1. These authors
commented that their result is also valid for Tr =
1
r
∑r
i=1 PMi with r ≥ 2 because of the connection
between the method of simultaneous projections and the method of alternating projections in the product
space. We return to this connection below. The statement of Theorem 1.2 with Tr = PMr . . . PM1 ,
allowing r ≥ 2 and any null nonnegative sequence, has been established by Deutsch and Hundal in [18].
Similar results can be found, for example, in [3, 4, 5, 19, 20].
Despite the arbitrarily slow convergence presented in alternative (ii), there may still exist relatively
good sets of starting points in H. We comment on this matter in Theorems 1.3 and 1.4.
Theorem 1.3 (Super-polynomial Rate). If
∑r
i=1M
⊥
i is not closed, then the sequence {T kr }∞k=1 converges
super-polynomially fast to PM on some dense linear subspace X ⊂ H.
The super-polynomially fast convergence means that kn‖T kr (x) − PM (x)‖ → 0 as k → ∞ for each
x ∈ X and for all n = 1, 2, . . .. Theorem 1.3 is due to Badea and Seifert [4], who established it for
Tr := PMr . . . PM1 in a complex Hilbert space. By using a complexification argument, we see that this
result is also valid in a real Hilbert space. Similarly to the case of Theorem 1.2, the result holds for
Tr =
1
r
∑r
i=1 PMi as can be seen by using the product space approach. The details can be found in [33].
Despite these good convergence properties, the location of the good starting points remains unclear.
However, the following theorem has recently been established by Borodin and Kopecka´ in [12].
Theorem 1.4 (Polynomial Rate). Assume that M = {0}. Then for any x ∈∑ri=1M⊥i there is C(x) > 0
such that
‖(PMr . . . PM1)k(x)‖ ≤
C(x)√
k
, k = 1, 2, . . . . (1.2)
Moreover, when r = 2, the denominator
√
k cannot be replaced by k1/2+ε for any ε > 0.
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It is not difficult to see that Theorem 1.4 also holds when M 6= {0}. We comment on this in the proof
of Theorem 5.4 below.
We now return to the case where
∑r
i=1M
⊥
i is closed. In this case one may be interested in finding
the optimal error bound, that is, the smallest possible estimate for the relative error ek(x) := ‖T kr (x) −
PM (x)‖/‖x‖, which is independent of x. The answer to this question leads to the computation of the
operator norm since supx 6=0 ek(x) = ‖T kr − PM‖.
The first result of this type for the alternating projections method (APM) is due to Aronszajn (in-
equality) [2], and Kayalar and Weinert (equality) [25], who expressed the optimal error bound in terms of
the cosine of the Friedrichs angle between the subspaces M1 and M2, which we denote by cos(M1,M2).
Recall that
cos(M1,M2) := sup
{
〈x, y〉 : x ∈M1 ∩ (M1 ∩M2)
⊥ ∩B,
y ∈M2 ∩ (M1 ∩M2)⊥ ∩B
}
∈ [0, 1], (1.3)
where B := {x ∈ H : ‖x‖ ≤ 1}. Their result reads as follows:
Theorem 1.5 (Optimal Error Bound). For each k = 1, 2, . . . , we have
‖(PM2PM1)k − PM‖ = cos(M1,M2)2k−1. (1.4)
Only estimates are known for r > 2; see, for example, [25, 30] for those which involve angles measured
between M1 ∩ . . . ∩Mi and Mi+1, i = 1, . . . , r − 1, and [3, 31] for those which are expressed using the
so-called inclination number. At this point, recall that
cos(M1,M2) < 1 ⇐⇒ M⊥1 +M⊥2 is closed; (1.5)
see, for example, [16, 8] and [17, Theorem 9.35 and p. 235] for detailed historical notes. Equivalence
(1.5) may also be deduced from Theorems 1.2 and 1.5.
A result analogous to Theorem 1.5 has been established in [33] for the simultaneous projection method.
Indeed, let the product space Hr := Hr = H × . . . × H be equipped with the inner product 〈x,y〉r :=
1
r
∑r
i=1〈xi, yi〉 and the induced norm ‖x‖r :=
√〈x,x〉r , where x = {x1, . . . , xr}, y = {y1, . . . , yr}.
Moreover, let Cr :=M1×·×Mr ⊂ Hr andDr := {{x, . . . , x} : x ∈ H} ⊂ Hr, and denote by cosr(Cr,Dr)
the corresponding cosine of the Friedrichs angle in Hr; see (2.10) and Remark 2.6.
Theorem 1.6 (Optimal Error Bound). For each k = 1, 2, . . . , we have∥∥∥∥∥∥
(
1
r
r∑
i=1
PMi
)k
− PM
∥∥∥∥∥∥ = cosr(Cr,Dr)2k. (1.6)
In particular, when r = 2, we get cos2(C2,D2)
2 = 12 +
1
2 cos(M1,M2).
Recall that the alternating projection formalization introduced above is due to Pierra [29], who ob-
served that for each x ∈ H, x = (x, . . . , x) and k = 1, 2, . . ., we have ‖(1r
∑r
i=1 PMi)
k(x) − PM (x)‖ =
‖(PDrPCr )k(x)−PCr∩Dr (x)‖r. Note here that by simply combining this with Theorem 1.5, we only ob-
tain an upper bound given by cosr(Cr,Dr)
2k−1. The properties of the cosine cosr(Cr,Dr) were studied
in [3], where equality (1.6) was shown for k = 1.
It turns out that when r = 2, the cosine of the Friedrichs angle appears in the optimal rate estimates for
many other well-known projection methods. See, for example, [7] for the relaxed alternating projection
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method, [6] for the Douglas-Rachford method or [1] for the method of averaged alternating modified
reflections. We refer the interested reader to [1, Table 1], where one can find an elegant comparison of
rates.
1.2 Contribution and Organization of the Paper
The purpose of the present paper is to investigate the asymptotic properties of the simultaneous projection
operator, analogous to those mentioned above, in the case where the number of subspaces Mi is possibly
countably infinite, that is, when r ∈ Z+ ∪ {∞}. The aforesaid operator is defined by Tω :=
∑r
i=1 ωiPMi ,
where ω = {ωi}ri=1 is a vector/sequence of weights ωi ∈ (0, 1) the sum of which equals one.
We carry out our study by adjusting the product space formalization of Pierra. For this purpose, for
each operator Tω, we define the weighted product space (Hω, 〈·, ·〉ω), which is the analogue of (Hr, 〈·, ·〉r),
the subspaces Cω and Dω in Hω, which correspond to Cr and Dr in Hr and finally, the cosine of the
Friedrichs angle cosω(Cω ,Dω), which is an analogue of cosr(Cr,Dr); see Section 2 for fully-fledged
definitions, notation and basic properties. We note here only that for r = ∞ the product space Hω
coincides with ℓ2ω(H) := {x = {xi}∞i=1 : xi ∈ H and
∑∞
i=1 ωi‖xi‖2 <∞}.
We begin this study in Section 3 by showing the explicit connection between the operator Tω, the
projection onto M and the projections onto Cω, Dω and Cω ∩Dω . Within this framework, we establish
that the iterates of the simultaneous projection method {T kω (x)}∞k=1 converge in norm to PM (x) for each
starting point x ∈ H, even when r = ∞. Moreover, using the powers of cosω(Cω ,Dω)2, we find an
expression for the norm ‖T kω − PM‖, which, when smaller than 1, becomes the optimal error bound for
linear convergence.
In Section 4 we present a detailed study of the cosine cosω(Cω,Dω). In particular, we provide
an alternative formula for it, where the supremum is taken over a possibly smaller set (Lemma 4.1).
Furthermore, we find a new estimate, which, depending on the weights ω, may hold as a strict inequality,
or as an equality (see Lemma 4.3 and Example 4.8). The important property of this estimate is that it
must hold as an equality whenever the subspacesCω andDω are parallel and in this case the equality holds
for all weights ω (Theorem 4.9). On the other hand, we show that the cosine can be easily evaluated
when the subspaces Mi are pairwise orthogonal (Proposition 4.7). In addition, we point out that by
reducing the multiple copies of the subspaces Mi, the cosine cosω(Cω,Dω) can be computed in a simpler
manner. For this reason we introduce a rearrangement lemma (see the Appendix). On the other hand,
when r =∞, we can approximate the cosine cosω(Cω ,Dω) by a limit process of cosines between Cq and
Dq defined in smaller product spaces, where q ∈ Z+ and q →∞.
In Section 5 we return to the asymptotic properties of the simultaneous projection method. Build-
ing on the idea of ℓ2-summability, we replace the subspace
∑r
i=1M
⊥
i , which plays a central role in
Theorems 1.2–1.4, by another ω-dependent subspace, which for r = ∞ becomes {∑∞i=1 ωixi : xi ∈
M⊥i ,
∑∞
i=1 ωi‖xi‖2 < ∞}; see (2.18). We show that this subspace, which we denote by Aω(C⊥ω ), plays
a similar role to that of
∑r
i=1M
⊥
i . In particular, the closedness of this subspace, or lack thereof, deter-
mines the dichotomy between linear and arbitrarily slow convergence. The latter case also implies the
super-polynomially fast convergence on some dense linear subspace of H. Moreover, Aω(C⊥ω ) becomes
the set of “good” starting points on which we always have at least a polynomial rate of convergence.
It is not difficult to see, that when r = ∞, the sets Aω(C⊥ω ) may differ for different sequences of
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weights ω; see Example 2.5. In spite of this, we find that the closedness of Aω(C
⊥
ω ) in H does not depend
on the weights ω, but only on the subspaces Mi themselves. To be more precise, we prove that if the set
Aω(C
⊥
ω ) is closed for one sequence of weights ω, then it must be closed for all sequences of weights and
be equal to M⊥ (see Theorem 4.9 in Section 4 phrased in the language of cosines and Proposition 2.4).
Hence it cannot happen that the rate of convergence is linear for one sequence ω, but is arbitrarily slow
for another one. This observation slightly strengthens the aforementioned dichotomy theorem.
2 Preliminaries
From now on, let
r ∈ Z+ ∪ {∞} (2.1)
and let
Ωr :=
{
{ωi}ri=1 : ωi > 0, i = 1, . . . , r,
r∑
i=1
ωi = 1
}
. (2.2)
In this section we extend the notation used in the introduction for the particular vector ω = {1/r, . . . , 1/r} ∈
Ωr to an arbitrary vector ω ∈ Ωr, when r ∈ Z+, and to an arbitrary sequence ω ∈ Ω∞, when r =∞.
For each ω ∈ Ωr, we define a weighted product ℓ2-space and an associated weighted inner product by
Hω :=

H
r, if r ∈ Z+,
ℓ2ω(H), if r =∞
and 〈x,y〉ω :=
r∑
i=1
ωi〈xi, yi〉, (2.3)
where ℓ2ω(H) := {x = {xi}∞i=1 : xi ∈ H and
∑∞
i=1 ωi‖xi‖2 < ∞} and where x = {xi}ri=1,y = {yi}ri=1 ∈
Hω. One can verify that the pair (Hω, 〈·, ·〉ω) is a Hilbert space. The induced norm on Hω and the
operator norm on B(Hω), the Banach space of all bounded linear operators on Hω, are both denoted by
‖ · ‖ω.
Proposition 2.1 (r = ∞). If x = {xi}∞i=1 ∈ Hω for some ω ∈ Ω∞, then the series
∑∞
i=1 ωixi is
absolutely convergent, hence unconditionally (compare with the Appendix).
Proof. Observe that ωi‖xi‖ < ωi for all i ∈ I := {i : ‖xi‖ < 1} and ωj‖xj‖ ≤ ωj‖xj‖2 for all j ∈ J :=
{j : ‖xj‖ ≥ 1}. Consequently, for each n ≥ 1, we get
n∑
i=1
‖ωixi‖ =
∑
1≤i≤n
i∈I
ωi‖xi‖+
∑
1≤j≤n
j∈J
ωj‖xj‖ ≤
∑
1≤i≤n
i∈I
ωi +
∑
1≤j≤n
j∈J
ωj‖xj‖2 ≤ 1 + ‖x‖2ω <∞, (2.4)
with the convention that the summation over the empty set is zero. 
Consequently, for each ω ∈ Ωr, we can define the averaging operator Aω : Hω → H by
Aω(x) :=
r∑
i=1
ωixi, (2.5)
where x = {xi}ri=1 ∈ Hω. In particular, the unconditional convergence of Aω(x) for r = ∞ gives us a
lot of freedom in rearranging the summands in (2.5); see Lemma 6.1 in the Appendix. Moreover, Aω is
a norm one linear operator which for all x ∈ Hω and z ∈ H satisfies
〈Aω(x), z〉 =
〈
r∑
i=1
ωixi, z
〉
=
r∑
i=1
ωi〈xi, z〉. (2.6)
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Let Mi be a nontrivial (Mi 6= {0}) closed and linear subspace of H, i = 1, . . . , r, and let
M :=
r⋂
i=1
Mi. (2.7)
For each ω ∈ Ωr, the simultaneous projection operator Tω : H→ H is defined by
Tω(x) :=
r∑
i=1
ωiPMi(x), (2.8)
where x ∈ H. Note that Tω(x) = Aω({PMi(x)}ri=1) and
∑r
i=1 ωi‖PMi(x)‖2 ≤
∑r
i=1 ωi‖x‖2 = ‖x‖2 <∞
due to the equalities ‖PMi‖ = 1, i = 1, . . . , r. Hence, for r =∞, the series Tω(x) is absolutely convergent
by Proposition 2.1. Moreover, since each projection PMi is self-adjoint, this also holds for the simultaneous
projection Tω. Furthermore, by the convexity of ‖ · ‖, we have ‖Tω‖ ≤ 1 and FixTω = M . Indeed, the
inclusion M ⊂ FixTω is obvious and if there is x ∈ FixTω such that x /∈Mj for some j ∈ {1, . . . , r}, then
‖PMj (x)‖ < ‖x‖ and thus we arrive at a contradiction as ‖x‖ = ‖Tω(x)‖ ≤
∑r
i=1 ωi‖PMi(x)‖ < ‖x‖.
We now extend the definition for the product set Cr and the diagonal set Dr to
Cω := Hω ∩
r∏
i=1
Mi and Dω :=
{{x}ri=1 : x ∈ H}, (2.9)
respectively, where ω ∈ Ωr. It is not difficult to see that both Cω and Dω are closed and linear subspaces
of Hω. Obviously, when r < ∞, the intersection with Hω can be omitted. However, when r = ∞, the
weighted ℓ2-spaces Hω (and hence Cω) may be different for different ω ∈ Ω∞, as the following example
shows.
Example 2.2 (r = ∞). Let α > 0 and β > 1. Consider the weighted ℓ2-space Hω,β = ℓ2ω,β(H) with
weights ωi,β := 1/(i
βsβ), where sβ :=
∑∞
i=1 1/i
β. Moreover, let xα = {xi}∞i=1 be any sequence with
‖xi‖ = iα/2. Then xα ∈ Hω,β if and only if β > 1 + α. Consequently, for any fixed α > 0, we can find
β 6= β′ (for example, 1 < β′ < 1 + α < β) such that xα ∈ Hω,β, but xα /∈ Hω,β′ .
Following (1.3), for each ω ∈ Ωr, we define the cosine of the Friedrichs angle between two nontrivial
closed and linear subspaces M1,M2 of Hω by
cosω(M1,M2) := sup
{
〈x,y〉ω : x ∈M1 ∩ (M1 ∩M2)
⊥ ∩Bω,
y ∈M2 ∩ (M1 ∩M2)⊥ ∩Bω
}
∈ [0, 1], (2.10)
where Bω := {x ∈ Hω : ‖x‖ω ≤ 1}. We use the same symbol “⊥” for the orthogonal complement both
in H and in Hω. In this paper we are interested in the cosine between Cω and Dω and its connection to
Mω := Hω ∩
r∏
i=1
M and ∆ω :=
r∏
i=1
B, (2.11)
where B := {x ∈ H : ‖x‖ ≤ 1}. For this reason, we introduce the following configuration constant :
cω(M1,M2) := sup
{
〈x,y〉ω : x ∈M1 ∩ (M1 ∩M2)
⊥ ∩∆ω,
y ∈M2 ∩ (M1 ∩M2)⊥ ∩∆ω
}
∈ [0, 1]. (2.12)
We proceed with the following proposition.
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Proposition 2.3. Let ω ∈ Ωr. We have M⊥ω = Hω ∩
∏r
i=1M
⊥ and Dω ∩M⊥ω = Dω ∩ (Cω ∩Dω)⊥.
However, the inclusion
Cω ∩M⊥ω ⊂ Cω ∩ (Cω ∩Dω)⊥ (2.13)
is strict if M 6= {0} and Mj 6= M for some j ∈ {1, . . . , r}.
Proof. We begin by showing the first equality. It is not difficult to see that, by the definition ofMω, we
have Hω ∩
∏r
i=1M
⊥ ⊂M⊥ω . We now demonstrate the opposite inclusion “⊃”. Indeed, let x = {xi}ri=1 ∈
M⊥ω . Then, 〈x,y〉ω = 0 for all y = {yi}ri=1 ∈Mω, where yi ∈M . By choosing j ∈ {1, . . . , r} and yi := 0
for all i 6= j, we obtain 〈xj , yj〉 = 0 for all yj ∈ M , and thus we must have xj ∈ M⊥. This argument,
when repeated for all j ∈ {1, . . . , r}, shows that x ∈ Hω ∩
∏r
i=1M
⊥, as asserted.
Next we show the second equality and inclusion (2.13). To this end, observe that, by the definition
of Cω and Dω , we get
Cω ∩Dω = {{x}ri=1 : x ∈M} . (2.14)
Consequently, by using the first equality, we see that
Dω ∩M⊥ω =
{{x}ri=1 : x ∈M⊥}
= {{x}ri=1 : 〈x, y〉 = 0 for all y ∈M}
= {x ∈ Dω : 〈x,y〉ω = 0 for all y ∈ Cω ∩Dω}
= Dω ∩ (Cω ∩Dω)⊥ (2.15)
and
Cω ∩M⊥ω =
{{xi}ri=1 ∈ Hω : xi ∈Mi ∩M⊥, i = 1, . . . , r}
⊂
{
{xi}ri=1 ∈ Hω : xi ∈Mi, i = 1, . . . , r,
∑r
i=1
ωixi ∈M⊥
}
= Cω ∩ (Cω ∩Dω)⊥. (2.16)
Finally, we show that inclusion (2.13) is strict. The assumptionMj 6= M guarantees that the subspace
Mj ∩M⊥ is nontrivial. Indeed, by the orthogonal decomposition theorem (that is, I = PM + PM⊥), for
any x ∈Mj \M , the point xj := PM⊥(x) = x− PM (x) 6= 0 and xj ∈Mj ∩M⊥.
Let m ∈M be nonzero. Define y = {yi}ri=1 by yj := 1ωj (m+ xj), yj+1 := − 1ωj+1m and yi := 0 for all
i 6= j, j + 1. Then y /∈ Cω ∩M⊥ω since yj /∈ Mj ∩M⊥. On the other hand, yi ∈ Mi for all i = 1, . . . , r,
and, moreover, for any m′ ∈M , we have
r∑
i=1
ωi〈yi,m′〉 = 〈(m+ xj)−m,m′〉 = 〈xj ,m′〉 = 0, (2.17)
which proves that y ∈ Cω ∩ (Cω ∩Dω)⊥. 
In the next proposition we show the connections among the sets Cω,Dω and the averaging operator
Aω. When r ∈ Z+, equality (2.19) can be found in [17, Theorem 4.6 (5)].
Proposition 2.4. Let ω ∈ Ωr. We have C⊥ω = Hω ∩
∏r
i=1 C
⊥
i and D
⊥
ω = N (Aω) – the null space of Aω.
Consequently the subspace C⊥ω +D
⊥
ω is closed in Hω if and only if the subspace
Aω(C
⊥
ω ) =


∑r
i=1M
⊥
i , if r ∈ Z+,{∑∞
i=1 ωixi : xi ∈M⊥i ,
∑∞
i=1 ωi‖xi‖2 <∞
}
, if r =∞
(2.18)
7
is closed in H. Moreover,
Aω(C⊥ω ) =M
⊥. (2.19)
Proof. The first equality can be established by using an argument similar to the one presented in the
proof of Proposition 2.3 with M replaced by Mj .
In order to show the second equality, take x ∈ D⊥ω . Then, by (2.6), for all y = {y}ri=1 ∈ Dω, we
have 〈x,y〉ω = 〈Aω(x), y〉 = 0. In particular, by taking y := Aω(x), we see that Aω(x) = 0, that is,
x ∈ N (Aω). On the other hand, it is easy to see that when x ∈ N (Aω), then for all y = {y}ri=1 ∈ Dω,
we have 0 = 〈Aω(x), y〉 = 〈x,y〉ω , that is, x ∈ D⊥ω . This shows the second equality.
Recall that Aω is linear and bounded. In view of [23, Lemma, section 17H], the set Aω(C
⊥
ω ) is closed
in H if and only if C⊥ω +N (Aω) is closed in Hω. The equalities in (2.18) follow from the above discussion.
We now focus on (2.19), where we first show that
(
Aω(C
⊥
ω )
)⊥
= M. (2.20)
It is not difficult to see that M ⊂ (Aω(C⊥ω ))⊥. In order to demonstrate the opposite inclusion “⊃”, take
x ∈ (Aω(C⊥ω ))⊥. Consequently, for all y = {yi}ri=1 ∈ C⊥ω (hence yi ∈ M⊥i ), we have 〈x,Aω(y)〉 = 0. In
particular, by choosing j ∈ {1, . . . , r} and setting yi := 0 for all i 6= j, we obtain that 〈x, yj〉 = 0 for all
yj ∈M⊥j . This, when combined with the factMj is a closed linear subspace, implies that x ∈M⊥⊥j =Mj ;
see, for example, [17, Theorem 4.5 (8)]. The arbitrariness of j ∈ {1, . . . , r} yields that x ∈M .
We now return to (2.19). Recall that, when L is a linear subspace of H which is not necessarily closed,
then L⊥ = (L)⊥; see [17, Theorem 4.5 (2)]. Consequently, by (2.20),
M⊥ =
(
Aω(C
⊥
ω )
)⊥⊥
=
(
Aω(C⊥ω )
)⊥⊥
= Aω(C⊥ω ), (2.21)
which completes the proof. 
Note that similarly to Example 2.2, when r = ∞, the sets Aω(C⊥ω ) may be different for different
ω ∈ Ω∞.
Example 2.5 (r =∞). Assume that H is separable and let {ei}∞i=1 be a norm-one Schauder basis of it.
Let M⊥i := span{ei}. Consider two spaces, Hω,β and Hω,β′, with
ε > 0, α > 0, β := 1 + α+ ε and α′ := α+ 2ε, β′ := 1 + α′. (2.22)
By using Example 2.2, we see that
xα := {iα/2ei}∞i=1 ∈ Hω,β and xα′ := {iα
′/2ei}∞i=1 /∈ Hω,β′. (2.23)
Consequently, y :=
sβ
sβ′
Aω,β(xα) ∈ Aω,β(C⊥ω,β). Note that, by the choice of the ei’s, the representation of
y =
1
s′β
∞∑
i=1
1
iβ′
(
i[α+2(β
′−β)]/2ei
)
=
1
s′β
∞∑
i=1
1
iβ′
(
iα
′/2ei
)
(2.24)
is unique. Hence, by (2.23), we see that y /∈ Aω,β′(C⊥ω,β′).
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Remark 2.6 (Notation). To emphasize that we refer to a particular vector ω = {1/r, . . . , 1/r} ∈ Ωr
for some r ∈ Z+, we may replace the subscript “ω” by the subscript “r” in all the above-mentioned
definitions. For example, we write
Hr, 〈·, ·〉r, ‖ · ‖r, Cr, Dr, Mr, ∆r, cosr(·, ·), cr(·, ·), Tr and Ar (2.25)
instead of
Hω, 〈·, ·〉ω , ‖ · ‖ω, Cω, Dω, Mω, ∆ω, cosω(·, ·), cω(·, ·), Tω and Aω , (2.26)
respectively. This coincides with the notation used in the introduction.
3 Alternating Projection Formalization of Pierra
In the next two results we bring out the connections among the operators Aω, PM and Tω, and the
projections PCω , PDω and PCω∩Dω .
Lemma 3.1. Let ω ∈ Ωr. For each x := {xi}ri=1 ∈ Hω, we have
PCω (x) = {PMi (xi)}ri=1 , (3.1)
PDω (x) = {Aω(x)}ri=1 (3.2)
and
PCω∩Dω(x) = {PM (Aω(x))}ri=1 . (3.3)
Proof. Recall that for a closed and linear subspace L of H, we have
y = PL(x) ⇐⇒ y ∈ L and 〈x − y, z〉 = 0 ∀z ∈ L; (3.4)
see, for example, [17, Theorem 4.9]. Analogously, for a closed and linear subspace L of Hω, we have
y = PL(x) ⇐⇒ y ∈ L and 〈x− y, z〉ω = 0 ∀z ∈ L. (3.5)
We now consider each asserted equality separately.
By definition, y := {PMi(xi)}ri=1 ∈
∏r
i=1Mi. Moreover, using the equality ‖PMi‖ = 1, we see that
r∑
i=1
ωi‖PMi(xi)‖2 ≤
r∑
i=1
ωi‖xi‖2 = ‖x‖2ω <∞. (3.6)
This shows that y ∈ Hω and thus y ∈ Cω. Moreover, by (3.4) applied to L := Mi, i = 1, . . . , r, for each
z = {zi}ri=1 ∈ Cω, we have
〈x− y, z〉ω =
r∑
i=1
ωi〈xi − PMi(xi), zi〉 = 0. (3.7)
By (3.5), this shows (3.1).
By definition, y := {Aω(x)}ri=1 ∈ Dω . Moreover, by (2.6), for each z = {z}ri=1 ∈ Dω, we have
〈x− y, z〉ω =
r∑
i=1
ωi〈xi −Aω(x), z〉 =
〈
r∑
i=1
ωi(xi − Aω(x)), z
〉
= 〈Aω(x) −Aω(x), z〉 = 0. (3.8)
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Again, by (3.5), this proves (3.2).
Finally, let now y := {PM (Aω(x))}ri=1. It is clear that, by definition, y ∈ Cω∩Dω = {x = {x}ri=1 : x ∈
M}. By (2.6) and (3.4), for any z = {z}ri=1 ∈ Cω ∩Dω, we have
〈x − y, z〉ω =
r∑
i=1
ωi〈xi − PM (Aω(x)), z〉 =
〈
r∑
i=1
ωi
(
xi − PM (Aω(x))
)
, z
〉
= 〈Aω(x) − PM (Aω(x)), z〉 = 0. (3.9)
This, in view of (3.5), proves the last equality. 
Theorem 3.2. Let ω ∈ Ωr. For each x ∈ H and x := {x}ri=1, we have
‖T kω(x) − PM (x)‖ = ‖(PDωPCω )k(x)− PCω∩Dω (x)‖ω → 0 as k →∞. (3.10)
Proof. Using (3.1), (3.2) and induction with respect to k, we see that the equality
(PDωPCω )
k(x) = {T kω(x)}ri=1 (3.11)
holds for all x ∈ H and x := {x}ri=1 ∈ Hω. This, when combined with (3.3), leads to
‖T kω(x) − PM (x)‖ = ‖{T kω(x)}ri=1 − {PM (x)}ri=1‖ω = ‖(PDωPCω )k(x)− PCω∩Dω (x)‖ω, (3.12)
which proves the equality in (3.10). The norm convergence of the alternating projection method follows
from Theorem 1.1 applied to M1 := Cω and M2 := Dω in Hω. 
Theorem 3.3 (Exact Norm Value). Let ω ∈ Ωr. For each k = 1, 2, . . . , we have
‖T kω − PM‖ = ‖(PDωPCωPDω )k − PCω∩Dω‖ω = cosω(Cω,Dω)2k ≤ 1. (3.13)
Proof. The proof follows the argument in [33, Theorem 7]. We give it here for the convenience of the
reader.
Recall that the operator Tω is self-adjoint, ‖Tω‖ ≤ 1 and FixTω = M (compare with Section 2).
Moreover, for each i = 1, . . . , r, the projection PMi commutes with PM , that is,
PMPMi = PMiPM = PM ; (3.14)
see [17, Lemma 9.2]. Consequently, the operator Tω commutes with PM too and we have
PMTω = TωPM = PM . (3.15)
By using [33, Lemma 6], we get ‖T kω − PM‖ = ‖Tω − PM‖k.
On the other hand, the operator T := PDωPCωPDω is also self-adjoint, ‖T‖ω ≤ 1 and FixT =
Cω ∩Dω. Note that similarly to (3.14), the projections PCω and PDω commute with PCω∩Dω , where
PCω∩Dω = PCω∩DωPCω = PCωPCω∩Dω = PCω∩DωPDω = PDωPCω∩Dω . (3.16)
This leads to
PCω∩DωT = TPCω∩Dω = PCω∩Dω . (3.17)
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Again, by using [33, Lemma 6], but this time in Hω, we obtain ‖Tk − PCω∩Dω‖ω = ‖T− PCω∩Dω‖kω.
In order to complete the proof, it suffices to show the equalities of (3.13) only for k = 1. By the
properties of the adjoint operation “∗” and by Theorem 1.5, we obtain
‖PDωPCωPDω − PCω∩Dω‖ = ‖PDωPCωPCωPDω − PCω∩Dω‖
= ‖(PDωPCω − PCω∩Dω )(PCωPDω − PCω∩Dω )‖
= ‖(PDωPCω − PCω∩Dω )(PDωPCω − PCω∩Dω )∗‖
= ‖PDωPCω − PCω∩Dω‖2
= cosω(Cω ,Dω)
2. (3.18)
Let Bω := {x : ‖x‖ω ≤ 1}. Since PDω (Bω) = Dω ∩Bω, we see that
‖PDωPCωPDω − PCω∩Dω‖ = ‖PDωPCωPDω − PCω∩DωPDω‖
= sup {‖PDωPCωPDω (x)− PCω∩DωPDω (x)‖ | x ∈ Bω}
= sup {‖PDωPCω (y)− PCω∩Dω (y)‖ | y ∈ PDω (Bω)}
= sup {‖PDωPCω (y)− PCω∩Dω (y)‖ | y ∈ Dω ∩Bω}
= sup {‖Tω(y)− PM (y)‖ | y ∈ H and ‖y‖ ≤ 1}
= ‖Tω − PM‖. (3.19)
This completes the proof. 
Note that equality (3.13) becomes useful only when cosω(Cω,Dω) < 1 in which case it turns into the
optimal error bound. We return to this inequality in Theorems 4.9 and 5.1 below.
4 Properties of the Cosine cosω(Cω,Dω)
In the next two lemmata, we show that the set (Cω ∩Dω)⊥ can be replaced by its subsetM⊥ω in the def-
initions of cosω(Cω,Dω) and cω(Cω,Dω), despite the discussion concerning the inclusion of Proposition
2.3.
Lemma 4.1. Let ω ∈ Ωr. The following equality holds:
cosω(Cω,Dω) = sup
{
〈x,y〉ω : x ∈ Cω ∩M
⊥
ω ∩Bω,
y ∈ Dω ∩M⊥ω ∩Bω
}
= sup
{
r∑
i=1
ωi〈xi, y〉 : xi ∈Mi ∩M
⊥, i = 1, . . . , r,
∑r
i=1 ωi‖xi‖2 ≤ 1,
y ∈M⊥, ‖y‖ ≤ 1
}
. (4.1)
Proof. Denote the right-hand side of (4.1) by α and observe that, by the inclusion Cω ∩M⊥ω ⊂ Cω ∩
(Cω ∩Dω)⊥, we have cosω(Cω ,Dω) ≥ α. We now show that cosω(Cω,Dω) ≤ α.
Note first that, analogously to (3.14), for each i = 1, . . . , r, we have
PM⊥PMi = PMiPM⊥ = PMi∩M⊥ . (4.2)
Indeed, when x ∈Mi, by (3.14) and using the orthogonal decomposition theorem, we see that
PM⊥(x) = PM⊥PMi(x) = PMi(x)− PMPMi(x) = PMi(x) − PM (x) ∈Mi, (4.3)
that is, PM⊥(Mi) ⊂Mi. Hence we may again apply [17, Lemma 9.2] to obtain (4.2).
Let x = {xi}ri=1 ∈ Hω be such that xi ∈Mi, i = 1, . . . , r, and let y ∈M⊥. Using (4.2), we arrive at
〈xi, y〉 = 〈PM (xi) + PM⊥(xi), y〉 = 〈PM⊥PMi(xi), y〉 = 〈PMi∩M⊥(xi), y〉. (4.4)
Furthermore, by (3.14) and (4.2), we obtain
‖xi‖2 = ‖PMi∩M (xi)‖2 + ‖PMi∩M⊥(xi)‖2. (4.5)
Therefore,
cosω(Cω,Dω) = sup
{
r∑
i=1
ωi〈xi, y〉 : xi ∈Mi, i = 1, . . . , r,
∑r
i=1 ωixi ∈M⊥,∑r
i=1 ωi‖xi‖2 ≤ 1, y ∈M⊥, ‖y‖ ≤ 1
}
≤ sup
{
r∑
i=1
ωi〈xi, y〉 : xi ∈Mi, i = 1, . . . , r,
∑r
i=1 ωi‖xi‖2 ≤ 1,
y ∈M⊥, ‖y‖ ≤ 1
}
≤ sup
{
r∑
i=1
ωi〈xi, y〉 : xi ∈Mi, i = 1, . . . , r,
∑r
i=1 ωi‖PMi∩M⊥(xi)‖2 ≤ 1,
y ∈M⊥, ‖y‖ ≤ 1
}
= sup
{
r∑
i=1
ωi〈zi, y〉 : zi ∈Mi ∩M
⊥, i = 1, . . . , r,
∑r
i=1 ωi‖zi‖2 ≤ 1,
y ∈M⊥, ‖y‖ ≤ 1
}
= sup
{
〈z,y〉ω : z ∈ Cω ∩M
⊥
ω , ‖z‖ω ≤ 1,
y ∈ Dω ∩M⊥ω , ‖y‖ω ≤ 1
}
= α, (4.6)
where in the first two inequalities, we take the supremum over a larger set. In the fourth line the equality
holds since for every x = {xi}ri=0 ∈ Hω such that xi ∈ Mi and
∑r
i=1 ωi‖PMi∩M⊥(xi)‖2 ≤ 1, there is at
least one z = {zi}ri=0 ∈ Hω with zi ∈ Mi ∩M⊥ and ‖z‖2ω ≤ 1 for which the equality
∑r
i=1 ωi〈xi, y〉 =∑r
i=1 ωi〈zi, y〉 holds for all y ∈M⊥. For example, by (4.4), one can take zi := PMi∩M⊥(xi). This shows
that cosω(Cω,Dω) = α. 
Lemma 4.2. Let ω ∈ Ωr. The following equality holds:
cω(Cω,Dω) = sup
{
〈x,y〉ω : x ∈ Cω ∩M
⊥
ω ∩∆ω,
y ∈ Dω ∩M⊥ω ∩∆ω
}
= sup
{
r∑
i=1
ωi〈xi, y〉 : xi ∈Mi ∩M
⊥, ‖xi‖ ≤ 1, i = 1, . . . , r
y ∈M⊥, ‖y‖ ≤ 1
}
. (4.7)
Proof. The argument is similar to the one presented in the proof of Lemma 4.1, where one should write
“supi=1,...,r ‖ · ‖ ≤ 1” instead of “
∑r
i=1 ωi‖ · ‖2 ≤ 1” in (4.6). We leave the details to the reader. 
Lemma 4.3. Let ω ∈ Ωr. The following estimates hold:
cosω(Cω,Dω)
2 ≤ cω(Cω ,Dω) ≤ cosω(Cω,Dω). (4.8)
Proof. By Theorem 3.3, we obtain
cosω(Cω,Dω)
2 = ‖Tω − PM‖ = sup
{∥∥∥∥∥
r∑
i=1
ωi(PMi (x)− PM (x))
∥∥∥∥∥ : x ∈M⊥, ‖x‖ ≤ 1
}
. (4.9)
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Note that, by (4.2), for all x ∈M⊥, we have
PMi(x) − PM (x) = PMi(x) = PMiPM⊥ (x) = PMi∩M⊥(x) ∈Mi ∩M⊥ (4.10)
and ‖PMi∩M⊥(x)‖ ≤ ‖x‖ ≤ 1. Consequently,
cosω(Cω,Dω)
2 ≤ sup
{∥∥∥∥∥
r∑
i=1
ωixi
∥∥∥∥∥ : xi ∈Mi ∩M⊥, i = 1, . . . , r, ‖xi‖ ≤ 1
}
. (4.11)
By the Riesz representation theorem, (2.6), the assumption that xi ∈ Mi ∩ M⊥ and the fact that∑r
i=1 ωixi ∈M⊥, we get∥∥∥∥∥
r∑
i=1
ωixi
∥∥∥∥∥ = sup
{
r∑
i=1
ωi〈xi, y〉 : y ∈M⊥, ‖y‖ ≤ 1
}
≤ cω(Cω,Dω). (4.12)
This, when combined with (4.11), proves the first inequality in (4.8). The second inequality in (4.8) is
trivial. 
Remark 4.4. Let ω ∈ Ωr and assume that J := {j : Mj 6= M} 6= ∅. Note that Mj ∩M⊥ 6= {0} for all
j ∈ J and Mj ∩M⊥ = {0} whenever j /∈ J ; compare with the proof of Proposition 2.3. It is not difficult
to show that
cosω(Cω,Dω) = sup


∑
j∈J
ωj〈xj , y〉 : xj ∈Mj ∩M
⊥,
∑
j∈J ωj‖xj‖2 = 1,
y ∈M⊥, ‖y‖ = 1

 (4.13)
= sup


∥∥∥∥∥∥
∑
j∈J
ωjxj
∥∥∥∥∥∥ : xj ∈Mi ∩M⊥,
∑
j∈J
ωj‖xj‖2 = 1

 (4.14)
= sup

 ‖
∑
j∈J ωjxj‖√∑
j∈J ωj‖xj‖2
: xj ∈Mj ∩M⊥, 0 6=
∑
j∈J
ωj‖xj‖2 <∞

 (4.15)
and
cω(Cω,Dω) = sup


∑
j∈J
ωj〈xj , y〉 : xj ∈Mj ∩M
⊥, ‖xj‖ = 1,
y ∈M⊥, ‖y‖ = 1

 (4.16)
= sup


∥∥∥∥∥∥
∑
j∈J
ωjxj
∥∥∥∥∥∥ : xj ∈Mj ∩M⊥, ‖xj‖ = 1

 . (4.17)
Theorem 4.5 (Reduction to Unique Subspaces). Let q ∈ Z+∪{∞} be such that q ≤ r, let Lj be nontrivial,
closed and linear subspaces of H, j = 1, . . . , q, and let L be their intersection. Moreover, let {Ij}qj=1 consist
of nonempty, pairwise disjoint subsets of {1, . . . , r}, possibly infinite, such that ⋃qj=1 Ij = {1, . . . , r}, and
assume that Mi = Lj for all i ∈ Ij. Then,
cosω(Cω,Dω) = cosλ(Eλ,Dλ) and cω(Cω,Dω) = cλ(Eλ,Dλ), (4.18)
where λ := {λj}qj=1 ∈ Ωq with λj :=
∑
i∈Ij ωi and where (compare with (2.9)) Eλ := Hλ ∩
∏q
j=1 Lj.
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Proof. We demonstrate only the first equality in (4.18) by using Lemma 4.1. A similar argument, when
combined with Lemma 4.2, can be used to establish the second equality in (4.18).
In order to show the inequality cosω(Cω,Dω) ≤ cosλ(Eλ,Dλ), for each pair of points
x = {xi}ri=1 ∈ Cω ∩M⊥ω ∩Bω and y = {y}ri=1 ∈ Dω ∩M⊥ω ∩Bω (4.19)
in Hω we define another pair
u = {uj}qj=1 ∈ Eλ ∩ L⊥λ ∩Bλ and v = {v}qj=1 ∈ Dλ ∩ L⊥λ ∩Bλ (4.20)
in Hλ which satisfies
〈x,y〉ω = 〈u,v〉λ, (4.21)
where analogously to (2.11), Lλ := Hλ ∩
∏q
j=1 L. To this end, for each j ∈ {1, . . . , q}, define uj :=
1
λj
∑
i∈Ij ωixi. Notice that uj is well defined and uj ∈ Lj. Moreover, we have
∑r
i=1 ωixi =
∑q
j=1 λjuj,
where for r =∞ we use Lemma 6.1. By the convexity of ‖ · ‖2,
q∑
j=1
λj‖uj‖2 =
q∑
j=1
λj
∥∥∥∥∥
∑
i∈IJ
ωi
λj
xi
∥∥∥∥∥
2
≤
q∑
j=1
λj
∑
i∈Ij
ωi
λj
‖xi‖2 = ‖x‖2ω <∞, (4.22)
that is, u ∈ Hλ. On the other hand, since L = M , we can define v := y. It is not difficult to see that
with the above defined u and v, equality (4.21) holds.
In order to prove the opposite inequality cosω(Cω,Dω) ≥ cosλ(Eλ,Dλ), this time for each pair in
(4.20) we define the corresponding pair in (4.19), for which again equality (4.21) holds. It suffices to take
xi := uj for all i ∈ Ij and y := v. Indeed, by assumption, xi ∈ Mi. Moreover,
∑
i∈Ij ωixi = λjuj, hence∑r
i=1 ωixi =
∑q
j=1 λjuj. Furthermore,
r∑
i=1
ωi‖xi‖2 =
q∑
j=1
λj‖uj‖2 = ‖u‖2λ <∞, (4.23)
which shows that x ∈ Hω. Clearly, equality (4.21) holds for the pair (x,y) defined above. This completes
the proof. 
Theorem 4.6 (Approximation, r =∞). Let ω ∈ Ω∞. Then
cosω(Cω,Dω) = lim
q→∞ cosλq (Cλq ,Dλq ) and cω(Cω ,Dω) = limq→∞ cλq (Cλq ,Dλq ), (4.24)
where λq :=
{
ω1
sq
, . . . ,
ωq
sq
}
∈ Ωq with sq :=
∑q
i=1 ωi.
Proof. We only show the first equality in (4.24). A similar argument can be employed to prove the
second equality.
Note that for all q = 2, 3, . . . , we have sq < sq+1 < 1, N
⊥
q ⊂ N⊥q+1 ⊂M⊥, where Nq :=
⋂q
i=1Mi and
Cλq ∩M⊥λq ∩Bλq =
{
{xi}qi=1 :
xi ∈Mi ∩N⊥q , i = 1, . . . , q,∑q
i=1 ωi‖xi‖2 ≤ sq
}
. (4.25)
Consequently, if {x1, . . . , xq} ∈ Cλq ∩M⊥λq ∩ Bλq then {x1, . . . , xq, 0} ∈ Cλq+1 ∩M⊥λq+1 ∩ Bλq+1 and
analogously {x1, . . . , xq, 0, 0, . . .} ∈ Cω ∩M⊥ω ∩Bω. Hence, by Lemma 4.1,
sq cosλq (Cλq ,Dλq ) ≤ sq+1 cosλq+1(Cλq+1 ,Dλq+1 ) ≤ cosω(Cω,Dω) (4.26)
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and thus the sequence {sq cosλq (Cλq ,Dλq )}∞q=2 is monotone and bounded, and therefore converges to
some number α. Moreover, α ≤ cosω(Cω,Dω).
In order to show the opposite inequality α ≥ cosω(Cω,Dω), we first demonstrate that for each pair
x = {xi}∞i=1 ∈ Cω ∩M⊥ω ∩Bω and y = {y}∞i=1 ∈ Cω ∩M⊥ω ∩Bω (4.27)
in Hω and for each ε > 0, we can find another pair
xq = {xq,i}qi=1 ∈ Cλq ∩M⊥λq ∩Bλq and yq = {yq}qi=1 ∈ Cλq ∩M⊥λq ∩Bλq (4.28)
in Hλq such that
〈x,y〉ω ≤ sq〈xq,yq〉λq + ε. (4.29)
To this end, choose n so that the tail satisfies
∑∞
i=n+1 ωi〈xi, y〉 < ε2 . For each q > n, define
xq,i :=


√
sq · PMi∩N⊥q (xi), if i = 1, . . . , n
0, otherwise
and yq :=
√
sq · PN⊥q (y). (4.30)
Note that xq and yq indeed satisfy (4.28) as ‖xq‖λq ≤ 1 and ‖yq‖ ≤ 1.
On the other hand, the decreasing sequence of sets {Nq}∞q=2 converges to M in the sense of Mosco;
see [28, Definition 1.2 and Lemma 3.1]. This, when combined with [35, Theorem 3.2], implies that for all
x ∈ H, we get PNq (x) → PM (x) as q → ∞ and further, PN⊥q (x) = x − PNq (x) → x − PM (x) = PM⊥(x)
as q →∞. In this connection, see also [24, Proposition 7] and [9, Lemma 4.2].
In particular, using the assumptions that xi ∈Mi∩M⊥, y ∈M⊥ and the equality PMi∩N⊥q = PN⊥q PMi
(compare with (4.2)), we obtain
xq,i → PM⊥(xi) = xi and yq → PM⊥(y) = y (4.31)
as q → ∞. Consequently, for all large enough q and for all i = 1, . . . , n, we reach the inequality
〈xi, y〉 ≤ 〈xq,i, yq〉+ ε2n , which leads to
〈x,y〉ω ≤
n∑
i=1
ωi〈xi, y〉+ ε
2
≤
n∑
i=1
ωi〈xq,i, yq〉+ ε = sq〈xq,yq〉λq + ε. (4.32)
This shows (4.29), as claimed.
We are now ready to return to the inequality α ≥ cosω(Cω,Dω). Indeed, by (4.29), and by the
monotonicity of the sequence {sq cosλq (Cλq ,Dλq )}∞q=2, we have
〈x,y〉ω ≤ sq〈xq,yq〉λq + ε ≤ sq cosλq (Cλq ,Dλq ) + ε ≤ α+ ε. (4.33)
By taking the supremum over all x and y satisfying (4.27), we obtain that cosω(Cω,Dω) ≤ α+ ε, which
proves the asserted inequality and hence completes the proof. 
Proposition 4.7. Let ω ∈ Ωr and assume that the subspaces M1, . . . ,Mr are nontrivial and pairwise
orthogonal. Then
cω(Cω,Dω) =
√√√√ r∑
i=1
ω2i and cosω(Cω,Dω) =
√
sup
i=1,...,r
ωi. (4.34)
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Proof. Observe first that we must have J := {j : Mj 6= M} = {1, . . . , r}. Otherwise, there would be
a pair i and j for which Mi = M ⊂ Mj and Mi ⊥ Mj , which is possible only when Mi = {0}, a
contradiction. Moreover, supi ωi = ωj for some j ∈ {1, . . . , r}, even when r = ∞. By the assumed
pairwise orthogonality, for all {xi}ri=1 with xi ∈Mi ∩M⊥ and
∑r
i=1 ωi‖xi‖2 = 1, we have∥∥∥∥∥
r∑
i=1
ωixi
∥∥∥∥∥
2
=
r∑
i=1
ω2i ‖xi‖2 ≤ ωj
r∑
i=1
ωi‖xi‖2 = ωj . (4.35)
Thus, by (4.14), cosω(Cω,Dω) ≤ ωj . On the other hand, when ‖xj‖ = 1√ωj , the assumption
∑∞
i=1 ωi‖xi‖2 =
1 implies that ‖xi‖ = 0 for all i 6= j. Hence, in this case, ‖
∑r
i=1 ωixi‖2 = ωj and therefore cosω(Cω,Dω) =
ωj. In view of (4.17) and (4.35), it is not difficult to see that cω(Cω,Dω) =
√∑r
i=1 ω
2
i . 
In the next example, we show that the equality or inequality between cω(Cω,Dω) and cosω(Cω ,Dω)
may depend on the weights ω ∈ Ωr.
Example 4.8. Let q ∈ Z+ be such that q ≤ r and let L1, . . . , Lq be a tuple of nontrivial, closed and
linear subspaces of H, which are pairwise orthogonal. Assume that the list M1, . . . ,Mr consists only of
subspaces from L1, . . . , Lq and let λ ∈ Ωq be defined as in Theorem 4.5. Then, by Theorem 4.5 and
Proposition 4.7, we have cω(Cω ,Dω) =
√∑q
j=1 λ
2
j and cosω(Cω ,Dω) =
√
supj=1,...,q λj . We consider
two cases:
(a) If λj = 1/q for all j = {1, . . . , q}, then cω(Cω,Dω) = cosω(Cω,Dω) =
√
1/q.
(b) If λi := maxj=1,...,q λj > 1/q, then
∑q
j=1 λ
2
j < λi
∑q
j=1 λj = λi and consequently, cω(Cω,Dω) <
cosω(Cω ,Dω).
In spite of the previous example, the “parallel” alignment of the subspaces Mi does not depend on ω,
as we show in our next theorem.
Theorem 4.9. The following conditions are equivalent:
(i) There is λ = {λi}ri=1 ∈ Ωr such that cosλ(Cλ,Dλ) = 1.
(ii) For all ω = {ωi}ri=1 ∈ Ωr, we have cosω(Cω,Dω) = 1.
Proof. Assume that cosλ(Cλ,Dλ) = 1. It suffices to show that there is at least one sequence of pairs
{xk,yk}∞k=1, which for all ω ∈ Ωr satisfies
xk = {xk,i}ri=1 ∈ Cω ∩M⊥ω ∩Bω, yk = {yk}ri=1 ∈ Dω ∩M⊥ω ∩Bω (4.36)
and
lim
k→∞
〈xk,yk〉ω = 1. (4.37)
By Lemma 4.3, cλ(Cλ,Dλ) = 1. Observe that we must have J := {j : Mj 6= M} = {1, . . . , r}.
Otherwise, by (4.16) and by the Cauchy-Schwarz inequality (applied to each summand), we would arrive
at the following contradiction: 1 = cλ(Cλ,Dλ) ≤
∑
j∈J λj < 1. Consequently, by the definition of the
supremum in (4.16), for each k = 1, 2, . . ., there are
xk = {xk,i}ri=1, xk,i ∈Mi ∩M⊥, ‖xk,i‖ = 1 (4.38)
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and
yk = {yk}ri=1, yk ∈M⊥, ‖yk‖ = 1, (4.39)
which satisfy
1− 1
k
≤ 〈xk,yk〉λ =
r∑
i=1
λi〈xk,i, yk〉 ≤ 1. (4.40)
Without any loss to the generality we may assume that 〈xk,i, yk〉 ≥ 0 for all i = 1, . . . , r and all k = 1, 2, . . ..
Indeed, if 〈xk,i, yk〉 < 0 for some k and i then, by replacing “xk,i” by “−xk,i”, we can only increase the
number 〈xk,yk〉λ in (4.40).
Obviously, the above-defined sequence of pairs {xk,yk}∞k=1 satisfies (4.36) for all ω ∈ Ωr and (4.37)
for ω = λ. What remains to be shown is that {xk,yk}∞k=1 satisfies (4.37) for all ω ∈ Ωr. Before doing so,
we investigate the properties of 〈xk,i, yk〉 in more detail.
Note that by the Cauchy-Schwarz inequality, we have 〈xk,i, yk〉 ≤ 1. We now show that for each
i = 1, . . . , r, we have
lim
k→∞
〈xk,i, yk〉 = 1. (4.41)
Suppose to the contrary that
lim inf
k→∞
〈xk,j , yk〉 = lim
n→∞
〈xkn,j, ykn〉 = 1− ε (4.42)
for some j and some ε ∈ (0, 1], where {kn}∞n=1 is a subsequence of {k}∞k=1. By taking n large enough, we
may assume that 〈xkn,j , ykn〉 ≤ 1− ε2 . This, when combined with (4.40), leads to
1− 1
kn
≤ λj〈xkn,j , ykn〉+
∑
i6=j
λi〈xkn,i, ykn〉 ≤ λj(1−
ε
2
) +
∑
i6=j
λi = 1− λj ε
2
< 1, (4.43)
which is a contradiction since the left-hand side converges to one as n→∞.
We are now ready to show that the above-defined sequence of pairs {xk,yk}∞k=1 satisfies (4.37) for
all ω ∈ Ωr. Indeed, let ω ∈ Ωr. Moreover, let ε ∈ (0, 1) and let n ∈ {1, . . . , r} be an integer such
that
∑n
i=1 ωi ≥
√
1− ε. Obviously, when r ∈ Z+, we can take n := r. By (4.41), we may assume that
〈xk,i, yk〉 ≥
√
1− ε for all i = 1, 2, . . . , n and all large enough k ≥ Kn. Thus, for all k ≥ Kn, we arrive at
1 ≥ 〈xk,yk〉ω ≥
n∑
i=1
ωi〈xk,i, yk〉 ≥
n∑
i=1
ωi
√
1− ε ≥ 1− ε, (4.44)
which shows that 〈xk,yk〉ω → 1 as k → ∞. This proves (4.37) and completes the proof of the lemma
itself. 
Remark 4.10 (Erratum to [33]). As we have already observed in Proposition 2.3, Cω ∩M⊥ω may be a
proper subset of Cω ∩ (Cω ∩Dω)⊥ and equality need not hold. Consequently, the argument used in the
proof of [33, Theorem 8] preceding [33, equality (19)] was incorrect. However, Lemma 4.1 justifies the
validity of [33, equality (19)] because
cosω(Cω ,Dω) = sup
{
〈x,y〉ω
‖x‖ω‖y‖ω :
x ∈ Cω ∩M⊥ω , x 6= 0
y ∈ Dω ∩M⊥ω , y 6= 0
}
. (4.45)
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5 Asymptotic Properties of the Simultaneous Projection Method
In this section we oftentimes refer to the subspace Aω(C
⊥
ω ), the explicit form of which is given in Propo-
sition 2.4. We begin with a theorem which corresponds to equivalence (1.5).
Theorem 5.1. Let ω ∈ Ωr. The following conditions are equivalent:
(i) ‖Tω − PM‖ < 1;
(ii) cosω(Cω ,Dω) < 1;
(iii) The set Aω(C
⊥
ω ) is closed in H;
(iv) ‖PDωPCω − PCω∩Dω‖ω < 1;
(v) {Cω,Dω} is linearly regular;
(vi) C⊥ω +D
⊥
ω is closed in Hω.
Proof. By (1.5) applied to Cω and Dω, we have the equivalence between (ii) and (vi). Similarly, by
[9, Theorem 5.19] applied to Cω and Dω, we obtain the equivalence between (v) and (vi). Recall that
{Cω,Dω} is said to be linearly regular if the inequality max{d(x,Cω), d(x,Dω)} ≤ κd(x,Cω∩Dω) holds
for all x ∈ Hω and some κ > 0. Proposition 2.4 verifies the equivalence between (iii) and (vi). Finally,
by Theorems 3.3 and 1.1, we have
‖Tω − PM‖ = cosω(Cω ,Dω) = ‖PDωPCω − PCω∩Dω‖ω, (5.1)
which explains the equivalence between (i), (ii) and (iv). 
Theorem 5.2 (Dichotomy). Exactly one of the following two statements holds:
(i) For all ω ∈ Ωr, the set Aω(C⊥ω ) is closed in H. Then the sequence {T kω}∞k=1 converges linearly to
PM as k →∞ and the optimal error bound is given by
‖T kω (x)− PM (x)‖ ≤ cosω(Cω,Dω)2k · ‖x‖. (5.2)
(ii) For all ω ∈ Ωr, the set Aω(C⊥ω ) is not closed in H. Then the sequence {T kω}∞k=1 converges arbitrarily
slowly to PM as k →∞.
Proof. By combining Theorems 4.9 and 5.1, we see that either Aω(C
⊥
ω ) is closed for all ω ∈ Ωr or
Aω(C
⊥
ω ) is not closed for all ω ∈ Ωr. This shows the dichotomy between (i) and (ii).
If we assume as in (i) that Aω(C
⊥
ω ) is closed, then both the linear convergence and the optimality of
the estimate (5.2) follow from Theorems 3.3 and 5.1.
Assume now that Aω(C
⊥
ω ) is not closed, where ω ∈ Ωr. We show that the sequence {T kω}∞k=1 converges
arbitrarily slowly to PM as k → ∞. To this end, let {ak}∞k=1 ⊂ [0,∞) be a null sequence and let
{bk}∞k=1 := {a1, a1, a2, a3, . . . , }. By Theorem 5.1, we see that C⊥ω +D⊥ω is not closed in Hω. This, when
combined with Theorem 1.2, implies that the sequence {(PDωPCω )k}∞k=1 converges to PCω∩Dω arbitrarily
slowly as k →∞. In particular, there is x ∈ Hω, such that
‖(PDωPCω )k(x) − PCω∩Dω (x)‖ ≥ bk (5.3)
for all k = 1, 2, . . .. Note that y := PDωPCω (x) ∈ Dω, hence y = {y}ri=1 for some y ∈ H. Moreover,
PCω∩Dω (x) = PCω∩Dω(y) (compare with (3.16)). Consequently, by rewriting (5.3) in terms of y and ak,
and by Theorem 3.2, we arrive at
‖T kω(y)− PM (y)‖ = ‖(PDωPCω )k(y) − PCω∩Dω (y)‖ ≥ ak (5.4)
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for all k = 1, 2, . . .. This shows that the sequence {T kω}∞k=1 converges arbitrarily slowly to PM as k →∞,
as asserted. 
Theorem 5.3 (Super-polynomial Rate). Let ω ∈ Ωr and assume that the set Aω(C⊥ω ) is closed in H.
Then the sequence {T kω}∞k=1 converges super-polynomially fast to PM , as k → ∞, on some dense linear
subspace Yω ⊂ H.
Proof. The argument follows the proof of [33, Theorem 14]. In view of Theorem 5.1, the subspace
C⊥ω +D
⊥
ω is not closed. By Theorem 1.3 applied to Cω and Dω, there is a dense linear subspace Xω of
Hω on which the sequence {(PCωPDω )k}∞k=1 converges super-polynomially fast to PCω∩Dω . Define
Yω := PDω (Xω) and Yω := {y ∈ H : y = {y}ri=1 ∈ Yω}. (5.5)
Note that the linearity of PDω implies thatYω and Yω are both linear subspaces ofHω andH, respectively.
Let y ∈ Yω and x ∈ Xω be such that y = {y}ri=1 = PDω (x). Then, by Lemma 3.1, (3.16) and by the
nonexpansivity of PDω , for each n = 1, 2, . . . , we have
kn‖T kω(y)− PM (y)‖ = kn‖(PDωPCω )k(y) − PCω∩Dω (y)‖ω
= kn‖PDω (PCωPDω )k(x) − PDωPCω∩Dω(x)‖ω
≤ kn‖(PCωPDω )k(x) − PCω∩Dω(x)‖ω → 0 (5.6)
as k →∞. This shows that the sequence {T kω}∞k=0 converges super-polynomially fast to PM on Yω.
We now show that Yω is a dense linear subspace of H. Indeed, let x ∈ H and let x := {x}ri=1 ∈ Dω.
Since Xω is dense in Hω, there is {xk}∞k=1 in Xω such that xk → x. Let yk := PDω (xk). Since yk ∈ Yω,
there is yk ∈ Yω such that yk = {yk}ri=1. Again, by Lemma 3.1 and by the nonexpansivity of PDω , we
arrive at
‖yk − x‖ = ‖yk − x‖ω = ‖PDω (xk)− PDω (x)‖ω ≤ ‖xk − x‖ω → 0 (5.7)
as k →∞. This completes the proof. 
Theorem 5.4 (Polynomial Rate). Let ω ∈ Ωr. Assume that y ∈ Aω(C⊥ω ). Then there is Cω(y) > 0 such
that for all k, we have
‖T kω (y)− PM (y)‖ ≤
Cω(y)√
k
. (5.8)
Proof. We first show that in spite of the possible inequality Cω ∩Dω 6= {0} (see Theorem 1.4), for all
x = {xi}ri=1 ∈ C⊥ω +D⊥ω there is Cω(x) > 0 such that
‖(PDωPCω )k(x) − PCω∩Dω (x)‖ω ≤
Cω(x)√
k
(5.9)
for all k = 1, 2, . . .. To this end, let M1 := Cω ∩ (Cω ∩Dω)⊥ and M2 := Dω ∩ (Cω ∩Dω)⊥. Recall again
that the projections PCω and PDω commute with PCω∩Dω ; see (3.16). Similarly to (4.2), they commute
with P(Cω∩Dω)⊥ , that is,
PM1 = P(Cω∩Dω)⊥PCω = PCωP(Cω∩Dω)⊥ , (5.10)
PM2 = P(Cω∩Dω)⊥PDω = PDωP(Cω∩Dω)⊥ . (5.11)
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Using their linearity and the above-mentioned commuting properties, we obtain
(PDωPCω )
k − PCω∩Dω = (PDωPCω )k − (PDωPCω )kPCω∩Dω
= (PDωPCω )
kP(Cω∩Dω)⊥
= (PDωPCω )
k(P(Cω∩Dω)⊥)
2k
= (PM2PM1)
k. (5.12)
We may now apply Theorem 1.4 toM1 andM2 becauseM1∩M2 = {0}. Thus, for every x ∈M⊥1 +M⊥2
there is Cω(x) > 0 such that
‖(PDωPCω )k(x)− PCω∩Dω (x)‖ω = ‖(PM2PM1)k(x)‖ω ≤
Cω(x)√
k
. (5.13)
Note that, by [17, Theorem 4.6 (5)] (or by (2.19) with r = 2), we obtain
C⊥ω ⊂ C⊥ω + (Cω ∩Dω) =M⊥1 and D⊥ω ⊂ D⊥ω + (Cω ∩Dω) =M⊥2 . (5.14)
Consequently, C⊥ω +D
⊥
ω ⊂M⊥1 +M⊥2 , which, when combined with (5.13), proves (5.9).
We may now return to (5.8). Let y ∈ Aω(C⊥ω ) and let y = {y}ri=1. Then y = Aω(x) for some x ∈ C⊥ω
and, by (3.2), y = PDω (x) = x−PD⊥ω (x) ∈ C⊥ω+D⊥ω . Consequently, by (5.9), there is Cω(y) := Cω(y) > 0
such that
‖T kω (y)− PM (y)‖ = ‖(PDωPCω )k(y) − PCω∩Dω(y)‖ω ≤
Cω(y)√
k
(5.15)
for all k = 1, 2, . . ., where the equality follows from (3.10). 
6 Appendix
It is well known that if a series
∑∞
i=1 yi in H is absolutely convergent, that is, when
∑∞
i=1 ‖yi‖ < ∞,
then it is also unconditionally convergent, that is,
∑∞
i=1 yσ(i) exists for all bijections σ in Z+ and equals∑∞
i=1 yi. At this point recall that the unconditionally convergent series coincide with the absolutely
convergent series if and only if the space H is of finite dimension; see [21].
We slightly strengthen the unconditional convergence in Lemma 6.1 below. To this end, we formally
define
∑
i∈I yi :=
∑#I
l=1 yil for any subset I = {i1, i2, . . .} of Z+. A result similar to Lemma 6.1 can be
found, for example, in [26, Theorem 6.3.1] for H = R.
Lemma 6.1 (Rearrangement Lemma). Let q ∈ Z+ ∪ {∞} and let {Ij}qj=1 consist of nonempty and
pairwise disjoint subsets of Z+, possibly infinite, such that Z+ =
⋃q
j=1 Ij. Assume that the series
∑∞
i=1 yi
is absolutely convergent. Then
∞∑
i=1
yi =
q∑
j=1

∑
i∈Ij
yi

 , (6.1)
where the summation over j, as well as the summations over i ∈ Ij , do not depend on the order of
summands.
Proof. Note that the absolute convergence of the series
∑∞
i=1 yi, when combined with the triangle
inequality, leads to
q∑
j=1
∥∥∥∥∥∥
∑
i∈Ij
yi
∥∥∥∥∥∥ ≤
q∑
j=1

∑
i∈Ij
‖yi‖

 = ∞∑
i=1
‖yi‖ <∞, (6.2)
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where the equality holds by [26, Theorem 6.3.1]. Consequently, the series
∑
i∈Ij yi converges absolutely,
hence unconditionally, to some zj ∈ H, j = 1, . . . , q. Furthermore, the series
∑q
j=1 zj converges absolutely,
hence unconditionally.
Let now I = {i1, i2, . . .}, J = {j1, j2, . . .} and K = I ∪ J = {k1, k2, . . .} be countably infinite and
increasingly ordered sets of Z+ such that I ∩ J = ∅. We claim that∑
k∈K
yk =
∑
i∈I
yi +
∑
j∈J
yj . (6.3)
To see this, first define
[n] := min{m : {i1, . . . , in} ∪ {j1, . . . , jn} ⊂ {k1, . . . , km}} (6.4)
and
Mn :=
{{k1, . . . , k[n]} \ ({i1, . . . , in} ∪ {j1, . . . , jn})} . (6.5)
Observe that minMn ≥ n whenever the set Mn 6= ∅. Since all the three series in (6.3) converge, we have∥∥∥∥∥∥
∑
k∈K
yk −
∑
i∈I
yi −
∑
j∈J
yj
∥∥∥∥∥∥ = limn→∞
∥∥∥∥∥∥
[n]∑
l=1
ykl −
n∑
l=1
yil −
n∑
l=1
yjl
∥∥∥∥∥∥ ≤ limn→∞
∞∑
i=n
‖yi‖ = 0. (6.6)
Obviously, formula (6.3) holds when either one, or both, of I and J are finite.
By induction, equality (6.3) carries over to any finite number of sets. In particular, this proves (6.1)
for all finite q ∈ Z+. We now show that (6.1) also holds for q =∞. Indeed, redefine
[n] := min{m : {1, . . . , n} ⊂ I1 ∪ . . . ∪ Im} (6.7)
and
Mn := Z+ \Kn, where Kn := I1 ∪ . . . ∪ I[n]. (6.8)
Note here that since q = ∞, we get Mn 6= ∅ and thus minMn ≥ n. Consequently, by (6.3) applied to a
finite number of sets, first to K = Kn and then to K = Z+, we obtain∥∥∥∥∥∥
∞∑
i=1
yi −
[n]∑
j=1
zj
∥∥∥∥∥∥ =
∥∥∥∥∥
∞∑
i=1
yi −
∑
k∈Kn
yk
∥∥∥∥∥ =
∥∥∥∥∥∥
∑
i∈Z+\Kn
yi
∥∥∥∥∥∥ ≤
∞∑
i=n
‖yi‖ → 0 (6.9)
as n→∞. 
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