We consider a class of focusing L 2 -supercritical fourth-order nonlinear Schrödinger equations
Introduction
We consider the Cauchy problem for a class of the fourth-order nonlinear Schrödinger equations
where u : R × R N → C, u 0 : R N → C, µ ∈ R and α > 0. The plus (resp. minus) sign in front of the nonlinearity corresponds to the defocusing (resp. focusing) case. The fourth-order Schrödinger equation has been introduced by Karpman [15] and Karpman-Shagalov [16] to take into account the role of small fourth-order dispersion terms in the propagation of intense laser beams in a bulk medium with Kerr nonlinearity. The equation ( We also define the exponent
In view of the conservation laws above, the equation is said to be mass-critical, mass and energy intercritical and energy-critical if γ c = 0, 0 < γ c < 2 and γ c = 2 respectively. In the last decade, the fourth-order Schrödinger equation has been attracted a lot of interest in mathematics, numerics and physics. Fibich-Ilan-Papanicolaou [11] studied the existence of global H 2 -solutions and gave some numerical observations showing the existence of finite time blow-up solutions. Artzi-Koch-Saut [1] established sharp dispersive estimates for the fourth-order Schrödinger operator. Pausader [21] [22] [23] and Miao-Xu-Zhao [18, 19] investigated the asymptotic behavior (or energy scattering) of global H 2 -solutions in the energy-critical case. In the mass and energy intercritical case, the energy scattering for the defocusing problem was shown by Pausader [21] in dimensions N ≥ 5 and Pausader-Xia [25] in low dimensions. In the mass-critical case, the asymptotic behavior of global L 2 -solutions was proved by Pausader-Shao [24] . The asymptotic behavior of global solutions below the energy space was studied by Miao-Wu-Zhang [20] and the author [7] . In a seminal work [3] , Boulenger-Lenzmann established the existence of finite time blow-up H 2 -solutions. Dynamical properties such as mass-concentration and limiting profile of blow-up H 2 -solutions were studied by Zhu-Yang-Zhang [28] and the author [8] . Dynamical properties of blow-up solutions below the energy space were studied in [6, 29] .
Motivated by aforementioned results, we study the energy scattering below the ground state and the finite time blow-up of radial solutions to the focusing problem (1.1). Before stating our results, let us recall some known results related to (1.1). The equation (1.1) is locally well-posed in the energy space H 2 (see [5, 21] and Lemma 3.3). Let T * be the maximal forward time of existence. In the energy subcritical case, i.e. γ c < 2 or 0 < α < α * with
the following blow-up alternative holds: either T * = +∞ or T * < +∞ and lim tրT * ∆u(t) L 2 = ∞. The existence of blow-up H 2 -solutions to the focusing problem (1.1) was recently established by Boulenger-Lenzmann [3] . More precisely, the following result holds true. with some constant C = C(u 0 ) > 0 and t 0 = t 0 (u 0 ) > 0. (2) (Mass and enery intercritical case) Let N ≥ 2, µ ∈ R, 8 N < α < 4 * and α ≤ 8. Let u 0 ∈ H 2 be radially symmetric and satisfy one of the following conditions:
• If µ = 0, we assume that
with some constant κ = κ(N, α) > 0.
• If µ = 0, we assume either E 0 (u 0 ) < 0 or, if E 0 (u 0 ) ≥ 0, we suppose that E 0 (u 0 )[M (u 0 )] σc < E 0 (Q)[M (Q)] σc and ∆u 0 L 2 u 0 σc L 2 > ∆Q L 2 Q σc L 2 , where Q is the ground state related to the elliptic equation
(1.4)
Then the corresponding solution to the focusing problem (1.1) blows up in finite time. (3) (Energy-critical case) Let N ≥ 5, µ ∈ R and α = 8 N −4 . Let u 0 ∈ H 2 be radially symmetric and satisfy one of the following properties:
with some constant κ = κ(N ) > 0.
• If µ = 0, we assume that either E 0 (u 0 ) < 0 or, if E 0 (u 0 ) ≥ 0, we suppose that E 0 (u 0 ) < E 0 (W ) and ∆u 0 L 2 > ∆W L 2 , where W is the unique radial, non-negative solution to the elliptic equation
(1.5)
Then the corresponding solution to the focusing problem (1.1) blows up in finite time.
Our first result is the following energy scattering below the ground state for the focusing problem (1.1).
Let u 0 ∈ H 2 be radially symmetric and satisfy
Then the corresponding solution to the focusing problem (1.1) exists globally in time and scatters in H 2 in both directions, i.e. there exist u ± ∈ H 2 such that
The proof of this result is based on recent arguments of Dodson-Murphy [10] and Dinh-Keraani [9] using localized Morawetz estimates and radial Sobolev embedding. The proof is divided into three main steps which are briefly described as follows.
Step 1. Scattering criteria. By using Strichartz estimates and the standard contraction mapping argument, we show that if u is a global solution to the focusing problem (1.1) satisfying
for some T > 0, where
then the solution scatters in H 2 forward in time.
Step 2. Localized Morawetz estimates. By using some variational analysis, we prove that under the assumptions (1.7) and (1.8) , the corresponding solution to the focusing problem (1.1) exists globally in time, and there exist ν = ν(u 0 , Q) > 0 and R 0 = R 0 (u 0 , Q) > 0 such that for any R ≥ R 0 ,
for all t ∈ R. Here
is the virial functional and χ R (x) = χ(x/R) with χ ∈ C ∞ 0 (R N ) satisfying 0 ≤ χ ≤ 1 and
Thanks to the coercivity property (1.10), an application of localized Morawetz estimates and the radial Sobolev embedding shows that for any time interval I ⊂ R,
Step 3. Energy scattering. By Step 1, it suffices to find T > 0 so that (1.9) holds. To do this, let ε > 0 be a small parameter. For T > ε −σ with some σ > 0 to be chosen later, we write
The smallness of the linear part follows easily from Strichartz estimates by taking T > ε −σ sufficiently large. The smallness of F 1 follows from Strichartz estimates, (1.11) and the radial Sobolev embedding. Finally, the smallness of F 2 is based on dispersive estimates and (1.11). We refer the reader to Section 4 for more details.
Remark 1.3. The condition µ ≥ 0 is due to global in time Strichartz estimates (see Section 2) and the variational analysis (see Section 3).
Remark 1.4. In the case µ = 0, the energy scattering below the ground state was studied by Guo [13] by using the concentration-compactness argument of Kenig-Merle [17] . However, the proof in [13] relies on the following inhomogeneous Strichartz estimates (see [13, Proposition 2.2] ) which are not clear
In fact, according to the best known inhomogeneous Strichartz estimates for Schrödinger-type equations which were proved independently by Foschi [12] and Vilela [27] , we need to check the following conditions:
where (m, n) is the dual pair of q α+1 , r α+1 . It is easy to see that (1.13) and (1.15) are not satisfied for all 8 N < α < α * . Therefore, the result stated in [13] is doubtful. Remark 1.5. There is a gap between (1.6) and the L 2 -supercritical range α > 8 N in dimensions N = 2, 3. This is due to the low decay of dispersive estimates in these dimensions. We believe that this is just a technical issue due to our method (see the proof of Proposition 4.7.) Our next result concerns the finite time blow-up in the mass and energy intercritical case.
The proof of this blow-up result is based on the variational analysis and an ODE argument of Boulenger-Lenzmann [3] as follows. We first show that under the assumptions (1.7) and (1.16), there exists δ = δ(u 0 , Q) > 0 such that the corresponding solution to the focusing problem (1.1) satisfies
Thanks to the above bound and localized Morawetz estimates, we show that there exists a = a(u 0 , Q) > 0 such that
for all t in the existence time. With this bound at hand, an ODE argument of [3] shows that the solution must blow up in finite time. We refer the reader to Section 5 for more details.
Remark 1.7. The restriction α ≤ 8 is technical due to the radial Sobolev embedding (see Lemma 5.4).
Remark 1.8. The finite time blow-up given in Theorem 1.6 extends the one in [3] where the finite time blow-up for radial initial data with negative energy was shown.
Finally, we have the following finite time blow-up in the energy critical case.
18)
where W is the unique non-negative radial solution to
The proof of this result follows the same argument as that of Theorem 1.6 using (1.17) and (1.18).
Remark 1.10. This result extends the one in [3] where the finite time blow-up for radial initial data with negative energy was shown.
This paper is organized as follows. In Section 2, we give some preliminaries including dispersive and Strichartz estimates. In Section 3, we prove the local well-posedness for (1.1). The proof of the energy scattering below the ground state is given in Section 4. Finally, the finite time blow-up given Theorem 1.6 and Theorem 1.9 will be proved in Section 5.
Strichartz estimates
Let µ ∈ R and e −it(∆ 2 −µ∆) be the propagator for the free fourth-order Schrödinger equation
The Schrödinger operator is defined by
where F and F −1 are the Fourier and inverse Fourier transforms given by
where * is the convolution operator. It is easy to see that
Dispersion estimates for J µ (t) have been studied by Ben-Artzi-Koch-Saut [1] . More precisely, the following estimates hold true:
• (µ = 0)
for all t > 0 and all x ∈ R N .
for all 0 < t ≤ 1 and all x ∈ R N , or all t > 0 and all |x| ≥ t.
for all t ≥ 1 and all |x| ≤ t. Here D stands for the differentiation in the x variable. Useful consequences of (2.1), (2.2) and (2.3) are the followings:
for all t = 0 and if µ = 1, we require |t| ≤ 1. Note that J µ (−t, x) = J µ (t, x). It follows that
for all t = 0 and if µ = −1, we require |t| ≤ 1. This implies that
which together with the Riesz-Thorin interpolation theorem imply
where r ′ is the conjugate exponent of r and all t = 0 and if µ = −1, we require |t| ≤ 1. Since we are interested in the energy scattering for (1.1), we only consider µ ≥ 0 throughout this paper. Let I ⊂ R and q, r ∈ [1, ∞]. We define the mixed norm
with a usual modification when either q or r are infinity. When q = r, we use the notation L q (I × R N ) instead of L q (I, L q ).
Definition 2.1. A pair (q, r) is said to be Biharmonic admissible, or (q, r) ∈ B for short, if
Let I ⊂ R be an interval. We denote the Strichartz norm and its dual norm respectively by
Thanks to dispersive estimates (2.5) and the abstract theory of Keel-Tao [14] , we have the following Strichartz estimates. Proposition 2.2 (Strichartz estimates [21] ). Let µ ≥ 0 and I ⊂ R be an interval. Then there exists a constant C > 0 independent of I such that the following estimates hold true.
• (Homogeneous estimates) .
(2.8)
We also have the following Strichartz estimates for non-admissible pairs. Lemma 2.3. Let µ ≥ 0 and I ⊂ R be an interval. Let (q, r) be a Biharmonic admissible pair with r > 2. Fix k > q 2 and define m by
Then there exists C = C(N, q, r, k, m) > 0 such that
Proof. Thanks to (2.5), we have
The result follows by the Hardy-Littlewood-Sobolev inequality and (2.9).
Local theory
In this section, we prove the local well-posedness in H 2 and the small data theory for (1.1). Let us start with the following nonlinear estimates. 
Proof. We consider separately two cases: N ≥ 5 and N ≤ 4.
• When N ≥ 5, we introduce
It is easy to check that (q, r) ∈ B,
By Hölder's inequality and Sobolev embedding, we have
It is easy to see that (q, r), (m, n) ∈ B,
and H 2 ⊂ L b . By Hölder's inequality and Sobolev embedding, we have
Collecting the above two cases, we prove (3.1).
and I ⊂ R be an interval. Then there exists θ > 0 such that
Proof. We consider two cases: N ≥ 5 and N ≤ 4.
By Hölder's inequality, we see that
. Collecting the above cases, we end the proof. .2). Let u 0 ∈ H 2 . Then there exist T * , T * ∈ (0, ∞] and a unique solution to (1.1) satisfying
Moreover, for any compact interval I ⋐ (−T * , T * ) and any (q, r) ∈ B with q = ∞,
Remark 3.4. The local well-posedness of H 2 -solutions for (1.1) was stated in [21, Proposition 4.1] without proof. The author in [21] refered to [4] for a similar proof. However, due to a higher-order (Biharmonic) operator, we need the nonlinearity to have at least second derivatives to apply the method in [4] (see also [5] ). This requires α ≥ 1 (hence N ≤ 12) to get a similar result as for the classical NLS.
To overcome this restriction, we use Strichartz estimates with a gain of derivatives (2.8) . This leads to the restriction (3.2) (see Lemma 3.2).
Proof of Lemma 3.3. Consider
where I = [−T, T ] with M, T > 0 to be chosen later. We will show that the functional
is a contraction on (X, d). By Strichartz estimates, Lemma 3.1 and Lemma 3.2, there exists θ 1 , θ 2 > 0 such that
This shows that there exists C > 0 independent of u 0 and T such that for any u, v ∈ X,
By taking M = 2C u 0 H 2 and choosing T > 0 small enough such that
we see that Φ u0 is a contraction on (X, d). This shows the existence and uniqueness of solution to (1.1). The estimate (3.4) follows from (3.5) by dividing I into a finite number of small intervals and applying the continuity argument. The proof is complete.
Let us now introduce some exponents
(3.6) Remark 3.5. It is easy to check that if 8 N < α < α * , then (q, r) is a Biharmonic admissible pair. Moreover, the estimate (2.10) holds for this choice of exponents since k, m and q satisfy (2.9).
We also have the following nonlinear estimates which follow directly from Hölder's inequality and Sobolev embeddings.
then the solution to (1.1) with initial data u(T ) exists globally in time and satisfies
where q, r, k are as in (3.6).
Proof. We will consider separately two cases: N ≥ 5 and 1 ≤ N ≤ 4. Case 1. N ≥ 5. We consider
where I = [T, ∞), M, L > 0 will be chosen later. Note that in this case, (q, r) and (a, b) are Biharmonic admissible. We will show that the functional
is a contraction on (Y, d). Thanks to Remark 3.5, (2.10) and Lemma 3.6, we have
. By Strichartz estimates and Lemma 3.6,
We also have
There thus exists C > 0 independent of T such that for any u, v ∈ Y ,
.
In this case, since α > 8 N , we have α > 1. By the same argument as above using
. Collecting the above cases, we complete the proof.
for some T > 0, then u scatters in H 2 forward in time.
Proof. Let δ = δ(A) be as in Lemma 3.7. It follows from Lemma 3.7 that the solution satisfies
. Thanks to these global bounds, we show the energy scattering. For the reader's convenience, we give some details in the case N ≥ 5. Let 0 < τ < t < ∞. By Strichartz estimates, we see that
as τ, t → ∞. This shows that (e it(∆ 2 −µ∆) u(t)) t is a Cauchy sequence in H 2 as t → ∞. Thus the limit
exists in H 2 . By the same argument as above, we prove that
as t → ∞. The proof is complete.
Energy scattering
In this section, we give the proof of the energy scattering for (1.1) given in Theorem 1.2. 
that is,
It was shown in [3, Appendix] that Q satisfies the following Pohozaev's identities
A direct computation shows
where σ c is as in (1.3). 
for all t in the existence time. In particular, the corresponding solution to the focusing problem (1.1) exists globally in time. Moreover, there exists ρ = ρ(u 0 , Q) > 0 such that
for all t ∈ R. • If u 0 satisfies (1.16), then the corresponding solution to the focusing problem (1.1) satisfies
for all t in the existence time.
Proof. We only prove the first item, the second one is similar. Multiplying both sides of E µ (u(t)) with [M (u(t))] σc and using the Gagliardo-Nirenberg inequality together with µ ≥ 0, we have
where
By Pohozaev's identities, a direction computation shows
By (1.7), the conservation of mass and energy, (4.7) and (4.8), we infer that
for all t in the existence time. By (1.8 ), the continuity argument shows (4.4). Thus, by the conservation of mass and the local well-posedness, the corresponding solution exists globally in time. To see (4.5), we take θ = θ(u 0 , Q) > 0 such that
Using the fact
with 0 < λ < 1. We see that h is strictly increasing on (0, 1) and h(0) = 0, h(1) = 1. It follows from (4.9) that there exists ρ = ρ(θ) > 0 such that λ < 1 − 2ρ. The proof is complete. 7) and (1.8) . Let ρ be as in (4.5). Then there exists R 0 = R 0 (ρ, u 0 ) > 0 such that for any R ≥ R 0 ,
(4.11)
In particular, there exists ν = ν(ρ) > 0 such that for any R ≥ R 0 ,
for all t ∈ R.
Proof. By the definition of
On the other hand, we see that
+4 Reˆχ∆f ∇χ · ∇f dx + 2 Reˆχ∆f ∆χf dx + 4 Reˆ∇χ · ∇f ∆χf dx.
By integration by parts, we have
Reˆχ∆f ∇χ · ∇f dx = k,l
Reˆ∂ k f χ∂ l χ∂ 2 kl f dx.
It follows that
Reˆχ∆f ∇χ · ∇f dx = −ˆ|∇χ · ∇f | 2 dx − k,l Reˆχ∂ k f ∂ 2 kl χ∂ l f dx
By Hölder's inequality, we havê
and
We thus get
This together with (4.4) imply
where we have used the fact
It follows from (4.5) that
provided R > 0 is taken sufficiently large depending on u 0 and Q. This proves (4.10).
The estimate (4.12) follows from (4.10) and the following fact: if
then there exists ν = ν(ρ) > 0 such that
To see this, we have from the Gagliardo-Nirenberg inequality and (4.2) that
It follows that ∆f 2
which proves the fact. The proof is complete.
4.2.
Morawetz estimate. Let us start with the following virial identity. Then it holds that Compute I. We have
for an operator A. We also have
It follows that Compute III. We have
It follows that
Collecting the above identities, we complete the proof. We now define a non-negative function ϑ :
Given R > 0, we define a radial function It is easy to check that
We also have that ∇ k ϕ R L ∞ R 2−k , k = 0, · · · , 6 and for some constant C(u 0 , Q) depending only on u 0 and Q.
Proof. Let ϕ R be as in (4.17) . By the Cauchy-Schwarz inequality, the conservation of mass and (4.4), we see that
for all t ∈ R, where the implicit constant depends only on u 0 and Q. By Lemma 4.3 and the fact
Using (4.4) and Hölder's inequality, we have
Since u is radial, we use the fact
We also have k,l
By (4.4) and (4.18), we havê
Since ∆ϕ R L ∞ 1 and the radial Sobolev embedding (see [26] ): for N ≥ 2,
We thus obtain
for all t ∈ R. On the other hand, we have from (4.13) that
We also haveˆ|
This implies that
The radial Sobolev embedding together with 0 ≤ χ R ≤ 1 implŷ
By Lemma 4.2, there exist R 0 = R 0 (u 0 , Q) > 0 and ν = ν(u 0 , Q) > 0 such that for any R ≥ R 0 ,
for all t ∈ R. Taking the integration in time, we have for any I ⊂ R,
By the definition of χ R and (4.20), we get
On the other hand, by the radial Sobolev embedding,
This shows thatˆI
Here we have used the fact that (N −1)α 2 ≥ 2 as α > 8 N . Taking R = |I| 1 3 , we get for |I| sufficiently large,
For |I| sufficiently small, we simply use the Sobolev embedding and (4.4) to havê
The proof is complete. Proof. We first claim that lim inf t→∞ u(t) L α+2 = 0.
In fact, assume that it is not true. Then there exist t 0 > 0 and ̺ > 0 such that
This however contradicts (4.19) for |I| sufficiently large, and the claim is proved. There thus exists t n → ∞ such that lim n→∞ u(t n ) L α+2 = 0. Now let R > 0. By Hölder's inequality,
as n → ∞. The proof is complete.
Energy scattering.
In this section, we give the proof of Theorem 1.2 which follows from the following result.
Proposition 4.7. Let N ≥ 2, µ ≥ 0 and α be as in (1.6) . Let u 0 ∈ H 2 be radially symmetric and satisfy (1.7) and (1.8). Then for any ε > 0, there exists T = T (ε, u 0 , Q) sufficiently large such that the corresponding global solution to the focusing problem (1.1) satisfies
for some υ > 0, where k and r are as in (3.6).
Proof. We will consider separately three cases: N ≥ 5, N = 4 and 2 ≤ N ≤ 3.
Let T > 0 be a large parameter depending on ε, u 0 and Q to be chosen later. For T > ε −σ with some σ > 0 to be determined later, we use the Duhamel formula to write 
(4.26)
Note that (k, l) is a Biharmonic admissible. By the monotone convergence theorem, we may find T > ε −σ so that
Estimate F 1 . By Lemma 3.6 and Sobolev embedding, we have
. To estimate u L ∞ (I,L r ) , we have from Corollary 4.6 (by enlarging T if necessary) that for any R > 0, |x|≤R |u(T, x)| 2 dx ε 2 .
By the definition of χ R , we getˆχ
We next compute
It follows from Hölder's inequality and (4.4) that
for all t ∈ R. We thus have for any t ≤ T ,
for some constant C = C(u 0 , Q) > 0. By choosing R > ε −2−σ , we see that for any t ∈ I,
where we have used the fact χ 2 R ≤ χ R due to 0 ≤ χ R ≤ 1. Thanks to (4.28), the radial Sobolev embedding and (4.4), we have
This shows that
By the choice of k, we get
Estimate F 2 . By Hölder's inequality,
where l is as in (4.26), θ ∈ (0, 1) and n > r satisfy
Since (k, l) ∈ B, we use Strichartz estimates and the fact
By dispersive estimates (2.5), Sobolev embedding and (4.4), we have for t ≥ T ,
We will choose a suitable n satisfying
These condition are equivalent to
In the case α > 1, we take 1 n = 0 or n = ∞. In the case α ≤ 1, which together with 8 N < α < 8 N −4 imply N ≥ 8, we take 1 n = 1−α 2 or n = 2 1−α . It is easy to check that the above conditions are fufilled for this choice of n. Conclusion. Thanks to (4.25), we get from (4.27), (4.29) and (4.30) that for σ > 0 sufficiently small, there exists υ = υ(σ) > 0 such that
Recall that we are considering α > 2 when N = 4. In this case, the third condition in (4.31) does not hold. To overcome the difficulty, we make use of (4.19) as follows. By dispersive estimates (2.5) and Hölder's inequality, we have for t ≥ T ,
We see that for t ≥ T ,
where we have used the fact t ≥ t − T + ε −σ as T > ε −σ . On the other hand, by (4.19) ,
We infer that for t ≥ T ,
We thus get By taking T = ε −aσ with some a > 1 to be chosen shortly (it ensures T > ε −σ ) and choosing σ > 0 small enough, we obtain
for some υ > 0. The above estimate requires
It remains to show that
which is satisfied since α > 2. This allows us to choose a > 1 so that (4.33) holds.
In this case, the third condition in (4.31) also does not work. If we follow the argument as in the case N = 4, we will get
By choosing T = ε −aσ with some a > 1, we obtain
To make this term is small, we need
This is equivalent to
Keeping in mind that a > 1, we need
which is satisfied for α as in (1.6) . Collecting (4.25), (4.27), (4.29) and (4.34), we take σ > 0 sufficiently small to get (4.24). The proof is complete.
Proof of Theorem 1.2. It follows immediately from Lemma 3.7, Lemma 3.8 and Proposition 4.7.
Finite time blow-up
In this section, we give give the proofs of the finite time blow-up given in Theorem 1.6 and Theorem 1.9. Let us start with the following Morawetz estimates due to Boulenger-Lenzmann [3] . 1) . Let ϕ R be as in (4.17) . Then for any t ∈ [0, T * ),
We refer the reader to [3, Lemma 3.1] for the proof of this result. Then there exists δ = δ(u 0 , Q) > 0 such that for any t ∈ [0, T * ),
where K µ is as in (4.15).
Proof. Multiplying K µ (u(t)) with [M (u(t))] σc and using the conservation of mass and energy, we have
for all t ∈ [0, T * ). By (1.7) and (4.8), there exists θ = θ(u 0 , Q) > 0 such that
This together with (4.6) imply
The proof is complete. Proof. Assume by contradiction by (5.2) is not true. Then there exists a time sequence (t n ) n≥1 ⊂ [0, T * ) such that ∆u(t n ) L 2 → 0 as n → ∞. By Hölder's inequality, we have
Moreover, by the sharp Gagliardo-Nirenberg inequality (4.1),
as n → ∞. This however contradicts (5.1), and the proof is complete. for all t ∈ [0, T * ).
Proof. The proof is based on an argument in [2] as follows. Since u is radially symmetric, we apply Lemma 5.1 to have for any R > 0,
for all t ∈ [0, T * ). Using the fact ∇u(t) L 2 ≤ C(u 0 ) ∆u(t)
for all t ∈ [0, T * ). By the Young's inequality, we have for any ε > 0,
We thus get for any ε > 0 and any R > 0,
Let us now fix t ∈ [0, T * ) and denote
We consider two cases:
By choosing ε > 0 sufficiently small and R > 0 sufficiently large, we get
If α = 8, we choose ε > 0 sufficiently small and R > 0 sufficiently large so that and then choose R > 0 sufficiently large depending on ε so that
In both cases, the choices of ε and R are independent of t. We thus prove (5.3) with
where W is the unique radial non-negative solution to (1.19) . We also have the following identities (see [3, Appendix] ):
In particular, for all t in the existence time.
Proof. By the sharp Sobolev embedding (5.5), we have
By (5.8), we see that g( ∆W L 2 ) = 2 N ∆W 2 L 2 = E 0 (W ). Thanks to the conservation of energy and (1.17), we get g( ∆u(t) L 2 ) ≤ E µ (u(t)) = E µ (u 0 ) < E 0 (W ) = g( ∆W L 2 ) for all t in the existence time. By (1.18), the continuity argument yields ∆u(t) L 2 > ∆W L 2 for all t in the existence time. The proof is complete. where K µ is as in (4.15).
Proof. We have
for all t ∈ [0, T * ). By (1.17) and (5.7), there exists θ = θ(u 0 , W ) > 0 such that
This together with (5.9) imply for all t ∈ [0, T * ).
Proof. The proof is similar to that of Lemm 5.4. For the reader's convenience, we give some details. Since u is radially symmetric, we apply Lemma 5.1 to have for any R > 0,
for all t ∈ [0, T * ). By the Young's inequality, we get for any ε > 0 and any R > 0,
for all t ∈ [0, T * ), where C = C(u 0 , W ) > 0. Let us now fix t ∈ [0, T * ) and denote η := N |E µ (u 0 )| + N − 4 16 .
We consider two cases: if N ≥ 6.
By choosing ε > 0 sufficiently small and R > 0 sufficiently large, we get The proof is complete.
We are now able to prove Theorem 1.9. Proof of Theorem 1.9. The proof is completely similar to that of Theorem 1.6 using (5.9) and (5.11) . We thus omit the details.
