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MATHEMATICS 
ZUR STABILITATSFRAGE BEl EIGENWERTPROBLEMEN 
BY 
0. BOTTEMA 
(Communicated by Prof. N. G. DE BRUIJN at the meeting of September 27, 1958) 
,1. Zu den Stabilitatskriterien, welche iiber die Frage entscheiden wie 
viel Eigenwerte einer Matrix A in der positiven bzw. negativen Halbebene 
der komplexen Ebene liegen, hat H. R. SCHWARZ 1) vor kurzem ein neues 
hinzugefiigt. Er zeigt, dass man A im allgemeinen mittels elementarer 
Transformationen (die mit der Rechenmaschine ausgefiihrt werden 
konnen) in eine aequivalente Matrix B iiberfiihren kann, welche eine 
gewisse Normalform besitzt. Aus den Elementen von B kann man dann 
sogleich ablesen wie viel Wurzeln der charakteristischen Gleichung von 
A einen positiven Realteil haben. Die Elemente von A werden komplex 
vorausgesetzt. Die Matrix B sieht folgendermaszen aus 
ib;l bl2 0 0 0 0 
-1 ib~ b23 0 0 0 
(I) B= 0 -1 ib~3 bu 0 0 
0 0 0 0 ib~-l,n-1 bn-l,n 
0 0 0 0 -1 b .... +ib:W. 
worin die b' reell und die b reell und von Null verschieden sind. 
Das Kriterium ist nun einfach: die Anzahl der Eigenwerte mit positiven 
Realteilen ist gleich der Zahl der positiven Glieder in der Folge von Pro-
dukten bnn, bnnbn-l,n, bnnbn-l,nbn-z,n-1, ... , bnnbn-l,nbn-2,n-1 ... bzsb12· 
Der ScHWARZSCHE Beweis dieses Satzes ist ziemlich umstandlich und 
es wird dabei das Kriterium von WALL beziiglich gewisser Kettenbruch-
entwickelungen herangezogen. Es ist der Zweck dieser Note einen direkten 
Beweis der Theorems abzuleiten; wir fiigen Bemerkungen hinzu fiir den 
Fall dass die b nicht samtlich ungleich Null sind. 
2. Mit etwas geanderten Bezeichnungen sieht das charakteristische 
Polynom folgendermaszen aus 
ib~-J.. b .. 0 0 0 0 
-1 ib~-1-J.. bn-l 0 0 0 
(2) P .. (J..) = 0 -1 ib~_2 -J.. bn-2 0 0 
0 0 0 0 . ib~-J.. bz 
0 0 0 0 -1 ib~ -J..+bl 
1) H. R. ScHWARZ, Ein Verfahren zur Stabilitatsfrage bei Matrizen-Eigenwert-
problemen. Diss. Ziirich (1956). 
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worin b~ und b~c reell sind und b~c# 0 (k= 1, ... , n). Wir stellen nun die 
Frage ob Pn eine rein imaginare Nullstelle haben kann. Es sei Pn(~)=O,~ 
imaginar. Fassen wir die Elemente der Determinante auf als die Koeffi-
zienten eines Systems linearer Gleichungen in den Varia belen Xv x2, ••• , Xn, 
dann ist das System fiir A=~ losbar. Fiir eine nicht-triviale Losung ist 
ersichtlich xi# 0, Xn # 0. Wir nehmen xi= 1 an und konnen dann Xk 
(k= 2, 3, ... , n) aus den ersten (n-1} Gleichungen aufeinanderfolgend 
bestimmen, weil b~c # 0. Man schlieszt dass x3 , x5, ••• , reell sirid, wahrend 
x2, x4, /.. die Form c~ci haben worin Ck reell ist. Die letzte Gleichung 
Xn-1 ~ (ib~ -~ +bi)xn fiihrt dann sowohl fiir gerades als fiir ungerades n 
zu einem Widerspruch. Das Resultat ist: Pn(A.) hat keine Nullstelle auf 
der imaginaren Achse. 
Die Wurzeln von P n = 0 sind kontinuierliche Funktionen der Varia belen 
b und b'. (Die Koeffizient von ;..n ist gleich ( -1)n, sodass die Wurzeln 
endlich bleiben.) 
Das heiszt also: wenn man b~ und b~c variiert und zwar die b~ ganz 
willkiirlich und die bk so dasz sie nicht null werden, dann wird niemals 
ein Nullpunkt die imaginare Achse iiberschreiten. Hieraus geht hervor: 
die Verteilung der Nullpunkte von Pn tiber die rechte und Iinke Halbebene 
wird durch die Vorzeichen der bk bestimmt. Damit ist die qualitative 
Seite des Satzes bewiesen. 
3. Entwickelt man die Determinante (2) nach der ersten Zeile dann 
:findet man fiir n > 2 die Rekursionsformel 
(3) 
mit P0 = l. Wir gehen nun induktiv vor. Man hat PI= ib{ +b1-A. und die 
Wurzel liegt also in der rechten Halbebene falls b1 > 0 ist. Wir setzen 
voraus die Anzahl der Nullpunkte von Pn-1 in der rechten Halbebene sei 
gleich der Zahl der positiven Glieder in der Folge 
bv bi b2, b1 b2b3, ••• , bi b8 ••• bn-1· 
Die Zahlen b' sind fiir die Verteilung der Wurzeln ohne Bedeutung, so dass 
wir b~ = 0 annehmen konnen. Man hat dann 
(4) 
Wenn nun bn-+ 0 dann nahern sich die Wurzeln von Pn zu den von 
APn-1, das heiszt n-1 der Wurzeln gehen nach den von Pn-1 und die n-te 
Wurzel geht nach Null. Fiir die ersten gilt die Induktionsvoraussetzung, 
sodass nur die Frage iibrig bleibt von welcher Seite her die letzte Wurzel 
A.n sich der imaginaren Achse nahert. Wir setzen p = ~· Das konstante 
Glied in Pk ist, wie man Ieicht nachgeht gleich bkbk-2 ... b2 fiir gerades k 
und bkbk-2 ... bi fiir ungerades k. 
Mit Pn(A.n)=O geht aus (4) hervor 
- P P n-1(Pbn) + P n-2(Pbn) = 0 
sodass 
li bn-2bn-4 ··· bs m p = ;-::.-..::...,..::.-=.-~ 
b,-+0 bn-1bn-s ... bl 
bn-2bn-4 ... bl 
bn-1bn-3 ... bs 
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(fiir gerades n) 
(fiir ungerades n). 
Hieraus schlieszen wir: die Wurzel An liegt in der positiven (negativen) 
Halbebene.;~wenn b1b2 ... bn-lbn positiv (negativ) ist. Das ist aber gerade 
das neue Glied der Produktfolge und das Kriterium ist somit vollstandig 
beWiesen. 
4. Es erhebt sich die Frage ob man auch noch tiber die Lage der 
Wurzeln eine Aussage geben kann, wenn eine oder mehr der Zahlen b" 
gleich Null sind. Aus einem Beispiel geht hervor dass das·Kriterium dann 
jedenfalls seinen einfachen Charakter verliert. Nimmt man n = 2, b1 = 0 
dann ist P2=A2 -i(b{+b~)A-b~b~+b2 • Fiir b2 ;;;. ~1 (b;-b~)2 liegen die 
Wurzeln auf der imaginaren Achse, im andern Fallliegt in den heiden 
Halbebenen je eine Wurzel. Die Zahlen b allein sind also fiir die Lage 
nicht entscheidend. Wir werden jedoch im Folgenden ein positives Resultat 
herleiten, das namentlich fiir die Stabilitatsfrage von Bedeutung ist. Aus 
dem oben bewiesenen Satz geht hervor dass fiir b1 < 0, b" > 0 (k = 2, ... , n) 
samtliche Wurzeln in der linken Halbebene liegen und das beziigliche 
System also stabil ist. Wir werden einen analogen Satz ffu. den Fall 
~<0, b";;;.O(k=2, ... ,n) beweisen. 
Nehmen wir vorerst b1 = 0, b" > 0. Dann hat P 1(A) == ib;- A seinen Null-
punkt auf der i-Achse. Fiir A=t-ti ist die Rekursionsformel (3) 
P n(t-ti) = i(b~- fl) P n-l(t-ti) + bnP n-2(t-ti) 
oder fiir Pk(t-ti) = i"Qk(t-t): 
Qn(fl) = (b~- fl) Qn-l(fl)- bn Qn-2(fl) 
wo n-;;;.2, Qo=l, Q1 = b~- fl· Man hat also 
b~-fl Jib,; 0 0 0 
Vb.: b~-1-fl Vb .. _1 0 0 
0 Vbn-1 b~-2 -p . . 0 0 (5) Qn(fl) = 
0 0 0 • b~-fl Vb2 
0 0 0 Jib; b~ -t-t 
Qn(t-t) = 0 ist also die charakteristische Gleichung einer symmetrischen 
Matrix mit reellen Koeffizienten. Daraus geht hervor dass ihre Wurzeln 
samtlich reell sind; die von Pn(A)=O liegen also samtlich auf der i-Achse. 
Setzen wir nun voraus b1c#O (k= l, 2, ... , m), bm+l=O, b"-;;;.0 (k=m+ 
+2, ... , n). Die Rekursionsformel_gibt 
P m-r1(A)= (ib~1 -A) Pm(A) 
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und daraus geht hervor dass fur k;;;. m das Polynom P" durch P m teilbar ist. 
Wir setzen Pm+r(A.)=Pm(A.) P;(A.) (r=O, ... , n-m) und erhalten fiir das 
Polynom r-ter Ordnung P;(A.) die Rekursionsformel 
P;(A.) = (ib~+r- A.) P;_l(A.) + bm+rP;_2(A.) 
mit r;;;-2, P;(A.)=ib~+l-A., P~(A.)=l. Fur P;(~ti)=irQ;(ft) haben wir dann. 
Q;(ft) = (b~+r- ft) Q;_l(ft)- bm+rQ;_2(ft) 
mit r;;;. 2, Q;(~t)=b~1 -ft, Q~(ft)= I, woraus hervorgeht 
b~-ft ~ 0 0 0 
~ b~-1 -It 
Q~-m(ft) = 
0 0 b:n+2 -It Vbm+2 
0 0 Vbm+2 b:n+l- It 
Q~-m hat also nur reelle Nullstellen. 
Von den Nullpunkten von Pn(A.) fallen m mit denjenigen von Pm(A.) 
zusammen und die ubrigen liegen auf der i-Achse. Wir haben also folgendes 
Kriterium: Wenn fur die Koeffizienten von Pn(A.) gilt: b"*O (k= 1, ... , m), 
bm+1 =0, b";;;.O (k=m+2, ... , n) und die Zahl der positiven Glieder in der 
Folge bv b1 b2, b1 b2 b3, ••• , b1 b2 ... bm, gleich p ist, dann liegen p W urzeln von 
Pn(A.)=O in der positiven, m-p in der linken Halbebene und n-m auf der 
imaginiiren Achse. 
lm besondern haben wir das Stabilitatskriterium: wenn fur die Koetfi-
zienten gilt b1 ..;;;0, bk;;;.O (k= 2, ... , n), so haben alle Eigenwerte nicht-positive 
Realteile. 
Wir bemerken noch dass fiir b"*O (k= 1, ... , n) die Ungleichungen 
b1 < 0, bk > 0 (k = 2, ... , n) ein System von notwendigen und hinreichenden 
Bedingungen fur die Stabilitat bilden; fur beliebige b" ist b1 < 0, b";;;. 0 
(k= 2, ... , n) ein System hinreichender Bedingungen. 
