ABSTRACT. The aim of this article is to study the asymptotic behaviour for large times of solutions to a certain class of stochastic partial differential equations of parabolic type. In particular, we will prove the backward uniqueness result and the existence of the spectral limit for abstract SPDEs and then show how these results can be applied to some concrete linear and nonlinear SPDEs. For example, we will consider linear parabolic SPDEs with gradient noise and stochastic NSEs with multiplicative noise. Our results generalize the results proved in [3] for deterministic PDEs.
INTRODUCTION AND FORMULATION OF THE MAIN RESULTS
Assume that (Ω, F, {F t } t≥0 , P) is a filtered complete probability space, (w t ) t≥0 is an R n -valued Wiener process and V ⊂ H ∼ = H ′ ⊂ V ′ is a Gelfand triple. We assume that A(t), t ∈ [0, ∞) is a family of linear bounded operators from V to V ′ such that D(A(t)) = D(A), t ∈ [0, ∞) is independent of time and (B k (t)) n k=1 , t ∈ [0, ∞) is a family of linear bounded operators both from V to H and from H to V ′ . DefineÃ(t) = A(t) − 1 2 k B k (t) * B k (t), t ∈ [0, T ]. We assume that D(Ã(t)) = D(Ã), t ∈ [0, ∞).
We denote the norm in V by · and the norm in H by | · |. We denote L 1 (H) the trace class operators in H. Let is satisfied a.s..
The following assumptions will be used throughout the paper. (AC4) There exist functions K 1 ∈ L 2 (0, T ) and K 2 ∈ L 1 (0, T ) such that for all t ∈ [0, T ]
* [Ã(t), B k (t)] ≤ K 1 (t) I +K 2 (t)Ã(t), (1.6) where I is the identity operator. Assume that a process u satisfying the conditions listed below is a solution of problem (1.1) with u 0 ∈ H. There exists δ 0 > 0, κ 0 , κ > 2 + 4 δ 0 and there exists a progressively measurable process n and such that
Remark 1.3. It is well known that under some assumptions on F the problem (1.1) has a unique solution see e.g. Theorem 1.4, p.140 in [7] for the case F = 0. Remark 1.4. The Assumption (1.11) is satisfied if, for instance, n is a deterministic function such that n ∈ L 2 (0, T ).
Corollary 1.5. Under the assumptions of Theorem 1.2 either u(t)
We will use in the following Theorem the same notation as in Theorem 1.2. 
We also assume that
s., and that there exist a progressively measurable process n and a measurable set Ω ′ ⊂ Ω, P(Ω ′ ) = 1 such that for all ω ∈ Ω ′ , n ∈ L 2 (T 0 , ∞) and
Assume that there exist functions
Then there exists a measurable mapΛ ∞ : Ω → σ(Ã) such that P-a.s..
PROOF OF THE THEOREM 1.2 ON THE BACKWARD UNIQUENESS FOR SPDES
Proof of Theorem 1.2. We will argue by contradiction. Suppose that the assertion of the Theorem is not true. Then, because the process u is adapted, we will be able to find t 0 ∈ [0, T ), an event R ∈ F t 0 and a constant c > 0 such that P(R) > 0 and
Without loss of generality we can assume that P(R) = 1 and t 0 = 0. Otherwise, we can consider instead of measure P the conditional measure
Suppose that there exists a probability measure 1 Q equivalent to P such that for any t ∈ [0, T ], E Q |u(t)| 2 ≥ c > 0. Then, by taking t = T , we infer that E Q |u(T )| 2 > 0 what is a clear contradiction with the assumption that u(T ) = 0 a.s.. Now we shall prove that such a measure exists. For this let us fix δ ≥ 0 and let us define progressively measurable processes [4] . Hence a process
satisfies EM δ (t) = 1 for all t ≥ 0 and
Therefore, M δ is a continuous square integrable martingale. The above allows us to define a probability measure 2 Q δ by dQ δ = M δ (T )dP. Fix ε > 0. Let us define a process ψ ε by
Now we will prove the following result. [7] , we will show that log (|u(t)| 2 + ε) is an Itô process. For this we need to check that the assumptions of that result for 1 Here and below by E Q we will denote the mathematical expectation w.r.t. the measure Q. 2 Note that the measure Q 0 is also well defined by this formula. the function R : H ∋ x → log(|x| 2 + ε) ∈ R and the process u are satisfied. Since for x ∈ H, we have
we easily see that R is of C 2 -class and its 1st and 2nd derivatives are bounded (so they are of no more than linear growth) and hence the assumptions (i) and (ii) of Theorem 1.2 from [7] are satisfied. Since V ֒→ H continuously, we also infer that the assumptions (iv) and (v) are satisfied. Moreover, for any x ∈ H and any Q ∈ T 1 (H), we have
and we can easily prove that the map H ∋ x → T r(Q • R ′′ )(x) ∈ R is continuous and thus also the condition (iii) in [7, Theorem 1.4 ] is satisfied. Therefore, log (|u(t)| 2 + ε), t ≥ 0, is an Itô process and
Secondly, M ε (t), t ≥ 0, is a continuous square integrable martingale satisfying equality (2.3). Therefore, a process ψ ε (·) = − 
Hence the proof of Lemma is complete.
Therefore, combining (2.3), (2.4) and (2.5) we get
It follows from assumption (1.5) that the integrands in stochastic integrals in (2.6) are square integrable. Therefore, we can apply mathematical expectation to (2.6). Consequently, from assumption (1.5) we get (2.7)
Suppose that we can prove the following result.
Lemma 2.2.
Then, in conjunction with (2.7) and (2.8) we have with
and by the Jensen inequality
Therefore, by the Fatou Lemma and (2.1), we infer that
Combining (2.9) and (2.8) we get
Since the process u is F-adapted we get by (2.8) and (2.11)
what contradicts our assumption that u(t) = 0 and the Theorem follows. Hence, it only remains to prove Lemma 2.2.
Proof of Lemma 2.2.
We have by the assumptions (1.4), (1.11), (1.12) the following chain of inequalities
Therefore, it is enough to estimate from above the term E Q ε Λ ε (u(s)). Because of the assumption (1.5)
we have only to consider the following function Λ ε (u(t)), t ≥ 0, where
We will prove that sup
Since we cannot directly apply the Itô formula to the function Λ ε we will consider finite dimensional its approximations. For this aim let let {e i } i≥1 be an orthonormal basis in H such that e i ∈ D(Ã) for all i. For N ∈ N let P N be the orthogonal projection onto the space H N = lin{e 1 , · · · , e N } and let Q N = I −P N . Define
, u ∈ H. Then Λ N ε is of C ∞ class and, compare with the proof of Lemma 2.1, one has the following equalities
Thus, by the Itô formula we have, with u = u(t) on the RHS,
Because u is a solution of problem (1.1) we have, still with u = u(t),
The above equality (2.14) can be rewritten as
The drift term on the right hand side of (2.15) can be written as:
The first term on the right hand side (2.16) can be rewritten as:
Therefore we have
Next we shall deal with estimating the term (ii) above. By the Young inequality we have, with
A similar method can be applied to the term (iii). As a result, we get
Let us estimate the term (iv). By the assumption AC4 and the definition of operator C N we have the following chain of inequalities:
where assumption (1.6) has been used in second inequality and assumption (1.8) in last inequality. Therefore
We will denote
Combining (2.18), (2.19) with the assumption (1.12) we get
The inequality (2.20) we have proven so far have not used the assumption (1.10). It will be later used in the proof of Theorem (1.6). Now we notice that the expression
can be bounded from above by |Ãu| 2 ε . Then we have
where last inequality is consequence of the assumption (1.10). Similarly, we have EK 4 (ε, N ) < ∞ uniformly w.r.t. N and EK 5 (ε) < ∞. Therefore, we can find (2.20) and noticing that by the Lebesgue Dominated Convergence Theorem lim
Then, we have that a.a.
Indeed, it is enough to subtract from the inequality (2.21) the identity (2.22) and then use the Gronwall Lemma. On the other hand equation (2.22) can be solved explicitly. It's unique solution is given the following formula explicitly and we have
Let us show that this definition is correct. It is enough to show that a.a.
We have
and the result follows from assumptions (1.10) and (1.9).
We have that
(2.27)
By the definition (2.25), the process L ε is a local martingale. We will show that in our assumptions it is martingale. By proposition A.6 it is enough to show that there exists δ > 0,
Let p i , q i , i = 1, 2, 3 be real numbers such that
. By successive application of Hölder inequality we have:
Now let us choose δ > 0, p 1 , p 2 , p 3 > 1 so that the following equalities are satisfied.
(1 + δ)p 1 p 2 = 1 + γ,
Then,
and by assumptions (1.10),(1.4), (1.8) and Definition 1.1 we infer that S < ∞. Therefore, the process L ε is martingale and EL ε (t) = 0 for all t ≥ 0. It follows (2.27), (2.23) and the Hölder inequality that
Therefore, we get our estimate from (2.28) and (1.9). Hence the proof of Lemma 2.2 is complete.
This also completes the proof of Theorem 1.2.
Remark 2.3. Under the additional assumption that operators B k , k = 1, . . . , n are antisymmetric and satisfy, for some constants C 1 , C 2 > 0, k |B k w| ≤ C 1 w + C 2 |w|, w ∈ V Theorem 1.2 remain valid when condition (1.10) is replaced by weaker condition that u ∈ M 2 (0, T ; D(Ã)) ∩ M 2+δ (0, T ; V ) for some δ > 0.
PROOF OF THEOREM 1.6 ON THE EXISTENCE OF A SPECTRAL LIMIT
Proof of Theorem 1.6. Without loss of generality we can suppose that T 0 = 0 and λ = 0 in the assumption (1.4). Otherwise, we can do following change of notation A → A + λ I and F → F − λ I. Let us begin the proof with an observation that |u(t)| > 0 for all t > 0. Indeed, otherwise by the Theorem 1.2 we would have that u(0) is identically 0 what would contradict one of our assumptions. Hence the processΛ
is well defined. Let us also note that Λ ε converges pointwise and monotonously to Λ. Without loss of generality we may assume that T 0 = 0.
Step 1: Proof of the existence of the limit lim t→∞Λ (t). Let us fix τ ≥ 0.
By the same argument as in the proof of the Theorem 1.2 we get inequality (2.20) i.e.
for any t ≥ τ ≥ 0. Now we can notice that the expression
can be bounded from above by
. Therefore we have, P-a.s.
Indeed, by Doob inequality we have
, ∀T > 0. Taking N → ∞ limit in (3.1) and noticing that by the Lebesgue Dominated Convergence Theorem lim
Let us denote, for t ≥ 0,
we infer that
Since |u(t)| > 0, t ≥ 0 we can put ε = 0 in (3.6). Denote S(t) = S 0 (t), N (t) = N 0 (t), t ≥ 0. Since N (t) ≥ 0, by the Comparison Theorem for the one dimensional diffusions, see e.g. Theorem 1.1 p. 352 in [4] , we have for t ≥ τ , P-a.s.
, t ≥ τ. Let us note that a process (ϑ τ (t)) t≥τ is a local martingale. Moreover it is a uniformly integrable martingale. Indeed, in view of the assumption (1.17), we infer that
Hence, by the Doob martingale convergence Theorem A.7 the following limit exists P-a.s.
Moreover ϑ τ (∞) < ∞ and lim
and, therefore, P − a.s.
i.e. there exists P − a.s.
Moreover, because n ∈ L 2 (0, ∞) and K 2 ∈ L 1 (0, ∞) there exists P − a.s.
Furthermore, from assumption (1.16) it follows that (M 0 (t)) t≥0 is uniformly integrable exponential martingale and therefore there exists P − a.s.
Combining (3.8), (3.9) and (3.10) we infer that the following limit exists P-a.s.
Step 2: Proof that Λ(∞) ∈ σ(Ã). We will need an estimate for N ε (t), t ≥ τ . Denote
Let us observe that the process R τ martingale in the formula (3.6). The formula (3.6) can be rewritten as follows.
Rτ (t) , t ≥ τ.
By the Comparison Theorem for the one dimensional diffusions, see e.g. Theorem 1.1 p. 352 in [4] , we have for t ≥ τ ,
Also by the assumption (1.4) with λ = 0 we have that S ε (t) ≥ 0, t ≥ τ . Thus, we infer from (3.13) that (3.14)
Denote K ε (t) = N ε (t)Ψ τ (t), t ≥ τ . Then we can rewrite (3.14) as follows
Applying the Comparison Theorem we have that
Consequently, we have an estimate for N ε :
We infer from (3.17) that P − a.s.
i.e. P − a.s.
As we have already mentioned |u(t)| > 0, t > 0. Hence the right hand side of inequality (3.19) is uniformly bounded w.r.t. ε. Therefore, by Fatou Lemma P − a.s.
Denote ψ = u |u| . It follows from (3.20) that there exists sequence
This is contradiction with the fact that |ψ(t)| = 1. This completes the argument in Step 2.
The proof of Theorem 1.6 is now complete.
APPLICATIONS AND EXAMPLES
Now we will show how to apply Theorems 1.2 and 1.6 to certain linear and nonlinear SPDEs.
4.1. Backward Uniqueness for Linear SPDEs. We will consider following equation:
where f ∈ M 2 (0, T ; V ), g ∈ M 2 (0, T ; D(Ã)) and the operators A, B k , k = 1, . . . , n satisfy the same assumptions of Theorem 1.2. We will suppose that F ∈ L 2 (0, T ; L(V, H)). Then, we notice that assumption (1.12) is satisfied with n = |F (·)| L(V,H) . Applying Theorem 1.2 we have the following result: Theorem 4.1. Let u 1 , u 2 be two solutions of (4.1), such that for some δ 0 > 0
Proof. Denote u = u 1 − u 2 . Applying Theorem 1.2 to the process u we immediately get the result.
. . , n and following inequalities are satisfied: sup
Then the equation
where stochastic integral is in Stratonovich sense, satisfies conditions of the Theorem 4.1. Indeed, we have in this case that
We need to check only assumption (1.6). Other conditions are trivial. We have
The existence of a regular solution has been established in [7] . 
Then equation
where u stat ∈ L 2 (0, T ; D(A)) P-a.s. satisfies conditions of the Theorem 1.2. Indeed, it is enough to putÃ
In particular, in this scheme falls linearisation around solution u stat of two dimensional stochastic Navier-Stokes equation with multiplicative noise (see [2] 
Assume that u 0 ∈ H, f ∈ L 2 (0, T ; H) and g ∈ M 2 (0, T ; H). Consider the initial value problem.
Applying Theorem 1.2 we have the following result. Therefore, by (4.8) we have that n = R L(V,H) + K(|Ãu 1 | + |Ãu 2 |) satisfy assumption (1.12-1.11) and Theorem 1.2 applies to u.
Remark 4.6. It would be interesting to find weaker assumptions under which Theorem 1.2 is still valid. One possibility is to try to follow the lines of proof of Theorem 1.6 (Do everything P-a.s.!).
The stochastic Navier-Stokes equations with multiplicative noise fit into the framework described above.
Existence of the spectral limit.
Example 4.7. As it is usual, we denote by T n the n-dimensional torus. We put Let H = L 2 (T n , R n ) and V = W 1,2 (T n , R n ). Assume that u ∈ M 2+δ (0, T ; W 2,2 (T n , R n )) ∩ C([0, T ]; L 1+δ 0 (Ω, V )) is a unique solution of equation: Here we assume that matrixÃ = (a ij (x)) n i,j=1 , x ∈ T n is strictly positive definite, a ij ∈ L ∞ (T n ), i, j = 1, . . . , n; h ml k ∈ L ∞ ([0, ∞) × T n ), k, m, l = 1, . . . , n,
Then assumptions of the Theorem 1.6 are satisfied and the spectral limit exists.
APPENDIX A. SOME USEFUL KNOWN RESULTS
We present here, for convenience of readers, some standard definitions and theorems used in the article. We follow book [6] , appendix C and references therein. Then the following are equivalent: (1) The family {f k } k≥1 is uniformly integrable. (2) f ∈ L 1 (P ) and f k converges to f in L 1 (P ). Now we will give two applications of the notion of uniform integrability: Proposition A.6 (Ex. 7.12, a), p.132 of [6] (2) There exist Z ∈ L 1 (P ) such that Z t → Z P -a.e. and Z t → Z in L 1 (P ).
