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THE REGULARITY THEORY FOR THE DOUBLE OBSTACLE PROBLEM
FOR FULLY NONLINEAR OPERATOR
KI-AHM LEE AND JINWAN PARK
Abstract. In thispaper, weprove the existence anduniquenessofW2,p (n < p < ∞)
solution of double obstacle problem with C1,1 obstacle functions. Moreover, we
show local C1 regularity of free boundary for no-sign reduced double obstacle
problem with an upper obstacle ψ,
F(D2u, x) = fχΩ(u)∩{u<ψ} + F(D2ψ, x)χΩ(u)∩{u=ψ}, u ≤ ψ in B1,
where Ω(u) = B1 \ ({u = 0} ∩ {∇u = 0}) under thickness assumptions for u and ψ.
1. Introduction
Obstacle problems appear in various fields such as fluid filtration in porous
media, elstro-plasticity, optimal control and financial mathematics, see [Fri, Caf98].
The regularity of the free boundary in the classical single obstacle problem is first
proved by [Caf77]. Thereafter, the existence and uniqueness of the solution, C1,1
regularity of the solution, and C1 (and higher) regularity of the free boundary of
various obstacle problems for linear and nonlinear operators have been studied by
[CKS, Lee98, Lee01, Iva] and various researchers.
The formulation, existence, uniqueness and W2,p regularity of the solution for
double obstacle problem with C2 obstacles for linear and nonlinear operator was
discussed by [MR]. The double obstacle problem with homogeneous degree two
polynomial obstacles in two dimension was studied by [Ale]. The regularity of
the free boundaries of the double obstacle problem for Laplacian was obtained by
[LPS].
In this paper,we prove the existence anduniqueness ofW2,p (n < p < ∞) solution
of double obstacle problem for fully nonlinear operator in a domain D ⊂ Rn,
F(D2u, x) ≥ 0, in {u > φ1} ∩D,
F(D2u, x) ≤ 0, in {u < φ2} ∩D,
φ1(x) ≤ u(x) ≤ φ2(x) in D,
u(x) = g(x) on ∂D,
(FB)
with φ1, φ2 ∈ C1,1(D), φ2 − φ1 ∈ C2,1({φ2 − φ1 > 0}), ∂D ∈ C2,α, g ∈ C2,α(D) and
φ1 ≤ g ≤ φ2 in ∂D. Moreover, we show local C1 regularity of free boundary for
nosign reduced double obstacle problem:
F(D2u, x) = fχΩ(u)∩{u<ψ} + F(D2ψ, x)χΩ(u)∩{u=ψ} a.e. in B1,
u ≤ ψ in B1,
(FBlocal)
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where
Ω(u) := B1 \ ({u = 0} ∩ {∇u = 0}) and f ∈ C0,1(B1),
with the upper obstacle function
ψ ∈ C1,1(B1) ∩ C2,1(Ω(ψ)), Ω(ψ) := B1 \ ({ψ = 0} ∩ {∇ψ = 0}).
For Laplace case, the regularity of two free boundaries of (FBlocal) with a zero lower
obstacle and a upper obstacleψ ∈ C1,1 whose behavior near zero is of the half-space
function type , a2 (x
+
n )
2, was discussed by [LPS]. We note that (FBlocal) is a generalized
problem (without the sign condition 0 ≤ u) of reduced form of (FB),
F(D2u, x) = fχ{0<u<ψ} + F(D2ψ, x)χ{0<u=ψ}, 0 ≤ u ≤ ψ in B1, (1)
with ψ ∈ C1,1(B1)∩ψ ∈ C2,1({ψ > 0}), f ∈ C0,1(B1), see Remark 2.2. For simplicity, in
this introduction, we discuss the ideas of this paper by using the simple form (1).
We explain the condition ψ ∈ C1,1(B1) ∩ ψ ∈ C2,1({ψ > 0}). First, we observe that
u = 12 (x
+
1
)2+ 12 (x
+
2 )
2 is a solution of a double obstacle problem,∆u = χ{0<u<ψ}+χ{0<u=ψ}
in R2, where the upper obstacle function ψ = 12x
2
1
+
1
2x
2
2
. Then, the low contact set
{u = 0} and the upper contact set {u = ψ} are the first and third quadrant in R2,
respectively. Hence, the two free boundaries, ∂{0 < u < ψ} and ∂{0 < u = ψ}, have
a corner at the origin. It means that if we choose C2 upper obstacle in (1), then the
blowupψ0 (see subsection (1.3)) ofψ at the free boundary point 0 is a homogeneous
degree 2 polynomial. Consequently, it is also possible that free boundaries of the
blowup u0 of u at 0 have a corner. Then, we can not expect more than Lipschitz
regularity for the free boundaries. It presents the reason for choosing C1,1 upper
obstacle to show the C1 regularity of the double obstacle problem. Additionally,
we assume that ψ ∈ C2,1({ψ > 0}) to regard the upper obstacle as a solution of the
single obstacle problem. Finally, the thickness assumption for ψ implies that the
blowup ψ0 of ψ at the free boundary point 0 is the half-space function, ψ0 = c(x+n )
2
and we have a chance to have the regularity of the free boundaries.
The main difficulty in our work is the lack of monotonicity formulas due to the
nonlinearity of the operator, which is the important tools for the analysis on the
blowups of solutions at the free boundary point for the double obstacle problem
for the Laplace operator, F(D2u, x) = ∆u, see [LPS]. Hence, we focus on the fact that
the blowup ψ0 of the upper obstacle ψ at 0 is the half-space function, ψ0 = c(x+n )
2
and the sign condition 0 ≤ u0 ≤ ψ0 implies that {u0 = 0} ⊂ {ψ = 0} ⊂ {xn ≤ 0}.
Thus, we observe that ∂eu/xn is finite and prove that the first derivative ∂eu0 of
the blowup u0 of u in a direction e orthogonal to en is identically zero for any
direction e ∈ Sn−1 ∩ e⊥n . Finally, u0 will be characterized as a constant multiple of
(xn)
2
+ and we have the regularity of the free boundary of the solution of u, by using
the directional monotonicity. It is noticeable that similar arguments for second
derivative has been introduced in [LS01] and the one for the first derivative as
above has been considered in [IM16b] in different consideration.
Now, we summarize the contents in this paper. In Subsection 2.1, we present a
modified penalizationmethod which implies the existence and uniqueness ofW2,p
solution of (FB) with C1,1 obstacles. We note that the modified version is simpler
than the original one in [Fri, Lee98, Duq]. Furthermore, the condition for obstacle
is improved from C2 to C1,1, which is essential for regularity of the free boundaries.
We also note that, since F(D2u, x) is bounded, the W2,p (n < p < ∞) solution u
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of (FB) is the strong Ln solution and the viscosity solution of the problem, see
[CCKS]. In Subsection 2.2, we introduce a simple proof for the optimal regularity
of the solution (FB). In Subsection 3.2, we study the analysis on the blowups of
solutions at the free boundary point, as discussed in the preceding paragraph.
In Subsection 3.3, we discuss the directional monotonicity and the proof of the
regularity of the free boundaries, Theorem 1.3, by using the methods considered
in [Lee98, PSU, IM16a, LPS] and references therein.
1.1. Notations. We will use the following notations throughout the paper.
C,C0,C1 generic constants
χE the characteristic function of the set E, (E ⊂ Rn)
E the closure of E
∂E the boundary of a set E
|E| n-dimensional Lebesgue measure of the set E
Br(x),Br {y ∈ Rn : |y − x| < r}, Br(0)
Ω(u),Ω(ψ) see Equation (FBlocal)
Λ(u),Λ(ψ) B1 \Ω(u),B1 \Ω(ψ)
Γ(u), Γψ(u) ∂Λ(u) ∩ B1, {u = ψ} ∩ B1
Γd(u) Γ(u) ∩ Γψ(u) (the intersection of free boundaries)
∂ν, ∂νe first and second directional derivatives
Pr(M),P∞(M) see Definition 1.2, 1.3
δr(u, x), δr(u) see Definition 1.1
P+,P− Pucci operators
S, S, S, S∗ the viscosity solution spaces for the Pucci operators
1.2. Conditions on F = F(M, x). For the definitions of the viscosity solution and
the spaces of viscosity solutions of the Pucci operators S(λ0, λ1, f ), S(λ0, λ1, f ),
S(λ0, λ1, f ), S∗(λ0, λ1, f ), we refer to the book of Caffarelli-Cabre´ [CC]. We assume
that the fully nonlinear operator F(M, x) satisfies the following conditions:
(F1) F(0, x) = 0 for all x ∈ Rn.
(F2) F is uniformly elliptic with ellipticity constants 0 < λ0 ≤ λ1 < +∞, that is
λ0‖N‖ ≤ F(M +N, x) − F(M, x) ≤ λ1‖N‖,
for any symmetric n×nmatrixM and positive definite symmetric n×nmatrix
N.
(F3) F(M, x) is convex inM for all x ∈ Rn.
(F4)
|F(M, x)− F(M, y)| ≤ C|M||x − y|.
Furthermore, we introduce the Pucci operators P±, with 0 < λ0 ≤ λ1 < +∞ as
P−(M, λ0, λ1) := inf
λ0Id≤N≤λ1Id
TrNM, P+(M, λ0, λ1) := sup
λ0Id≤N≤λ1Id
TrNM,
for any symmetric n × nmatrixM.
1.3. Definitions. In order to find the possible configuration of the solution near the
free boundary, the following blowup concept has been used heavily at [Caf77, Fri]
and other references.
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For aW2,n solution, u, of (FBlocal) in Br, we define the rescaling function of u at x0
with ρ > 0 as
uρ(x) = uρ,x0(x) :=
u(x0 + ρx) − u(x0)
ρ2
, x ∈ Br/ρ.
By optimal C1,1 regularity of solution u (Theorem 1.2), we have the uniform bound-
edness of C1,1 norm of the rescaling functions uρ(x) and then extract a convergent
subsequence to a limit u0 called as a blowup. More precisely, if u is aW
2,n solution
of (FBlocal) in Br, then for any sequence ρi → 0, there exists a subsequence ρi j of ρi
and u0 ∈ C1,1loc (Rn) such that
uρi j → u0 uniformly in C
1,α
loc
(Rn) for any 0 < α < 1.
Such u0 is called as a blowup of u at x0.
Tomeasure the contact setΛ(u) between u and zero lower obstacle, we are going
to define the minimal distance of contact sets as [Caf77].
Definition 1.1. We denote by δr(u, x) the thickness of Λ(u) on Br(x), i.e.,
δr(u, x) :=
MD(Λ(u) ∩ Br(x))
r
,
where MD(A) is the least distance between two parallel hyperplanes containing A. We
will use the abbreviated notation δr(u) for δr(u, 0).
Remark 1.1. In this paper, we assume the uniform thickness assumption forΛ(ψ) and
the thickness assumption for Λ(ψ) ∩Λ(u),
δr(ψ, z) ≥ ǫ0 for all r < 1/4, z ∈ Γ(ψ) ∩ Br (2)
and
δr(u, ψ) :=
MD(Λ(u) ∩ Λ(ψ) ∩ Br)
r
≥ ǫ0 for all r < 1/4, (3)
respectively, see Theorem 1.3. The thickness δr satisfies δ1(ur) = δr(u), where ur = ur,0.
Thus, by the fact that lim supr→0Λ(ur) ⊂ Λ(u0), we have
lim sup
r→0
δr(u) ≤ δ1(u0).
By the same argument, the thickness assumption (2) and (3) implies
δr(ψ0, x0) ≥ ǫ0 for all r > 0, x0 ∈ Γ(ψ0)
and
δr(u0, ψ0) ≥ ǫ0 for all r > 0,
for any blowups u0 and ψ0 of u and ψ at 0, respectively.
In order to state a theorem on the regularity of free boundary, we define classes
of local and global solutions of the problem.
Definition 1.2. (Local solutions) We say a W2,n function u belongs to the class Pr(M)
(0 < r < ∞), if u satisfies :
(i) F(D2u, x) = fχΩ(u)∩{u<ψ} + F(D2ψ, x)χΩ(u)∩{u=ψ}, u ≤ ψ in Br,
(ii) ‖D2u‖∞,Br ≤M,
(iii) 0 ∈ Γd(u),
where f ∈ C0,1(Br) and ψ ∈ C1,1(Br) ∩ C2,1(Ω(ψ)).
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Definition 1.3. (Global solutions) We say a W2,n function u belongs to the class P∞(M),
if u satisfies :
(i) F(D2u) = χΩ(u)∩{u<ψ} + F(D2ψ)χΩ(u)∩{u=ψ}, u ≤ ψ in Rn,
(ii) F(D2ψ) = aχΩ(ψ) in Rn, for a constant a > 1,
(iii) ‖D2u‖∞,Rn ≤M,
(iv) 0 ∈ Γ(u).
1.4. Main Theorems. The purpose of the paper is to obtain the existence, optimal
regularity of the solution for the double obstacle problem and the regularity of the
free boundary. The main theorems are as follows:
Theorem 1.2 (Existence and optimal regularity). Assume F satisfies (F1)-(F4). Then
the following holds:
(i) There exist W2,n solution u of (FB) with φ1, φ2 ∈ C1,1(D), ∂D ∈ C2,α, g ∈ C2,α(D)
and φ1 ≤ g ≤ φ2 in D.
(ii) For any compact set K in D, we have
‖u‖C1,1(K) ≤ M < ∞,
for some constant M =M(‖u‖L∞(D), ‖φ1‖C1,1(D), ‖φ2‖C1,1(D), dist(K, ∂D)) > 0.
Theorem 1.3 (Regularity of free boundary). Assume F satisfies (F1)-(F4) and F is C1
and let u ∈ P1(M) with an upper obstacle ψ such that
0 ∈ ∂Ω(ψ), lim
x→0,x∈Ω(ψ)
F(D2ψ(x), x) > f (0), f ≥ c0 > 0 in B1,
and
inf
{
F(D2ψ, x), F(D2ψ, x) − f
}
≥ c0 > 0 in Ω(ψ).
Suppose
δr(ψ, z) ≥ ǫ0 for all r < 1/4, z ∈ Γ(u) (4)
and
δr(u, ψ) ≥ ǫ0 for all r < 1/4. (5)
Then there is r0 = r0(u, c0, ‖∇F‖L∞(BM×B1), ‖F‖L∞(BM×B1), ‖∇ f ‖L∞(B1)) > 0 such thatΓ(u)∩Br0
is a C1 graph.
In [LPS], we have C1 regularity of the free boundaries, Γ(u) and Γψ(u). However,
in contrast to the linear case, we only have C1 regularity of Γ(u) for the nonlinear
case, see Remark 3.3.
The uniform thickness assumption for ψ, (4) is to ensure that the blowup ψ0 of
ψ is the half-space type upper obstacle, ψ0 =
a
2 (x
+
n )
2. The thickness assumption for
Λ(u)∩Λ(ψ) enables us to have the regularity of the free boundary without the sign
condition, u ≥ 0. We also note that for the double obstacle problem for Laplacian,
we only assume that
min
{
δr(u), δr(ψ)
} ≥ ǫ0 for all r < 1/4
(see Theorem 1.2 of [LPS]).
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2. Existence, Uniqueness and Optimal Regularity
2.1. Existence, uniqueness of W2,p solution. In this subsection, we suggest a
modified penalization method. The main difference from the original one in
[Fri, Lee98, Duq] and our modified method is uniform boundedness of penal-
ization term βǫ. Specifically, in [Fri, Lee98, Duq], βǫ(z) → −∞ if z < 0, ǫ → 0, but
in our method, |βǫ| ≤ C. As a result, the modified version is simper than origi-
nal version and the condition for obstacles is improved from C2 to C1,1. We note
that C1,1 condition for the obstacles is demanded to have the regularity of the free
boundary, see the Introduction of this paper.
Proposition 2.1. Assume F satisfies (F1)-(F4). There is a unique solution u ∈ W2,p(D),
for any n < p < ∞, of (FB) with
‖u‖W2,p(D) ≤ C
(
‖F(D2φ1, x)‖L∞(D), ‖F(D2φ2, x)‖L∞(D)
)
,
where φ1, φ2 ∈ C1,1(D), ∂D ∈ C2,α, g2,α ∈ C(D) and φ1 ≤ g ≤ φ2 on ∂D.
Proof. Let β1(z) ∈ C∞(R) be a function satisfying
β1(z) = −max
{
‖F(D2φ1, x)‖L∞(D), ‖F(D2φ2, x)‖L∞(D)
}
if z < −1,
β1(z) = 0 if z > 1,
β1(z) ≤ 0 in z ∈ R,
and define βǫ(z) := β1(z/ǫ), for ǫ > 0. We consider the penalization problem,{
F(D2u, x) = βǫ(u − φ1) − βǫ(φ2 − u) in D,
u(x) = g(x) on ∂D.
(6)
By the W2,p regularity in [CC], for each v ∈ C0,α(D)(0 < α < 1) there is a unique
solution w ∈ W2,p(D), for any n < p < ∞, of{
F(D2w, x) = βǫ(v − φ1) − βǫ(φ2 − v) in D,
w(x) = g(x) on ∂D.
Since the boundedness of βǫ,
‖w‖W2,p(D) ≤ C0,
where C0 is a constant which is independent for ǫ and v.
Let w = Sv, then S : BC0 → BC0 is a compact map sinceW2,p compactly embeded
in C0,α, where BC0 is the C0 ball centered at 0 in C
0,α(D). By Cα estimate up to
boundary for solutions of inhomogeneous Dirichlet problem for fully nonlinear
operator, we know that S is continuous. By Schauder’s fixed-point theorem, there
is a function u ∈ BC0 such that Su = u. That means there is uǫ ∈ W2,p(D) such that
uǫ is a solution of (6) and ‖uǫ‖W2,p ≤ C0, where C0 is not depending ǫ. Then there is
a sequence ǫ = ǫi → 0 and u ∈ W2,p(D) such that
uǫ → u weakly inW2,p(D), for all n < p < ∞.
Thus, we know that ‖u‖W2,p(D) ≤ C0 and
uǫ → u uniformly in D.
We claim that u is a solution of the double obstacle problem, (FB). First, we are
going to prove that F(D2u, x) ≥ 0 in {u > φ1} ∩ D. Take a point x0 in {u > φ1} ∩ D
and let δ = (u(x0)−φ1(x0))/2. Then, by the uniform convergence of uǫ to u, there is
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a ball Br(x0) ⋐ {u > φ1} ∩D and ǫ0 > 0 such that uǫ −φ1 ≥ δ in Br(x0), for ǫ < ǫ0. By
the definition of βǫ, for ǫ ≤ min{ǫ0, δ}, we have
βǫ(uǫ − φ1) ≡ 0 and F(D2uǫ, x) ≥ 0 in Br(x0).
By the closedness of the family of viscosity solutions, Proposition 2.9 of [CC],
the uniform convergence of uǫ to u implies that F(D
2u, x) ≥ 0 in Br(x0). Since
x0 ∈ {u > φ1} ∩D is arbitrary, we obtain F(D2u, x) ≥ 0 in {u > φ1} ∩D. We also have
F(D2u, x) ≤ 0 in {u < φ2} ∩D, by the same method.
Next, we are going to prove φ1 ≤ u ≤ φ2 in D. Suppose that {u < φ1} ∩D is not
empty and take a point x0 ∈ {u < φ1} ∩ D. Then, by uniform convergence of uǫ,
there is a ball Br(x0) such that
βǫ(uǫ − φ1) = −max
{
‖F(D2φ1, x)‖L∞(D), ‖F(D2φ2, x)‖L∞(D)
}
, βǫ(φ2 − uǫ) ≡ 0 in Br(x0)
and
F(D2uǫ, x) ≤ F(D2φ1) in Br(x0), for sufficiently small ǫ.
Consequently, F(D2u, x) ≤ F(D2φ1) in {u < φ1} ∩ D. Moreover, the boundary con-
dition implies that u ≡ φ1 on ∂({u < φ1} ∩ D). Hence, by the maximum principle,
u ≥ φ1 in {u < φ1} ∩ D and it is a contradiction. The same method implies that
{u > φ2} ∩D = ∅ and φ1 ≤ u ≤ φ2 in D.
Suppose that there are two solutions u1 and u2 of (FB) and {u1 < u2} ∩ D is not
empty. Then φ2 ≥ u2 > u1 and u2 > u1 ≥ φ1 in {u1 < u2} ∩ D and F(D2u1, x) ≤
0 ≤ F(D2u2, x) in {u1 < u2} ∩ D. The boundary condition implies that u1 ≡ u2 on
∂({u1 < u2} ⊂ D) and we have u1 ≥ u2 in {u1 < u2} ⊂ D, by comparison principle.
Therefore, we arrive at a contradiction and have the uniqueness of the solution of
(FB). 
2.2. Optimal Regularity. In this subsection, we prove the optimal regularity of
the double obstacle problem (FB), by using the reduced form of (FB) explained in
the following remark.
Remark 2.2. By subtracting the lower obstacle φ1, we reduce the problem (FB) to the
double obstacle problemwith zero lower obstacle, i.e., we define F˜(M, x) := F(M+D2φ1, x)−
F(D2φ1, x) and v = u − φ1, where u is a W2,p (n < p < ∞) solution of (FB). Then
F˜(D2v, x) = F(D2u, x) − F(D2φ1, x)
= −F(D2φ1, x)χ{φ1<u<φ2} +
(
F(D2φ2, x) − F(D2φ1, x)
)
χ{φ1<u=φ2}
= −F(D2φ1, x)χ{0<v<φ2−φ1} + F˜(D2(φ2 − φ1), x)χ{0<v=φ2−φ1}.
By replacing f = −F(D2φ1, x), ψ = φ2 − φ1 and reusing v = u − φ1 by u, F˜(M, x) :=
F(M + D2φ1, x) − F(D2φ1, x) by F(M, x), we know that u is a W2,p solution of reduced
double obstacle problem,
F(D2u, x) = fχ{0<u<ψ} + F(D2ψ, x)χ{0<u=ψ} a.e. in D (7)
with 0 ≤ u ≤ ψ in D, f ∈ L∞(D) and ψ ∈ C1,1(D) ∩ C2,1({ψ > 0}).
The key lemma for the optimal regularity (C1,1 regularity) of the solution of (FB)
is the quadratic growth of the solution at the free boundary point. In the single
obstacle problem, we have
sup
Br/2(x0)
|u(x) − Lx0(x)| ≤ C‖φ‖C1,1(D), r2 x0 ∈ {u = φ}, (8)
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where u is the solution of the single obstacle problem with the obstacle function φ
and Lx0(x) = u(x0) + ∇φ1(x0)(x − x0), see e.g. [Caf98]. In the proof of the statement
above, the fact that u is a supersolution in the domain is crucially used. However,
since the solution of the double obstacle problem is a supersolution only on {u <
φ2} ∩ D, we have (8) only for r < dist(x0, ∂{u = φ2}). Thus, it is hard to have the
optimal regularity by using the method in [Caf98].
Thus, we use an argument using the proof by contradiction for a specific set
of solutions of the problem, see Definition 2.1. The argument was used for single
obstacle problem for the fully nonlinear operator in [LS01] and the p-obstacle
problem in [LS03] and first appeared in [KS].
We note that the reduced double obstacle problem (7) with f ∈ C0,1(D) is con-
tained more general class of problems in [IM16a] and moreover, the optimal reg-
ularity of solutions for problems in the class was proved in the paper. However,
in our paper we suggest a simple proof for the optimal regularity of (1) with
f ∈ L∞(D) ⊃ C0,1(D).
Definition 2.1. For a positive constant c′, let G(c′) be a class of solution u ∈ W2,n(B1) of
F(D2u, x) = f (x)χ{0<u<φ} + F(D2φ, x)χ{0<u=φ}, 0 ≤ u ≤ φ in B1. (9)
with | f (x)|, |F(D2φ, x)|, |φ| ≤ c′ in B1 and 0 ∈ Γ(u).
Proposition 2.3 (Quadratic growth). Assume F satisfies (F1), (F2). For u ∈ G(c′), we
have
S(r, u) = sup
x∈Br
u(x) ≤ C0r2,
for a positive constant C0 = C0(c
′).
Proof. First, we are going to show that there is a positive constant C0 such that
S(2− j−1, u) ≤ max(C02−2 j, 2−2S(2− j, u)) for all j ∈N ∪ {0,−1}. (10)
Suppose it fails. Then, for each j ∈N ∪ {0,−1}, there exists u j ∈ G such that
S(2− j−1, u j) > max( j2−2 j, 2−2S(2− j, u j)). (11)
We define
u˜ j(x) :=
u(2− jx)
S(2− j−1, u)
x ∈ B2 j .
Then, by the definition of u˜ and (11),
S(u˜ j, 1/2) = 1, S(u˜ j, 1) = 4, u˜ j(0) = 0.
Since u ∈ G(c′), by the condition (F1) and Proposition 2.13 of [CC], we know that
u ∈ S∗(λn ,Λ, c′). By (11),
P+(D2u˜(x)) =
2−2 j
S(2− j−1, u)
· P+(D2u(2− jx)) ≥ − c
′
j
and
P−(D2u˜(x)) =
2−2 j
S(2− j−1, u)
· P−(D2u(2− jx)) ≤ c
′
j
,
i.e., u˜ ∈ S∗(λ/n,Λ, c′/ j). By Harnack inequality (Theorem 4.3 of [CC]) and Cα reg-
ularity (Proposition 4.10 of [CC]), we know that u˜ j → u˜ in B1, up to subsequence
and
u˜ ∈ S∗(λ/n,Λ, 0) in B1,
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u˜ , 0 in B1/2 and u˜(0) = 0. Then, by strong maximum principle, we have a
contradiction.
Next, we claim that
S(2− j, u) ≤ C02−2 j+2 for all j ∈N ∪ {0}. (12)
We may assume that C0 > c′/4. Then (12) holds for j = 0. Assume that (12) holds
for j = j0. Then, by (10),
S(2−( j0+1), u) ≤ max(C02−2 j0 , 2−2S(2− j0 , u)) ≤ C02−2 j0 ,
i.e., by the induction, we have (12) for all j ∈N ∪ {0}.
Let 2− j−1 ≤ r ≤ 2− j. Then, by (12),
S(r, u) ≤ S(2− j, u) ≤ C02−2 j+2 = C0242−2 j−2 ≤ C024r2.
Thus, we have the quadratic growth rate of for u at 0. 
Proposition 2.4 (Optimal regularity). Assume F satisfies (F1)-(F4). Let u ∈ W2,n(D)
be a solution of (FB), with φ1, φ2 ∈ C1,1(D), ∂D ∈ C2,α, g ∈ C2,α(D) and φ1 ≤ g ≤ φ2 on
∂D. Then u ∈ W2,∞
loc
(D).
Proof. Let K be a compact set in D and δ = dist(K, ∂D). Since u ∈ W2,p(D), D2u =
D2φ1 a.e. on {u = φ1} and D2u = D2φ2 a.e. on {u = φ2}. Thus it suffice to show that
‖u‖W2,∞({φ1<u<φ2}∩K) < +∞. Let
x0 ∈ {φ1 < u < φ2} ∩ K
and d(x0) = dist(x0, ∂{u = φ1} ∪ ∂{u = φ2}).
We are going to apply Proposition 2.3 to u − φ1 and φ2 − u which are solutions
of the problem of the form (9) (see e.g. the introduction of our paper and Remark
3.3).
First, we assume that d(x0) = dist(x0, ∂{u = φ1} ∪ ∂{u = φ2}) = dist(x0, ∂{u = φ1}).
Case 1) 5d(x0) < δ
Let y0 ∈ ∂Bd(x0)(x0) ∩ {u = φ1}. Then B4d(y0) ⊂ B5d(x0) ⋐ D. By Proposition 2.3 for
u(4dx+ y0) − φ1(4dx+ y0)/(4d)2 , we obtain
‖u − φ1‖L∞(B2d(y0)) ≤ C(‖φ1‖C1,1(D), ‖φ2‖C1,1(D))d2.
Since F˜(D2(u − φ1), x) = −F(D2φ1, x) in {φ1 < u < φ2}, where F˜(M, x) = F(M +
D2φ1, x) − F(D2φ1, x), by interior estimate,
‖D2(u − φ1)‖L∞(Bd/2(x0)) ≤ C
‖u − φ1‖L∞(Bd(x0))
d2
.
Since Bd(x0) ⊂ B2d(y0),
‖D2(u − φ1)‖L∞(Bd/2(x0)) ≤ C(‖φ1‖C1,1(D), ‖φ2‖C1,1(D)).
Case 2) 5d(x0) > δ
The interior derivative estimate for u in Bδ/4(x0) gives
‖D2(u − φ1)‖L∞(Bδ/10(x0)) ≤ C
42
δ2
‖u − φ1‖L∞(D).
By the regularity for φ1, we have the optimal regularity.
For the case d(x0) = dist(x0, ∂{u = φ2}), the same argument as above shows the
boundedness of the second derivative of u. 
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3. Regularity of the Free Boundary
3.1. Non-degeneracy. Non-degeneracy of u near a free boundary point is one of
the important properties of the obstacle problem. In particular, it implies that the
blowups of the solutions are still nontrivial solutions to the problem, which means
that they do not become flatten out to the identically zero function. Another
consequence of the non-degeneracy along with the optimal growth, is that the
Lebesgue measure of the free boundary is zero. The following non-degeneracy
estimate comes from a simple barrier argument.
Lemma 3.1. Assume F satisfies (F1), (F2). Let u ∈ P1(M). If f ≥ c0 > 0 in B1 and
F(D2ψ, x) ≥ c0 > 0 in Ω(ψ), then
sup
∂Br(x)
u ≥ u(x) + c
8λ1n
r2 x ∈ Ω(u) ∩ B1,
where Br(x) ⋐ B1.
Proof. Let x0 ∈ Ω(u)∩B1 and u(x0) > 0. SinceΩ(u)∩{u = ψ} ⊂ Ω(ψ) and the assump-
tions for f and F(D2ψ, x), we obtain F(D2u, x) = fχΩ(u)∩{u<ψ} +F(D2ψ, x)χΩ(u)∩{u=ψ} ≥
c0 in Ω(u). Thus, by the uniformly ellipticity, (F2) in Definition 1.2, we have
F(D2φ, x) ≥ F(D2u, x) − c ≥ 0 on Br(x0) ∩Ω(u),
where
φ(x) := u(x) − u(x0) − c
2λ1n
|x − x0|2.
Then, by using maximum principle on Br(x
0) ∩ Ω(u), φ(x0) = 0 and φ(x) < 0 on
∂Ω(u), we have
sup
∂Br(x0)∩Ω(u)
φ > 0 and sup
∂Br(x)
u ≥ u(x) + c
2λ1n
r2.
We omit the rest of the proof since it is a repetition of the arguments for the linear
case in the proof of Lemma 2.2 of [LPS]. 
The non-degeneracy for u implies the local porosity of Γ(u). Consequently, Γ(u)
has a Lebesgue measure zero (see [LPS] and references therein).
Lemma 3.2 (Lebesguemeasures of Γ(u)). Assume F satisfies (F1), (F2). Let u ∈ P1(M).
If f ≥ c0 > 0 in B1 and F(D2ψ, x) ≥ c0 > 0 onΩ(ψ), then thenΓ(u) has a Lebesgue measure
zero.
Remark 3.3. We note that, by the same reason as for linear case, for a non-negative
solution u ∈ P1(M), v := ψ − u is a solution of
F˜(D2v, x) =
(
F(D2ψ, x) − f
)
χ{0<v<ψ} + F(D2ψ, x)χ{0<v=ψ} in B1,
where F˜(M, x) = F(D2ψ, x) − F(D2ψ −M, x). Moreover, we have the non-degeneracy for
v, 0 ∈ Γd(u0) and |Γψ(u)| = 0, although v is not in P1(M), see Remark 2.4 of [LPS].
We also note that
F˜(M, x) = F(D2ψ, x) − F(D2ψ −M, x)
is a concave fully nonlinear operator. Thus, we can not apply the theory of the obstacle
problem for convex fully nonlinear operator in [Lee98] to F˜(M, x). Precisely, we can not
have Lemma 3.10 for v, which is that the blowup of v at x ∈ Γ(v) = Γψ(u) near 0 is a
half-space solution, v = c(x+n )
2. Hence, in contrast with linear theory [LPS], we only have
the regularity of the free boundary Γ(u), in this paper.
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3.2. Classification of Global Solutions. For the global solution u ∈ P∞(M) with
the upper obstacle ψ = a2 (x
+
n )
2, we suppose the thickness assumption δr(u, ψ) ≥
0, for all r > 0. Then, the non-degeneracy implies that {xn < 0} ⊂ {u = 0} = Λ(u).
Thus, we observe that ∂eu/xn is finite and prove that ∂eu ≡ 0 for any direction e ∈
Sn−1∩e⊥n . It implies that u is a half-space solution, u = c(x+n )2. We note that that similar
arguments in the proof of Proposition 3.4 for second derivative was introduced in
[LS01] and the one for the first derivative as above has been considered in [IM16b]
in different consideration.
Proposition 3.4. Assume F satisfies (F1)-(F4). Let u ∈ P∞(M) be a solution of
F(D2u) = χΩ(u)∩{u<ψ} + aχΩ(u)∩{u=ψ}, u ≤ ψ a.e. in Rn,
with the upper obstacle
ψ(x) =
a
2
(x+n )
2,
for a constant a > 1. Suppose
δr(u, ψ) ≥ 0 for all r > 0.
Then we have
u(x) =
1
2
(x+n )
2 or u(x) =
a
2
(x+n )
2.
Proof. By the condition u ≤ ψ = a2 (x+n )2 on Rn, we know that u(x) ≤ 0 on {xn ≤ 0}.
Suppose that ∂Ω(u) ∩ {xn < 0} , 0. Then, by non-degeneracy, (Lemma 3.1), we
know that {u > 0} ∩ {xn < 0} , 0 and we arrive at a contradiction. Next, suppose
that {xn < 0} ⊂ Ω(u). Since {ψ = 0} = Λ(ψ) = {xn ≤ 0}, it is a contraction to
δr(u ∩ ψ) ≥ 0, for all r > 0. Thus, the only possibility is {xn < 0} ⊂ Λ(u). In other
words, we have
Ω(u) ⊂ {xn > 0}
and u = 0 on {xn ≤ 0} and ∂eu = 0 on {xn ≤ 0} for all e ∈ Sn−1 ∩ e⊥n , where
S
n−1 := {x ∈ Rn : |x| = 1} and e⊥ := {x ∈ Rn : x ⊥ e} for e ∈ Sn−1.
It suffice to show that ∂eu ≡ 0 on Rn for any direction e ∈ Sn−1 ∩ e⊥n to have the
conclusion. Then, we fix e1 ∈ Sn−1 ∩ e⊥n and define
0 ≤ sup
x∈{xn>0}
∂1u(x)
xn
=: M0.
M0 is finite since the optimal regularity and ∂1u = 0 on {xn ≤ 0}. Arguing by
contradiction, supposeM0 > 0.
Since ∂1u ≡ 0 on (Ω(u) ∩ {u < ψ})c, we can take a sequence x j ∈ Ω(u) ∩ {u < ψ} ⊂
{xn > 0} such that
lim
j→∞
1
x
j
n
∂1u(x
j) =M0.
Let r j := x
j
n = |x jn| and consider rescaling functions
ur j(x) :=
u
(
((x j)′, 0) + r jx
)
(r j)2
and ψr j(x) :=
ψ
(
((x j)′, 0) + r jx
)
(r j)2
= ψ(x).
Then, D2ur j are uniformly bounded and ur j ≡ 0 on {xn ≤ 0}. Thus,
ur j (x)→ u˜(x) in C1,αloc (Rn) for any α ∈ [0, 1),
u˜ ≡ 0 on {xn ≤ 0} (Ω(u˜) ⊂ {xn > 0}) (13)
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and u˜ is a solution of
F(D2u) = χΩ(u)∩{u<ψ} + aχΩ(u)∩{u=ψ}, u ≤ ψ a.e. in Rn,
with the upper obstacle
ψ(x) =
a
2
(x+n )
2.
By the definition ofM, for x ∈ {xn > 0},
∂1ur j (x) =
∂1u
(
((x j)′, 0) + r jx
)
r jxn
· xn ≤ M0xn.
Hence, we have ∂1u˜(x) ≤M0xn on {xn > 0}. Moreover,
∂1u˜(en) = lim
j→∞
∂1ur j (en) = lim
j→∞
∂1u
(
((x j)′, 0) + r jen
)
r j
= lim
j→∞
∂1u(x j)
x
j
n
=M0.
If en ∈ (Ω(u˜)∩ {u˜ < ψ})c, then ∂1u˜(en) = 0 and we arrive at a contradiction. Thus,
en ∈ Ω(u˜) ∩ {u˜ < ψ}. Let Ω˜(u˜) be the connected component of Ω(u˜) ∩ {u˜ < ψ}
containing en. By (13), we know that Ω˜(u˜) ⊂ Ω(u˜) ⊂ {xn > 0}.
BydifferentiatingF(D2u˜) = 1on Ω˜(u˜), wehaveFi j(D
2u˜)∂i j∂1u˜ = Fi j(D2u˜)∂i jM0xn =
0 on Ω˜(u˜). Thus, the strong maximum principle implies that
∂1u˜ =M0xn on Ω˜(u˜) ⊂ {xn > 0}.
If there exists x ∈ ∂Ω˜(u˜) ∩ {xn > 0}, then ∂1u˜(x) = 0 = Mxn and we have a
contradiction, i.e., we have ∂Ω˜(u˜) ∩ {xn > 0} = ∅. Then, Ω˜(u˜) ⊂ {xn > 0} implies
Ω˜(u˜) = {xn > 0}, ∂1u˜ ≡ Mxn on {xn > 0} and
u˜(x) =M0x1xn + g(x2, ...xn) on {xn > 0}.
Since u˜ = 0 and ∇u˜ = 0 on {xn = 0}, by using the even extension function of u˜
and the Evans-Krylov theorem, we haveC2,α-estimate for u˜(Rx)/R2 up to boundary
of B1 ∩ {xn > 0}. Thus, we obtain
sup
x,y∈BR∩{xn>0}
|D2u˜(x) −D2u˜(y)|
|x − y|α ≤
C
Rα
and letting R → ∞ implies that D2u˜ is a constant in {xn > 0}. Then u˜ is a second
order polynomial in {xn > 0} with u˜ = 0 on {xn ≤ 0}, ∇u˜ = 0 on {xn ≤ 0}. Since
u˜ ∈ C1,α
loc
(Rn), u˜ = 12x
2
n on {xn > 0} and it is a contradiction toM0 > 0. 
3.3. Directional Monotonicity and proof of Theorem 1.3. In this subsection, we
show the directional monotonicity for solutions to (FBlocal) and the regularity of the
solutions of problem. Basically, the arguments in this section follow the methods
for linear case in [LPS] and the single obstacle problem for fully nonlinear operator
in [Lee98, IM16a]. Thus we omit or summarize some proofs in this subsection.
Lemma 3.5. Assume F satisfies (F1), (F2). Let u ∈ P1(M) and f ≥ c0 > 0 in B1,
F(D2ψ, x) ≥ c0 > 0 in Ω(ψ) and
u(x) =
1
2
(x+n )
2 or u(x) =
a
2
(x+n )
2.
for some a > 1. Suppose
‖u − u0‖L∞(B1) ≤ ǫ.
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Then
u > 0 in {x1 >
√
2ǫ} ∩ B1,
u = 0 in
x1 ≤ −4
√
λ1nǫ
c0
 ∩ B1/2.
Lemma 3.6. Assume F satisfies (F1)-(F4) and F is C1 and let u be a solution of
F(D2u, rx) = f (rx)χΩ(u)∩{u<ψ} + F(D2ψ(rx), rx)χΩ(u)∩{0<u=ψ}, u ≤ ψ in B1
and assume that f (x) ≥ c0 > 0 in B1, Suppose that we have
C∂eψ − ψ ≥ 0, C∂eu − u ≥ −ǫ0 in B1,
for a direction e and ǫ0 < c/64λ1n. Then we obtain
C∂eu − u ≥ 0 in B1/2,
if 0 < r ≤ r′
0
, for some
r′0 = r
′
0(C, c0, ‖∇F‖L∞(BM×B1), ‖∇ f ‖L∞(B1)).
Proof. By the conditions for F, there is a measureable coefficients ai j(x) ∈ ∂F(D2u(x),
rx) (∂F(M, x) is the subdifferential of F at (M, x)) such that
ai j(x)∂i j∂eu(x) ≤ r∂e f (rx) − r(∂x,eF)(D2u(x), rx) on Ω(u) ∩ {u < ψ},
and
ai j(x)∂i ju(x) ≥ f (rx) on Ω(u) ∩ {u < ψ},
where ∂x,e is the spatial directional derivative in the direction e.
Arguing by contradiction, suppose there is a point y ∈ B1/2∩Ω(u)∩{u < ψ} such
that C∂eu(y) − u(y) < 0. Define the auxiliary function
φ(x) = C∂eu(x) − u(x) + c0
λ1n
|x − y|2.
Then,
ai j(x)∂i jφ(x) ≤ Cr∂e f (rx) − Cr(∂x,eF)(D2u(x), rx)− f (rx) + 2c0
≤ Cr‖∇ f ‖L∞(B1) + Cr‖∇xF‖L∞(BM×B1) − f (rx) + 2c0 ≤ 0,
on B1/4(y) ∩Ω(u) ∩ {u < ψ} for r ≤ r˜0 = r˜0(C, c0, ‖∇ f ‖L∞(B1), ‖∇F‖L∞(BM×B1)).
By the minimum principle of φ on B1/4(y) ∩Ω(u) ∩ {u < ψ} , φ(y) < 0 and φ ≥ 0
on ∂
(
Ω(u) ∩ {u < ψ}) (C∂eψ − ψ ≥ 0 in B1), we have
inf
∂B1/4(y)∩(Ω(u)∩{u<ψ})
φ < 0 and inf
∂B1/4(y)∩(Ω(u)∩{u<ψ})
(C∂eu − u) < − c0
32λ1n
.
Since ǫ0 <
c0
64λ1n
, we have a contradiction. 
By the C1-convergence of ur, ψr to u0, ψ0, respectively, directional monotonicity
for ψ and Lemma 3.6, we have the directional monotonicity for the solution u ∈
P1(M) with half-space type upper obstacle, see Lemma 4.3 and 4.4 of [LPS] for the
proof for linear case.
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Lemma 3.7 (Directional monotonicity). Assume F satisfies (F1)-(F4) and F is C1 and
let u ∈ P1(M) and f ≥ c0 > 0 in B1, F(D2ψ, x) ≥ c0 > 0 in Ω(ψ). Let
ψ0 =
a
2
(x+1 )
2
and
u0(x) =
1
2
(x+1 )
2 or u0 =
a
2
(x+1 )
2,
for some 1 ≤ a, where u0 and ψ0 are blowup functions of u and ψ, respectively. Then for
any δ ∈ (0, 1] there exists
rδ = rδ(u, c0, ‖∇F‖L∞(BM×B1), ‖F‖L∞(BM×B1), ‖∇ f ‖L∞(B1)) > 0
such that
u ≥ 0 in Br1
∂eu ≥ 0 in Brδ for any e ∈ Cδ ∩ ∂B1,
where
Cδ = {x ∈ Rn : x1 > δ|x′|}, x′ = (x2, ..., xn).
Lemma 3.8. Let u, ψ, F be as in Theorem 1.3. Then there exists r1 = r1(u) > 0 such that
u is a solution of
F(D2u, x) = fχ{0<u<ψ} + F(D2ψ, x)χ{0<u=ψ}, 0 ≤ u ≤ ψ in Br1 .
Moreover, if u0, ψ0 are blowup functions of u, ψ at 0, then in an appropriate system of
coordinates
ψ0(x) =
a
2
(x+1 )
2 and u0(x) =
1
2
(x+1 )
2.
Proof. By Lemma 3.7, there is r1 = r1(u, c0, ‖∇F‖L∞(BM×B1), ‖F‖L∞(BM×B1), ‖∇ f ‖L∞(B1)) > 0
such that u ≥ 0 in Br1 . Hence u is a solution of
F(D2u, x) = fχ{0<u<ψ} + F(D2ψ, x)χ{0<u=ψ}, 0 ≤ u ≤ ψ in Br1 .
and v := ψ − u is a solution of
F(D2v, x) = fχ{0<v<ψ} + F(D2ψ, x)χ{0<v=ψ}, 0 ≤ v ≤ ψ in Br1 .
By the conditions, 0 ≤ v ≤ ψ, we have that {v > 0} ⊂ {ψ > 0} = Ω(ψ). Thus the
condition, F(D2ψ, x), F(D2ψ, x) − f ≥ c0 > 0 in Ω(ψ) implies
F(D2v, x) = (F(D2ψ, x) − f )χ{0<v<ψ} + F(D2ψ, x)χ{0<v=ψ} ≥ c0 > 0 in {v > 0}
and the non-degeneracy for v, i.e.,
sup
∂Br(x)
v ≥ v(x) + λ
8n
r2 x ∈ Ω(v) ∩ Br0 ,
where Br(x) ⋐ Br0 . This implies 0 ∈ Γ(v0) = Γψ0 (u0), where v0 is a blowup functions
of v at 0 such that v0 = ψ0−u0. Consequently, by the classification of global solution
for the single obstacle problem forψ and for the double obstacle problem (Theorem
3.4), we have
ψ0(x) =
a
2
(x+1 )
2, u0(x) =
1
2
(x+1 )
2
in an appropriate system of coordinates. 
By the directional monotonicity for u (Lemma 3.7) and Lemma 3.8, we have the
uniqueness of blowup.
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Proposition 3.9 (Uniqueness of blowup). Let u, ψ, F be as in Theorem 1.3. Then the
blowup function of u at 0 is unique, i.e., in an appropriate system of coordinates, for any
sequence λ → 0,
uλ → u0 = 1
2
(x+1 )
2 in C1,α
loc
(Rn)
as λ→ 0.
Lemma 3.10. Let u, ψ, F and r1 be as in Theorem 1.3. Then there is r′1 = r
′
1
(u, ψ) > 0
such that the blowup function of u at x ∈ Γ(u) ∩ Br′
1
are half-space functions.
Proof. By Lemma 3.7 and 3.8, we have the directional monotonicity for u and ψ
and the sign condition u ≥ 0 in Br1 for some r1 = r1(u, c0, ‖∇F‖L∞(BM×B1), ‖F‖L∞(BM×B1),
‖∇ f ‖L∞(B1)) > 0. Thus u is a solution of
F(D2u, x) = fχ{0<u<ψ} + F(D2ψ, x)χ{0<u=ψ} 0 ≤ u ≤ ψ in Br1
and for any δ ∈ (0, 1], there exists
rδ = rδ(u, c0, ‖∇F‖L∞(BM×B1), ‖F‖L∞(BM×B1), ‖∇ f ‖L∞(B1)) > 0
such that r1 ≥ r′δ = r′δ(u, ψ) > 0 such that
ψ, u ≥ 0 in Br′
1
∂eψ, ∂eu ≥ 0 in Br′
δ
for any e ∈ Cδ.
Then the free boundaries ∂{u = 0} ∩ Br′
1
= Γ(u) ∩ Br′
1
, ∂{ψ = 0} ∩ Br′
1
are represented
by Lipschitz functions.
Case1) Let x0 ∈ Γ(u) ∩ Br′
1
and assume that there exists r0 > 0 such that
{u = ψ} ∩ Br(x0) , ∅ for all r < r0.
Then, there is a sequence of points, x j such that x j ∈ {u = ψ} and x j → x0 as j →∞.
Then we have
ψ(x j) = u(x j)→ 0 as j →∞,
i.e., x0 ∈ {ψ = 0}. Furthermore, {ψ = 0} ⊂ {u = 0} and x0 ∈ Γ(u) implies x0 ∈ ∂{ψ = 0}.
Then, the Lipschitz regularity of {ψ = 0} and the positivity of u imply the uniform
thickness assumption for {ψ = 0} near x0,
δr(ψ, z) ≥ ǫ0 for all r < 1/4, x0 ∈ Γ(u) ∩ Br(x0), for some ǫ0, r˜ = r˜(x0) > 0,
and
δr(u, ψ, x0) = δr(ψ, x0) ≥ ǫ0 for all r < 1/4.
Then, by the classification of the global solution, Proposition 3.4, we know that the
blowup of u at x0 is a half-space solution.
Case 2) Let x0 ∈ Γ(u) and assume that there exists r0 > 0 such that
{u = ψ} ∩ Br0(x0) = ∅.
Then u is a solution of
F(D2u, x) = fχ{u>0}, u ≥ 0 in Br0(x0).
On the other hand, Lipschitz regularities of Γ(u) implies the uniform thickness
assumption for u near x0. Then, the blowup function of u at 0 is a half-space
solution. 
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Proof of Theorem 1.3. By Proposition Lemma 3.7, we have the directional mono-
tonicity for u and we know that the free boundary Γ(u) ∩ Brδ/2 is represented as
a graph xn = f (x
′) with Lipschitz constant of f not exceeding δ. Since δ > 0 is
arbitrary, we have a tangent plane of Γ(u) and the normal vector en at 0. By Lemma
3.10, we know that every point z ∈ Γ(u)∩Br′
1
has a tangent plane. Moreover again,
by using the directional monotonicity, we obtain that Γ(u)∩Br′
1
is C1 (see [LPS] and
references therein). 
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