Load balancing of virtual machines is one of the most significant issues in cloud computing research. A common approach is to employ intelligent algorithms such as Ant Colony Optimization (ACO). However, there are two main issues with traditional ACO. First, ACO is very dependent on the initial conditions, which might affect the final optimal solution and the convergence speed. To solve this problem, we propose to employ Genetic Algorithm (GA) for ACO initialization. Second, ACO could arrive at local optimal point, and the convergence speed is typically low. Along this line, we introduce the idea of Simulated Annealing (SA) to avoid local optimal and accelerate the convergence. Lastly, our experiments show that our improved ACO achieves good performance in load balancing. Therefore, in this paper, we propose some improvements on leveraging ACO for load balancing. First, to optimize the initialization conditions of ants and pheromones, we propose to employ Genetic Algorithm (GA) for ACO initialization, which is proved to be efficient [10] [11] . Second, during the iterations of ACO, we introduce the idea of Simulated Annealing (SA) [12] to avoid local optimal and accelerate the convergence. Lastly, our experiments show that our improved ACO achieves good performance in load balancing.
Introduction
Recent years have witnessed the development of cloud computing [1] [2] , and one of the most significant issues in cloud computing is load balancing [3] [4] . In cloud computing environment, data centers are intensively clusters with high performance computers and network devices. Since the requirements of users are various and dynamically changing, and the resources and services are typically heterogeneous, it is common that the workload in the clusters is usually unbalanced. Specifically, some physical machines are over-loaded and the efficiency is affected, while others are often idle and thus the resources are wasted. Therefore, how to ensure the load balance is a significant problem is cloud environment.
Intelligent heuristic methods have attracted extensive attentions from many researchers. Among them, Ant Colony Optimization (ACO) [5] algorithm is a heuristic optimization technique with positive feedback mechanism, which is quite suitable for workload simulation. Indeed, there are some existing works using ACO in workload field. For example, Eugen et al., [6] modeled the workload consolidation problem as a multidimensional bin-packing (MDBP) problem and designed an ACO based solution. Chen et al., [7] Investigated the satellite data transmission resources workload balance scheduling with ACO. Ali et al., [8] studied on load balancing in distributed systems with ACO. Inspired by existing efforts, we propose to employ ACO for load balancing in cloud environment.
However, there still remain two challenges along this line. First, ACO is very dependent on the initial conditions, which might affect the final optimal solution and the convergence speed. Also, it is indicated that approximately 60% time cost is spent on pheromone accumulation [9] . Therefore, pheromone initialization is a significant issue. Second, ACO could arrive at local optimal point, and the convergence speed is typically low.
Related Work
There are many efforts on load balancing. Godfrey et al. [13] developed a protocol based on Chord to solve heterogeneity and load balance issues in distributed hash tables. Pham et al. [14] investigated on multi-path routing mechanism with load balance to increases the network throughput. Godfrey et al. [15] proposed an algorithm for load balancing in such heterogeneous and dynamic P2P systems. Wang et al. [3] designed a two-phase scheduling algorithm under a three-level cloud computing network by combining OLB (Opportunistic Load Balancing) and LBMM (Load Balance Min-Min) scheduling algorithms. Hu et al. [16] solved the problem of load imbalance and high migration cost by traditional algorithms after scheduling. Xu et al. [17] proposed a load balancing model based on cloud partitioning. Nishant et al., [18] proposed an algorithm for load distribution of workloads among nodes of a cloud using ACO. Besides, there are many other efforts on solving load balancing in cloud environment based on ACO [19] [20] [21] .
Another category of related work is ACO modifications. Stutzle et al., [22] limited the updates of pheromones and proposed Max-Min Ant Systems (MMAS). Kaveh et al. [23] combined particle swarm optimization (PSO), passive congregation (PSOPC), ant colony optimization (ACO) and harmony search scheme (HS) together. Bell et al. [24] introduced ranking techniques to improve the ability of a single ant colony. Lee et al. [25] proposed an immunity-based ant colony algorithm to improve the performance of ACO. Besides, ACO is also combined with other intelligent algorithms, such as GA [10] [11] and PSO [26] [27] .
Preliminary and Problem Formulation

ACO Basics
Ant Colony Optimization (ACO) algorithm was first proposed by Dorigo [28] , which is inspired by the food searching behavior of ant colony. The basic idea is that ants leave pheromones when passing a route, and the more pheromones the route has, the more likely it would be chosen by other ants. In this way, the probability of choosing routes is related to the amount of pheromones, which contributes to positive feedback learning. That is, ant colony communicates with each other by releasing pheromones on routes when looking for food.
The ACO algorithm can be described as follows. Suppose the phenomenon of ant k on the path from node i to j at time t is notated as
, which is calculated as:
(1)
where k allowed is the set of nodes that haven't been walked through yet by ant k ,  is the heuristic factor, meaning the importance of route with remaining pheromones,  is the heuristic factor for k ij d / 1
, denoting the effect of heuristic information, and
is updated as follows:
, and m is the number of ants.
is the amount of pheromones remaining on the route at current iteration for ant k , which is calculated as:
Where Q is a constant, and k L is the total length of ant k 's tour.
Problem Formulation
The employment of virtualization in cloud computing causes heterogeneous infrastructures and different user demands, and therefore the allocation of cloud resources is typically unbalanced among physical nodes, which contributes to unbalance issues of cloud services. Indeed, load balancing of virtual machines in cloud environment is very important of cloud resource allocation and scheduling.
In this paper, we propose to apply ACO in load balancing problem. Specifically, the food searching process of ants is simulated as the best assignment of virtual machines on a set of physical nodes. The routing of each ant is an analogue of the assignment of each virtual machine. The amount of pheromones corresponds to the workload of nodes, and the more pheromone, the more suitable the node is for specific virtual machine.
Suppose there are M virtual machines
The problem can be formulated as a combination optimization problem. Recall that our objective is to find the optimal assignment solution for load balancing, as well as minimizing the total makespan of all virtual machines.
Consider the load of virtual machines as CPU, memory and network bandwidth workloads. Notate the utilization rate of CPU, memory and network bandwidth as And the smaller DoB is, the more balancing the cloud environment could achieve. Therefore, the objective function is 
Load Balancing with Improved ACO
There are some issues with the traditional ACO algorithm. First, the ACO is quite dependent on the initial conditions of ants, and if not set appropriately, it might take a long time for the algorithm to converge. Second, traditional ACO is easy to arrive at local optimal and usually has a low convergence speed. To this end, in this paper, we propose to introduce GA and SA to deal with above two issues respectively. Basically, we use GA to generate the initialization condition of ants, and embed the SA idea into route optimization and pheromone updates.
Initialization
First of all, we use GA for fast global search in order to initialize the pheromones of ACO. Recall that we aim to assign M virtual machines onto N physical nodes. Define the length of chromosome as the number of virtual machines M , and each gene within chromosome denotes which physical node specific virtual machine is assigned.
Solutions with great fitness values are selected and passed to the next generation, while those with small fitness values are eliminated. Therefore, with the consideration of objective functions, we define the fitness function as
Where   , are the factors of load balancing and makespan, and Figure 1 , gives the flow chart of GA process, after which we get the initialized optimal solution. The key is to determine when to stop GA and then use the current solution to initialize ACO. We define the evolution rate of generation g as:
Where ) ( g F is the best fitness of generation g .
Figure1. Flow Chart of GA
Set the termination condition of GA as
where threshold  is a very small constant. That is, when the improvement between GA generations is not significant, GA algorithm stops. Suppose the initial pheromone of physical node j is ) 0 ( j  , which is set by the optimal solution of GA. Therefore, the initial pheromone of virtual machine i on node j is set as
Node Selection
Ants decide next movement based on the amount of pheromones on routes. Add nodes that are passed through by ant k into a tabu list, notated as k tabu . For ant k , the probability of virtual machine i to be assigned on node j at time t is calculated as: 
Pheromone Updates
Now we have the best solution of node selection sequence X for ants. Traditional ACO use this sequence for pheromone updates directly until convergence or the maximum iteration number is satisfied. In order to improve the search performance, we introduce the SA idea for pheromone updates. Specifically, as shown in Figure 2 , the process of pheromone update is as follows.
Step 1: randomly exchange two assignments to generate a new solution ' X .
Step 2: calculate fitness values for
T is the annealing temperature, and L is the annealing coefficient.
Step
is the stopping temperature, go to Step 5; otherwise, go to Step 1.
Step 5: update pheromone as Equations (2) and (3).
To sum up, combining Figures 1 and 2 , the steps of improved ACO for load balancing are described as follows.
Step 1: decode solutions as chromosomes; initialize fitness values, and GA populations.
Step 2: perform selection, crossover and mutation operations, and get the optimal solution, notated as G X .
Step 3: initialize the amount of pheromones on physical nodes based on G X .
Step 4: each ant selects node by Equation (8) to assign virtual machines on nodes, as discussed in Section 4.2.
Step 5: update pheromones as Section 4.3.
Step 6: if the maximum number of iteration is satisfied, algorithm stops; otherwise, go to Step 4.
Experiment
We extend CloudSim [29] to simulate cloud environment. We have 4 physical nodes totally, and the physical parameters of our experimental environment are listed in Table 1 . The weights of CPU, memory and network bandwidth are set as 0.4, 0.3 and 0.3. Parameters for GA are as follows: the population size is 100, crossover rate is 0.6, and mutation rate is 0.05. Parameters for ACO are: the number of ants is 100,
. And the annealing coefficient
. The baseline methods are GA only, ACO only, GA for initialization and then ACO (GA+ACO), and our proposed method. First, we evaluate the performance with different numbers of tasks in terms of total makespan of the whole cluster as well as the degree of load balancing. Figure 3 gives the makespan comparison, which is calculated as the average of 20 executions. Basically, with the number of tasks increasing, total makespan increases as well for all methods. Fortunately, the makespan increment on the curves is not dramatic, because all the algorithms are essentially parallel and are suitable for multi-task execution. From Figure 3 , we can see that the makespan of our proposed method is best. On the other hand, Figure 4 shows the degree of balancing DoB for four methods. We can observe that our proposed method outperforms others. Besides, GA performs worst, ACO is better than GA, and combining GA and ACO can achieve even better load balancing performance.
Figure 5. Utilization Rate Comparison
Second, Figure 5 compares the utilization rate of resources with different numbers of tasks. Generally, the more tasks are executed in the cloud, the more balanced the cluster is. Also, the overall utilization rate of resources are more than 50%, which means intelligence algorithms enlightened by biological systems are suitable for load balancing in cloud resources scheduling. Moreover, our proposed algorithm is obviously better than other three methods, and the utilization rate is relatively stable as the number of tasks increases.
Figure 6. Variances of Makespan
Copyright ⓒ 2015 SERSC Third, we evaluate the variances of makespan with specific number of tasks to see how balanced the cluster is. As shown in Figure 6 , the more variances of makespan, the less balanced the cluster is. Therefore, we can see that our proposed algorithm has the smallest variances no matter how many tasks are executed, and thus our method can efficiently achieve load balancing in cloud environment.
Conclusion
In this paper, we propose a modified ACO algorithm for load balancing of virtual machines in cloud environment. Specifically, we introduce GA and SA ideas for performance improvement. In future works, we would like to explore more intelligent algorithms and their applications in cloud computing and big data fields.
