It is proved that approximating, within an additive constant, the capacity of a time-invariant Markoff channel with feedback can be posed as a problem which is undecidable. Then, a definition for the capacity region, which we call the linear finite-letter conditional mutual information characterization is provided, motivated by single-letter characterizations in information theory, and it is proved that evaluating the feasibility of a certain rate for this characterization is a decidable problem if Schanuel's conjecture is true. Thus, assuming Schanuel's conjecture is true, there is no linear finite-letter mutual information characterization for the capacity of a time-invariant Markoff channel with feedback.
Undecidability of approximating the capacity of time-invariant Markoff channels with feedback, and non-existence of linear finite-letter conditional mutual information characterizations for their capacity assuming Schanuel's conjecture
It is proved that approximating, within an additive constant, the capacity of a time-invariant Markoff channel with feedback can be posed as a problem which is undecidable. Then, a definition for the capacity region, which we call the linear finite-letter conditional mutual information characterization is provided, motivated by single-letter characterizations in information theory, and it is proved that evaluating the feasibility of a certain rate for this characterization is a decidable problem if Schanuel's conjecture is true. Thus, assuming Schanuel's conjecture is true, there is no linear finite-letter mutual information characterization for the capacity of a time-invariant Markoff channel with feedback.
Introduction
This research is motivated by proving rigorously, the uncomputability of approximating the capacity region of a network for a certain network, and showing the non existence, in general, of finite dimensional mutual information characterizations for capacity regions of networks. To this end, we take as our example, the Markoff channel with feedback. We prove, first, that approximating within an additive constant, the capacity of a timeinvariant Markoff channel with feedback can be posed as a problem which is undecidable. The proof is based on converting the capacity problem of a time-invariant Markoff channel with feedback to a problem in probabilistic finite-state automata (PFA) [1] . Then we define, what we call, lin-ear finite letter conditional mutual information characterizations for capacity regions of networks. This definition is motivated by the definition of single-letter characterizations in information theory. We prove the decidability of feasibility problems that can be expressed in this form assuming Schanuel's conjecture is correct. Here, we rely on the first order theory of (R; +, −, ×, <, =, exp, 0, 1) which is known to be decidable if Schanuel's conjecture is assumed to be true [2] . From these, it will follow that there exists, in general, no linear, finite-letter conditional mutual information characterization for the capacity of a time-invariant Markoff channel with feedback. For a result concerning the uncomputability of capacity for finite-state channels, the reader is referred to the document [5] . Our result on undecidability has been derived independently of theirs, is much shorter since it hinges directly on an older paper and has an approximation character in the sense that in [5] , the result is the existence of a network N for which deciding whether Capacity(N ) > λ or ≤ λ is undecidable, and also, the existence of a network N for which deciding whether Capacity(N ) ≥ λ or < λ is undecidable; our result has an approximation character to it in the sense discussed in [1] , we prove that figuring out whether capacity of the channel > λ 2 or capacity of the channel < λ 1 where λ 2 is strictly larger than λ 1 is undecidable (it is known that at least one of capacity of the channel < λ 1 or > λ 2 is correct). This leads to a proof that even approximating with an additive constant, the capacity of a Markoff channel with feedback may be undecidable.
For understanding Markoff channels with feedback, the reader is referred to [3] , though this paper is not necessary to understand our paper. For a computational complexity result concerning approximating the capacity of a Markoff channel with feedback, the reader is referred to [4] . The connection between POMDPs and capacity of channels with feedback was harnessed in [4] ; part of this paper of ours makes a connection between PFAs and capacity of channels with feedback which should obviously exist because of the relation between PFAs and POMDPs as described in [1] and the relation between POMDPs and the problem of feedback capacity of a Markoff channel as described in [3] .
Undecidability of the problem of approximating the capacity of a time-invariant Markoff channel with feedback
Markoff channel with feedback as follows: Given the PFA (Q, Σ, T, s 1 , s n ) with the transition matrix M a . Let the input space of the channel be Σ × {0, 1} K , where {0, 1} K should be thought of as bit sequence of some length K (K should not be thought of as the block-length). The state space of the channel is Σ. s 1 is the initial state of the channel. s n is the only 'good' state in the sense that it is the only state in which any transmission of bits is possible. The output space of the channel is {s c n , s n } × ({0, 1} K ∪ {e}). This action of the channel is as follows: If the channel is in state s i , and an input (a, m) is fed into the channel, the channel transitions to state s i ′ with probability M a [i, i ′ ]. The output of the channel is (u, v) where u = s n if the channel has transitioned to state s n and u = s c n otherwise. v = m if s = s n and e otherwise. It is assumed, as has been assumed for the PFA in [1] , that M a [n, n] = 1∀a. The output part u of the channel is fed back to the encoder without delay.
For this channel, partial state knowledge is available at the encoder in the sense that the encoder knows whether the channel is in state s n or not. Further, if the channel enters state s n , it stays in state s n . Also, if the channel is in state s n , the input bit sequence is transmitted reliably over the channel. Thus, once the channel enters state s n , K bits are reliably communicated per channel use over the channel, that point onwards. Thus, if L(M, τ ) is non-empty, reliable communication can be accomplished over this channel at a rate R > τ K − δ 1 for any δ 1 > 0.
During the time slots when the channel is not in state s n , at most log |Σ| bits per channel use can be communicated over the channel by sending bits by coding them into the input a and making an estimate by looking at part of the channel output part u.
Assume that K is much larger compared to |Q| and |Σ| and assume in what follows that δ 1 , δ 2 are small. . It then follows, by Corollary 3.4 in [1] , that approximating the capacity of the channel within ∆ is undecidable. This is because, if to the contrary were true, we would be able to say, whether the capacity of the channel is < C l + 2∆ or > C u − 2∆. It follows, then, that we would be able to say whether the capacity of the channel is < C l or > C u (because at least one of these holds), from which, we would be able to say for the PFA, whether Condition 1. or Condition 2. holds in Corollary 3.4 in [1] , and this is undecidable by Corollary 3.4 in [1] .
Definition of linear finite letter conditional mutual information characterization
Consider a general network of n users. Assume, that all input spaces, output spaces, state spaces or any other spaces in the description of the action of the network are finite. Let R ij denote the rate of reliable communication from User i to User j. The characterization consists of two elements: 1) Representation 2) Probability distribution constraints 1) Representation If there exist finite-cardinality sets X 1 , X 2 , . . . , X k . Let X 1 , X 2 , . . . , X k be random variables on these sets. If all possible achievable rate tuples can be written as:
The above is a set of N equations. The superscript r represents the number of the equation. β The above is subject to 2) Probability distribution constraints: These are of two kinds: a) There might be a Bayesian network/probabilistic graphical model defining constraints on p(x 1 , x 2 , . . . , x k ), the probability distribution corresponding to the random variables (X 1 , X 2 , . . . , X k ). An example is, X 1 − X 2 − X 3 is a Markoff chain (in general, much more complicated). b) Further, some of the distributions or conditional distributions of these random variables may take some particular fixed values. The best example is a discrete memoryless channel, for which, we have the single-letterization sup pX I(X; Y ), where p Y |X is fixed to be the action of the channel. Such constraints may, in general, be more complicated.
If such a representation 1), 2), above exists, for all achievable rates, and the capacity region can be written as the closure of the region defined by feasible (R ij , 1 ≤ i, j ≤ n resulting out of 1), 2), we say that there exists a linear, finite-letter, conditional mutual information characterization.
The motivation for this definition comes from network information theory, where many known examples of single letter characterizations take these forms. For example, single-letter characterizations for point-to-point channel, degraded broadcast channel, multiple access channel, the Marton region for the broadcast channel, etc., can be written in the form 1), 2) [6] ; when carrying out this identification, note that some of the X i in the above definition will be auxillary random variables.
For the capacity of the Markoff channel with feedback, there is only one R ij , denoted by R 12 , where User 1 denotes the transmitter and User 2 denotes the receiver, denoted just by R henceforth.
Decidability of problem of the feasibility of solution to the linear finite-letter conditional mutual information characterization
We will use the result that the first order theory of (R; +, −, ×, <, =, exp, 0, 1) is decidable if Schanuel's conjecture is assumed to be true [2] , [7] , [8] .
Recall the definition of mutual information: I(X; Y ) = x,y p(x, y)[log p(x, y)− log p(x) − log p(y)]. Define log p(x) = l(x), log p(y) = l(y), log p(x, y) = l(x, y). Then, I(X; Y ) = x,y e l(x,y) [l(x, y) − l(x) − l(y)], which is an expression belonging to (R; +, −, ×, <, =, exp, 0, 1). Similarly, conditional mutual information can be expanded into an expression belonging to (R; +, −, ×, < , =, exp, 0, 1). It follows that representations of the form (1) can be written in (R; +, −, ×, <, =, exp, 0, 1) if constraints of the form 2b can be written with algebraic numbers (in other words, the numbers defining the action of the channel or network are algebraic numbers). Probabilities add up to one, for example x p(x) = 1, and this can be written as x e l(x) = 1, again in (R; +, −, ×, <, =, exp, 0, 1). Finally, constraints on probability distributions can also be written in (R; +, −, ×, <, =, exp, 0, 1); we just prove this by an example. The condition X − Y − Z is a Markoff chain: p(z|x, y) = p(z|y), or, p(x, y, z)p(y) = p(y, z)p(x, y), or, e l(x,y,z) e l(y) = e l(y,z) e l(x,y) .
The one caveat that one needs to worry about is what happens when probabilities are zero. log 0 = −∞ / ∈ R. The way around is to not write variables whose probabilities are zero. For example, if p(x, y) = 0, do not introduce the probability p(x, y) (with the change of variables, do not introduce l(x,y)) in the optimization problem at all. Question arises, we are optimizing, and we do not know which p(x, y) might be zero as part of that optimization problem. The solution to this is to to consider the finite family of optimization problems where all possible probabilities are separately made to be equal to zero and variables corresponding to them not introduced in the formal optimization problems. An optimization is then carried over all these optimization problems. Then, the best case is taken over all these optimization problems. This problem still remains decidable.
Theorem 2. Consider the optimization problem related to capacity of Markoff channel with feedback:
1.
where β (r) , α (r) u , δ 1 , δ 2 are algebraic. 2. Some constraints on p(x 1 , x 2 , . . . , x k ) of the form 2. as discussed in Section 4, and further, the constraints of the form 2b. are definable via algebraic numbers.
Figuring out whether there is a feasible R is decidable.
Proof. See the above explanation and use [2] . For better understanding, the reader may look at [9].
5. Non-existence of linear, finite-letter conditional mutual information characterization for the capacity of a time-invariant Markoff channel with feedback Theorem 3. Assuming that Schanuel's conjecture is true, there is, in general, no linear, finite-letter, conditional mutual information characterization for the capacity of a time-invariant Markoff channel with feedback.
Proof. Note the first line in Section 2 in [1] that the input parameters in all problems are rational numbers, thus also algebraic. The result follows, now, from Theorems 1 and 2 and their proofs.
Recapitulation
1. Whether the capacity of a time-invariant Markoff channel with feedback lies in a certain range (in other words, approximating the capacity of a timeinvariant Markoff channel with feedback within an additive constant) is, in general, undecidable. 2. Whether there exists a feasible solution to a characterization given in terms of linear, finite letter, conditional mutual informations, along with some constraints on probability distributions, as described in Section 3, is decidable, assuming Schanuel's conjecture is correct.
3. There is, in general, no linear finite letter conditional mutual information characterization for the capacity of a time-invariant Markoff channel with feedback as defined in Section 3, assuming Schanuel's conjecture is correct.
