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A NORMAL FORM FOR 1-INFINITE TYPE HYPERSURFACES IN C2. I.
FORMAL THEORY.
PETER EBENFELT, BERNHARD LAMEL, AND DMITRI ZAITSEV
Abstract. In this paper, we study real hypersurfaces M in C2 at points p ∈ M of infinite type. The
degeneracy of M at p is assumed to be the least possible, namely such that the Levi form vanishes to
first order in the CR transversal direction. A new phenomenon, compared to known normal forms in
other cases, is the presence of resonances as roots of a universal polynomial in the 7-jet of the defining
function of M . The main result is a complete (formal) normal form at points p with no resonances.
Remarkably, our normal form at such infinite type points resembles closely the Chern-Moser normal
form at Levi-nondegenerate points. For a fixed hypersurface, its normal forms are parametrized by
S1 × R∗, and as a corollary we find that the automorphisms in the stability group of M at p without
resonances are determined by their 1-jets at p. In the last section, as a contrast, we also give examples
of hypersurfaces with arbitrarily high resonances that possess families of distinct automorphisms whose
jets agree up to the resonant order.
1. Introduction
The main objective in this paper is to construct a normal form, unique up to the action of a finite
dimensional group, for a class of real hypersurfaces M in C2 at a point p of infinite type; recall that p is
of infinite type if (and only if, in the real-analytic case) there is a complex curve through p contained in
M . The new phenomenon here, compared to previously known cases of normal forms for CR manifolds,
is the presence of so-called resonances. A resonance is an integral root of a polynomial, called the
characteristic polynomial, whose coefficients are polynomials in the 7-jet of the defining equation of the
hypersurface. If a hypersurface has no resonances, we obtain a normal form unique up to rotations and
scaling. If, on the other hand, resonances are present, the same normalization conditions are obtained
for all terms except the resonant ones (of which there are always at most finitely many).
There is a vast literature on normal forms of real hypersurfaces in Cn+1 at points of finite (commuta-
tor) type, starting with the seminal paper [CM74] from 1974 by S.-S. Chern and J. Moser providing a
normal form for Levi nondegenerate hypersurfaces. The Chern-Moser normal form is convergent in the
sense that if M is a real-analytic hypersurface, then the transformation to normal form is holomorphic
(given by a convergent formal transformation) and the resulting equation in normal form converges
to a defining equation for the transformed hypersurface. Following the lead of Chern-Moser, numerous
authors have constructed normal forms for various classes of real hypersurfaces at points of finite type;
we mention here only [W82], [S91], [E98a], [E98b], [EHZ05], [Kol05], [KMZ14], [KZ14a], [KZ14b]. These
normal forms are all formal (not known to be convergent, or in some cases even known to not be conver-
gent [Kol12]), with the exception of the very recent [KZ14a], [KZ14b]. The normal form we construct
The first author was supported in part by the NSF grant DMS-1301282. The second author was supported by the
Austrian Federal Ministry of Research through START prize Y377. The third author was supported by the Science
Foundation Ireland grant 10/RFP/MTH2878.
2010 Mathematics Subject Classification. 32H02, 32V40.
1
2 PETER EBENFELT, BERNHARD LAMEL, AND D. ZAITSEV
in this paper is formal. We should point out, however, that there are general results concerning conver-
gence of formal invertible mappings between real-analytic CR manifolds (see [BER00], [BMR02]) that
apply in the finite type situations treated in the papers mentioned above. As a consequence, questions
about biholomorphic mappings (such as, e.g., their existence) between real-analytic CR manifolds of
finite type (that are also holomorphically nondegenerate; [BMR02]) can often be reduced to the anal-
ogous questions about formal mappings, and for the latter it suffices that the manifolds are in formal
normal form. For the class of infinite type hypersurfaces considered in this paper, the corresponding
convergence result for formal mappings between real-analytic hypersurfaces is known as well ([JL13];
cf. also the unpublished thesis [J07]).
As mentioned, there is a vast literature on normal forms for real hypersurfaces at points of finite
type, but the normal form presented here is (to the best of the authors’ knowledge) the first systematic
result of this kind at points of infinite type. There is, however, a previous paper by the authors [ELZ09],
in which new invariants are introduced for real hypersurfaces in C2 and a (formal) normal form is
constructed for a certain class of hypersurfaces identified by conditions on these invariants. The class
so identified contains some hypersurfaces of infinite type, but is in fact completely disjoint from the class
considered in this paper. The main objective in [ELZ09] was to provide conditions in terms of the new
invariants that would guarantee triviality (or discreteness) of the stability group of the hypersurface.
The normal form in that paper was ad hoc and its main purpose was a means to prove the result about
the stability group. There are also the results in [KL14], in which a dimension bound was proved by
means of an “abstract” normal form construction (which however does not produce a normal form at
all in the usual sense).
The main objective in this paper is the construction of a normal form, which is modeled on the
Chern-Moser normal form in the Levi-nondegenerate case, for a rich and natural class of infinite type
hypersurfaces. For a comparison of the normal form in this paper (described below) and the Chern-
Moser normal form, we recall, for the reader’s convenience, the Chern-Moser normal form for a smooth
Levi nondegenerate hypersurface M through 0 in C2: There are formal holomorphic coordinates (z, w)
near 0 ∈ C2 such that M is given locally by
(1.1) Imw = ϕ(z, z¯,Rew),
where the (Hermitian) formal power series ϕ(z, z¯, u) is of the form
(1.2) ϕ(z, z¯, u) = |z|2 +
∑
a,b≥0
Nab(u)z
az¯b,
(
Nab(u) = Nba(u), u ∈ R
)
,
satisfying the following normalization conditions
(1.3) Na0(u) = Na1(u) = 0 a ≥ 0,
and
(1.4) N22(u) = N32(u) = N33(u) = 0.
This normal form is unique modulo the action of the stability group of the sphere ((Imw = |z|2 in these
coordinates). Our normal form in Theorem 1.1 below is very similar.
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1.1. The main result. We shall now describe our main result more precisely. Let M ⊂ C2 be a
smooth real hypersurface with p ∈ M . After an affine linear tranformation, we find local holomor-
phic coordinates (z, w), vanishing at p, such that the real tangent space to M at 0 is spanned by
Re ∂/∂z, Im ∂/∂z,Re ∂/∂w, and M is given locally as a graph
(1.5) Imw = ϕ(z, z¯,Rew),
where ϕ(0) = 0 and dϕ(0) = 0. We shall assume the following:
(1) M is of infinite type at p = 0, i.e., for any m, there is a holomorphic curve Γm : C → C
2 with
Γm(0) = 0, which is tangent to M to order m at 0.
(2) There is a smooth curve γ : (−ǫ, ǫ) → M with γ(0) = 0 (necessarily transverse to the complex
tangent space of M at 0) such that the Levi form of M vanishes to first order at 0 along γ, i.e.,
(L ◦ γ)′(0) 6= 0, where L is any representative of the Levi form of M .
In view of (1) and (2), we can assume
(1.6) ϕ(z, z¯, u) = zz¯u+O(|(z, z¯, u)|4).
We shall then introduce a monic polynomial P (k, j70ϕ) in k ∈ C and the 7-jet of ϕ at 0, see Definition
2.8, and the following nonresonant condition:
(3) P (k, j70ϕ) has no integral roots k ≥ 2 (which we call resonances).
We mention here that (3) holds for j70ϕ in a specific open and dense subset Ω of J
7
0 (C×R), the space of
7-jets at 0 of smooth functions in C×R. Indeed, since P is monic in k, the set Ω is locally determined
by finitely many polynomial inequalities (for a finite set of possible roots k).
Our main result is a formal normal form for the hypersurface M at p = 0. This normal form is
unique, as is the formal transformation to normal form, modulo the action of the 2-dimensional group
S1×R∗, where S1 denotes the unit circle and R∗ := R \ {0}. Since our normal form is formal, we shall
formulate our result for formal hypersurfaces.
For our purposes, a formal hypersurface through 0 in the coordinates (z, w) ∈ C2 is an object
associated to a graph equation of the form (1.5), where ϕ(z, z¯, u) is a formal power series in z, z¯, u
such that ϕ(0) = 0. Clearly, a smooth hypersurface M through p = 0 as above, defines a formal
hypersurface via the Taylor series of the smooth graphing function ϕ in (1.5); by an abuse of notation,
we shall continue to denote the formal hypersurface by M and the formal graphing power series by
ϕ(z, z¯, u). We note that two distinct smooth hypersurfaces through p = 0 may define the same formal
hypersurface; this happens if and only if the two hypersurfaces are tangent to infinite order at 0. We also
note that a smooth hypersurface M satisfies Conditions (1) and (2) above if and only if its associated
formal hypersurface M satisfies the following conditions:
(1’) M is of infinite type at p = 0; i.e., there is a formal holomorphic curve Γ: C→ C2 with Γ(0) = 0,
which is contained in M (formally); see [BER99].
(2’) There is a formal curve γ : R→M with γ(0) = 0 (necessarily transverse to the complex tangent
space of M at 0) such that the Levi form L of M satisfies (L ◦ γ)′(0) 6= 0.
Also, note that Condition (3), being nonresonant, is already a condition on the Taylor series of ϕ.
A formal (holomorphic) transformation, sending 0 to 0, is a transformation of the form (z′, w′) =
(F (z, w), G(z, w)), where F and G are formal power series in z, w such that F (0) = G(0) = 0. The
formal mapping is invertible if its Jacobian determinant at 0 is not zero. If the formal transformation is
invertible, then we shall also refer to (z′, w′) as formal (holomorphic) coordinates at 0. We shall say that
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a formal transformation (z′, w′) = (F (z, w), G(z, w)) sends one formal hypersurface M into another M ′
if
(1.7) ImG(z, u+ iϕ) = ϕ′(F (z, u+ iϕ), F (z, u+ iϕ),ReG(z, u+ iϕ)),
where ϕ = ϕ(z, z¯, u), and ϕ, ϕ′ denote the formal graphing power series of M , M ′, respectively. Our
main result is the following:
Theorem 1.1. Let M be a formal hypersurface through 0 in C2, satisfying Conditions (1′), (2′), and
(3). Then there are formal holomorphic coordinates (z, w) at 0 such that M is given as a formal graph
(1.8) Imw = ϕ(z, z¯,Rew),
where the formal (Hermitian) power series ϕ(z, z¯, u) is of the form
(1.9) ϕ(z, z¯, u) = u
(
|z|2 +
∑
a,b≥0
Nab(u)z
az¯b
)
, Nab(u) = Nba(u), u ∈ R,
satisfying the following normalization conditions
(1.10) Na0(u) = Na1(u) = 0 a ≥ 0,
and
(1.11)
dN22
du
(u) =
dN32
du
(u) =
dN33
du
(u) = 0.
Moreover, the only invertible formal transformations
(1.12) z′ = F (z, w), w′ = G(z, w)
that preserves the normalization (1.10) and (1.11) are of the form
(1.13) F (z, w) = αz, G(z, w) = sw, α ∈ S1, s ∈ R∗.
More generally, if M only satisfies (1′) and (2′), we can still obtain (1.10) as well as the non-resonant
part of (1.11), i.e.
dk−1N22
duk−1
(0) =
dk−1N32
duk−1
(0) =
dk−1N33
duk−1
(0) = 0
for all non-resonant k ≥ 2.
For a formal hypersurface M through 0 in C2, we shall denote by Aut0(M) the stability group ofM at
0, i.e., the group of invertible formal transformations that preserve M at 0. An immediate consequence
of Theorem 1.1 is the following:
Corollary 1.2. Let M be a formal hypersurface through 0 in C2, satisfying Conditions (1′), (2′), and
(3). Then, Aut0(M) is a subgroup of S
1 × R∗.
The realization of Aut0(M) as a subgroup of S
1×R∗ goes, of course, via the correspondence (F,G) 7→
(Fz(0), Gw(0)) in normal coordinates. There is a vast literature of investigations concerning Aut0(M)
for CR manifolds, but most treat M only at finite type points. Papers that investigate Aut0(M) at
infinite type points include [ELZ03], [Kow02], [Kow05], [ELZ09], [JL13], [KoL14], [KoL15]. The results
in Corollary 1.2 are more precise (for the class of manifolds considered here) than the results contained
in these papers.
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This paper is organized as follows. In the next section (which is broken into three subsections), the
setup and normalization procedure is described and subsequently summarized in Theorem 2.10 (which
readily translates into Theorem 1.1). In the third and last section, some examples are given.
2. Normalization
2.1. Setup. Let M be a formal hypersurface through 0 in C2. It is well known (see e.g. [BER99]) that
there are formal holomorphic coordinates (z, w) at 0 such that M is given by a graphing equation
(2.1) Imw = ϕ(z, z¯,Rew),
where ϕ(z, χ, u) is a formal power series in (z, χ, u), which is Hermitian in (z, χ), i.e.
(2.2) ϕ(χ¯, z¯, u) = ϕ(z, χ, u)
and further satisfies the normalization
(2.3) ϕ(z, 0, u) = ϕ(0, χ, u) ≡ 0.
We shall assume in this paper thatM is of infinite type at 0 (i.e., Condition (1’) above), which manifests
itself in the defining equation (2.1) by ϕ(z, z¯, u) satisfying
(2.4) ϕ(z, z¯, 0) ≡ 0.
Equation (2.4) implies that the formal powers series ϕ(z, z¯, u) has the following form
(2.5) ϕ(z, z¯, u) =
∑
a,b≥0
ϕabz
az¯bu+
∑
a,b≥0,c≥2
ϕabcz
az¯buc,
and equation (2.3) implies that
(2.6) ϕ0b = ϕa0 = 0, ϕ0bc = ϕa0c = 0, ∀a, b ≥ 0.
We shall consider the class of infinite type hypersurfaces that also satisfy Condition (2’) above, which
here is equivalent to ϕ11 6= 0. It is easy to see that a linear transformation in the z-variable will make
ϕ11 = 1.
2.2. Preliminary normalization. We shall normalize the defining equation of M further by making
formal transformations of the form
(2.7) z′ = z + f(z, w), w′ = w + g(z, w),
where f(z, w) is a power series without constant term or linear term in z, and g(z, w) a power series
without constant term or linear term in w. Thus, we have the expansions
(2.8) f(z, w) =
∑
l,k≥0
flkz
lwk, f00 = f10 = 0,
and
(2.9) g(z, w) =
∑
l,k≥0
glkz
lwk, g00 = g01 = 0.
We shall assume that M is initially given in the (z′, w′) coordinates at 0 by
(2.10) Imw′ = ϕ′(z′, z¯′,Rew′),
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with expansion
(2.11) ϕ′(z′, z¯′, u′) =
∑
a,b≥0
ϕ′ab(z
′)a(z¯′)bu′ +
∑
a,b≥0,c≥2
ϕ′abc(z
′)a(z¯′)b(u′)c,
satisfying the prenormalization described above, i.e.,
(2.12) ϕ′11 = 1, ϕ
′
0b = ϕ
′
a0 = 0, ϕ
′
0bc = ϕ
′
a0c = 0, ∀a, b ≥ 0.
We shall now describe how the transformation (2.7) affects the coefficients in the defining equation. In
the new coordinates (z, w), the hypersurface M is given by the equation (2.1) and we have the basic
equation
(2.13) ϕ+ Im g(z, u+ iϕ) = ϕ′
(
z + f(z, u+ iϕ), z¯ + f(z, u+ iϕ), u+ Re g(z, u+ iϕ)
)
,
where ϕ = ϕ(z, z¯, u). We shall only make transformations (2.7) that preserve the prenormalization
(2.12). (Note that ϕ′11 = 1 is always preserved by the form of the transformation in (2.7).) It is well
known (see [BER99]) that the prenormalization (2.3) holds in the coordinates (z, w) if and only if a
defining equation ρ(z, z¯, w, w¯) = 0 of M at 0 satisfies ρ(z, 0, w, w) ≡ 0; in our context, this means that
(2.14)
1
2i
(g(z, w)− g¯(0, w)) = ϕ′
(
z + f(z, w), f¯(0, w), w + (g(z, w)− g¯(0, w))/2
)
holds identically, where the notation h¯(z, w) = h(z¯, w¯) is used. We shall return to this characterization
of this prenormalization in Lemma 2.3 below. For now, we just note some immediate conditions on
g(z, w) imposed by (2.14). Setting w = 0 in this identity, we see that g(z, 0) ≡ 0, i.e.,
(2.15) gl0 = 0, l ≥ 0.
Next, identifying coefficients of the monomial zlw in (2.14), using ϕ′a0 = 0 and (2.15), it is not difficult
to see that we also have
(2.16) gl1 = 0, l ≥ 0,
since every term in the expansion of the right hand side of (2.14) has at least two powers of w.
We also expand ϕ(z, z¯, u) as in (2.5); the prenormalization implies that (2.6) holds, and the form
of the transformation (2.7) guarantees that we retain the identity ϕ11 = 1. We shall now normalize ϕ
further. We use the notation
(2.17) ∆ϕab := ϕab − ϕ
′
ab, ∆ϕabc := ϕ
′
abc − ϕabc,
Our first lemma is the following, in which we assume that the prenormalization is preserved.
Lemma 2.1. For a fixed l ≥ 2, the following transformation rule holds, modulo a non-constant term
polynomial in fa0, with a < l, whose coefficients depend only on the coefficients of ϕ
′(z′, z¯′, u′):
(2.18) ∆ϕl1 = −fl0.
Proof. If we identify coefficients of zlz¯u in the expansion of (2.13), then we get ϕl1 only on the left hand
side in view of (2.16). Let us examine the right hand side. We note that ϕ′(z′, z¯′, u¯′) has at least one
power of u′, and u+ Re g(z, u+ iϕ) has at least one power of u and any term involving g has at least
two powers of u and cannot contribute to a term zlz¯u. A factor z¯ can only come from z¯ + f(z, u+ iϕ)
and f¯ will contribute another power of u. Thus, the only terms of the form zlz¯u on the right will be
from ϕ′a1(z + f(z, 0))
az¯u for a ≤ l. Since ϕ′11 = 1, the conclusion of Lemma 2.1 follows. 
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It follows that we may perform an additional initial normalization of the defining equation of M and
require, in addition to the prenormalization above, that ϕl1 = 0 for l ≥ 2. In what follows, we shall
assume that this is part of the prenormalization, i.e., in addition to (2.12), we also assume
(2.19) ϕ′l1 = 0, l ≥ 2,
and we shall consider only transformations that preserve this form. It follows from Lemma 2.1 (and
the fact that f has no constant term or linear term in z) that we must impose
(2.20) fl0 = 0, l ≥ 0.
It is not difficult to see that if we require (2.20), then
(2.21) ∆ϕab = 0
for all a, b. For convenience of notation, we shall therefore drop the ′ on ϕ′ab and simply write ϕab.
We also have the following lemma:
Lemma 2.2. For fixed l ≥ 3, k ≥ 2, the following transformation rule holds, modulo a non-constant
term polynomial in fa,b−1, f¯a,b−1, gab, g¯0b, ϕa1b, ϕ¯a1b, with b < k, whose coefficients depend on the coeffi-
cients of ϕ′(z′, z¯′, u′):
(2.22) ∆ϕl1k =
k − 1
2
gl−1,k − fl,k−1 − 2ϕ
′
l2f¯0,k−1.
Proof. We identify the coefficients of zlz¯uk in the expansion of (2.13). By examining the expansion of
Im g(z, u+ iϕ) and using the prenormalization conditions, we observe that on the left hand side we get
(2.23) ϕl1k +
k
2
gl−1,k +
∑
2≤c′≤k−1
1≤a′≤l−1
k + 1− c′
2
gl−a′,k+1−c′ϕa′1c′ +
∑
2≤c′≤k−1
(k + 1− c′)Re g0,k+1−c′ϕl1c′,
which is equal to
ϕl1k +
k
2
gl−1,k
modulo a non-constant term polynomial in gab, g¯0b, ϕa′1c′, ϕ¯a′1c′, with a, a
′ < l, b, c′ < k. On the right
hand side, we examine the term (with the understanding that ϕ′ab1 = ϕ
′
ab = ϕab)
(2.24) ϕ′abc(z + f(z + iϕ))
a(z¯ + f(z, u+ iϕ))b(u+ Re g(z, u+ iϕ))c
and first observe that if any term from the expansion of ϕ(z, z¯, u) is involved, then it can only be of the
form ϕa1b, which contributes one power of z and b powers of u. The contribution from z¯ + f(z, u+ iϕ)
can then only be through a factor of the form f¯0b′ , which will contribute at least one power of u. Since the
term u+Re g(z, u+iϕ) always contributes at least a factor of u as well, we conclude (after some thought)
that the term that involves ϕ will be a non-constant term polynomial in fa,b−1, f¯0,b−1, gab, g¯0b, ϕa1b, ϕ¯a1b,
with b < k. If ϕ is not involved in the term on the right, then we can only get the single power z¯ from
z¯ + f(z, u+ iϕ). If c ≥ 2 in (2.24), then we of course get the term ϕ′l1k if c = k and we pick the single
term that does not involve f , f¯ , or Re g. If the latter are involved, we note that u + Re g(z, u + iϕ)
contributes at least two powers of u and no term from Re g(z, u+ iϕ) can involve a gab with b ≥ k− 1.
We conclude that any contribution from f or f¯ must be through a factor of fa,b−1, f¯a,b−1 with b < k.
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Thus, beside the term ϕ′l1k, the terms arising from (2.24), with c ≥ 2, will be a non-constant term
polynomial in fa,b−1, f¯0,b−1, gab, g¯0b, with b < k. Finally, if c = 1 in (2.24), then we get the contribution
fl,k−1 +
1
2
gl−1,k
from the term with a = b = 1 (recall ϕ11 = 1 and ϕ
′
ab = ϕab by our prenormalization) and the
contribution 2ϕl2f¯0,k−1 from the term with a = l, b = 2, but the remaining terms will be a nonconstant
term polynomial in fa,b−1, f¯a,b−1, gab, g¯ab, with b < k. This completes the proof. 
We now return to see what the characterization (2.14) of the prenormalization (2.12) yields for the
coefficients glk:
Lemma 2.3. For each k ≥ 2 there are
(i) a non-constant term polynomial Pk in the variables f0,b−1, f¯0,b−1, and Re g0b, with b < k, whose
coefficients depend only on the coefficients of ϕ′(z′, z¯′, u′), and
(ii) for each l ≥ 1, a non-constant term polynomial Qlk in fa,b−1, f¯0,b−1, gab, and g¯0b, with a ≤ l and
b < k, whose coefficients depend only on the coefficients of ϕ′(z′, z¯′, u′),
with the following property: The transformation (2.7) preserves the prenormalization (2.12) if and only
if Im g0k = 0 modulo the value of Pk for every k ≥ 2, and g1k = f¯0,k−1, glk = 0 both modulo the value of
Qlk for every l ≥ 2 and k ≥ 2.
Proof. To find Pk in (i), we identify coefficients of the monomial w
k in (2.14). On the left hand side,
we get Im g0k. On the right hand side, we note that ϕ
′(z′, z¯′, u′) contributes at least one power each of
z′, z¯′, u′. It is clear that any term in the expansion of the right hand side of (2.14) that contributes wk
will have a coefficient that is a product of f0,b−1, f¯0,b−1, and Re g0b, with b < k, and a coefficient from
the expansion of ϕ′(z′, z¯′, u′). This establishes the existence of Pk in (i).
To find Qlk in (ii), we identify coefficients of the monomial z
lwk in (2.14). The only contribution
on the left hand side is glk/2i. Since we are also requiring the normalization (2.19) and have already
established (2.15), (2.16), (2.20), every contribution to the coefficient of zlwk is a product of fa,b−1,
f¯0,b−1, gab, g¯0b, with b < k, and a coefficient in the expansion of ϕ
′(z′, z¯′, u′), except when l = 1 in
which case there is a coefficient of the form f¯0,k−1; for l ≥ 2, the analogous term ϕl1f¯0,k−1 vanishes by
(2.19).
The conclusion in (ii) now follows. 
Remark 2.4. The conditions on the coefficients glk in Lemma 2.3 above can also be derived by consid-
ering the transformation rules for ∆l0k stemming from (2.13). For reasons that will become apparent
in the next section, it will be convenient to do so specifically for the coefficients g1k.
Lemma 2.2 suggests an additional prenormalization (ϕ′l1k = 0, l ≥ 3, k ≥ 2), and this lemma together
with Lemma 2.3 leads to an induction scheme that can be summarized in the following proposition:
Proposition 2.5. In addition to the prenormalization given by (2.12) and (2.19), the following prenor-
malization
(2.25) ϕ′l1k = 0, l ≥ 3, k ≥ 2,
can be achieved. Any transformation of the form (2.7) that preserves the prenormalization given by
(2.12), (2.19), and (2.25), satisfies (2.15), (2.16), (2.20), and the coefficients
(2.26) fl+1,k−1, Im g0k, glk, k, l ≥ 2,
NORMAL FORM FOR 1-INFINITE TYPE HYPERSURFACES 9
are given by non-constant term polynomials, whose coefficients depend only on the coefficients of
ϕ′(z′, z¯′, u′), in the variables
(2.27) f0,k−1, f1,k−1, f2,k−1, Re g0k, g1k, k ≥ 2,
and their complex conjugates.
Proof. The proof is a straightforward induction on k ≥ 2 using Lemmas 2.3 and 2.2, together with the
normalizations (2.15), (2.16), (2.20). Details are left to the reader. 
2.3. Complete normalization. Our aim now is to find a final (complete) normalization of the defining
equation of M at 0 that uniquely determines the variables in (2.27), and has the property that this
normalization is preserved only when these variables vanish. Proposition 2.5 will then imply that the
only transformation of the form (2.7) that preserves this complete normalization is the identity mapping.
We shall assume that the prenormalizations in the previous subsection are preserved (although as
alluded to in that section, we will also study the transformation rules for ∆ϕ10k). Recall that our
prenormalization implies that ϕ′ab = ϕab and we will drop
′ on ϕ′ab so simplify the notation. The main
technical result in this paper is contained in the following lemma.
Lemma 2.6. The transformation rules are given as follows, modulo non-constant term polynomials,
whose coefficients are given by the coefficients in the expansion of ϕ′(z′, z¯′, u′), in the variables consisting
of fa,b−1, gab and their complex conjugates, with b < k:
∆ϕ10k =
1
2i
g1k − f0,k−1
∆ϕ11k = (k − 1)Re g0k − 2Re f1,k−1
∆ϕ21k = (
k
2
− 1
2
)g1k + (i(k − 1)− 2ϕ22)f¯0,k−1 − f2,k−1
∆ϕ22k = −6Re (ϕ23f¯0,k−1)
+(k − 1)ϕ22Re g0k + 2(k − 1)Im f1,k−1 − 4ϕ22Re f1,k−1,
∆ϕ32k = (
k−1
2
ϕ22 +
i
2
(
k
2
)
− ik
2
)g1k + (
(
k−1
2
)
+ 3i(k − 1)ϕ22 − 3ϕ33)f¯0,k−1 − 4ϕ42f0,k−1
+(k − 1)ϕ32Re g0k − ϕ32(5Re f1,k−1 + Im f1,k−1)− (i(k − 1) + ϕ22)f2,k−1
∆ϕ33k = Re ((k − 1)ϕ23g1k)− 8Re (((k − 1)iϕ23 − ϕ34)f¯0,k−1)
+((k − 1)ϕ33 −
(
k
3
)
+
(
k
2
)
)Re g0k + 2(
(
k−1
2
)
− 3ϕ33)Re f1,k−1 + 6(k − 1)ϕ22Im f1,k−1
−4Re (ϕ23f2,k−1),
where k ≥ 2 and we use the convention
(
a
b
)
= 0 whenever a < b.
Proof. We begin by inspecting the terms arising from the expansion of the left-hand side of (2.13):
(2.28)
∑
Im glkz
l(u+ i
∑
ϕabc)
k.
The only term with no ϕabc that is relevant to the transformation rules in Lemma 2.6 is Im g1kzu
k which
contributes to ∆ϕ10k with coefficient
1
2i
. Furthermore, factors ϕabc with c ≥ 2 cannot contribute since
they make the total degree in u greater than k. It remains to consider terms with one or several factors
ϕab. In view of the preservation of (2.12) and (2.19), these can only be
(2.29) ϕ11 = 1, ϕ22, ϕ23, ϕ32, ϕ33.
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Recall that, by Lemma 2.3, all coefficients of g except Re g0k and g1k are determined by fa,b−1, gab, and
their complex conjugates, with b < k.
We next inspect terms with g1k that appear as
(2.30)
1
2i
g1kz(u + i
∑
ϕabz
az¯bu)k.
The term with single factor ϕ11 contributes as
1
2i
ikg1kz
2z¯uk to ∆ϕ21k. The term with single fac-
tor ϕ22 contributes as
1
2i
ikϕ22g1kz
3z¯2uk to ∆ϕ32k. The term with single factor ϕ23 contributes as
1
2i
ikϕ23g1kz
3z¯3uk to ∆ϕ33k. The term with single factor ϕ32 contributes as its conjugate
1
2i
ikϕ32g¯1kz
3z¯3uk
to ∆ϕ33k. The factor ϕ33 has no contribution to the identities in the lemma. Further, the term with the
square of ϕ11 contributes as
1
2i
i2
(
k
2
)
g1kz
3z¯2uk to ∆ϕ32k. Other products ϕabϕcd have no contribution.
Also terms with more than 2 factors ϕab have no contribution.
Next consider terms with Re g0k that appear as
(2.31) Im (u+ i
∑
ϕabz
az¯bu)kRe g0k.
The term with single factor ϕ11 contributes as kzz¯u
k
Re g0k to ∆ϕ11k. The term with single fac-
tor ϕ22 contributes as kϕ22z
2z¯2ukRe g0k to ∆ϕ22k. The terms with single factors ϕ32 and ϕ23 con-
tribute as Im (ikϕ32z
3z¯2 + ikϕ23z
2z¯3)ukRe g0k to ∆ϕ32k. The term with single factor ϕ33 contributes as
kϕ33z
3z¯3ukRe g0k to ∆ϕ33k. Next, there is no contribution from terms with products ϕabϕcd because of
the reality of ϕ. Finally, the term with the cube of ϕ11 contributes as Im (i
3
(
k
3
)
z3z¯3uk)Re g0k to ∆ϕ33k.
Other terms have no contribution.
We now inspect the terms on the right-hand side of (2.13) that contribute with minus. Those con-
taining fl,k−1 and glk arise from the expansion of
(2.32) −
∑
ϕab(z +
∑
fl,k−1z
l(u+ iϕ)k−1)a(z¯ +
∑
f¯l,k−1z¯
l(u− iϕ)k−1)b(u+ Re
∑
glkz
l(u+ iϕ)k),
where the ϕab that occur are technically ϕ
′
ab but we recall that ϕ
′
ab = ϕab as a consequence of (2.20).
We first collect the terms with g1k that appear as
(2.33) − ϕabz
az¯b
1
2
z(u + iϕ)kg1k.
For (a, b) = (1, 1) we obtain −1
2
g1k contributing to ∆ϕ21k and −
1
2
ikϕ11g1k = −
ik
2
g1k contributing to
∆ϕ32k. For (a, b) = (2, 2) we obtain −ϕ22
1
2
g1k contributing to ∆ϕ32k. For (a, b) = (2, 3) we obtain
−ϕ23
1
2
g1k contributing to ∆ϕ33k. For (a, b) = (3, 2) we obtain its conjugate −ϕ32
1
2
g¯1k contributing to
the same term. Other terms have no contribution.
We next consider the terms with g0k that appear as
(2.34) − ϕabz
az¯bRe (u+ iϕ)kRe g0k.
For (a, b) = (1, 1) we obtain −Re g0k contributing to ∆ϕ11k and
(
k
2
)
ϕ211g0k =
(
k
2
)
g0k contributing to
∆ϕ33k. For (a, b) = (2, 2) we obtain −ϕ22Re g0k contributing to ∆ϕ22k. For (a, b) = (3, 2) we obtain
−ϕ32Re g0k contributing to ∆ϕ32k. For (a, b) = (3, 3) we obtain −ϕ33Re g0k contributing to ∆ϕ33k.
As our final consideration we deal with the terms involving fl,k−1. We begin with terms involving
f0,k−1 that arise as
(2.35) − ϕab(az
a−1z¯bf0,k−1(u+ iϕ)
k−1 + bzaz¯b−1f¯0,k−1(u− iϕ)
k−1)u.
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For (a, b) = (1, 1) we obtain −f¯0,k−1 contributing to ∆ϕ10k, −ϕ11f¯0,k−1(−i)(k−1)ϕ11 = i(k−1)f¯0,k−1
contributing to ∆ϕ21k, −ϕ11f¯0,k−1(−i)
2
(
k−1
2
)
ϕ211 =
(
k−1
2
)
f¯0,k−1 and −ϕ11f¯0,k−1(−i)(k − 1)ϕ22 = i(k −
1)ϕ22f¯0,k−1 both contributing to ∆ϕ32k, and −ϕ11f¯0,k−1(−i)(k − 1)ϕ23 = i(k − 1)ϕ23f¯0,k−1 and its
conjugate −ϕ11f0,k−1i(k − 1)ϕ32 = −i(k − 1)ϕ32f0,k−1 both contributing to ∆ϕ33k.
Next, for (a, b) = (2, 2) we obtain −2ϕ22f¯0,k−1 contributing to ∆ϕ21k, −2ϕ22(k − 1)(−i)ϕ11f¯0,k−1 =
2i(k − 1)ϕ22f¯0,k−1 contributing to ∆ϕ32k.
For (a, b) = (2, 3) and (a, b) = (3, 2) we obtain−3ϕ23f¯0,k−1 and its conjugate−3ϕ32f0,k−1 contributing
to ∆ϕ22k, −3ϕ23f¯0,k−1(k− 1)(−iϕ11) = 3(k− 1)iϕ23f¯0,k−1 and its conjugate −3ϕ32f0,k−1(k− 1)(iϕ11) =
−3(k − 1)iϕ32f0,k−1 contributing to ∆ϕ33k.
For (a, b) = (3, 3) we obtain −3ϕ33f¯0,k−1 contributing to ∆ϕ32k.
For (a, b) = (4, 2) we obtain −4ϕ42f0,k−1 also contributing to ∆ϕ32k.
For (a, b) = (3, 4) and (a, b) = (4, 3) we obtain −4ϕ34f¯0,k−1 and its conjugate −4ϕ43f0,k−1 both
contributing to ∆ϕ33k.
Other terms have no contribution.
We next treat terms involving f1,k−1 that arise as
(2.36) − ϕab(af1,k−1(u+ iϕ)
k−1 + bf¯1,k−1(u− iϕ)
k−1)zaz¯bu.
For (a, b) = (1, 1) we obtain −f1,k−1 − f¯1,k−1 = −2Re f1,k−1 contributing to ∆ϕ11k,
−ϕ11(f1,k−1(k − 1)iϕ11 + f¯1,k−1(k − 1)(−iϕ11)) = 2(k − 1)Im f1,k−1
contributing to ∆ϕ22k, and
−ϕ11(f1,k−1(k − 1)iϕ22 + f¯1,k−1(k − 1)(−iϕ22)) = −2(k − 1)Re (iϕ22f1,k−1)
and
−ϕ11(f1,k−1
(
k − 1
2
)
(iϕ11)
2 + f¯1,k−1
(
k − 1
2
)
(−iϕ11)
2) = 2
(
k − 1
2
)
Re f1,k−1
both contributing to ∆ϕ33k.
For (a, b) = (2, 2) we obtain −ϕ22(2f1,k−1 + 2f¯1,k−1) = −4ϕ22Re f1,k−1 contributing to ∆ϕ22k and
−ϕ22(2f1,k−1(k − 1)iϕ11 + 2f¯1,k−1(k − 1)(−iϕ11)) = 4(k − 1)ϕ22Im f1,k−1
contributing to ∆ϕ33k.
For (a, b) = (3, 2) we obtain −ϕ32(3f1,k−1 + 2f¯1,k−1) = −ϕ32(5Re f1,k−1 + Im f1,k−1) contributing to
∆ϕ32k.
Finally for (a, b) = (3, 3) we obtain −ϕ32(3f1,k−1 + 3f¯1,k−1) = −6ϕ33Re f1,k−1 contributing to ∆ϕ33k.
It remains to deal with terms involving f2,k−1 that arise as
(2.37) − ϕab(af2,k−1z(u + iϕ)
k−1 + bf¯2,k−1z¯(u− iϕ)
k−1)zaz¯bu.
For (a, b) = (1, 1) we obtain −f2,k−1 contributing to ∆ϕ21k, and
−f2,k−1(k − 1)(iϕ11) = −i(k − 1)f2,k−1
contributing to ∆ϕ32k.
For (a, b) = (2, 2) we obtain −ϕ22f2,k−1 contributing to ∆ϕ32k.
For (a, b) = (2, 3) we obtain −ϕ232f2,k−1 and for (a, b) = (3, 2) its conjugate −ϕ322f¯2,k−1 both
contributing to ∆ϕ33k. Other terms have no contribution. 
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Extracting real and imaginary parts we obtain from Lemma 2.6 the following identity, modulo a vector
of non-constant term polynomials, whose coefficients are given by the coefficients in the expansion of
ϕ′(z′, z¯′, u′), in the variables consisting of fa,b−1, gab and their complex conjugates, with b < k:
(2.38)


Re∆ϕ10k
Im∆ϕ10k
∆ϕ11k
Re∆ϕ21k
Im∆ϕ21k
∆ϕ22k
Re∆ϕ32k
Im∆ϕ32k
∆ϕ33k


= A


Re g1k
Im g1k
Re f0,k−1
Im f0,k−1
Re g0k
Re f1,k−1
Im f1,k−1
Re f2,k−1
Im f2,k−1


,
where the matrix A is


0 1
2 −1 0 0 0 0 0 0
− 12 0 0 1 0 0 0 0 0
0 0 0 0 k − 1 −2 0 0 0
k−1
2 0 −2ϕ22 k − 1 0 0 0 −1 0
0 k−12 k − 1 2ϕ22 0 0 0 0 −1
0 0 −6Reϕ32 6Imϕ32 (k − 1)ϕ22 −4ϕ22 2(k − 1) 0 0
k−1
2 ϕ22 −
k(k−3)
4
k(k−1)
2 − 3ϕ33
−4Reϕ42
3(k − 1)ϕ22 (k − 1)Reϕ32 −5Reϕ32 −Reϕ32 −ϕ22 k − 1
k(k−3)
4
k−1
2 ϕ22 3(k − 1)ϕ22
−k(k−1)2 + 3ϕ33
+4Imϕ42
(k − 1)Imϕ32 −5Imϕ32 −Imϕ32 −k + 1 −ϕ22
(k − 1)
×Reϕ32
(k − 1)
×Imϕ32
8Reϕ43
−8(k − 1)Imϕ32
8Imϕ43
+8(k − 1)Reϕ32
k(k−1)(6−k)
6
+(k − 1)ϕ33
k(k − 1)
−3ϕ33
6(k − 1)
×ϕ22
−4Reϕ32 −4Imϕ32


.
We have the following lemma:
Lemma 2.7. The determinant of A is of the form
(2.39) detA =
1
4
(k − 1) detB,
where detB is a polynomial in k of degree 7, whose leading coefficient is nonzero. Moreover, the coef-
ficients of the polynomial detB depend only on ϕab with a, b ≤ 4 and a+ b ≤ 7.
Definition 2.8. For a formal hypersurface M ⊂ C2, given by (2.10) at 0 ∈M in any coordinate system
satisfying the prenormalization described in Proposition 2.5, we define its characteristic polynomial
P (k, j70ϕ) to be c detB, where c is chosen such that P is monic in k. We call an integer k ≥ 2 a
resonance for M (at 0) if P (k, j70ϕ) = 0. Then M is said to be nonresonant if there are no resonances.
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Proof of Lemma 2.7. We shall apply elementary row operations to A. Multiplying the first row by
suitable factors and subtracting from other rows below we obtain


0 12 −1 0 0 0 0 0 0
− 12 0 0 1 0 0 0 0 0
0 0 0 0 k − 1 −2 0 0 0
k−1
2 0 −2ϕ22 k − 1 0 0 0 −1 0
0 0 2(k − 1) 2ϕ22 0 0 0 0 −1
0 0 −6Reϕ32 6Imϕ32 (k − 1)ϕ22 −4ϕ22 2(k − 1) 0 0
k−1
2 ϕ22 0
k − 3ϕ33
−4Reϕ42
3(k − 1)ϕ22 (k − 1)Reϕ32 −5Reϕ32 −Reϕ32 −ϕ22 k − 1
k(k−3)
4 0 4(k − 1)ϕ22
−k(k−1)2 + 3ϕ33
+4Imϕ42
(k − 1)Imϕ32 −5Imϕ32 −Imϕ32 −k + 1 −ϕ22
(k − 1)
×Reϕ32
0
8Reϕ43
−6(k − 1)Imϕ32
8Imϕ43
+8(k − 1)Reϕ32
k(k−1)(6−k)
6
+(k − 1)ϕ33
k(k − 1)
−3ϕ33
6(k − 1)
×ϕ22
−4Reϕ32 −4Imϕ32


.
Similarly, multiplying the second row by suitable factors and subtracting from other rows below we
obtain


0 12 −1 0 0 0 0 0 0
− 12 0 0 1 0 0 0 0 0
0 0 0 0 k − 1 −2 0 0 0
0 0 −2ϕ22 2(k − 1) 0 0 0 −1 0
0 0 2(k − 1) 2ϕ22 0 0 0 0 −1
0 0 −6Reϕ32 6Imϕ32 (k − 1)ϕ22 −4ϕ22 2(k − 1) 0 0
0 0
k − 3ϕ33
−4Reϕ42
4(k − 1)ϕ22 (k − 1)Reϕ32 −5Reϕ32 −Reϕ32 −ϕ22 k − 1
0 0 4(k − 1)ϕ22
−k + 3ϕ33
+4Imϕ42
(k − 1)Imϕ32 −5Imϕ32 −Imϕ32 −k + 1 −ϕ22
0 0
8Reϕ43
−6(k − 1)Imϕ32
8Imϕ43
+10(k − 1)Reϕ32
k(k−1)(6−k)
6
+(k − 1)ϕ33
k(k − 1)
−3ϕ33
6(k − 1)
×ϕ22
−4Reϕ32 −4Imϕ32


.
Now, multiplying the third row by suitable factors and subtracting from other rows below we obtain


0 12 −1 0 0 0 0 0 0
− 12 0 0 1 0 0 0 0 0
0 0 0 0 k − 1 −2 0 0 0
0 0 −2ϕ22 2(k − 1) 0 0 0 −1 0
0 0 2(k − 1) 2ϕ22 0 0 0 0 −1
0 0 −6Reϕ32 6Imϕ32 0 −2ϕ22 2(k − 1) 0 0
0 0
k − 3ϕ33
−4Reϕ42
4(k − 1)ϕ22 0 −3Reϕ32 −Reϕ32 −ϕ22 k − 1
0 0 4(k − 1)ϕ22
−k + 3ϕ33
+4Imϕ42
0 −3Imϕ32 −Imϕ32 −k + 1 −ϕ22
0 0
8Reϕ43
−6(k − 1)Imϕ32
8Imϕ43
+10(k − 1)Reϕ32
0
k(2k+3)
3
−ϕ33
6(k − 1)
×ϕ22
−4Reϕ32 −4Imϕ32


.
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Next, repeating the procedure for the 4th and 5 row to eliminate the 8th and 9th column respectively
we obtain

0 12 −1 0 0 0 0 0 0
− 12 0 0 1 0 0 0 0 0
0 0 0 0 k − 1 −2 0 0 0
0 0 −2ϕ22 2(k − 1) 0 0 0 −1 0
0 0 2(k − 1) 2ϕ22 0 0 0 0 −1
0 0 −6Reϕ32 6Imϕ32 0 −2ϕ22 2(k − 1) 0 0
0 0
2k2 − 3k + 2 + 2ϕ222
−3ϕ33 − 4Reϕ42
4(k − 1)ϕ22 0 −3Reϕ32 −Reϕ32 0 0
0 0 4(k − 1)ϕ22
−2k2 + 3k − 2− 2ϕ222
+3ϕ33 + 4Imϕ42
0 −3Imϕ32 −Imϕ32 0 0
0 0
8Reϕ43 − 8ϕ22Reϕ32
−14(k − 1)Imϕ32
8Imϕ43 − 8ϕ22Imϕ32
+2(k − 1)Reϕ32
0
k(2k+3)
3
−ϕ33
6(k − 1)
×ϕ22
0 0


.
Calculating the determinant we obtain detA = 1
4
(k − 1) detB, where
(2.40) B =


−6Reϕ32 6Imϕ32 −2ϕ22 2(k − 1)
2k2 − 3k + 2 + 2ϕ222
−3ϕ33 − 4Reϕ42
4(k − 1)ϕ22 −3Reϕ32 −Reϕ32
4(k − 1)ϕ22
−2k2 + 3k − 2− 2ϕ222
+3ϕ33 + 4Imϕ42
−3Imϕ32 −Imϕ32
8Reϕ43 − 8ϕ22Reϕ32
−14(k − 1)Imϕ32
8Imϕ43 − 8ϕ22Imϕ32
+2(k − 1)Reϕ32
k(2k+3)
3
−ϕ33
6(k − 1)
×ϕ22


.
The statement of the lemma now readily follows. 
Remark 2.9. We note here that it is not necessary to require the full prenormalization given in Propo-
sition 2.5 in order to guarantee that the expression (2.40) for the matrix B above gives rise to the
characteristic polynomial. Indeed, it is enough to require that ϕ′ just satisfies (2.19), since in this case,
(2.20) implies that (2.21) holds; i.e., we must have f(z, 0) = z for any transformation respecting the
prenormalization (2.19), and hence ϕ′ab = ϕab.
If M is in nonresonant, as described in Definition 2.8, then it follows from (2.38) that we can
inductively require the following additional normalization for k ≥ 2:
(2.41) ϕ10k = ϕ11k = ϕ21k = ϕ22k = ϕ32k = ϕ33k = 0,
which will completely determine the variables (2.27), i.e.,
f0,k−1, f1,k−1, f2,k−1, Re g0k, g1k,
in Proposition 2.5. It follows from (2.38), and a straighforward induction on k ≥ 2 using also Proposition
2.5, that the only transformation preserving the complete normalization described above is the identity
mapping. More generally, if M has resonances k, we can still obtain the equations (2.41) for all non-
resonant k. We summarize this result in the following theorem.
Theorem 2.10. Let M be a formal hypersurface through 0 in C2, satisfying the assumptions described
in Subsection 2.1. Assume furthermore that M is in general position at 0. Then there are formal
holomorphic coordinates (z, w) at 0 such that M is given as a formal graph
(2.42) Imw = ϕ(z, z¯,Re g),
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where the formal (Hermitian) power series ϕ(z, z¯, u) is of the form
(2.43) ϕ(z, z¯, u) =
∑
a,b≥0
ϕabz
az¯bu+
∑
a,b≥0
k≥2
ϕabcz
az¯buk
satisfying the following normalization conditions
(2.44) ϕ11 = 1, ϕa0 = ϕl1 = ϕa0k = ϕl+1,1k = 0, a ≥ 0, k, l ≥ 2
and
(2.45) ϕ10k = ϕ11k = ϕ21k = ϕ22k = ϕ32k = ϕ33k = 0, k ≥ 2.
Moreover, the only formal transformation of the form
(2.46) z′ = z + f(z, w), w′ = w + g(z, w),
where f and g are formal holomorphic power series with f(0, 0) = g(0, 0) = fz(0, 0) = gw(0, 0) = 0,
that preserves the normalization (2.44) and (2.45) is the identity, i.e., f ≡ g ≡ 0.
Furthermore, without assuming M to be in general position, we still obtain its formal normalization
given by all equations (2.44) and those in (2.45) for all non-resonant k.
Remark 2.11. We note that there is some redundancy in the conditions (2.44) and (2.45). The reason
we present the conditions in this way here is so that the reader can keep track of which conditions
come from the prenormalizations in Subsection 2.2 (those in (2.44)) and which come from the final
normalization in Subsection 2.3 (those in (2.45)). In Theorem 1.1, we have eliminated this duplication
of conditions, and present the results in a form that closely mimics the Chern-Moser normal form.
To round out the discussion, we note that a general invertible transformation
(z′, w′) = (F (z′′, w′′), G(z′′, w′′))
preserving the normalization in Theorem 2.10 can be factored as (z, w) = (αz′′, sw′′) composed with
a transformation of the form (2.46); in order to preserve the real tangent space to M at 0, we need
to require s ∈ R∗ := R \ {0}, and in order to preserve ϕ11 = 1, we must require |α| = 1. Since
the linear transformation (z, w) = (αz′′, sw′′) preserves the normalization, we conclude that the group
G := S1 × R∗ acts on the space of normal forms and the isotropy group of M at 0 is a subgroup
of G. Moreover, the uniqueness part of Theorem 2.10 implies the following: Any formal holomorphic
transformation that preserves the normal form in Theorem 2.10 is of the form (z, w) 7→ (αz, sw) with
(α, s) ∈ S1 × R∗. Theorem 1.1 now follows easily by writing the defining equation of M in the form
Imw = Rew
(
|z|2 +
∑
a,b≥0
Nab(Rew)z
az¯b
)
,
and translating the conditions in Theorem 2.10 into conditions on Nab(u).
3. Examples
We conclude this paper by giving a few examples.
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Example 3.1. Consider a hypersurface M ⊂ C2 of the following form
(3.1) Imw = ϕ(z, z¯,Rew), ϕ(z, z¯, u) = u|z|2 + u2ψ(z, z¯, u),
where ψ(z, z¯, u) is such that ϕ(z, z¯, u) satisfies (2.12) and (2.19), for example,
ψ(z, z¯, u) = θ(|z|2, u)
where θ(x, u) satisfies θx(0, u) = 0. In view of (2.21) all terms involving ϕab in detB in (2.40) are the
same as in the normal form, and hence are 0, and we compute
detB =
2
3
k(2k + 3)(k − 1)(2k2 − 3k + 2)2.
Since the roots of 2k2− 3k+2 are not real, we conclude that M is nonresonant at 0. Therefore, we can
put M into normal form as described in Theorem 1.1, i.e., eliminate terms of the form |z|4uk, z3z¯2uk,
and |z|6uk in ψ(z, z¯, u)). The stability group of M is a subgroup of S1, unless ψ after normalization
vanishes completely.
Example 3.2. If M is given by an equation of the form
Imw = Rew
(
|z|2 +
C
4
|z|4 +
D
36
|z|6 +O(|z|8)
)
+O((Rew)2),
then the characteristic polynomial is given by
(3.2) − 8i(k − 1)
∣∣24(k − 1)2 + 6iC(k − 1) + 3C2 −D + 12∣∣2 (48(k − 1)2 + 27C2 − 8D + 96) .
The first two factors do not have any integral roots k ≥ 2 provided that C 6= 0. In this case, there is
for any integer k ≥ 2 an unique D such that the characteristic polynomial has exactly that resonance
k. If on the other hand, C = 0, the characteristic polynomial is given by
64i(k − 1)
(
D − 24k2 + 48k − 36
)2 (
D − 6
(
k2 − 2k + 3
))
.
The reader can easily check that the last two factors have no real roots if D < −12, one root each at
k = 1 if D = −12, and two (distinct) roots each, symmetric about about k = 1 when D > −12. In
particular, for C = 0, the hypersurface M has either zero or two resonances.
We note that if M satisfies Conditions (1’) and (2’) in the introduction, but has a resonance at
k = k0 ≥ 2, then we cannot in general achieve the normalization (2.45) at k = k0. We can make a
choice of the derivatives of f and g in (2.27) at k = k0, and then proceed with the normalization
for k > k0 (until the next resonance, if it exists). However, the choice of (2.27) at k = k0 will in
general affect the corresponding coefficients (2.45). Therefore, the existence of a resonance k = k0
does not necessarily imply that the derivatives (2.27) at k = k0 of an automorphism of M is not
determined by previous ones. There are, however, known examples of M ⊂ C2 satisfying Conditions
(1’) and (2’), whose stability groups at 0 are not determined by 1-jets (see [Kow02], [Z02], [KL14]).
Such hypersurfaces cannot be in general position (i.e., must have resonances) at 0 by Corollary 1.2,
and the failure of 1-jet determination is caused by the resonances. We mention two such examples here
(of the form in Example 3.2), where a resonance k = k0 actually corresponds to indeterminacy of the
derivatives (2.27) for k = k0 in automorphisms of M ; more examples can be found in the list in [KL14].
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Example 3.3. For a positive integer m, consider the following Mm ⊂ C
2,
(3.3) Imw = iRew
1− qm(2m|z|
2)
1 + qm(2m|z|2)
= Rew
(
|z|2 +
(
2m2
3
+
1
3
)
|z|6 + . . .
)
,
where
(3.4) qm(x) = e
(i/m) arcsinx.
It is readily checked that Mm satisfies (1’) and (2’) at 0, and comparing with the formula for the
characteristic polynomial in (3.2) (with C = 0), we see that it is given by
−221184i(k − 1)
(
(k − 1)2 − 4m2
) (
(k − 1)2 −m2
)2
.
Its resonances are therefore given by k = m+ 1 and k = 2m+ 1. We note (cf. [Z02], [KL14]) that the
following local 1-parameter family of biholomorphisms belong to its stability group at 0:
(3.5) Ht(z, w) =
(
z
(1− tw2m)1/2
,
w
(1− tw2m)1/2m
)
, t ∈ R.
We note that the jets j2m0 Ht agree for all t ∈ R, but the derivatives (2.27) for k = 2m + 1 depend on
the parameter t.
Example 3.4. The following example (corresponding to C 6= 0 in Example 3.2) illustrates that even a
single resonance can be responsible for the presence of automorphisms not determined by their 1-jets.
We let qT (|z|
2) be the unique solution to
uq′T (u) =
tan(qT (u))
1 + T tan(qT (u))
, qT (0) = 0, q
′
T (0) = 1,
where T ∈ R \ {0}. Then, for any m ∈ N, the hypersurface Mm,T defined by
Imw = Rew tan
(
qT (m|z|
2)
m
)
= Rew
(
|z|2 −mT |z|4 +
(
2 +m2(9T 2 + 1)
6
)
|z|6 + . . .
)
also satisfies (1’) and (2’) at 0. It has an infinitesimal CR automorphism given by
(3.6) X =
1
m
(
1
2
+ iT
)
zwm
∂
∂z
+ wm+1
∂
∂w
,
as can be seen from a computation carried out in [KL14, Lemma 10 and 4]. The resonances of its
characteristic polynomial, by the observation that the first two factors of the characteristic polynomial
in (3.2) do not have any if T 6= 0, are the integral roots k ≥ 2 of the polynomial
k2 − 2k + 1−m2;
that is, only k = m+ 1 occurs. The infinitesimal CR automorphism (3.6) illustrates the failure of the
conclusion in Corollary 1.2 in this case.
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