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The objective of the study reported herein is to provide an analytical-empirlcal model
of turbine erosion that fits and explains experience in both steam and metal vapor turbines.
Because of the_omplexities involved in analyzing turbine erosion problems, in a pure
scientific sense, it is obvious that this goal can be only partially realized. Therefore,
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The objective of the study reported herein
is to provide an analytlcal-empirical model of
turbine eros;on that fits and e×pfains experience
in both steam and metal vapor turbines. Because
of the complexities involved _n analyzing turbine
erosion problems, in a pure scientific sense, it is
obvious that this goal can be only partially realized.
Therefore, emphasis is placed on providing a useful
model for preliminary erosion estimates for given
configurations, fluids, and flow conditions. In
terms of the prescribed effort level, thls goal was
given precedence over the more interesting but less
immediateJy fruitful goal of precise and compre-
hensive mathematical definition of the processes
contrlbuti_g to erosion.
The qualitative aspects of the model follow,
to a large extent, opinions on the erosion process in
wet vapor steam turbines that are widely held within
the steam turbine community at the present tlme. In
respect to the quantitative aspects, the study is _n-
debted to excellent previous studies by Gyarmathy
and Gardner. It is a refinement and extension of these
two previous works (more the former than the latter)
based on later experience and substantial additional
component process theory and computation.
An effort has been made to make this report
adequate by itself to provide calculafional under-
standing of the erosion model and _ts components.
However in the 'light of the complexities of some
of these processes, knowledge of the referenced
material may be required for a comprehensive under-
stand; ng.
The first section of this report describes
the assembly of the overall model of erosion,
summarizes the component process models used and
describes results of application of the model to
several turbines. The model is used to estimate
erosion depths or weight losses on the rotor blades of
several turbines and the results are compared
qualitatively to operating experience where it exists.
Section 2 covers detall computational procedures that
may be used to follow the fluid-dynamic processes
involved in erosion, and compares typical calculated
values with experience where it gas found. Section
3 covers ;n deta|l experimental evidence and anal-
ysls thereof of the actual material removal by
liquid impingement, and presents theoretical models
for transferring this experience to calculations of
material removal in turbines. Section 4 presents
results of an experimental investigation of turbine
stator blade wakes and compares these results with
results from use of wake analysis procedures imposed
in this report.
1.2 EROSION MODELS IN WET VAPOR TURBINES
The analytical models of processes leading to
turbine blade erosion outlined herein are chiefly
organized and used to examine material removal
from the nose and the leading edge of a rotor blade.
When erosion is a problem in a wet vapor turbine
of well-ordered flow, operated at or near design
condition, the attack on the leading edges of the
rotor blades is generally of greatest concern to the
turbine designer and the turbine user.
Other locations of erosion are observed and
some are mentioned in passing. In addition, many
of the processes involved in producing rotor blade
leading edge erosion are not specific to that location
and process models can be recast to examrne other
locations of erosron in turbines.
1-1
1.2.1 Erosion Locations of Turbine Rotor Blades
In wet vapor turbines most of the material
removal by condensate is from the turbine's rotor
blades. (See Figure 1.2-1.) In steam or alkali
metal vapor turbines, the primary mechanism of con-
densation |s spontaneous nucleation in the bulk vapor
flow to form a fog. In the latter turbines, damage is
not done directly by the fog particles in the vapor.
The fog is composed of submlcronlc d_ameter particles
and only a small percentage ever impinge upon a
surface. The impingement of thls small percentage
does, however, allow concentrations of I_qu_d to
build up on the various turbine surfaces and it is
this liquid that can do damage. In mercury turbines,
the end result is the same but the collecting rmch-
anism is probably different. Mercury vapor is theo-
retlcally very slow to undergo spontaneous nucleation
and there is probably no fog formation in most mercury
turbines. Damaging.llquld does seem to collect
readily, however, by direct condensation on the tur-
bine surfaces so that the locations and kinds of damage
experienced are similar to those in fog turbines.
Principal locations of material removal from
rotor blades are illustrated in Figure 1.2-2. This
figure shows forward and aft views of a shrouded turbine
blade and points out four types of material removal
by liquid that are likely to occur on the rotors of
wet vapor turbines.
In turbines, such as steam and mercury, where
chemical dissolution of blade material does not occur
to any extent, the material removal mechanisms is
largely that of mechanical removal by the force of
liquid impingement as at locations (1) and (2) or by
cavitation induced by the circulating eddies as at
(4). In potassium vapor turbines the impingement
removal can be compounded by dissolution effects
either directly in the impingement areas or by rivulets,
as illustrated at location (3). These rivulets can occur
at other locations on the rotor blades as well as the
trailing edge. They are nearly radial lines because the
centrifugal force component on the I|qu_d deposited
on the rotors is much higher than the vapor shear force.
Most of the liquid collects initially on the




Figure I. 2-2 Rotor Blade Material Removal
of the turbine surface exposed to the main flow. As
illustrated, damage can be done by casing and shroud
liquid as well as liquid from or on the blades.
Liquid reaches the turbine casing primarily by
being slung from the turbine rotors. It reaches the
casTng, secondarily, under urging of the vapor secondary
flow from the pressure (concave) surface over the cas-
ing to the suction (convex) surface of the stator vanes.
Other mechanisms, of less importance, are impinge-
ment and condensation from the bulk flow.
The caslng-collected llquTd, in addition to
causing damage to shrouds and seals as indicated in
Figure 1.2-2, tends to flow down over the stators on
the convex side, as illustrated at IocatTon (1). This
casing-collected liquid augments the liquid
discharged from the stators that Tmpacts
the leadingedges of the rotor blades. Since the
highest normal impact velocities of collected liquid
are with the leading edge of the rotor blades, increases
in this IiquTd supply rate are obviously undesirable.
The classic means of controlling the damage
that can be caused by the casing-collected liquid,
as used by the steam turbine industry, is to remove
this liquid periodlcally through suitable ports in the
cast ng.
Even if all the casing liquid is removed,
liquid which collects on the stat_ rotor
blades of a given stage can cause material removal
damage. The stator collected liquid can discharge
from the stator blade trailing edges into the path of
the rotor blades, causing rotor blade edge damage
as at location (2) in Figure 1.2-2. The rotor blade
collected liquid can run up the rotor blades, causing
dissolution damage as indicated in the figure at
location (3). In pHnclple, th_s stator d_scharged liquid
can be removed, as is done in the steam turbine
industry, with caslng-collected liquid. However, con-
trol of damage from stator discharged liquid without
removal is the prevalent practice for steam turbines.
1.2.2 Processes Involved _n Erosion
While erosion of rotor bladlng Tn turbines
is a local phenomenon, numerical calculations of
amounts of erosTon either on a relative or absolute
basis involve a nearly complete fluld-dynamic history
of the turbine flow plus an accounting to the actual
material removal phenomenon. A flow diagram of the
analytical steps used _n the erosion model is given in
Figure 1.2-3.
r-- - 1.... 1/






Figure i.2-3 WANL Turbine Blade Erosion Model
i-3
in thissection,proceduresarediscussedin
outline, and characteristlcs calculated or experimental
values of the various variables Tn turbines are given by
example. Detail calculational procedures are given in
Sections 2 and 3.
Detail methods for analyzing the material re-
moval interaction of liquid with rotor blades is cover-
ed in Section 3. Caution in the use of the results
from application of Section 3 methods is advised. The
suggested procedures are based on reasonable hypotheses
and are not established theory or practice.
Detailed methods by which the fluld-dynamic
history may be traced are given in Section 2. The
methods of fluid-dynamic analysis as given in Section
2 are generally based on widely accepted theoretical
schemes. However, the actual implementation of the
theories in a numerical sense in the computer codes
and other computational procedures set forth in
Section 2 assume that a highly efficient axial flow
turbine of well-ordered flow in radial equilibrium
is being analyzed for erosion. Further, these methods
are basically ordered in terms of the flow path as
the aerodynamic designer sees it before compromise
with the mechanical design.
for carrying out an erosion analysis are most appli-
cable to turbines using these readily fog forming
low molecular weight working fluids.
The flow regime in high efficiency steam
and potassium turbines is generally subsonic. Some
analysis was carried out on the Sunflower mercury
turbine and a cesium turbine conceptual design.
Both these turbines have supersonic stator exit flow
but the flow relative to the rotors is subsonic.
The bulk flow analysis programs in Section 2 provide
for calculations with supersonic stator flow but not for
supersonic flow relative to the rotors. The local flow
analysis procedures for boundary layers, wakes, and
atomization are based on subsonic inforrnat[on and
theory without correction for Mach number effects.
The computer programs cannot be treated as
"black boxes" nor should the non-computerlzed pro-
cedures be treated as "cookbook" recipes. The erosion
analyst will have to use a considerable amount of
ind_vldual discretion with all the recommended pro-
cedures for good results.
Most of the computer solutions of Section 2
require the insertion of a physical turbine geometry.
The effective fluld-dynamlc geometry rather than
the real geometry should be used as input to these
computer programs if possible. An attempt has been
made in the bulk flow programs to adjust to a real
geometry and less than ideal flow, but this range
of adiustment is quite I[mlted.
The bulk of the analysis carried out during
this program was on turbines utilizing either steam
or potassium vapors as the working fluids. As a
result, the assemblage of analytical models proposed
1.2.3 Turbines Used for Example Calculations
A great many different turbines were analyzed
wlth respect to erosion or erosion related processes dur-
ing the course of this program. Calculations concern-
ing these various turbines are scattered throughout the
remainder of thls section and Sections 2 and 3 as
examples. Some overall characteristics and operating
conditions of these turbines as used here are tabulated
below. Further details on the various turbine designs
created under government contract may be found _n the
references cited as a part of the brief descdptTons given
herein. Further details about the three large central
station steam turbines sometimes used as examples may
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Figure 1.2-4 Yankee Steam Turbir_e
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Moisture content of flaw
Subscripts
Crlt Critical size Far thermodynamic stability
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Thermodynamic equilibrium (ideal) saturated
vapor condition
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If a vapor such as steam or an alkali metal
expands in a nozzle or turbine unHl the temperature
of the vapor _s reduced to that of equilibrium satur-
atlon, the vapor does not condense in any appreclable
quantity immediately. Rather the vapor must be
further cooled to produce sufficient supersaturation
to cause rapid condensaHon. The thermodynamic
condition at initiation of rapid spontaneous conden-
satlon* is called the Wilson point or line. At the
Wilson llne condensation takes place rapidly, and
the moisture content quickly approaches equilibrium.
Thereafter the expansion process follows with but
slight lag an equilibrium expansion. This is illustrated
thermodynamically in Figure 1.2-7. It is illustrated
schematically in Figure 1.2-8. This latter figure is
a calculated condensation path for the expansion
of steam in the downstream section of a converging-
diverging nozzle. This characteristic behavior of
steam vapor upon rapid expansion is well established
experimentally and theoretically (12).
That the same thing happens in potasslum vapor
expansions is illustrated by Figure 1.2-9, a plot
taken from Goldman and Nosek(9). In this plot the
expansions in a converging-dlverglng nozzle initially
follow along a llne of chemical equiIibrlum expansion
(n = 1.4). In the diverging section of the nozzle (after
considerable expansion), the expansion crosses over
to a nearly full chemical and thermodynamic equil-
Calculations by Gyarmathy (8) show that compared
to spontaneous condensation the other processes
of condensaHon are of negllg_ble importance in a
wet vapor stea_____mturbine. This is assumed to be
true for alkali liquid mel'al vapor turbines on the
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Figure 1.2-8 Moisture Fracture in Divergent
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Figure 1.2-9 PressureData for Saturated
•. potassiumVapor
ibrium expansion (n=1.2). A potassium experiment
similar to that of Goldman and Nosek is reported
by Rc_sbach(10). _Gyarmathy (11) has analyzed
Rossbech_sda)ra and fihds a degree of supersaturation
in potassiumslmilar to that evldencedlby the Gold-
man and Nosek data.
Nucleation theory due to Katz, Saltzburg,
and Reiss (13) coupled with vapoir properties (after
Ewlng,et al) (14) and the:e_nerg_,," cont(nulty, and _
momentum relations have been programmed for ::
computer (See Section 2) in a form that can follow
the expansion and nucleation process in detail as it
proceeds through a turbine. Results of such calcu-
lations, for a three-stage potassium turbine and a
six-stage potassium turbine, are shown in Figure
1.2-10 in the region of transition from supersaturated
to thermodynamic equilibrium expansion. Also shown
are points taken from the Goldman and Nosek results
intersected, the expansion llne, m:1.2, corresponds
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Figure 1.2-I0 Moisture Content (Fracture of
Equilibrium) as a Function of Pressure Ratio
for Condensing Vapor in.Two SampJe.
Potassium Turb!nes _ , _ : .
examln ng i urei;2 I0 wmbenoted
that therels little _f any differenc_ !n tb.e conden ....
satTonexpansion characteristics be._.,eepithe, two tur--
bines, even though the rate of expamian wa_ much
higher ih the three-stage turbine than in the six, : _
It will also be noted that the calculated pressure
ratio for 95 percent of full thermodynamic equiI ....
ibrium is in good agreement with _t_e Goldman and
Nosek results. Also, there is not much spread with
pressure ratio for 95 percent of full equilibrium
among the experimental results, even though the
inlet pressures in the tests varied between approxi-
mately 18 psia and 6 p_ia. Examination of the
original Goldman and Nosek publication also shows
no conslstent var!qt!0n in, cond_nsation,pressureratlo
wlth inlet pressure conditions.
The original spontaneous nucleation creates
sufficient surface area to allow further condensation
to occur with minimal supersaturation. As originally
formed, the condensation nuclei are extremely small
(0.01 micron diameter) and are of re!atively uniform
size because of the short tlme period involved. The
nuclei grow quite rapidly to about 0.2 micron dia-
meter as the supersaturation potential created by the
expansion in advance of spontqneouscondensation
is exhausted. Thereafter, a slower growth takes
1-8
placeasthedropletsprogressthrough the turbine.
This sequence of events is shown in Figure 1.2-11 by
a calculated history of the formation of conden-
sotion particles during the expansion of steam In a
convergent-divergent nozzle.
The final condensate particle sizes exhausting
from turbines examined during this program are on the
order of 0. 5 micron diameter. The calculated super-
saturation in equivalent moisture to initiate span-
toneous condensation in turbines iearaund 2.5 per-
cent in steam, 7. 5 percent in patosslum, and 4.5
percent in cesium. No spontaneous condensation
occurred during expansion calculations on the Sun-"
flower mercury turbine.
1.2.4. 2 Collection of Condensate Particles
Becauseof their small size*, the condensate
particles are essentially locked to the vapor flow and
most of them remain with the steam of their birth until
turbine exlt. ** However, a small percentage of lt_e
condensate fog collects on surfaces because of the
curvature of the flow passages and rotation of the
moving blades. By calculation, the percentage
co||ected per turbine row even in the wettest rows is
on the order of .5 percent or less of the total fog
present; generally, it is less.*** The collected
moisture causes the erosion. The fog particles
cause no erosion since they follow the vapor flow as
it slices cleanly over the bladlng surfaces.
* The particles are so tiny that the ratio of their
diameters to the mean free molecular path places
them in the sllp-flow reglme in most turbine
flow streams.
** Normel secondary flows at hub and tip wll| modify
this picture somewhat. There Is also a negligible
drift on the particles relative to the vapor In a radial
direction due to the turbine centrifugal field.
***This calculation Is In qualitative agreement with the
observation that moisture removal devices in central-
station-type steam turbines rarely remove as much as
25 percent of the total moisture present even though
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Figure 1.2-1 _ SteamCondensateDroplet Growth
in DivergentPortionof Nozzle
It is hypothesized that the major mechanism
in collection of these particles ;s by inertial impaction
on the nose and concave surfaces of the turbine blades.
Solutions for the equations governing measured collection
by turbine blades by inertial impaction are given in
Section 2.
The basis for using the ;nertial impact;on hy,-
pothesls is that calculated collection using this
assumption agrees reasonably well with measured I1_
collection in a steam turbine as reported by Smith_'_'
Smith's tests were run on a four-stage machine with
the water extraction between the third and fourth
stages. The theoretical amount of moisture present
at the exit of the third stage was varied by changing
the amount of superheat In the vapar at the turbine
inlet. Smith's data are shown as X-s in Figure 1.2-12.
This is a plot of theoretical mo|sture against the
portion of the theoretical moisture collected. Super-
imposed on this figure is a curve representing a theo-
retical calculation of the portion of moisture that
would be collected by the Yankee steam turbine
ninth stagestator if the turbine was operated to pro-
vide the varying amounts of theoretical moisture. In
addition, the conditions and geometry are also adjust-
ed to make the Wilson Point (at some location ahead
of the ninth stator) occur at a value of (I/P) dP/dt
of 1lO0/sec, where P is the static pressure and dP/dt
is the rate of change of this pressurewith time at the
Wilson Point.
1-9

















• • DATA let. _
3 4 $ 6 7 I 9 II 2 3 ,4 16 8 20
THEOIIETIr..AL MOPSTUIE - % 612421 - I|
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Figure 1.2-13 Relationof Moisture Particle
Travel to Motion in Plane Normal
to Axis of Rotation
If o llne were drawn through Smith's data,
it would be steeper than the theoretical line. However,
the calculations are for collection on a single turbine
row, whereas Smith's data represent collection on a
varying number of turbine rows and fractions thereof.
That is, the Wilson Point in Smith's turbine is moving
toward the front end of the turbine as the amount of
theoretical moisture available at the third stage exit
rises. Therefore, the collecting surface area subject
to the condensing region is Increasing. The moisture
collected at the drain port between third and fourth
stages probably represents that collected on less than
one row for 3 percent theoretical moisture, and on
up to two or more rows for 8 percent theoretical
moisture. This explains why the slope of the data
points is substantially greater than the slope of the
calculated llne. If the drain ports in Smith's experi-
mental turbine are catching nearly all of the moisture
collected on the blades, and as the blade sections,
spacing+ and amount of turning of the experimental
turbine rows are quite similar to that of the ninth
stator of the Yankee turbine, then the theories of
condensate spontaneous nucleation and deposition
(taken together) somewhat over-estimate the actual
amounts of moisture being collected in steam turbines. *
The calculated portion of the condensate
particles caught by a given blade row in a small
turbine is substantially greater than in a large turbine
For example, the last stator row of the NAS 3-8520
Three+Stage PotassiumTest Turbine is estimated to
collect 7 percent of the condensate particles in vapor
of an 88.6 percent average quality; whereas by Figure
1.2-12, the Yankee Steam Turbine would collect only
2.3 percent in vapor of the same quality. The higher
flow accelerations in the smaller turbine relative to
the larger are the principal reasons for the difference.
- + , : _ : , +, + + :. I
1.2.4.3 Movement of Collected MoistUre + ' :+
The small percentage of fog particles collected
form rivulets, films, and dropson the blading surfaces.
The conclusion is still justified even though the
basic comparison is between "apples" and "oranges"
because the calculated single row moisture
collection is greater than the measured multiple
row moisture collection.
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Ontherotatingblading,the predominant force over
mostof the blading surface is that of the centrifugal
field of the blades. Under this force, the liquid
collected on the rotors flows nearly radially outwards*
and is thrown from the tips of the blades. The particle
flow leaving the blade tips is essentially in the
tangential direct;on, and the in;Hal flow velocity ;s
approximately the same as the peripheral speed of the
blade. The tangential distance of travel in large steam
turbines is often on the order of 5 inches. In models
of cesium and potassium space turbines the tangential
distances of travel may be as low as 5/32 inch.
A radial groove or grooves has been found
to occur on the pressure surfaces just aft of the nose
of the rotor blades in the NASA-G. E. two-and three-
stage potassium test turbines after 1000 or 2000 hours
operation (21,22). This can be taken as evidence
of a strong liquid rivulet in this location. In the two-
stage test turbine the presence of this
rivulet was ascribed(21)to a local flow separation
eddy caused by negative flow incidence entering the
rotor blades. During the course of this program, a
number of surface velocity and boundary layer analyses
of axial flow turbine blading were carrled out (by
the methods in Sections 2.4 and 2.5). In all cases,
even at zero flow incidence, there was sufficient
diffusion of the flow at the outer edge of the boundary
layer just aft of the blade nose on the pressure sur-
face to cause a local region of flow separation. This
region qf flow separation is quite local. The liquid
atomization and trajectory analysis code (ADROP)
This is not so near the leading edge of a rotary
blade as may be seen by examining the markings
on the eroded blade of Figure 1.2-1. Resultsof
an analytical study of moisture movement near
the leadir_,_pdges of rotor blades may be found in
Gardner _zuh
developed under this program (Sect;on 2.5) cannot
handle a separated flow regime and the computations
relating to atomized droplets discharged from the
trailing edges of stator vanes must be started downstream
of this local pressure surface flow separation to obtain
droplet information from the code.
Due to the high peripheral velocity of the
turbine rotor blade tips, the liqu;d flung from the tips
is well atomized. An estimate of the characteristics
of the spray discharged from the tips of the third
rotor of the NAS 3-8520 Three-Stage Potassium Test
Turbine has been made assuming that the discharge
is similar to that from an underfed disc atomizer. These
estimates give:
Maximum Drop Diameter - 76 + 33 microns
Mass Mean Drop D;arneter- 46 + 23 mlcrons
These drops are still large compared to the fog
particles. Most of these atomized drops proceed ;n
an almost undisturbed trajectory to impact the turbine
casing at a very shallow angle. Even with a 5-inch
path length, the time of flight is only about one-half
millisecond at 800 it/sac tip velocity. This time is
too short for the vapor drag forces to produce any
appreciable deceleration or ¢=cc_eratlon of mostof
the flung liquid. A small percenFage of the liquid
is undoubtedly in the Irormof small drops (of sufficient-
ly high surface to massratio) tt_t are turned into the
succeeding stator by the Vapo_ _fr_am. However, such
drops will slice cleanly alOhg the*stators and cause
no damage. For these reasons erosion at the inlet
of stators* is seldom encountered, in practice where
moisture impinging on the casing is removed through
suitable slots. **
* Eros!onat tr_e exff of stators [s sometimes observed
and assumed to be caused by drops rebounding
from the rotor blades.
** In steam turbines it is the practice to have a
vapor flow into the slots. This tends to prevent
any liquid splashes from returning to the main
stream.
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I t  is desirable not to have to incorporate 
internal moisture removal into alkali metal space 
.turbines. If moisture removal slots are not iricorpor- 
ated, the liquid flung from the tips of the rofors w i l l  
accumulate and run along the casing toward turbine 
discharge under the drag of the vapor flow. If 
unshrouded rotors are used and i f  the liquid remains 
on the casing as a film, it might not do much harm 
to turbine blading. 
An analysis of turbine casing flows for the 
NAS 5-250 potassium and cesium turbine designs 
was carried out. This analysis i s  reported i n  greater 
depth i n  Section 2. By this analysis it i s  found that 
the casing flows towards the back end of the sixth- 
stage potassium turbine are unstable. That is, the 
f i lm of liquid develops waves. These waves w i l l  
grow to sufficient height to penetrate the vapor 
laminar sublayer and w i l l  be torn off as drops. Some 
of these drops w i l l  be upwards of 400 microns i n  dia- 
meter. Such drops are large enough to cause impact 
damage to rotor blade tips (and shrouds and seal 
strips i f  such are present). Since these drops may be 
formed anywhere along the casing, some of them w i l l  
have insufficient time to break up before impacting 
the rotor blade tips or shrouds. 
The stability of this casing liquid has been 
examined i n  term of Bak r' (17) two-phase flow map, 
f183 and the Chien and lbele criterion for transition 
from annular to annular-mist flow of the form 
where 
ReV i s  the vapor Reynolds Number 
Re i s  the.liquid Reynolds Number L 
Both Reynolds numbers are based on mass 
velocity using the ful l  cross-sectional area of the 
flow passage as constrained by the turbine blade 
row. 
In addition, the teahnique of Wrobel and 
McManus (I9) was used to estimate the wave height 
and i t s  ratio to vapor laminar sublayer thickness. The 
degrees of casing liquid instability predicted by the 
three methods do not agree very closely. In addition 
the correlations were obtained using observations on 
pipe flows and their application to turbine casing 
flows has not been established. 
The turbine casing flow regime parameters 
for the last two stages of the six-stage potassium 
turbine may be found in  Table 1.2-2. The values 
given i n  Table 1.2-1 are outside the range of the 
Baker Plot shown i n  Figure 1.2-14 but a mental 
extrapolation of the plot indicates uytable flow. 
The Chien and lbele factors are an order of mogni- 
tude greater than required to yield flow instability. 
O n  the basis of the foregoing observations, i t  
appean that casing moisture removal i n  potassium 
space turbines w i l l  reduce erosion. 
O n  the stator blades, the primary force acting 
on the collected liquid i s  the drag force of the main- 
stream flow. Under this force the liquid flows to the 
rear of the stator where i t   collect^ until torn from the 
stator as rather large particles. In the model used 
i t  i s  assumed that the collected liquid follows the 
bulk flow streamlines and on a time average basis is 
uniformly distributed along a stator from hub to tip. 
Although the first assumption i s  of doubtful validity 
because of the secondary flows at blade hub and tip,* 
the second assumption i s  st i l l  reasonable, since the 
liquid displaced from the pressure surface of a partic- 
ular stator w i l l  tend to flow over the casing or rotor 
hub and terminate on the suction surface of the com- 
panion stator. 
The liquid, which is torn from or near the 
back edges of stator vanes, impinges on the fol lowittg 
rotor blades. I t  may remve material by the force 
of impingement or by chemical dissolution of the 
rotor blade material or by a combination of these 
mechanisms. Initially, relatively large drops are 
* There i s  an added force on the liquid stators, tend- 
ing to move i t  from t ip  to hub i n  the form of the 
turbine radial pressure gradient. This force i s  
considered to be of negligible importance. 
TABLE 1.2-2 
TURBINE CASING FLOW REGIME PARAMETERS STATOR BLADE 
SIX-STAGE POTASSlUM TURBINE INCIDENT VELOCITY 
b i t  of G r 18 L G/A x lo4 u +/G eeV R ~ ~ . ~ ~ ~  
Blode Row Rev x lod ReL lbfir-ft2 lbfir-it2 lbhr-ft2 x lo4 x low7 
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6K-65 4.67 814. 1.87 181. 3.04 44.6 2.51 
6K4R 4.83 897. 1.54 164. 2.64 45.0 2.48 Figure 1.2-1 5 Impingement on Rotating Blade 
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Figure 1.2-14 Baker's Map of Two Phase 
Flow Regimes 
torn from the, stators. Most of these drops undergo 
a breakup process and a l l  undergo acceleration be- 
tween stator apd rotor. However, i n  the time 
available the drops do not attain vapor stream 
velocity, and because o f  the vector 've~oci t~  differ- 
ence can strike the nose and convex surfaces of the 
rotating blades with mther large normal velocity 
components. In turbines with high velocities of the 
liquid drops relative to the rotor blades, some of the 
larger drops strike with sufficient force to &use 
mechanical material removal by repetitive impact. 
This mechanical erosion of the rotor blades i s  con- 
fined to the nose and leading edge of the convex 
surfaces because of the shadow effect of companion 
blades. Because the blade speed i s  highest at the 
t ip and hence the incident drop velocities are 
highest, the greatest degree of mechanical erosion 
occurs at the blade tips. {Dispersed casing liquid 
may also play a part i f  periodic removal is not 
performed. ) 
As can be inferred from the preceding para- 
graphs, the mechanical impact intensity and the 
amount of mechanical erosion depend to a large 
degree on the extent to which the drops are acceler- 
ated and atomized in  the space between the stator and 
rotor. In this respect the vapor density level as 
reflected i n  the vapor stream dynamic pressure is a 
most important parameter. The higher the pressure the 
more rapid the drop acceleration and the finer the 
atomization. 
Because the vapor density levels i n  the potassium, 
cesium, and mercury turbines examined are high com- 
pared to those in  a low pressure steam turbine of a 
central-station turbine complex, drop acceleration i s  
much more rapid and atomized drop sizes much finer 
than i n  the low pressure steam turbine. 
1.2.4.4 Atomization and Trajectories of 
Stator Discharged Liquid 
Visual observations i n  steam turbines (6,231 
reveal that the liquid collected on the stators is torn 
from the vicinity of the trailing edges of the shtor 
vanes. Initially, this liquid i s  i n  the form of a dis- 
tribution of sizes and fairly large drops. This ahge 
of the process i s  called primary atomization. These 
large primary drops are caught up i n  the decaying 
wakes down-stream of the stators and accelemtgd by 
, 
the vapor stream. Most of the primary drops are 
unstable under the aerodynamic conditions prevaii- 
ing during this acceleration. Providing there i s  
sufficient (time of flight) between stator and rokr, 
these unstable drops are broken down into smaller 
stable drops. This stage of the process i s  cnlCd 
secondary atomization. Completion of the secondary
atomization process gives a relatively stable population
of drops composed of a residual of primary drops that
are small enough to be stable plus the secondary drops
formed from shattered primary drops, in well design-
ed turbines, it is this stabilized population of drops
that impinges upon the rotor blades and can cause
erosion damage.
There are at least four different mechanisms
of primary atomization and two for secondary atom-
ization that have been observed under conditions
related to those in turbines. Primary drops have been
observed to be formed by (I) tearing of masses of liquid
from puddles of films (2) stripping of liquid in the form
of pendant drops (3) tlp bursting of pendant drops and
(4) the coagulation of liquid on a surface into drops.
Secondary drops can be formed either through stripping
or bursting of primary drops. To trace the history
of all these possible processes would be a formidable,
if not impossible, task. Because of this the numerical
procedures for atomization estimates given in Section
2.7 involve substantial simplification through gross
descrlpfion of droplet classes based in large part on
empirical observations or empirical correlating relations
commonly used in describing gas-atomlzed liquid
sprays. Furthermore, almost all of the empirical
observations used in preparing the numerical detail
of the atomization model are taken from reference
material where the reported tests were made using
steam vapor or alr atomization of water drops.
Nonetheless, it is felt that observations on steam
or air atomTzatlon of water drops, particularly
observations in actual turbines or turbine-like cas-
cades, are applicable to a broader spectrum of tur-
blne working fluids (such as the liquid metals) of
low Iiquld-viscosity and substantial surface tension.
As a conservative assumption, it is generally
assumed that the bulk of the stator discharged liquid
is concentrated in the trough of the stator blade wake
and atomization and trajectory calculations are carried
out using trough conditions. Although there are experi-
mental observations (24_ that a considerable amount
of liquid rather quickly finds its way out of the wake
into the bulk stream, there is no quantitative infor-
mation on thls point.
The wake velocities are calculated by thel_5_ ,
semi-emplrical method of LiebleTn and Roudebush _" /.
Some experimental wake investigations were carried
out during this program and results are reported in
Section 4. If the trailing edges of the stator vanes
are kept thin, the experimentally measured wake
charocterlstlcs agree quite well wlth calculations
using the Uebleln and Roudebush method. Evidence
of this is given in Figure 1.2-16. It is also evident
from thls figure that the procedure will not give
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Figure 1.2-16 Wake Trough Velocity
. IIDistances Required to Complete Secondary
Atomlzatlon
While the equations of motion concerning break-
up and drop displacement cannot be solved rigorously
in closed form, a reasonable approxlmatlb solution
for large drops (that do not accelerate very much
before breakup) can be obtained in closed form. The
results of such a solution are shown in Figure 1.2-17.
,0z
Figure 1.2-17 Displacement of Drops to Breakup
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In this figure, the distance of travel before breakup
(Xdc) is referred to the drop diameter (Dd) and this
referred distance plotted as a function of initial drop
Reynolds Number (Re)d based on the relative flow
velocity between drop and vapor stream, drop diameter,
and vapor density and viscosity. Parameters shown
in this figure are U/Vr and pL/PV
where:
U is the vapor velocity relaHve to stator
blade
Vr relative velocity between drop and
vapor
PL density of drop liquid
PV density of vapor
The maximum dlameter prlmaP/drops dis-
charged from stators (likely to be formed) in turbines
may be assumed to have diameters about the dlmemion
of the stator blades trailing edge thicknesses. For
small potassium turbines this is about 250 microns.
The initial drop Reynolds Numbers for such drops are
in the order of 102 to 105, dependlng upon their
position in the stator blade wakes. For such drops it
can be seen that the maximum breakup distance is
of the order of 10 diameters. Allowing a factor of two
for conservatism, the distance between stator exit and
rotor inlet can be as little as 5mm (0.2 in.) along the
vapor flow path with the expectation that the primary
drops will be broken up before impacting the rotor
blades.
The ADROP computer code of Section 2.6,
uses numerical means for calculation of the distances
required to complete secondary atomization. Typlcal
results are illustrated by calculations for the Sun-
flower Mercury Turbine (Figure 1.2-18) and for the
Toledo Edlson Bayshore No. 2 Low Pressure End Steam
Turbine (Figure 1.2-19). The referral distances are
2mm for Sunflower and 112 mm for Bayshore No. 2,
It will be noted that there is insufficient distance be-
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Figure 1.2-18 Sunflower Turbine - Stage 3.
Primary Drop Distances to Disruption. : <
Absolute Distances are Referred to
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PRIMARY DROP DIAMETER -- MICRONS
Figure 1.2-19 Bayshore No. 2 - Stage 7. Primary
Drop Distances to Disruptlon.Absolute Distances
are Referred to the Maximum Possible Path
Length
1-15
• Velocities of Stator Discharged Liquid
The history of the acceleration of the liquid
discharged from turbine stator vanes is a general case
of motion with a variable local velocity field within
the stator wake. A closed form solution does not
seem possible because of the complexity of the result-
ing equation of motion. For this and other reasons
the ADROP computer code of Section 2.6 was created
to solve the complex equation of motion. A correlation
of ADROP code solutions for drops traveling along a
stator blade wake axis is given in Figure 1.2-20.
These solutions are plotted as a function of drop velocity
(Vd) to bulk strearn velocity ratio in terms of a referred
distance (X/C) alohg the wake axis in blade chords
(c), with parameters of initial drop Reynolds Number
(Reo) and K d an initial value of an inertial para-
meter. Where:




: i _ P_ liquid density
'Cdo initial drop drag coefficient
Dd drop diameter _ cm
r o Typlcal calculated values of V/U o at the
.'rotor inlet pJan_efor four turblne_ are as followsi ::_
vd/uo
Sunflower, Mercury, 3rd Stator 0.05
Bayshore No. 2, Steam, 7th
Stator 0o 26
NAS5-250 6-Stage Potasslun 1
6th Stator 0.22
NAS5-250 2-Stage Cesium,
2nd Stator 0. 72
i
I
Figure 1.2-20 General Solutions for the Terminal
Velocity of Drops Traveling along Stator Wake
Axis Streamlines
A comparison of observed stator discharged
liquid velocities in the low pressure end of a large
English steam turbine and those calculated along
the flow path between the 9th stator and rotor of
the Yankee tow pressure end, under similar condltions
of iet velocity and pressure level, is given in Section
2.6, Appendix A. The observed velocities are 10
to 20 percent higher than the calculated velocities.
The velocities with which these stator dls-
charged drops impact the rotor blades depend upon
the turbine velocity triangles as illustrated by Figure
1.2-16. In all of the calculat|on_ of this program
Tt has been assumed that the turbine is operating at
design condition with zero vapor flow incidence into
the rotor blades. Figures 1.2-21 and 1.2-22 give
calculated values of impact velocity, Wd, wlth the
last rotors of the Sunflower and Bayshore-No. 2 tur-
bine, respectively, as a function of drop terminal
velocity, V d. Of even more importance Ts the normal
component, Wn, of the impact velocity for it is well
established in impingement erosion experience that
it is the normal component of drop impact velocities
that is of primary importance. It will be noted that
the normal velocities of drop impact of the Sunflower
last rotor are, in general, substantially lower than
the absolute velocities of impact; this is not so for the
Bayshore No. 2 steam turbine. The reason is the
Sunflower turbine is a relatively high hub to tip
ratio impulse turbine and the inlets to the rotor blades
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Figure 1.2-21 Sunflower Turbine - Stage 3. Drop
Impact Velocities Relative to the Rotor Blade
Figure 1.2-22 Bayshore No. 2 - Stage 7. Drop
Impact Velocities Relative to the ROtor Blades
shore No, 2, ;s a relatively low hub to tip ratio
turbine with a high degree of reaction at the blade
tips. The inlets to the rotor blades, particularly at
the tips, are turned in the d_rectlon of rotation.
The calculated drop impact normal velocities
on the last rotor blades Tn potassium turbine designs
are intermediate between those of the Sunflower and
Bayshore No. 2 turbines and are in the range of 500
to 900 ft/sec. The calculated drop impact normal
velocities on the last rotor blades of the NAS 5-250
two-stage cesium turbine are in the same range as
those of the Sunflower turbine.
• Diameter of Drops Impinging on Turbine Rotor
Blades
Two means of assessing the distribution of drop
diameters impinging upon the turbine rotor blades have
been investigated during this program. Both methods
are discussed in Section 2.7. The first of these, of
a seml-empirical nature, was used in the erosion
analysis of the Yankee steam turbine low pressure end
reported in Reference (26). The calculated dr_61_diameter
distribution produced is auite different from those
reported by Christie (23,24) from actual observations
in a large steam turbine. (See Figure 1.2-24.}
The second method is an empfflcal approach
using an average distribution from those reported
by Christie (23)applled to a calculated maximum drop
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Figure 1.2-23 Comparison of Impact Velocities on
Sunflower and 8ayshore No. 2 Turbines
diameter of the stator discharged spray. The second
method is presently preferred although it also (as
discussed in Section 2.7)can yield quite inaccurate
resuitswith very small errors in determlnatlon of
maximum drop diameter.
_ The maximum drop diameter of the stator
spray is;determined by use of the parametric hme
histo_ot ' the drops in the stator wake covered in
Sqchon 2.6. It is assumed that the primary drops
becom e entrained by a given wake streaml me and
the liquld represented remains with that streamline
until rotor impact. The criteria for disruption of a
primary drop is taken as the exceeding of a critical
drop Weber Number at some point along the path
be twee n detachment from the stator to impact with
the rotor. This assumes that there is tlme for the
d r0p to disrupt, after the critical Weber Number has
been. exceeded, before it impacts the turbine rotor.
AI| pHrnary drops which experience a Weber Num-
ber greater than the critical are presumed to disrupt
to smaller stable secondary drops.
, :- j:
Primary drops that experience local Weber
Numbers in the wake less than the critical Weber
Number are assumed stable and retain their primary
configuration. The maximum size drop that will
impact the rotor is the primary drop that iust ex-
periences" but does not exceed, the critical Weber
Number anywhere between origin and impact with
the rotor. This model uses Weber Number criteria
because under local conditions at the time of break-
up of the primary drops it is believed that the ratio
of dynamic pressure force to surface tension force
is the single most important criterion as to whether
a drop is stable or not. Unfortunately, Weber Num-
ber alone is not sufficient to allow a prediction of
maximum drop diameters in sprays even when the
local conditions at disruption are known with rea-
sonable accuracy. For this reason, Westinghouse
has varied the numerical value of the Weber Num-
ber that has been used in analysis of turbines from
turbine to turbine.
For small turbines, 1-1nch chord, 1-2 inch
high blades, the critical Weber Number used has
been 13. For the large low pressure ends of central
station steam turbines, the value used has been
Weber _pn_ber = 22. The rationale is due to
Gardner zu,. who apparently drew ?_)the work of
Helnze. According to Spies, et al _ , Helnze shows
that for a non-viscous fluid (the turbine working
fluids are considered "nan-viscous") the crffical
value of Weber Number is 13 for shock exposure of
a drop to aerodynamic forces and this critical Weber
Number increases to 22 for a steadily falling drop.
This latter case is that of graduated application of
aerodynamic forces to the drop. From trajectory
calculations on both large and small turbines, it
appears that the application of aerodynamic forces
to the primary drops is quite abrupt or shack-llke
in the small turbine and quite gradual in the large
central station steam turbine low pressure end. The
selection of Weber Number = 13 for the small tur-
bines and Weber Number = 22 are commensurate
with the trajectory observations.
Since these values were selected, a consider-
able amount of actual observation in large steam
(23turbines 3) and in a small steam turbine _6) built
to simulate a space potassium turbine have become
available. These data clearly show that from a
conceptual point of vlew, the simplified two-valued
scheme of this model is inadequate. However, in a
numerical sense the selection of Weber Number = 13
for the small space turbines examined is a reasonable
average value based on an analysis of the results of
• (6) • • •Spies et aJ as given m Appendix B, Section 2.7.
For a typical design such as the NAS3-GE 3-stage
potassium test turbine, the procedure of Weber
Number = 13 may err in esHmating the maximum
'J i'J 8
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F|gure 1.2-24 Drop D|str|butlon Functions
size drop impinging on the rotor blades of that tur-
blne by 30 microns. The maximum slze drop is about
100 microns in diameter.
The selection of cr|tical Weber Number = 22
for the low pressure ends of large central station
steam turbines seems to be overly conservative in
terms of steam stationary cascade tests as reported
by Christie and Hayward (23) but not necessarily for
actual turbines as reported by the same reference.
1o2.4.5 Materlal Removal
The I|quld that is tom from the back edges
of the stator vanesand impinges on the following
rotor b!ades may remove material by the force of
impingement or by chemical dissolution of rotor
blade materlal or by a combination of these mech-
anisms. In the early days of steam turbines, it was
postulated that chemical effects might play a part
in the observed blade erosion. While the presence
of such effects has never conclusively been disproved,
it is not deemed important. The observed erosion |n
steam turbines can be adequately explained as a phy-
sical phenomenon without recourse to chemical ex-
planations. It is believed that thls is also true of
mercury turbines.
The ¢hemlcal situation in alkali liquid metal
turbines is not as clear. Because of the elevated
operating temperatures and the nature of the flu|ds
involved in alkali liquid metal turbine systems,all
proposed structural materials have a substantial
degree of solubility in the working fluid. In pure
fluid systems, such as can be maintained with rea-
sonable state-of-the-art technology with alkali metal
working fluids, it is thought that d|ssolution of the
blade materials is the maln chemical possib|lity for
mater|al removal and that present limited quantlta-
tlve data can be extrapolated to other s|milar systems
for rough, pred|ct|ve comparisons.
• Chem|cal Dissolution
The stator d_scharged l lqu|d |mpacts the-r0tor
blades along a relatively narrow portion of the leading
• ,. .... _xlj,
edge of the convex surface and is assumed to _low In
a nearly radial dlrect|on to discharge at theblade
tips. It is assumed that impacted molsture forms a
continuous film, and the fluid _mpacts unlformly_"_'_ii
along the blade " " '_ _- _'_impactton zone, The concern J
th|s analysis is the chemical d|ssolution of theio|acJe
material associated w|th the flow of thi_: film in ......
potassium or cesium vapor turbines.
Because the film of liquid formed on th_e_tor
blades is at most a few mlcrometers thick and is vio-
lently stirred by the incomlng drops, |t is assumed
that the rate controlling step, in the dlssolutlon
process, is that of the rate of dissolution for the blade
mater|al into the liqu|d at the liquld-soHd interface.
Th|s is d|fferent than for dissolution of solids into
l|qulds in pipe flow. In plpe flow, the rate control-
ling step is often the rate of d|ffus|on of the dissolved
solute across the solvent boundary layer |nto the
bulk flow of solvent in the plpe.
According to Epste|n(27), the rate of d|ssolu-
t|on of a pure metal into a pure liquid solvent at the
metal -I iquld |nterface ls glven by
S ol ' )1 (I)
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where
A is the surface area in contact with the
liquid - cm2
S is the saturation solubility of material
o in the solvent - dimensionless
S is the solute concentration in the
solvent at time t - dimensionless
V is the volume of Iiquld in contact with
the metal for time t - cm3
t is the contact time between liquld and
metal along surface A - sec
a is the solution rate constant - cm/sec
Under steady-state conditions, such as in a
turbine operating at design, it can be shown (Section
3.4) that Epstein's equation implies that the rate of
blade metal thickness removal is:
in concentrations of only 1 to 2 percent they tend to
collect at the alloy grain boundaries where they may
be more readily leached from the surface than if they
were uniformly mixed. In addition, if there is pref-
erential leaching at the grain boundaries, this may so
weaken the material that a considerably greater amount
of material may be lost than that which simply dls-
solved.
At the present tlme, there are insufficient
experimental results or theory to iudge these factors
adequately. Nevertheless, it is worthwhile to
delineate these areas of uncertainty by the applica-
tion of multlplicatlve correction factors to Equation
(2), as:
= ° (3)
_s kl _m=kl kaa SO +p_ kaa
a
(2)
where the added variables are:
r_ ,rate of liquid deposition per unit area
a per unlt tlme - gm/cm2/sec
m ,rate of metal thickness removal - cm,/sec
p_ , Iiquld density - gnl/cm 3
The discussion so far has assumed a pure metal
dissolving into a pure liquid. The latter assumption,
pure liquid, is probably reasonable since turbine system
operators go to some length to keep a pure liquid in
the system. However, turbine blade materials are
alloys composed of materials of differing solubility
and probably chemical activity. In advanced high
tempe_ture Ranklne cycle liquid metal systems, the
turbine blade materials are likely to be refractory
alloys such as TZM and TZC. These are molybdenum
alloys wlth small amounts of titanium, carbon, and
zirconium. The alloying materials such as Ti and Zr
are more soluble than the base material; while present
wh_e
a is the activity level of a readily dis-
solvable constituent of the alloy in the
alloyed form relative to the constituents
dissolvability in pure form - cm/sec
k is the ratio of the effective surface area from
which the constituent is dissolving to the
total surface area of the alloy - dJmen-
slonl ess
k 1 is the ratio of total alloy removal rate
to dissolving constituent removal rate -
dimensionless
is the thickness removal rate for the alloy
s surface as a whole - cm/sec
Results of a chemical dissolution examination
of the sixth rotor of the NAS5-250 slx-stage potassium
turbine, and the second rotor of the NAS5-250 two-
stage cesium turbine are reported in Section 3.0. Be-
cause of the doubtful basis for chemical dissolution
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examination of the NAS5-250 turbine desTgns, a para-
metric examination of chem|cal dissolution is pre-
sented in th|s section. In both these examlnationst
it is assumed that:
Hence,
k = 1/k 1 and a ~1. (4)
rh
i s = a S a (5)
o rha +_ ka
8 =a S At
S O
Also, it has been assumed that k (the effective surface
area ratio) |s equal to the ratio of dissolving consti-
tuent volume to total alloy volume.
If it is assumed that rh _>_P_a and a is time
a





6 s is the total thickness of material
removed from a metal surface in time
"of exposure (At) - cm
At is the total time of metal surface expo-
sure to the liquid metal - sec
With present knowledge, there are no ex-
perimental values of dissolution rate constant (a)
available on the dissolving of solid metals under
turbine blade conditions into the alkali liquid i^-.,
• . . _Z/)
metals. There are values for Fe dissolving m Na
and 304 SS dissolving in Li (28), as illustrated in
Figure 1.2-25 for low velocity pipe flow kind of
conditions but their applicability to turbine blade
d|ssolution is undemonstrated. However, in the dis-
solution examlnations reported in subsequent Section
3.0, it is assumed that data for 304 SS dissolving in
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Figure 1.2-25 Temperature Dependence of a
Using the saturation solubilities from Table
1.2-3, Equation 5 has been used to calculate the
material thickness dissolved as a function of varia-
tion in a for Fe, TI, Zr, Cb, and Modlssolvlng in
1400°F liquid potassjut_. The time of exposure to
liquid potassium.is'held constant at 10,000 hours.
The results of this parameterlng are given in Figure
I. 2-26.
• Mechanical Removal by Liquid Impingement
The CEGB has run experiments and published
data(31, 32) on the rates of removal of material by
repetitive impacts of water drops on several steam
turbine bladlng materials. Thls information has been
analyzed and some simple correlations formed. The
first set of correlations does not include the physical
properties of the impinglng drop fluid or of the im-
pacted metal as variables. It may be used in the ex-
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Figure I. 2-26 ParametricStudyof the Dissolution
of Metals in LiquidPotassium
provided, of course, the blade material or erosion
shields are made from one of the materials reported
upon by the CEGB. The second set of correlations
attempts a broader interpretation of the CEGB steam
turbine materials erosion data by factor|ng into the
resulting correlations physical properties of fluid
and metal. This is done through the use of a hypo-
thetical mechanical erosion damage model. Neither
the damage model or the resulting correlations have
been checked experimentally at this time. Calcu-
latbns relating to mechanical erosion of potassium,
cesium, and mercury turbine blades were carried out
using th|s second set of correlations based on the
hypothetigal damage model. A brief discussion of
the resulting con'elatlons follows: The study resulting
In the correlations is covered in depth in Sections
3.1 and 3.3 of this report, WANL-TME-1977.
One of the greatest difficulties in interpreting
and correlating erosion test data is not the multipli-
city of the independent variables, but the identifica-
tion of the dependent variable(s) for characterizing
erosion. All would be well if, under given conditions,
erosion proceeded at a constant rate and could be
unmistakably characterlved by a uniform slope of
cumulative weight loss versus tlme curve. Since
erosion rates are not constant with time, erosion
can be only approximately characterized by a simp-
lified time independent approach.
The most accepted view is that the first sta_e in
erosion shows little or no weight loss and represents
plastic deformatlon of the surface and initiation of
fatlgue cracks. This stage is followed by a second
stage in which material loss appears and increases
rapidly with time. This second stage merges into a
third stage in which the rate of weight toss is at a
maximum and relatively uniform over a perbd of
tlme. This, in turn, merges into a later stage (or
stages) in which the erosion rate diminishes and can
or cannot tend toward another un|form value. What-
ever the precise cause of this decrease in erosion
rate may be, it is usually associated with rather
general and severe damage to the surface, which
through geometrical effects alone may result in an
effective alteration of the impingement conditions.
It is assumed that the uniform rate oF the
thi_ stage is the most meaningful in predicting the
total erosion in the steam turbine. This assumes
that the bulk of the eros|on of the blades takes place
during this third stage. The time periods of the first
and second stages are short compared with the total
operating time. Turbine designs which demonstrate
severe enough erosion rates _n the third stage to
become fourth stage terminal cases will suffer From
a lack of customer interest and disappear. In any
case, from a design point of view, using a third
stage rate is a conservative assumption.
Neglecting fluid and metal properties, erosion
rates are still a function of perhaps 11 or 12 indepen-
dent variables. However, only three of these seem
to be of first order importance, with respect to steam
turbine erosion. These are (1) velocity of impact,
(2) angle of impact, and _3) impacting drop size.
CEGB (21) has measured the erosion from
samples of Stellite 6 and 6B (an erosion shield
material often used in steam turbines) subject to
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multiple stage of erosion rates for these Stellites and











is the mass of material removed per
unit mass of irnplnging water
V
n
is the component normal to the
impacted surface of velocity of
impact
Vcd is a cr[tlcal or threshold velocity
below which erosion is negligible
is the angle between the impact
velocity vector and the normal to the
surface
k t n are empirical constants
CEGB data (32) for Stellite 6 and 6B are
plotted in Figure 1.2-27. The sec g correction is
ignored because the angles of impact at which the
data were taken were always within 30 degrees of
the normal to the surface, The correlation of
Figure 1.2-28 thus gives the erosion in terms of two
out of three of the independent variables of primary
i mporfance.
A correlation for the third independent
variable, drop size, is also derived from CEGB data.
This correlation uses the observation that the
threshold velocity of normal impact below which




where D is the diameter of the impinging drops. As
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Figure 1.2-27 Stelllte Eroslon Rates- Data from
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The data of Figure 1.2-28 were taken :_....using
a stainless steel. Since there is insufficient spread .....
to attempt a similar correlation in drop sizes in the "
data reported for the Stellites, it is assumed that .... :
the form for the SfelJites would be approxlrnafeJy "
the same as for stainless steel with a different
empirical constant re_c)_ng the proportionality
between V dand D- _ . This yields the e×press|bn'_"
Vcd =
wh ere:
D = drop diameter, ft
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Figure 1.2-28 Correlation of CEGB Data by useof
"Critical Veloclt'i'_y ;--
The basis of the model is hydrodynamic. It
assumes that in multiple impact tests of the type
reported by the CEGB (and in turbines subject to
multiple impact damage) that the impacted material
is covered by a thin liquid layer. It presumes that
this layer accounts for the changes in threshold
velocity that cause erosion (on a given structural
material) observed as a function of impacting drop
diameter and accounts for the increases in rate of
material removal with an increase in velocity
above a threshold velocity. The liquid layer may
accomplish this through the protective nature of a
film overlaying the surface and/or by providing a
lubricated surface whereby the liquid outflow from
the impact can occur more readily. This latter
action will allow an earlier release of the impact
pressure on a wet surface than on a dry surface.
The model treats the eroded material as a black box
characterized by its Vickers Hardness, but does not
answer the questlo,_ as to why, relative to their
Vickers Hardness, cobalt and titanium base alloys are
generally more erosion resistant than iron or nickel
base alloys, and these in turn are more resistant than
cemented carbldes.(33) The erosion rates used here
are the maximum rates of erosion observed in what
is normally called the third stage of erosion when
erosion is depicted as a four-stage process.
The equations developed are as follows-
: _The foregoing expression used in conjunction
with Figure 1.2-27 is then arithmetically sufficient
to calculate material removal rates from Stellite
6B in steam turbines, if the states of the impacting
fluid are known.
To our knowledge there are no data giving
strucfurql material removal rates by repetitive
impact of drops of alkali metals or mercury that are
quantitatively useful in terms of the impingement
of stator-collectea liquid on the rotor blades of
metal Vapor turbines. Therefore, correlating functions
of the CEGB steam-water data have been extended
to include the physical properties of liquids and a
structural material strength by use of a hypothetical
impact and damage model.
mm ['m'_/', n '_ Ucd
For the .particular CEGB apparatus the correlating


















is the acoustic velocity in undisturbed
drop liquid - ft/sec
is the effective diameter of the
erosion sample, assumedequal to
blade height for small space turblnes
examined - ft
is the imping|ng drop diameter - ff
is the massmaterial eroded - slugs
is the mass of liquid impinged - slugs
is the normal velocity of drop impact -
ft/sec
is the blade or erosion sample average
peripheral velocity - ft/sec
is the threshold velocity of normal
impact to cause erosion - ft/sec
is the material hardnessas measured
by the V|ckerls Diamond Point
method. (Note: Vicker Is Hardness,
VPN or DPN, is normally given in
kg/mm 2. For use in these equations
it should be converted to the system
of units being used. In the case of
Figure 1.2-29, the units are p in
slugs/ft 3, C in ft/sec, b in ft, d
• ,O •
raft, U .mft/sec, andVPN m
kg/mm
is the depth of the liquid layer over
the eroded material - ft
is the effectiveness of impingement
process - dlmenslonless
is the density of 3the undisturbed
liquid - slugs/ft
is the density of the eroded material
prior to erosion - slugs/ft 3
is the viscosity of the undisturbed
liquid- Ib-sec/ft 2
Basedon the CEGB data (32) for iron and
nickel base alloys, • ,-- 0.45; for cobalt base alloys
of the stelllte type E ~ 0.12. The threshold velocity
correlation for the same materials is given in Figure
1.2-29.
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Figure 1.2-29 ThresholdVelocity Correlation
1.3 RESULTSOF SEVERAL TURBINE EROSION
ANALYSES
1.3.1 .Comparative Eros!on Po_tentlalof N AS5-250
.,; Cesiu_ Turbine an_dPotassiumTurbine
Conceptual Designs
The two wet vapor turbine conceptual designs
were originally created under contract NASS'250:
These turbines are (1) a two-stage turbine for cesium
working fluid and (2) a six-stage turbine for
potassium working Fluid, Both turbines were *deslgned
to produce about 1 MW shaft output at 24,;000 rpm '
when exhausting to a 1420°F temperature condenser.
Discussion of the original design criteria and design
implementation is in Reference 3. Cross--sectional
views of the turbines are shown in Figures i.2_5 _
and 1.2-6; and information on design operating
conditions is given in Paragraph 1.2.3. The camL
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parative erosion analysis is confined to the last
rotors of the two turbines since vapor moisture
content is highest at the back end of the turbines.
1.3.1.1 Potential for Mechanical Removal
from Last Rotor Blades
The conditions of impact on the last rotors
were estimated by the methods outlined in Section
1.2.0o The results of these various fluld-dynamlc
calculations for the two turbines are given in
Appendix 1C.
To use the Section 1.2.4.5 correlation of
CEGB material removal data, the thickness of the
liquid films on the nose and leading edges of the
rotor blades mustbe estimated. Undoubtedly_
these films of liquid are not uniform over the surface
of the region of maximum impingement but vary from
essentially a residual film thickness up to rivulets.
For purposesof these calculations, it is assumed
that the film is essentially a residual film. (This is
a conservative assumptionsince the thinner the
film, the lower the threshold velocity for mechanical
material removel.) This is the basis of the film
thickness calculation used in establishing the
correlation of the CEGB data. By analogy with the
correlation calculation
where




is the blade tip velocity - ft/sec
and
e_ and Gare as previously defined.
For the turbines examined the film flow using
the thicknesses calculated from the foregoing equa-
tion is less than 20 percent of the total flow rate
of impacting moisture. Table 1.3-1 gives the
threshold velocities and film thicknesses calculated
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for the potassium turbine sixth rotor blade tips and
the cesium turbine second rotor blade tips. It is
assumedthat the material of the blades has a VPN =
260. This is a characteristic value for TZM, which
is often mentioned as a candidate structural material
for alkali metal vapor turbine blades. The values
are for the drops of maximum diameter calculated to
hit these rotors. Also given are the expected
maximum impact velocities of these drops with the
rotor blades.
TABLE 1.3-1
EROSION THRESHOL D VELOC filES
$;xrb I ol_or
Potaulum Turbine
Drop Dlgnwter r micr_ 100.
Film ThIek_ss_ mlcrc_ 2.9
Threshold VeJoclty, fl/_c 1400.







From Table 1.3-2, it can be seen that
for both turbines the calculated threshold velocity
to cause mechanical damage is substantially above
the estimated maximum normal impact velocities of
the largest drops. Therefore, it is concluded that
mechanical erosion damage to the rotor blades of
these turbines is not likely to be a problem. The
margin for error in this statement is considerably
greater for the cesium turbine than it is for the
potassium turbine.
TAI_ LE I.)-2
LAST ROTOR BLAD(S DIS$OLUTK3N
IN A POTASSIUM AND A CESIUM Tl._g/NE
Bulk FJuid Ter_eratvre - OK
Solut;_ Rate C_t_t (a) - (c_¢'_c)
De_o_;tion Rate on Rot_ B/acle N_ (_a_-gm/cm2/t4tc
Rot_ Blade Mater;al
Average Solubilffy of T; _d Zr, ppm
Volu_ Fr_ti0n T; & Zr (k)
I_m;ly af Liqu;d - gm/cm 3
Avenge Solub;Hty of _o, ppm
Volume Feact;_ Mo (k)
k o ,j- u,',,/=m2f.=
NA5 _-250 NAS 5-250
Pot_lvm Turb;_ Cmlum Turbi_
S;M_h Rol_ Second Rot_
I_K io4_K










7.1 (10 "5) 1.33 (10 "4)
0.03 0.027
1.3.1.2 Potential for Rotor Blade Dissolution
The chemical dissolution of material from
the lost rotor blades of the two NAS5-250 turbines
has been calculated using Equation 4 and Figure
1.2-25 of Section 1.2.4.5. This method assumes
that the rate of material loss is controlled by the
rate at which mater_al can cross the solid-liquid
interface and that if selective leaching of the
more soluble alloy constituents occurs, erosion
surface regression will be at the rate set by selective
leaching along grain boundaries. Other assumptions
are (1) blade material is TZM, (2) the dissolution rate
constant, o, is the same as that of 304SS into
llthlum as given by Figure 1.2-25 for both cesium
and potassium, and (3) the solubility of the alloy
constituents is the same in cesium as potassium.
Substantiation of these assumptions has not been
demonstrated.
The results of these calculations are shown
in Table 1.3-2. In thls table there are two sets of
thickness removal (4) values. The first set assumes
that the soluble trace consfftuents, TI and Zr, leach
preferentially at gtoln boundaries, and the weakened
structure resulting _s immediately broken off by the
implnging liquid to the depth of trace element re-
moval. The second set assumes that the trace elements
are held in place by the principal constituent
molybdenum, and that the rate of surface regression
is controlled by the rate of dissolution of molybdenum.
The 300 Fold difference betweenG values for the two
sets is unfortunately indicative otSthe uncertainty In
absolute dissolution rates in potassium or cesium
turblnes on a calculation basis.
1.3.2 Erosion Trends in Central Station Steam Turbines
The low pressure ends of present day central
station steam turbines are designed so that some stator
discharged drops impact the rotor blades near the
tips at velocities sufficient to cause erosion damage.
This is particularly true of the last rotor blades.
There is conslderable economic incentive to use
higher and higher tip speeds in these low pressure
ends. For this reason it has been of interest to
estimate the probable change of erosion in central
station turbines last rotor blades with increase in tip
speed.
The results of such an investigation are shown
in Figures 1.3-/and1.3-2. This is a generalized
investigation using a stylized turbine and is not
intended as design information. To produce these
two curves, estimates of moisture collectlon, drop
diameters, and impact velocities of the drops hitting
i i i i t i
sm _-/,
mt_
Figure 1.3-1 Maximum Eros|on Velocities at Last .,, i_i








Figure 1.3-2 Damaging Moisture Impact Rates on
Noses of Last Rotor Blades of Central Station
Steam Turb| nes
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the lost rotor blades were made using the methods of
Section 1.2. In addition, it has been assumed that
the threshold velocffy for stage 3 erosTonmoves in a
regular way with drop diameter and film thickness as
correlated in Section 1.2.4.5, even though the abso-
lute velocities of drop impingement in the postulated
turbines are substantially higher than in the CEGB
tests and the impinging drops are on the whole
substantially smaller in diameter.
Figure 1.3-1 is a plot of maximum erosion
velocity versus last rotor tip speed with parameters
of the spacing between starer and rotor along the
path of the vapor flow. The turbines are all designed
to have a mean diameter ratio of starer spouting
velocity to a rotor blade speed of 1.0. The maximum
erosion velocity is defined as the maximum normal
impact velocity of the maximum diameter drop dis-
charged from the stators minus the calculated stage
3 erosion threshold velocity for the maximum diameter
drop.
Figure 1.3-2 is a plot of damaging moisture
impact rate per unit of blade length versus last rotor
tip speed with parameters of the bulk flow moisture
level at the exit of the last starer. The damaging
moisture is that fraction of the stator collected and
discharged moisture contaTned in drops of sufficient
diameter to have a calculated stage 3 threshold
velocity below the normal impact velocity of these
drops on the rotor blade at the tip. Also, it is
assumedthat only that moisture directly collected by
the stator row is available for discharge from the
stators. All moisture collected by the upstream rows
of the turbine has been removed at the moisture
removal parts prior to the inlet of the last starer row.
In these two curves are plotted three points
representing actual steam turbines in service.
While these are actual turbines, the poTntsare still
calculations and not measurements. These turbines
are not identical to the stylized study turbines but
are close enough for discussion purposes. All three
turbines experience an acceptable level of last
rotor blade erosion damage. The field reports on
theseturbines are qualitative in nature. It appears
that Toledo Bayshore No. 3 has the lowest erosion
rates of the three. Probably the Rowe Yankee
Atomic Turbine has the highest rates of the three.
This is consistent with Figures 1.3-I and 1.3-2.
Toledo BayshoreNo. 2 and No. 3 turbines have sub-
stantially lower damaging moisture impact rates than
does Rowe Yankee Atomic. This should be more than
enough to compensate for the higher maximum erosion
velocities calculated for Toledo Bayshore No. 2 and
No. 3 versus Rowe Yankee Atomic. A reduction in
erosion rate between Toledo Bayshore No. 2 and No. 3
can be accounted for by a decrease in maximum
erosion velocity through greater starer to rotor spacing
along the flow path direction.
It can be said, on the basis of F[guresl.3-1
and 1.3-2, that if very wet vapor turbines for nucbar
power plants of the Yankee Atomic type are to
operate at last rotor blade tip speeds of the order of
2000 ft/sec that: (1) the flow path spacing between
last starer and rotor will have to be increased sub-
stantially, or (2) almos;rall the the moisture directly
collected on the last stator blades will have to be
removed before it can discharge into the path of the
rotor blade tips, or (3) a more erosion resistant
material than Stellite 613will have to be employed,
or (4) some way of providing better atomization of
starer discharged liquid will have to be found.
1.3.3 Erosion Potential of Sunflower Mercury Turbine
The Sunflower turbine is a small mercury vapor
turbine developed by TRW for NASA as a part of the
Sunflower space power plant. A brief tabulation of
design point parameters for the Sunflower turbine is
given in Section 1.2.3.
In the overall study, the Sunflower turbine
examination was the most interesting of all. The
model of erosion created during the study is largely
based on experimental informatTon on the behavior of
water and water vapor in apparatus of appropriate
size for large central station steam turbines. The
Sunflower turbine operating experience afforded an
opportunity to check the reasonableness of the model
in terms of a very tiny turbine operated on a vapor and
liquid with physical properties quite different from
those of water.
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The most interesting observation made during
the Sunflower analysis arose out of the size of the
turbine. The nominal stator to rotor axial spacing Tn
this turbine is only 0.6 mm (or 2ramalong the path
of flight of the stator discharged liquid). In addltron
the axial spacing tolerance band for these turbines
is + 0.3 ram, or from turbine to turbine the axial
sp_ing could vary from 0.3 mm to 0.9 ram. From
the analysis this is a significant variation. As
illustrated in Figure 1.2-18 at the nominal axial
spacing of 0.6 ram, there is not, on a calculated
basis, sufficient time for all the third stator discharged
primary drops that are unstable (those > 90 microns)
to breakup before reaching the rotor inlet plane.
If the axial spacing is reduced to 0.3 mm (0.5 referred
disruption distance) the maximum diameter drop
impacting the third rotor will more than double in
size.
As shown in Figure 1.2-18, at the nominal
0.6 mm axial spacing all drops with diameters greater
than about 120 microns will break up into small drops.
An erosion threshold velocity calculation for the
Sunflower last (third) rotor blade tips has been carried
out using this 120 micron drop diameter. The calcula-
tion used the threshold velocity correlation of Figure
1.2-28. The presumed liquid film thickness at the
rotor blade tips was calculated in the same manner
as the erosion comparison of the NAS5-250 potassium
and cesium turbine designs.
The result is given in the following table and
is comparedto the ADROP code calculated maximum
normal impact velocity. The Sunflower rotor blade
material is Ph 15-7 M A handbook value of hardness
for thls material has been used in the calculation.
SUNFLOWER TURBINE MAXIMUM DIAMETER DROp
EROSION THRESHOLD VELOC ITY
Moxirmsm Drop Diar_ter t micr0els
Film Thlckneu, rnicror_
Threshold Velocity of blorrr_l Impe_t
(to cau_e er_ion, ) crn/sec; VPN : 500 (RC : 48)





As can be seen the threshold velocity and the
maximum normal impact velocity of the largest and
slowest (highest rotor impact velocity) drops predicted
to impact the Sunflower turbine last stage rotor blades
are about the same. This indicates that little erosion
was to be expected in the Sunflower turbine if the axial
spacing between stator and rotor was equal to or
greater than the nominal value of 0.6 ram.
The experimental observations with respect to
erosion of the Sunflower turbines indicates a marginal
situation in agreement with tt_ model calculations.
For example, a photograph .... of the third (last)
:afar blades of Sunflower CSUI-3 indicates average
erosion depths on the blades leading edges as great as
1/64 inch and one blade appears to be cut back at the
tip by as much as 1/32 inch. This was after only
2, 348 hours of operation. On the other hand, visual
observation (4) of the third stage rotor blades of
Sunflower CSUI-3A after 4, 329 hours of operation
did not reveal erosion.
TRW(35) ascribed the improvement between
CSUI-3 and CSUI-3A to (1) reductions in boiler-
carryover and reductions in inlet nozzle plenum
condensation and (2) redesign of the third stage
nozzle to reduce mismatch. The third stage nozzle
exit area of CSUI-3 is reported to have been 25
percent oversize. This oversize nozzle would lead
to flow separation. In terms of the erosion model one
can view this as an effective increase in the trailing
edge thickness of the stator vanes. Because the nominal
stator to rotor axial spacing in this turbine is only
0.6 mm, only a few mils increase in the stator
effective trailing edge thickness is required to cause
a dead space extending to the rotor inlet, Such a
dead space will prevent secondary breakup of stator
discharged drops. As a result, drops considerably
larger than the 120 microns predicted here would
impact the rotor blades. In addition the rotor on
CSUI-3 might have been as close to the stator as
0.3 ram. Even without flow separation this tight
spacing would have largely suppressedthe secondary
atomization process°
It seemspossible that if the axial spacing had
been a millimeter longer, the erosion of the CSUI-3
third rotor blades could have been as negligible as
it was on CSUI-3A.
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1.4 CONCLUSIONS AND RECOMMENDATIONS
An analytical model has been constructed that
follows, step-by-step, the history of the condensatlon_
collection, movement, impingement, and material
removal by moisture in wet vapor turbTnes. The
equations of the model are sufficiently detailed to
allow calculation of numerical values of the erosion
of turbine rotor blades.
The model has been used to examine the
erasion in steam, mercury, and potassium turbines
on which there is operatTng experience. With respect
to steam and mercury turbines, where the primary
mechanism of material removal is mechanical, the
estTmatederosion can be considered to be in agreement
with observed erosion. For steam and mercury turbines,
the overall model appears to be adequate for at least
order of magnitude turbine erosion estimation in
absolute terms and to be quTte accurate where relative
comparisons between turbines are concerned. With
respect to potassium turbines, where it appears likely
that the primary mechanTsmof materTal removal is
chemical dissolution, the material removal calculation
step in the erosion model is uncertain by, at least,
two orders of magnitude. Unfortunately, the
experimental results from operation of different
potassium turbines are equally ambiguous.
Cesium vapor turbines will be less prone than
potassiumvapor turbines to material removal by the
mechanical aspects of impingement erosion. However,
in neither cesium nor potassium turbines should the
purely mechanical aspects be of any great concern
provided the liquid flowing along the turbine _s casings
is removed periodically. There should be little
difference in blade erosion by chemical dissolution
between cesium and potassiumturbines designed for
equivalent duty.
Three general rules in wet vapor turbine
design that should be followed to minimize blade
erosion are: (1) the turbine aerodynamic design
should give well ordered flow with no grossseparation
in any of the turbTne passages;even small local
separations such as those associated with trailing edges
of blades should be mlnimTzed, (2) the spacing
between the stator and rotor rows of a turbine must
be large enough to permit the complete atomization
of stator discharged liquid, and (3) build-up of
liquid flowing along the turbine casing should be
minimized by periodic removal of this liquid.
It is recommended that further experiments
in atomization of liquids from turbine stators be
conducted. These experTments should be aimed at
characterizing the total sprays so produced rather
than in an examination of the detail processesas
such,
It is recommended that additional experiments
on material removal rates by liquid drop impact be
done. The experimental information should be
obtained under widely varying but carefully controlled
and accurately reported velocities, angle of impinge-
ment, liquid and target temperatures, and ffnpingTng
drop diameters for selected candidate turbine blade
materials and comparison working fluids. Tests using
the alkali liquid metals as the impinging fluid are
particularly recommended. These investigations
should be more oriented toward obtaining empirical
englneerTng information of quantitative use to the
turbine designer, rather than to a fundamental under-












ROW-BY-ROW DESIGN CHARACTERISTICS OF LARGE STEAM TURBINES USED AS EXAMPLES
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APPENDIX 1C
RESULTSOF DETAILED FLUID-DYNAMIC ANALYSIS




The results of the condensation performance
calculations for the six-stage potassium turbine are
shown in Table 1C-1. In this case the inlet vapor is
superheated and remains superheated through the
first stator row. The Wilson point occurs just before
the exit of the third rotor blade row at approximately
7.3 percent moisture content° The expansion rate
1 dp = i_at the Wilson point is approximatelydt
5000/sec° P is pressure and t is time° The expansion
process approaches full thermodynamic equilibrium
in the fourth stator row and remains in equilibrium
through the fifth stator. These calculations were,
therefore, terminated at the fifth stat0r row.
The rapid expansion at the Wilson point
produces relatively small droplet sizes as shown in
Table IC-2. The mean droplet radius at the exit of
5-R and 6-S are estimated on the basis of equilibrium
condensation to be 0.238 and 0.243 microns, respec-
tively. In this turbine there is no appreciable
difference in mass flow rate between the condensing
and equilibrium flow calculations. The condensation
calculation is sensitive to the values of liquid surface
tension used. A calculation for this turbine, using a
25 percent increase in surface tension values, shifted
the point of initial condensation to the fifth rotor row.
TABLE IC-I
CONDENSATION RESULTS FOR SIX-STAGE
POTASSIUM TURBINE
Stat;c Static Axial Equ;I;br lure Candent_
__Pressure Temperalurl
Inlet 171 .2543
1 - 5 144 2442
1 - R 121..5 2348
2 - S 102, 7 2261
2 -R 86.2 2176
3 -S 72.2 2093
3 -R 59.0 2017
4 - S 47.0 2093
4 -R 36. B
____.s . 20371977 _
Velocity Mo;lture Moistu¢o I







409 0,073 0, GO1 I
443 O. 086 0. 079 I
460 0.105 0.100 |
466 0.125 0.120 I
The results of the present calculations can be
compared in a qualitative manner wlth the results of
Goldman and Nosek, (9) in which saturated potassium
vapor was expanded in a convergent-divergent nozzle.
Although their results are somewhat inconclusive, it
appears that condensation occurred when the ratio of
pressure to initial saturation pressure was between
0.31 and 0°33 at an axial distance of about 3 inches
from the nozzle inlet. In the present calculations,
condensation was predicted at a pressure to initial
saturation pressure ratio of 0.4. The axial distance
from the inlet was about 3.5 inches. The somewhat
earlier condensation, in terms of pressure ratio, in
the turbine as compared to the supersonic nozzle is
to be expected because of the lower expansion rate.
The droplet size results can be compared witk
those obtained by Linhardt.(15) His analysis predicts
a droplet radius of 0.05 microns for 10 percent exit
moisture in his test No. 4. Test Numbers 2, 3, and
4 had the same stagnation condition and the same
nozzle except for length. With critical flow in the
nozzle, the conditions at the condensation point
would be unchanged due to the additional length of
the nozzle. Thus, for the same conditions at the
Wilson point, the droplet radius at the nozzlecxit
would be expected to be proportional to (ye)l/3,
where Ye is the moisture fraction at the nozzle exit.
Viewed in this way, the results of Linhordt's Test
No. 3 corrected to 10 percent moisture would give a
radius of 0.06 micron; Test No. 2 would give a 0.26
TABLE 1C-2
FOG PARTICLE SIZE DISTRIBUTION FOR SIX-
STAGE POTASSIUM TURBINE
Number
2.7 x 01t 0,186
2 ! 5,2 x 1011 0.173
; 1,6 t012 0.157
4 I 3,7 1012 0.142
x 112i 7,3 x 0 0.127
I 2.2 x 1013 0,_10
" " 5. g x 101_ 0. 089
. , ,.5: Ioo o._I 3.9 14 0.040
I0_ 1.3 x 1015 0.0015
Mean Rc_iu$ 0.065
I 4_ad;ul (m;cr_s) J
0,297 ! 0,31 0.32 I
0,288 , 0._ o,31 1
0.277 0.29 0.30 I
O. 267 O. 28 o. 29 I
I O. 257 0.27 0.28 I
! 0,246 l 0.26 0.27,
o. 235 0,25 0.26 I
O. 222 0 236 O. 247 I
0. 209 0,224 0. 235 I
L 0.____0.189 kt- 0_2_I5_0'206 -- u._JO"21
" CalculotlonL dl_ont_r_ed.N total : 1,92 (_0tS)/Ib1-35
micronradius.ThepresentcalculationsFall between
these limits, but again are not directly comparable
due to differences in the expansion rate and infflal
conditions.
1.2 Cesium Turbine
The results of the condensation calculations
for the cesium turbine are given in Tables 1C-3 and
1C-4. The Wilson point occurs just before the exit
of the first stator. The equivalent molsture at the
Wilson point is approximately 0.046, and the expansion
rate P is 1.9 x 104/sec.
TABLE IC-3
CONDENSATION RESULTSFOR CESIUM TURBINE
I I I
P 2 T to 81ode Ma;lruee conYr_ed
J (Ibpn-)J _'F) l (ft/_ec) (tbAb) _,t_*.
Stognotion 411. 2440 0 J 200°F _uperheat
Sta,lc ,_let J 399. I 2415 I 216.5 I 177°F ,uperheot
,.,,-s l i,,.5 i,,_ i 'I'7" I o._ 0.02,
O.024_h;n_-R ( _76. j _e78 J s_ J o.o43
TABLE iC-4
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It is seen that the drops are quite small due
to the rapid expansion. The drop size is also rela-
tlvely uniform and will become more uniform as the
condensation proceeds. The thermodynamic
description of the flow used resulted in critical flow
occurring at approximately 1000 it/see, a slightly
lower value than results for equilibrium flow. The
mean droplet radii at the exit of 1-R and 2-S are
estimated to 0.089 and 0.097 microns.
2.0 AXISYMMETRIC FLOW DOWNSTREAM OF
THE BLADE ROWS
The fluid conditions such as pressure, temper-
ature, density, velocity, and angle of flow with
respect to blade height for the last or latter stages of
the two turbines are given in Tables 1C-5 and 1C-6.
Table 1C-5 covers the last stage of the two-stage
cesium turbine. Table 1C-6 covers the fifth and
sixth stages of the slx-stage potassium turbine.
It will be noted in Table 1C-5 that there is
recompresslon in the second-stage rotor of the cesium
turbine at the hub of the blade. The pressure level
at the inlet to the rotor hub is 26.74 psia and
increases to 34.99 psia at the exit. In the turbine
erosion analysis, the flow disorder (flow separation
at the trailing edge of the rotor blade at the hub) is
of no concern since there are no stages downstream
of the second stage in the cesium turbine.
However, this same recompression at the hub
was present in the fifth stage of the original concep-
tual design of the potassium turbine as set forth in
Contract NAS 5-250. (This is not to be taken as a
criticism of the work under Contract NAS 5-250.
The designs were more than adequate as represen-
tative descriptions of potassium and cesium turbines
for the nuclear Rankine cycle power system studies
conducted.) Since our calculations indicate that
there will be collected moisture as early as the
fourth stage of the potassium turbine, the original
design has been modlf_ed to increase the hub-to-tip
ratios in the latter stages. This gives a slight fluid
expansion at the hub, as will be noted in Table 1C-6.
Elimination of flow separation in the fifth stage is
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3.0 VAPOR BOUNDARY LAYER ON SURFACES
OF BLADES
Calculated values for the potassium turbine are
shown in Table 1C-7 for the boundary layer thickness
and form factor at the trailing edge of the sixth stator
blade row, 3/4 blade height position. Values are
also shown for the Reynolds No. based on chord length,
the momentum thicknesst the skin friction coefflclenb
and the shearing stress. These quantities are local
blade surface values for the trailing edge position
and are based on conventional turbulent boundary
layer relationships.
Similar calculations performed on the second
stator blade row of the cesium turbine are tabulated
in Table 1C-8. The Reynolds No. and shearing
stress( T ) are much higher in the cesium turbine due
in large part to the high vapor density, roughly
twelve times that in the back end of the potassium
turbine. The low boundary layer thickness in the
cesium turbine, approximately haft the thickness in
the potassium turbine, is associated with the high
Reynolds Number 4.
TABLE 1C-7
POTASSIUM TURBINE-CALCULATED BOUNDARY LAYER
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4.0 DOWNSTREAM WAKES
Calculated results for the sixth stator blade
of the potassium turbine and for the second stator
blade of the cesium turbine are shown in Tables 1C-9
and 1C-10. As shown, the wake properties quickly
change downstream of the trailing edge, where there
is little change beyond 0.20x/g. Note also that
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beyond 2x/_ the velocity w_thin the wake, V(y),
is nearly the same as that of the free stream since
where
H-I • )> 1
Thus, the downstream flow is roughly axisymmetric
from about 20 percent of the chord length distance
downstream of the blade by this model of the process.
The low wake thickness of the cesium turbine, about
half that of the potassium turbine, is associated with
the high vapor density, high Reynolds No., and low
boundary layer thickness at the blade trailing edge.
Wake calculation results are also shown in
Figures 1C-1 through 1C-4 in slightly different form.
These curves give the wake velocity wlfh respect to
the distance, and normal to the distance, along the
streamline downstream of the blades° These curves
are used to estimate the atam_zatlon and acceleration
of the moisture particles in the interval (both time
and distance) between the stator and rotor, To
compensate for the finite trailing edge thickness in
these calculations, the trailing edge wake is
treated mathematically as a dead space 4°8 trailing
edge thicknesses in length, joined m a zero trailing
edge thickness wake at a discontinuity and repre-
sented by a vertical line on the curves.
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TABLE IC-9
POTASSIUM TURBINE-RESULTS OF BLADE WAKE
CALCULATION FOR SIXTH STATOR BLADE,
3/4 BLADE HEIGHT POSITION
o
x// H -8"
O. (t.e.) 1.30( 0.00250
0.039 1.16¢ 0.00251
0.078 I. 13C 0.00251
O. 156 1.09. a 0.00251
O. 234 1.079 0.00251
0.312 1.067 0.00251
D. 394(rot. Inl.] 1.06G 0.00251
Suction Side
3. (t.e.) 1.825 0.01380
3.039 1.390 0.01393
3.078 1.285 O. 1393
). 156 I. 202 O. 1393
3. 234 I. 162 O. 1393
).312 1,140 0.1393
). 394(rot. inl. ) L 122 O. 1393
n
o ! ] 2
o (h_ch_) I







36.1 0.00386 2. 424
34.9 0. 00391 5.13
34.6 0.00391 7.01
34.6 0.00391 9.90
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0.0403 I 749.
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0.06_0 I 746.5
0. 0764 I 746. 5
TABLE 1C-10
Figure IC-2 Potassium Turbine Sixth Stator Wake
Suction Side Velocity
CESIUM TURBINE-RESULTS OF BLADE WAKE
CALCULATION FOR SECOND STATOR
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Figure lC-3 Cesium Turbine Second Stator Wake
Pressure Side Velocity
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Figure 1C-1 Potassium Sixth Stator Wake Pressure
Side Velocity
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Figure lC-4 Cesium Turbine Second Stator Wake
Suction Side Velocity
5.e DEPOSITION OF MOISTURE ON THE
SURFACE OF BLADES
5.1 Inlet EdQe Deposition
The calculated portion of drops collected on
the nose of the sixth stator blade row of the potassium
turbine is given parametrically in Figure IC-5. Two
methods of calculation are used that do not agree.
In the summary of collected moisture for the two
turbines the curve used is that generated from
Gyarmathy' s data, (8) because his data gives reason-
able agreement with steam turbine cQIlection infor-
mation presented by Smith, et al. (16)
, , , f i f
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" _ }:ig_Jre 1C_'5 Potassium Turbine'Porl';on Collected on
..... Nose of Sixth Stator Blade , - _ -_ ;
For a 0.48 micron radius fog particle, the
NACA(34) curve gives.2 percent collection on the
inlet edge compared to 2.8 percent col!_pction by the
Gyarmathy curve. Also, by the NACA curve, fog
particles of less than 0.2 micron radius are not
collected.
Similar calculations performed for the second
stator blade of the cesium turbine are shown in Figure
1C-6. similal: to the potassium turbine results, fog
particles of less than 0.2 micron are not collected
according to the NACA curve, but by the Gyarmathy
curve 1 percent of the fog particles are collected for
the 0.2 micron radius size.
In the cesium calculation, Figure 1C-6, there
is a greater difference with respect to the NACA
curve and the Gyarmathy curve than in the potassium
calculation, Figure 1C-5. This is due to the fact that
the NACA data account for the change in Stokes'
Law drag with Reynolds No. while the Gyarmathy
curve does not. As the Reynolds No. is higher En the
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Figure 1C-6 Cesium Turbine Portion Collected on
Nose of Second Stator Blade
5.2 Concave Surface Deposition
!i:
.e_
The calculated results for concave surface
deposition on the sixth stators of the potassium
turbine are shown parametrically in Figure 1C-7.
Similar results for the second stators of the cesium
turbine are shown in Figure 1C-8. These figures
give the portion of the moisture present in the bulk
flow that is collected as a function of condensate
particle radius. As shown by the curve sketches,
the portion collected is specified by the inlet width
of the band ( (), within whicl_ all particles impinge
on the blade with respect to the blade pitch. The
band width cannot exceed the space between b|ades
(pitch minus inlet edge blockuge) which accounts for
the breaks in the curves. For equal condensate
particle radii, a somewhat higher portion of moisture
will be collected by the cesium turbine than by the
potassium turbine.
._c I I I t I I I ,.o
o,s
Figure lC-7 Potassium Turbine Portion Collected on
Concave Side Sixth Stator Blade
5.3 Quantity of Damagin_ Moisture Imp.acting
Last Row Rotor Blades
As a first approximation, it will be assumed
that the only potentially damaging moisture that will
1.0 , ,
_0.0e r I
e 1..... _. I
ao_ o.0s 010 0_ 0.s0 _0 70 so to.
FOG PA_ fC L[_ _m5 - MfC_N _ 611_-51
Figure IC-8 Cesium Turbine Portion Collected on
Concave Side of Second Stator Blade
impact the last rotor blades of these turbines is that
collected by the last stator. The calculated amount
of moisture collected by the sixth stator blades and
subsequently impacting the sixth rotor blades of the
six-stage potassium turbine is given in Table 1C-11.
Similar information is given for the last (second)
stage of the cesium turbine in Table IC-12.
TABLE 1C-11
SIX-STAGE POTASSIUM TURBINE - SIXTH
STAGE MOISTURE INVENTORY
Flow (Vop_" Plus Liquid) 9100 kg,_r
6ulk _olstur. STxtb Statce 14.
Bul_ Melsture, Average Fog Particle Rod;us 0.24 micron
P_'tlon of fiufk AAo[sture Collected, Sixth State" 2.6%
Collect.el Moisture Impacting Sixth Rotor 34 kg/hr
J_veroge Local Rate of Impel of Collected Moisture 167 gm/cm/Iw
Average Local Collected Moisture Impact Rate/lO, 000 Hours 1670 kG/cm
TABLE 1C-12
TWO-STAGE CESIUM TURBIN E - SECOND
STAGE MOISTURE INVENTORY
Flaw ('v'apo_ Plus Uquld) 31, SO0 I<g/hr
Average fiulk h4olsture, Second Statoe 12.8°/o
_lulk h_o;sture. Average Fog Partlcle Pad;us 0.093 m;cmn
Collected Moisture Impact Rate, Second State' 26.2 kg/hr
Collected Molsture ImpactRote 294 g_/¢nV%r
Local Call.tied Moisture Impact Rate/lO, O00 Haul1 2940 kg/cm
It is useful to compare these results with those
calculated for the Yankee Atomic Plant steam turbine,
where the calculated average local moisture impactior
rate per 10, 000 hours was 802 kg/'cm for the last
stage of the low pressure turbine.
6.0 STATOR BLADES COLLECTED MOISTURE
ATOMIZATION AN D TRAJECTORIES
The moisture potentially damaging to the
rotor blades collects from the bulk stream, runs to
the aft edge, departs this edge as primary drops, and
is caught up in the wake of the stators where
additional atomization takes place and acceleration is
to a fraction of bulk stream velocity.
6.1 Atomization
The primary drops that have the best chance
to survive the passage between stator and rotor are
those deep in the suction side wake. Given in
Table 1C-13 are the time of flight, the initial Weber
Number, the time to droplet destruction, and the
mass mean diameter of the resulting secondary drops
for a range of primary drops departing the second
stator of the cesium turbine. Information about the
primary drops leaving the sixth stage of the potassium
turbine is given in Table 1C-14.
It can be concluded from these results that no
drops greater than 5 microns in diameter will reach
the second rotor and most, if not all, of the drops
will be under 3 microns in diameter. In the case of
the potassium turbine a few drops reaching the sixth
rotor could be as large as 100 microns in diameter.
TABLE 1C-13
SECONDARY ATOMIZATION IN CESIUM TUR-
BINE - SUCTION SIDE WAKE STREAMLINED
AT Y/Y = 0. 01 SECO ND STATOR
O
Time to Mass Mean
W;me'y Drop Time of Weber Complete Droplet Diameter of
D;orr!eter Flight Number Destruct;on Secondc_y Drops
2 43 10 --- ...... No dTteuptice
5 58 24 1.3 0.490
10 67 49 2.5 0. 533 Ol_upllon
25 62 t22 6.6 0.600 "
50 99 244 13.0 0. 658
llXl 120 488 26. 20. 721
200 148 976 52. 2 O. 822
300 161 1464 78. 4 0. 880
400 (max) 173 1952 104.6 0.922
However, most, if not all of the drops will be under
60 microns in diameter. The average mass mean
diameter drop calculated for the atomized liquid of
the sixth starer of the potassium turbine is 40 microns.
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TABLE 1C-14
SECONDARY ATOMIZATION IN POTASSIUM
TURBINE - SUCTION SIDE WAKE STREAM-
LINED Y/Yo = 0.01 SIXTH STATOR
Tlre_ to Mou Mean
Pr;mmy atop Time of Weber Complete D_optet O;ometlr of
Diameter Flight Numb_ Dlltr u¢ floes _ecoe_dar y Dt'¢_
I,.,+c.:_) _, ..c) (max.) (V"": ) (mt,:,o,,,,) e,.',_-k.
10 911 2.2 6. 6 ..... No dlsrupflo_
20 1TS 4.4 13. _-....
50 149 11.1 32. - ....
75 16_ 15.2 48. o .... (?)
1C0 179 22, 2 64. - .... (?)
200 212 44, 4 126 ..... Ol_uption
400 (m_x) 25S 99. 4 256 .....
• ¥ I| the dlshance measured From the _lce cent.trine; Yo il the width oF t_e woke.
7.0 DROP IMPACT VELOCITIES RELATIVE TO
THE ROTOR BLADES
Table IC-15 summarizes impingement results
on the second stage rotor blades of the cesium turbine
for drop diameters of 0, 2, and 5 microns. Two
representative wake positions (Y/Yo) and blade
heights were investigated for the suction and pressure
sides of the second stators_ The values given in
Table 1C-15 are at the rotor inlet; Va is drop velocity
relative to the preceding stators, ancrW4 is the
velocity relative to the rotor blades. In'this turbine,
the velocity Wd, somewhere on the radius of_e
rotor blade nose lsa normal velocity of impact. As
can be seen the maximum normal drop impact
velocities are quite low and cover only a narrow
range of velocities. This is because the drops are
accelerated to a very substantial fraction of He ,
stator discharge vapor velocities.
TABLE IC- 15
SECOND STAGE ROTOR DROP IMPINGEMENT
SUMMARY - TWO STAGE CESIUM TURBINE
Drop D;o_te; 3/4 Blade Height
Wolfe P06;t;on Y/Yo (microns) Vd(fPS ) Wd(fpl )
5uc_l_ 0, 01 0 6B5 _'3
2 665 268
5 560 267
Suc t;_t 0.2 0 796 321
2 7_ 313
5 665 268
Pr_su_re 0.01 0 753 299
2 740 293
5 625 263

















Figure 1C-9 showsmaximum impact velocities
of drops colliding with the nose of the blades of the
sixth rotor of the slx-stage potassium turbine for
representative drop diameters of 25, 50, and 75
microns. The impact velocities are plotted as a
function of blade height fraction where the height
fraction is 0 at the hub and 1.0 at the blade tips•
As for the cesium turbine, somewhere on the nose
these impacts are normal to the blade surface, in
the potassium turbine, these maximum velocities
occur for drops accelerated along the wake streamline
at Y/Yo = 0.01 of the suction side of the sixth-
stator wake.
For comparison purposes the maximum imF_ct
velocities calculated for 400-micron diameter drops
Impacting the ninth rotor of the low pressure end of
the Yankee Atomic Plant steam turbine are also
shown in Figure 1C-9. A 400--micron diameter drop
is about the largest expected to impact the ninth
rotor of the Yankee turbine. As can be seen, the
maximum drop diameters and impact velocities are
much larger in the steam turbine than in either of
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As reported elsewhere in this report, while
erosion in wet vapor turbines takes place locally,
the conditions leading to the erosion involve the
total thermodynamic and fluld-dynamtc history of
the working fluid from the time it enters the turbine.
The many processes that require analysis are given,
again, in block diagram form in Figure 2. 1-1. This
Section 2 gives an account of the basis of analysis
and analytical procedures used in examining the
detail fluld-dynamlc process leading to the erosion.
The processes covered in this Section 2 are indicated
in Figure 2.1-1= ,-
6T_Jg-l!
Figure2.1-1 WANL Turbine Blade ErosionModel




The purpose of this condensation study is to
analytically predict the_c0ndensatlon point in wet
vapor turbines and to determine the drop slze distri-
bution, including effects of molecular association
on the condensation and flow processes. The _
approach IS similar t0 that first developed by' " '
Oswatifish(1) and improvecl by others.__2, 3) The_ .
• :rfle_od cons|s_ c_fsimu]tar_edL/ssolution 0f the cbn'-
tinulty, energy_ _nomenturn;and slate bqubtions' :'
written for the turl0me geoh_etry, fncludJng a descrlp-
tion olf r_ucleafion and gr0wfl_ pi'oc_ss6Jto determine
molsNrb con_tenf and drop _ize. The p_es'ent s_dy
provides the. thermodynamlc'descH.pflon Of the flow
process by us/ng the Vlrial equation of state I_nd '
enthalpy relations derived by Ewlng, etal ( )
_ ' T_e hbmblrical solution is by an ALGOL, , _
compdter code which has t0eenused on a Burroughs
B-5500computer. , _ ::_ : r:_ , :
2..2.2,, e_ ,.
• Nucleation*
The nucleation theory due to Katz, Salts-
burg, and Reiss(5) is used to describe the nucleation
* R. E. Kothmann, Supervisor, Power & Propulsion,
Westinghouse Research Laboratories, Churchil[
Borough, Pa.
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The change in moisture due to growth of a
particular group of drops is
dr.
dYl 4T PL r_ Ic_zz = Nrl d z (24)
The total rote of change of moisture fraction,
including surface condensation and atomized drops
originating by surface condemation, is
a|l
d Yl d Yb d Ybo d Yabl (25)
The liquid temperature is taken as the
weighted average of the drop temperature of the
various groups, er
TL._,i .0 I Trl = T +"_ a I I_ rl / y! (26)
The energy equation includes the rate of
change of liquid temperature. Rather than by dlff-
erentiatlng Eq. 26, the rate of change is obtained
from the present and previous values of liquid
temperature obtained in the integration process.
This a_proxlmat|on is justified since the moisture
en_;gy c:h'ange is small compared to the total energy
change.
• State Ecluatlo _
From the work of Ewrng, et al, (4, 7) it
appears that an accurate equation of state can be
obtained either by use of the virial equation or by
an association model. The virial equation of state
was chasen since it is generally available for use in
obtaining the thermodynamic properties of wet
vapors. In the case of cesium and potassium the state
equations (References 4 and 7) fit the experimental
PVT data with an average deviation of + 0.26 per-
cent. The virial equation of state has tl_e form
PV __ C D E (27)
O
where B, C, D and E are functions of temperature
only. These functions have the form
log10 IBJ = BI+B2/T + log10T, B<0 (28)
 og10c: c, + 2 (29)
,Og,oIDI D<O (3o)
and
E = EI = Constant (31)
where B1, B2, C1, C2, C_, D. and D_ are comtants
for a partlcu]ar vapor. If" is convenient to express
the equation of state in terms of the compresslbillty,
which gives
" C* O E
(32)
• _roperty Equations
The various physical and thermodynamic
properties required in the flow and nucleation ....
calculations are computed from the following
equations,
The saturation pressure equaHon developed
in References 4 and 7 has the form
IOgl0P s = a 1 + a2/T + a 3 IOgl0T (33)
where a], a2s and a 3 are constants for a given metal
vapor. By _-ewriting-this equation for the saturation
temperature corresponding to the vapor pressure P,
subtracting the two equations and llnearizing, the
following approximate relation between supercooling,








Surface tension of the liquid is correlated by
an equation of the form:
(T)1.25 (35)o= % 1 -_cc
2-4
The liquid density at saturation pressure is
correlated in References 4 and 7 by
PL = Po - Pl (T-460) - P2(T-460)2 (36)
The enthalpy of the vapor derived from the
virial equation of state in References 4 and 7 is
h = h° R ° T !
. l÷[' r[c- 
where
h° hg° T exp ( - hg3/ff )g hgl - hg2
(3_)
wlth hgo, hgl, hg2, and hg 3 constants.
For calculating the enthalpy of vapor_q)_ion
the enthalpy of saturated liquid is expressed _' ";
by
= hLo + hL1T + hL2T2+ hL3T3 (39)hL
The enthalpy of vaporization of the super-
saturated vapor is obtained by
hfg = h - h Lg (4o)
The specific volume of the vapor mixture is
approximated by
xV
V _ XV --
m M (41)
The specific heat at constant pressure is given
in References 4 and 7 by
Cpv Cpv - _ - XC1 +
where (Z c_Zc _2 (42)c ÷ T
(1 2B 3C 4D 5-7)XC1 + --V- + --V2 + 7 + (43)
o :c ÷ c e×p(-cp¢)Cpv po pl (45)
• Association
The discussion of association is in terms of
a method which successfully handled the association
of cesium and potassium vapors. The molecul=r
compositions of cesium and potassium are deduced
from PVT data in References 4 and 7. The data
indicate that potassium vapor consists primarily of
monomer, dimer, and tetramer species, whereas
cesium probably also contains species of still higher
order. The molecular species reactions are represented
by a series of independent equilibria of the type
_K : k (46)
I




= i / p \i - 1 (47)
N 1
Of the total vapor molecules, the fraction'
1_ 1 exists as a monomer, and the remainder I - _11'
is assumed to exist as a dlmer. The partial pressure
of the monomer is the mole fraction _ 1 times the
mixture pressure, or : _ , .,_;- _:
PI : 1_-1 P i_)
The association isevaluated at both actUaIF_;
pressure and saturation pressure to obtain the- ratio
of partial pressure required in the nucleation ex-
pressions. The equilibrium constants k 2 and k
are expressed as functions of :emperature in Re4f-
erences 4 and 7 as follows:
IOglo(k 2) = k20 + k21/1" (49)
and
IOglo(k 4) : k40 ÷ k4/T .... (50) !
The apparent equilibrium constant _f'dlme_r L'
izatlon 1_ when all association is taken to be
dimerizat'ion, can be expressed as a power series
in terms of pressure and the true equilibrium con-
stants:
2k3P 3k4P2
"_2 = k2 + _P--'- +
a P
a





Then, the fraction of total atoms which remains as
the monomer _ 1 is obtained from
where
1_2 = 1 - lq" 1 (53)
Solution for _ 1 from these two equations gives





The flow through the turbine is described by
one-dimensional flow equations. The flow is assumed
to hav_ bnlform velocity and pressure acro+s the flow
area; thus curvature of flow path and radial pressure
gradients due to rotation have been neglected. The
description is intended to describe the mean diameter
flow conditions. The differential form of the contin-
uity, energy, and state equations are as follows:
1 dA 1 dW 1 a_.zv + 1 dy
_ + -W- _ - _- _-33; = 0, (55)
w2 xd L_ _tL
and (56)
+-T+ "T+ - + o+-r-/ *°
: + ...... (57):
It should be noted that the enthalpy change
cannot be described by the form C dT since
enthalpy bs pressure or volume dependent due to
association reactions. The extra terms in the state
equation arise from the use of the vlrial equations
of state where the compressibility Z is a function
of T and V. For an ideal gas, Z = +r and the partial
c
derivatives of Z are zero•
c
The momentum equation for a stream tube can
be written as
W dW dP
- F (58)-V Vg _z m Tzz " m
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where F is the friction force per unit volume of the
flowing mixture. For an isentropic flow the change
in enthalpy is dh = v dP. If it is assumed that
• gn
irreverslbilitles (_rmctmn lames) are proportional to
isentropic enthalpy change, the expression
dh
-_ F = (1 - _ )-a-_-=+ (! = d Pm P = r/p) (Vrn_z )
is obtained, and the momentum equation becomes
dPW d W - _ v (59)g d--T": p m_zz
For a given value of ,_ the description is
that of a constant local condition expansion process;
namely, for each increment in isentroplc enthalpy
drop, the fraction (1 - _L) appears as a friction loss
which is converted to hePatlng of the flow, and the
remaining fraction _p is the net gain in kinetic energy.
In the solution of the flow equations the
quantities P, T, v, and W are treated as dependent
variables with other quantities as independent
variables. Simultaneous algebraic solution of the
flow equations for the changes in P, T, v, and W gives
the following:
1 d W _ _w (60)
W dz
O
1 dv- 1 dW + 1 _d_A 1 d.z; :







+z \ (% (v,* +,
w I +z d+L _ PXV+p +4_ c "_I ( h+_zz . yCpL "-d"z-'z,
"+ aT-= + ;- (_)
• Turbine Description
The turbine geometry is required to compute
the flow cross--sectlonal area. The passage for each
blade row is described as the annular area between
concentric truncated cones, with modification to
account for blade thickness and blade angles. The
axial cross-sectional area is
A lr - d -
a = _ (67)
The diameters and blade thicknesses are given
by
d] = dll ÷ (dlo - dl[ ) z/L (613)
d2 = d2[ + (d2o - d2i) z,/L (69)
and
tb : %1 + (tbm - tbi)(1-_-) _ (70)
The blade shape is assumed to have a parabolic
contour so that the local angle is
cot_S = cot _ 1 + (cot _o-C°ti_l) z/'L (71)
and the local gauging is
1
sin _ =
_/1 + cot2¢ (72)
The cross-sectional area normal to the local
flow direction is
A = A sin/3
a (73)
The flow velocity relative to the blade is
w = U/stnt3 (74)
a
The changes in area with axial positlon are
obtained by differentiating the above expressions.
• Appro_(imatlon Method for Supersonic Exit
Velocities
Special techniques are required to continue
stepwise numerical integration of the flow equations
through the transition from subsonic to supersonic
flow due to the singularity in the flow equations at
the critical point. An approximate method is de-
rived which permits computation to proceed for flow
through the throat of a convergent-dlvergent pas-
sage. Briefly, the method is to continue the numeri-
cal calculation until the critical point approaches
some arbitrary amount, say W = 0.95 C . . At this
• . . crl ,point spec,al equat,ons are employed to ion,am the
flow properties at the critical point and at some
point just past the throat where the flow is super-
sonic. The stepwise integration can then be con-
tinued.
The following assumptions are made to ex-
trapolate the flow variables from the subsonic to the
supersonic state.
I) The enthalpy change of the condensate
is neglected.
2) The value of __ is maintained at-tl:;e ......
original value _?or the particular nozzle.
3) The condensation can be calculated from
the supercooling at the beginning and ,,_
end points ......
4) Certain vapor properties during the ex-
trapolation are defined by their effec- ,:
tlve values at the starting point of the
extrapolation.
The flow equations described in a previous
section can be integrated in a manner similar to the
case of isentropic expansion of an ideal gas except
that condensation terms are also included.
The critical point occurs when rne denomina-
tor of the solution for _ is equal to namelyzero,
when _'o = 0, as defined by Eq. 64. Rearranging the
expression for Ao and setting A o = 0 to find the
critical speed gives
where




l" _h (V, T) VT z e_h (V, T|Vz • n-
T. = _ IT ah (V, T) Tz
(77)
Thus, the critical point is reached when W =
C .., where C .. is defined by Eq 76 and where
crjr cr t "
y_ Is assumed to _e a constant calculated from tile
properties at the inltial state point of the extrapola-
tion. The symbols V and Tz are defined by equa-
tlons 80 and 81. z
For smooth flow transition through the critical
point, the numerator in the solution for-dw must
be zero simultaneously with Ao = 0. This requires
that A w = 0, which from Eq. 66 is found to occur
• when
• (78)
......::_.._Since dy ispositive during an expansion and
J
the tet_ in parentheses is also paslt,ve for x near I,
the criticalpoint must occur at a location where
dA is p_itive, that is at some point past the throat
o_the passage. For the present work the assumption
is macle that the critical point occurs at the throat,
so that the minimum area is taken as A*.
The flow equations will now be integrated
by defining a number of pseudo properties which are
held constan't during the extrapolation. From the
first assumption (page 2-7) above, the term dT L is set
equal to zero in the energy equation 56. -8-£-
Eliminating dP and dW From the momentum, energy,
dz dz
and state equations56, 57, and 59 gives
1 dT+ /¢V-Vz_- 1-- dv Ip Jh_ / | dx
_r_z _¢T'--_z_ v _z + V_p (*I-Tz) -_- _ : 0 (79)
where
Vz = ""2"- v'_'---/
c
(8O)



















k - 1 - z
" ¢t - Tz (84)
x_ = J h_Tk-P ( Tz )v _p (85)
and assuming k_ andX_ are constant during the




where the subscript I refersto values at the start-
ing point of the extrapolation.
Also assuming Tz and V z are constant during








Substituting the expression for v _zz from
Eq. 79 into the energy equation 56 yields





IT ah (V, T) oh (V, T) 1=x v (90)
x (V ah_(V, T))h_t = hfg - _ 0 V (91)
By assuming the values of C_, and h n to




2g_ + C_ T + h_ x - 2g J +CnTI +hrl Xl
(92)
At the critical point, W 2 = C#rit=CgRo g T/M.
m
Then, denotlng the temperature at the critical point
by T*, the energy equation at the critical point
gives
2
. 1 + 4- x I .T 2g JCnT I _11 x*
I_ = 'I'_ Ro (93)
I+ _
Equations 86, 87 and 76 written at the critical point
then give..-_ 1





V_ = n g T (96)
The critical area ratio can then be found from
,.(;,)
AI (W_) (97)
Provided x* isknown, Eqs. 94, 95, 96, and
97 define the conditions at the criticalpoint in terms
of those at the start of the extrapolation. "
An iteration technique is required to determine
x* to complete the descrlption of the critical point
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conditions. It is assumed that the condensation rate
is proportional to the supercooling rate for the drops
that already exist and no new drops are formed. Let
the supercooling at the start of the extrapolation be
AT1, and at the critical point, AT*. The average
supercooling rate is
A_" = _ (AT I +AT*) (ge)
and the average condensation rate is
Integratlng and expressing the results in
terms of x gives
x x I - _dz 71_AT1/ /'\_* -Zl/'_
(100)
From the geometry, z* is known as the Ic_ation
of Aml . A value of AT _ is assumed and x* is cal-
culate_'. Then T*, v*, and P* are calculated and the
value of AT* is found from Eqs. 33 and 34. When AT*
matches the assumed value, the critical polnt is
specified. Then, it is necessary to compare the value
of A* with the actual minimum area Ami n. If A*
and Aml n are not within a specified tolerance, the
inlet velocity is corrected and calculations begin
anew at the turbine inlet. When A* and A . agree,
the extrapolation is continued to a point po_nthe Y
throat in the case of a convergent-dlvergenf pm -'_*
sage, or the extrapolation ends at the throat_F0r a ;'
convergent passage. Let A 2 be the area at this
point to which the extrapolation takes place. The
Mach number at this position is estimated by approxi-
mate expression to start the iteration, or' _ ' '
M 2 = j2 (A2 - Arnin'_
Ami n (3 - kr/) (101)
Then x 2 ls found from .... .;;
. (z_)x2 -- x - 2 z* (102)
The values of T9, v_, P_, W^ and A^ are
then found with Eqs. 93_', 94_, 95_, 96,Zand 97Zrewrltten
in terms of conditions at position 2* Thus,
W 2 h
T2 I + _ + _ (x,- x2)
2 (103)
"_1 M 2 (), Ro)
1 4-
2MJC_ t
1vlv2 _ T[__.___1-I) Jjx2\×_'j "I_'-I_-_




% - g --_ (106)
A2 Ivv'_-I Ix-_) (107)
If A_ does not agree with the desired value,
M 2 is corrected until A 2 converges. These properties
are then used as inputs to continue the stepwise
integration process. Each type of moisture, including
surface condensate, is assumed to increase in the
same proportion during the extrapolation, and these
new values are also required as inputs for continuing
stepwise integration.
• Expansion from Stagnation to Static Inlet Condl-
,ions
The inlet to the turbine is specified by the
stagnation temperature To , and the axial velocity
Uao at the first stotor inlet. In the case where the
inlet is supersaturated, the inlet temperature TO is
obtained from its value corresponding to the
equilibrium state as P and T and moisture fractionS S
y by using the relationship:
y hfgT = T - (106)
o s "_--
pv
The expansion from stagnation to staticcon-
ditions at the inlet isevaluated by the same tech-
nique used in the extrapolation. The values of C_
and k_ are evaluated at the inlet stagnation state,
which is analagous to state point 1 in the extrapola-
tion. The static temperature is obtained from
T = To - U:_/ (2g J C_ sin2 'II (109)
The specific volume is obtained from
1
v = v (llO)
o
and the pressure from the state equation using the
values of v and T to evaluate the compressibility.
2.2.3 Method of Solution
1"he numerical solution to the problem con-
sists of integrating the continuity, energy, state, and
momentum equations 60, 61, 62, and 63 for the area
change obtained from the turbine geometry and the
rate of change of condensate as determined by the
nucleation and growth expressions. A stepwise
integration is performed using the ICEADAMS in-
tegration procedure listed in Appendix B. Basically,
the order of calculation is as follows. Knowing the
properties T, P, v, and the velocity W at a point,
the property equations are used to calculate
Z¢l
az az 8h ah
-_.-_, -_-_, Cpv, hg, _-_V ' 7_ g-' hfg, 'L' °L' Ps'Ao' aT, Ts, .... d Trec
The association expressions are then used to obtain
k_ PI' Pls' and A 1. The turbine description gives
dN.
dA. The nucleation expression gives .1" and i
for the group of droplets being formed at the present
value of z. The droplet growth and surface_onden-
sation expressions are evaluated to obtain arLi ,
dTL , anddy. These calculations then prov,_e
dz
the required data to calculate dT, dP, dv, and
_E_ d--'Z
dW which are used to obtain the new values at the
dZd of the integration step. This brief description is
intended only as an overall view of the calculation
routlne.
A listing of the computer code is given in
Appendix A. The list of input quantities is given in
Appendix C in the order required by the code. A
flow chart for the code, showing the major control
and logic, is provided in Appendix D. The corres-
pondence between the code symbols and the text
symbols is given in the nomenclature. Appendix E
gives a description of the function and use of the
control variables not included in the text.
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2.2.4 Sample Turbine Calculation Results
The computer code was run for a three-stage
potassiumturbine. The numerical input data used
are listed in Appendix C, except for the turbine
geometry description which is presented in Table
2.2-1. The stagnation inlet state is defined by T =
2010°R' Po = 30.2 psla = 4349 Ib/ft 2, and x = 0.99.
The inlet is assumed to be supersaturated, and the
inlet temperature corrected for moisture content by
Eq. 108 is T = 1982.9°R. The summary of calcula-
tion results _rovlded by the computer printout is
shown in Table 2.2-2, and the output nomenclature
when the mean radius is in feet and units are given
in Table 2.2-3. A typical printout is shown in
Table 2.2-4 for the conditions at the exit of the
second stator with corresponding nomenclature and
units given in Table 2.2-5.
The value of y calculated by the computer
e ° • . ,
program requires correct,on due to variable spec,f,c
heat between supercooled and saturated state points.
The value of Ye is obtained from
/_TC
pv
Ye = Y + h
fg
where y is the equivalent moisture, and C is the
speciflc e heat at the supersaturated state, pv The
correction to be applied is
(Ye-Y) [1 + Cpv JY'e = Y + 2 _Cpv)satl
The value of C is obtained from the corn-
(2 v_ may be obtalnedputer printout and P sat
from any suitable source of thermodynamic property
values for the specific turbine fluid. For this par-
ticular example, see Reference 4. In Table 2.2-2,
the value of Cpv is 0.36 Btu/Ib-°R, and (Cpv)sat
is found to be 0.28. Thus, the corrected equilibrium
moisture content is 0.102 and the tabulated value
is 0.105. The correction is larger when greater
supercooling exists. The correction required on the
value of Ye does not affect any other calculations
in the program.
TABLE 2o2-1
EXAMPLE TURBINE GEOMETRY FOR THREE-
STAGE POTASSIUM TURBINE
The Wilson point occurred at z/L "_ 0.63 inch
in the second stator row at a corrected equivalent
moisture content of 7.4 percent. The expansion rate
at the Wilson point was approximately P = 2500/sec.
The Wilson point occurred at a supersaturation
pressure ratio of 2.32. With all other parameters
fixed, the classical nucleation theory would predict
a critical supersaturation ratio of about 2.13. In
the present case this will shift the Wilson point
slightly within the second stator.
The turbine geometry used has a diffuser-
type section in the first part of the second rotor,
causing the flow to return to the saturation state.
The condensation zone in which nuclei growth
occurred was located in this portion of the second
rotor and the flow remained near the saturated staN
throughout the remainder of the turbine.
The results of the present calculations can
be compared in a qualitative manner with the results
of Goldman and Nosek (8) in which saturated potas-
sium vapor was expanded in a convergent-divergent
nozzle. Although their results are somewhat incon-
clusive, it appears that condensation occurred when
the ratio of pressure to initial saturation pressure
was between 0.31 and 0.33 at an axial distance
of about 3 inches from the nozzle inlet. In the
present example, condensation is predicted at a
pressure/inlet saturation pressure ratio of 0.324.
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TABLE 2.2-2
COMPUTER OUTPUT SUMMARY SHEET FOR









5UMNAHY OF HLSULTS OF CON_EkSAT|ON CALCUI. ATIUN5
VV • UJ TE YS Y
lo,03 333._ 333,Q 0,00000 U,OUUO0 U.uO00O
2Z,19 |_TSI_ J43,J 0e06|B9 U.00_00 O.O000U
2btZ8 IUb6.f 4$2.4 0.0792[ U*0OU00 0.O0000
44,28 l_Uq,q a26,b 0,|0_19 U,OOUO0 0,0680_
_b,_2 114_,3 _33,9 0. i1004 0,0UU00 0,10182
?9m06 t_32,3 452.6 0.13338 0.00000 0.12930

















































An earlier condensation in terms of pressure ratio,
in the turbine as compared to the supersonic nozzle,
is expected due to the lower expansion rate.
According to Llnhardt, condensation in his
tests occurred upstream of the nozzle throat. This
would imply a ratio of condensation point pressure
to inlet saturation pressure ratio greater than 0,5,
This iscontrary to the Goldman and Nc_ek experi-
ment and theoretical calculation.
The droplet slze resL_J,_can be compared with
results obtained by Linhardt _y_j, His analysis of his
experiment predicts a droplet radius of 0.05 microns
for 10 percent exit moisture in hls test No. 4. His
tests 2, 3 and 4 had the same stagnation condition
and the same nozzle except for length. With critical
flow in the nozzle, the conditions at the condensation
point would be unchanged due to the additional
length of the nozzle. Thus, for the same conditions
at the Wilson point the droplet radius at the nozzle
exit is expected to be proportional to (y_)1/3,
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Viewed in this way, the results of L;nhardt' s test
3 corrected to 10 percent moisture would give a
radius of 0.06 microns while Linhardt' s test 2 would
give a 0.26 micron radius. The present calculations
indicate a mean radius of 0.35 microns at 10 percent
moTsture. The larger size is consistent with the lower
expansion rate.
2.2.5 Discussion
The results obtained by the condensation code
have been in general agreement with the lira[ted
experimental data available for comparison. The
variable with the greatest influence on the location
of the Wilson point is the surface tension, it appears
that the correlation used provides satisfactory agree-
ment and is suggested for use until further experimen-
tal data are available.
The computer code performance has been
satisfactory for subsonic turbine analysis. On occa-
sion, choking flow conditions have been encountered
;n turbines designed for subsonic flow. This difficul-
ty is due to the relatively simple blade profile and
blade thickness expressions which are not genera[
enough to give the same flow area as an actual
blade when the actual blade thickness is used in
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TABLE 2.2-5
NOMENCLATURE AND UNITS FOR COMPUTER
OUTPUT
Title _ Symbol T_t Symbol Unlh
CI_INT C_JNT Stopl sl_ _st _ll_t .w
sTEP SIZE H H 5_p slze ft
Z Z z ft
P P P Ib/ft2
T T T OR
SP. VC_L.-v W v ff3/16
w W W if/No
i-Ax _L UA Um _/_
Z-C_MPF, ESS ZC Zc --
DE DP dP/dz Ib/ft 3
DT DT d'r/dz °R/ft
OV OW e,,/dx tt2/lb
DW OW dW/dz I/mc
- (DP/DTVP FO_T I/'P dP/dt I/_¢
AREAA AREAA A° In, 2
DA/A OA t/A ,uV'dz ---
DELTAT DELTAT _T OR
TUQUID TLIQ Tk OR
.AMBOA0 LA;vWDA0 A0 -_
LAMmAI LA_OAI AI _3 ..
JD_T JOCT _'
RCRITICAI. RCRIT .refit Ft
DN/OZ NEU T./Uo I/_ f,
K2 K2 k 2 I/aim
K4 K4 k 4 I/o tm3
K2 PIIIME K2 _UME k2 1/aim
HFG HFG h |lv/lb
CIWV0 CW0 C_ Stu/IboR
pv
c_v cpv c W s_/%°t
5 GMA SIGMA o Ib,/ff
TI_TAL
MOrlSTURE YSUM y --
PARTIAL PI PI Pl Ib/ft2
QUALITY X x ---
_u_ _ 7-lt_, _" ,
_4= Pt ZN_-I/
T_TAL DRIVES NT_TAL Nrl I/Ib
K2 PRIME SAT K2PRIMES k2 ot mtumflon I/otto
_t4k-_'A SINE "lnJ ---
y - LUQUlU| YEQUI[I| Ye --"
HG HG h I_/lb
g
Hr.G HFG t,_ St_,Ib
OEL¢ DEL_ _ _ _/Ib
O_.W DELW _w |_Jlb
I- _': o_s _-v;_, ---
YI = yKADE YB Yb ---
Yl_= Y CASE YI_ _bo "--
yAIS - YAI_ Yabo ---
YAT_IZED
ySUltFACE ySURFACE yb+ylmCTb_ ---
NAT_MIZE I NAT_MIZE Numbee of alomlzed I/Jb
dn>l_
GROUP I Index _kmo_g group --
MOISTURE Y _'J Yl --
NUMJEII NL [I] Nrl 1,/Ib
ua>lus _LCI] 'l
_ISTUeE oY _ ,%,',_ _
DNUI_/JEI ONL [I] dNrl/ClZ l/ft - Ib
0uo,us o,_ [t] */_
the expressions. This difficulty is overcome by de-
creasing the blade thickness. The blade heights
used should also correspond to the actual flow areas.
In the present version of the program, the in-
let angles to blade rows are modified to line up with
the relative velocity vector at the inlet to the blade
row. The incidence angle effect could be approxi-
mated by assuming that an additional blade row
exists between each actual blade row to provide
the expansion or compression effect of non-zero
incidence.
The code has a provision for extrapolating
through the critical point from subsonic to super-
sonic flow. After one such extrapolation, subse-
quent blade thicknesses must be modified to accom-
modate the flow, since no provision for shock waves
is included. The code has a provision for automati-
cally adjusting blade thickness; however, the code
did not converge in the case of a cesium turbine
analysis.
The subsonic-supersonic transition worked
smoothly when the correct blade thickness was sup-
plied as input. Careful description of the flow areas
at the throat and exit of a supersonic blade row is
required to obtain a desired exit velocity since an
increase in Mach number from 1.00 to approximately
1.10 will occur far a change in the exit-to-throat
area ratio from 1.00 to 1.01.
In summary, the code has performed satis-
factori!y for subsonic turbines but requires careful
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Fie* cm.-Jac_l are_, Ifl 2)
Axial _-uc ticket a_+ (It 2)
FI_ cm.-I_ct o_1 oru ot _teh _ aed 2. _t 2)
/V, lnhnum flow cram _t_, lit 2)
Crltl_l mlnl_m ¸flow cmu _tl_, _t 2)
C_s_nt, d_tblne _t_._eon mmu_, (ff3/Ib,,ol.)
C_ll_ntsTn vlrlal epoadon*ofslote _3/15_1e
-), C'R)
Contlm_+_ l_ _Jdol equad_ of s+olo, _t3/Ib _1_ 2(-),_), (O_)
Stae_In¢ 1_ot or" liquid, _Iv/Ib°R)
Specific I_t of +per, ®lu/Ib°n)
T_+rl dependent I+_ In exprlul_ for C,
CIns_hdeflnlng C o ala f_m_den o/T, Dlu/
Effete+ _clflc I_et (tb/IboR)
CandenN In vtrlel equefl_ of elal% (ff3/lb _le) 3,
(-), _)
Hub 13o dlometlr, of stoge Inlet, of S_lll
_flet,
TIp p_l_ dTomeltt, of sl_ _nlet, at iI_ili
CaelI_nts In viral Iquatl_ of 11o11 _Ft3/Ib _te) /
FrlcH_ _ce pm _lt _l_'_e of flow, (Ib/h "3)
A©c_l_fl_ of gravity, _rt/_2)
Heat l,_m_i c_fflcl_t
_l) , atomized _htu_,
Heat_l_hans_ti_.rol )c_mel_ t, _slng I_ _M_t,
H_t sFer coe_icI_t _ b/_de _ce, _BI_
Hwt t_ns_- co+_¢Imb _h_/ft 2 °R)
Lol_ t hmt or +po_Imtlo_. (B+/lb)
EnlhoIpy of +Ix>re (B_./Ib)
Enlhalpy +fro ml_t, _Bm/lb)
Co_slcmh deflmlng templmlure _penclJ_ce of
C_nsta_h deflnlag h_m.p_ lure _ce 3
El_cfl h_t of _po_T_tt_, _ lg. 91,,
F_q_ic_t e_l_l_t of hea b (Tt-lb./lll_)
N_l_fI_n rote, (1/Ft3_)
Cl_eml_l symbol fo+ _a_t_
E_lllbrl_ c_lanh _ spocl_ I = 2_ 4(ehn) I't
C_slcml I defining tiff+rate.re dlpl_denct of
k, (-1, _'l), 1-1, (_R)
Al_m_mt Iq_lll_lum c_s_nt, _tm) -1
Effective _lyl_oplc Itxpe_Int t (-)
Lme_ olo.e +bord, (h)
Axial le_g_ of'alade re_ r _Ft)
;v_. fie. mr., (lb/_c)
;v_l_vle_ _l_t o¢ _ _Fer, I_b/lb _le)
/_l_:h number at Po|nt 2, (-)
A_/adm's number, (r_ol_l_lb _le)
Molol c_mtmfl_ of tpocles I. (-|
Appor_ t _lal _m tra tl_ of _peclet I, (-)
D_opleh pe_ I_ In gl_Up I, (1/Ib)
5_t1¢ p_ure, (Ib/tt 2)
AhO_lb_/a I)lc pinworm convlrllo, cms_t,
l_Ital pm+._Jre of _pocl_ I, 0b/f121
_re tern In n_l_tl_n eq_aflm, _t_/fl 2)
I dP
_n_ _ _-,.._._, 0_/F_)
Porflol pl_mlvre of _ or mt_mtlon onR_l



















TI,T 2 I_LDT, T2
_T, _T _, _,TI, D ELTAT, -,









Vl, v2,v ° OLDW, V2 -
V V
v vz




Xct, XC2 xc1, XC2
y YSUM
Yab¢ YAIS
Yb' Ybo yI b YI_
Y5





















Hint _s_r mt_ I_ blade _rface, (SIv/_)
Rodlus of m_n dropl.t, _Tt)
Alomlz*d _'oq mdkrt, (It)
CrItIcal mdl_, _)




Inlet iw_naFl_ tim_oen_lure, _R)
Adl_botl© _o_, twnpeetum, _R)
Tempemt_*e oF droplets In _ I, (OR)
S_l_roHon hw.perok.+ ot presm_r_ P, t°R)
Pomm_r, m Eq. 61, (-)
T_pemlure el crltl_l point, _R)
T_pem_'_ot p_lnt 1+ 2+ (OR)
_rc_ollw/. oI ©¢1H¢oi Polnt, ot p_nl 1,
ave_ during e_ltepok_tlon, _R)
Illade Iblck_e_+ o! doge Inh_l_ r_xt_m blade
thlckne,, _'t)
1%Ickn_ oF flow ch_nel, (if)
i
Spe_Tflc _1_ of vapor ot crldmt point _Ft3/_b)
Spectflc +1 of v_g_e ot Polet 1, 2, at Inlet
sta_etton _b)
_k_l _lflc _e of _p_, (Ft3/Ib _le)
_._*t+r, +.+ Eq. i_, (.1
SPeeom _.l_Ily reloflve I+ 51o<le, at point I, 2
(_)
WelgSt oF _rftlcal tlz_ 6rnplef, _b)
Va_r qu_fl , at Point 1, at Point 2, at crlflc_l
point, (Ib/15_
AS_r_vlad_, _e E_. 43md44, (-), ffr3/lb_b)
_tsl_'e 5ocfl_, (-)
M+T:I_ro _ctlon _ blades, _lng, (-)
Eq_t_l_t _tflbd_ _ld*._e, _ted _1_, (-)
Mohh_e rmcflm of group I, (-)
Mot,lure 5rocfl<m &+e I0 R_'mad_ of sl_ble d_plel_
{-)
C_apr_a_lT_ IIly, (-)
Axial coom"l_t_, at po|nl 1, at F_lnt 2, of
crifl_l point, _t)
I_le o_gle, a/InLet, ot _It, (6qlrm+s)
EFh_ctT_ spoclfl¢ _t ratio, (-)
AbS_evtoflon, _ _. 64, _ W15)
_bro_lotI_, _ Eq 66 _/lb)
Logarll1_,lc _ _vmtl_ _ mtfo,
Exponmt In extmpotofl_, _ Eq. gS, (-}
A_,olute vl_stty, (Ib/tt-_)
D_t_, or ©_.t.d lI_1<i, 0b/Ft 3)
C_:_ts _flnk_l t_lur_ _eFen_ce or
15 Ib Ib
5urb_ _n_lon, 0b/fl')
C_es_t In _u.T_ce tmslm _loH_, _lb/ft)
Ablxev_otl_, _ Eq. 65, (_/lb)
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LISTING OF COMPUTER PROGRAM
0@117:2$ THURSDAY, SEPTEMBER 28, 1@67
_EGIN
COMMENT STUDY OF CONDENSATION OF ASSOCIATING vAPORS IN TURBINES;
FILE OUT PRINT _(2, 1S);
FILE IN REAOER(2p I0);
REAL ARRAY ROTOr, DIA_I, HEIGHTI, DIAMO, HEIGHTO, BETAIN, BETAOuTj
BSPACE, ETAPI, Li_ UB, THICKBOI, T_ICKR_AXI[OI18];
REAL ARRAY _LOF, OL_CASE{OIS_];
INTEGER COUNT, EQNS, GROUPS. GROuPMAX, GROUPO_ GROUPPRINT, I, S.
STAGES, Ns N2;
REAL ARRAY JS, uy, DTL_ ORLO. ONL, nHY, RL, RLO, RLO, wRp NL[OI_S];
BOOLEAN wILSON, wILSONO, RESTART;










REAL ARRAY AT, OP, UVV, ON, nUA, DYE, OYS, OY, ORMEAN; ONT[OIIBI;
REAL ACPO, ACPI, ACP2_ _REAA. AHFG, AHFGLP ARHO, ARHOI, ARHO_p AK2m
AK21, AKa', AKAI, B, Bl, B2. BOOT, RDDOT. BPRIHE, BPPRIME,
BLAOESPACE, APS, APSI, APS2. BETAI, Cp Cl, C2, C3, CPL, CPv, CPVO#
COTB, CnTBI. C?TBO, CDmT. CDDOT, CPRIME, CPPRIuE, CnSB, CALLCO,
JOL9, D_ D_. D_, DOOT, ODDS]T, OA, OIA2, DIA21; DIA20, DIAl, DIIII,
DIaI_, DAREAA, n_ETADZ* DELhp _TLIO, DDRINE, DPPRIM£, DZOTp DZ_vp
DELTAT, DYSUU, DELl, D_, De, OTp DVV, CALLC, HMIN, HHAX, DELOSp OMr
PHIVp 'HIT, 'HIP, KETA, CETA_ PHIG. GETA, CCRITSQ. OLON, OLDVV,
_LOP, OLOT. OLOZ. OLOOELOS, OLOOHG_v, _LOPXvN, OLOOHGO T, OLOvZ*
OLDTZ, OLOX. OLDV. OLDAREA. AMIN, Z_IN, PP, O_DGRDUPS, TSTART;
vSTARV_ WSTAn_. ASTARA. ER_QRA, H2. T_, _2, VV2, A_, Z_, IF, T_AT,
PRANOTL. RECF, TR, TA_q, HAUB_ SOA. REyNOLds, HR, DYB, DYBO, RABS,
yABS. DYABq. HA_Se YB, YBO, YSIJRFACE, NATOwIZE, TF, SOAO, E, El, G,
GAMMA, H,'HFG, j, JDOT. JCRIT. JINC, HG, HGO, HL, ONGOOT, ONGD_,
OHG_V, YEQL_ILIB. AHG= AHGI, AHG2, AHG3, AHL, AHLt, AML2, AHL3, LETA
, HETA, TO. TDS, DYDZ, xSTAR, RSTARP, ERRDT, PHIO, AAI_ X2, OL_HrG.
OLOUYOZ, OLOOELTAT, SuSPENd. NOSURr, Jqt, J02, KV_ K2_ K4_ K2P_IME,
K2PRI_ES, LENGTHB, LNPA, LAuROAO, LAMBbAI, M, UL, WACH; NO, NEu,
NEUv, NEFF. NIPRIME, NIPRIWES_ NTOTAL, P_ PI, Pl, P$, POOT, PATM_
PtS, PEFF, PXvN. PO, RELB, ABSB, PHI, Rh, RI, RHDL, RCRIT, SIN_*
SIGMA, $-IG_AO, TB, TBP, T, TZ, THICKB, THICKBO, THICKBW_X, TC, S_P,
TLSUN, TL, TEMPO, TLOLO, UA, V, VV, VM, W, X2G, X, XCt, XC2, XCPVT,
uAO, YSUMN, DYSuMN; YTOTAL, YSUM_ RETAO_ VZ, ETAP, RMEAN, ZCE_ Z_






LIST LEXTRAt(OLOZ, Z, OLDP, P, OLDT, T, OLOW, W, DLDX_ X, OLOD£LTAT,
DELTAT_ OLDVV, VV);
FORWAT
FTHICK("NEW THICKNESS • ",Eta.?/);
LIst LEXTRA(KETA, cETA, TSTART_ VSTARV, wSTARH; ASTARA, CCRITSQ,








"ATTEMPTED ExTRApOLaTION-MINIMUM AREA DOES NOT MATCH, RETURN T_ INLET"
//XIO."OLDZ wAS ".F15.5." OLD, was".rtS.5f);
FORMAT





LIST GEOW(FOR S_ I STEP I uNTIL sTAGES O0[S, DIA_ItS], HEiGHTI[9],
DIAMD[S], 4EIGHTO[S], ETAPI[S], LI[S], BETAINIS], _ETAOuTtS),
BsPACE[5], THICKBOI[s], uB[s], THICKBMAXI[s]]);
FORMAT




LIST LSuMY(FOR S_ 0 STEP I uNTIL STAGES DOIS, OTIS], OPTS], qVV{S],
Ow{S_, OUAIS], oYEtS], DYS[S], OYEZ], ORMEANISI, 04T[S]]);
LIsT LAOAw(N, CALLC, HMAX, HUlN, RELB, IBSB);
LIST LMAIN|(uAO, TEMPO, PD, LENGTHB};
LIST LMAIN2(_, RO, KV, NEUV, JCRIT, JINC, J, UB[SI);
LIST LMAIN3(BI, B2, C1, C2, C), D1, D2, EI)I
LIST LMAIN_(ACPO, ACPI, ACP2, ARHO, ARH_|, _RHO_}_
LIST LMAINS(CPL, APS. APSI, APS2, A_2, AK_%_ AKa. AKS|}J
LIST LMAINSA(AH_, AHGI, AHG2, AHG_, AHL, AHL|, AHL2, AHL_);
LIST L_INBCOIAII, OIAIb, olA?l, DIA20, BET_I, 4ETAg, BLADESPAC r ,
THICKBU);
LIST LMAINbA(STAGES, FOP S* I STEP ! UNTIL STAGES DqERDTOR{S], _IA_I
[S], HEIGHTItS], DIA_D[S], HEIG_TOES], ETA_I[S], LI{S], uBES],
BETAINIS], HETAOLITE5], BSPACEt$], THIC_BDI[S]_ TMICKBMAXIES]])!
LIST LW_IN?(THICKBMAx, PATM, TC_ S_ _, STGMAO, ETAP, &ROUP_AX);
LIST LMAINTA(PATu, TC, S_P, SIG_AO, GRDUP_AX);
LIST LMAINB(O_E, ERRORA, ERgoT, AAl, SuSPENd, N_SURF);
LIST L_AI_IO(S, _, T, VV, UA, _);
LIST LMAINII(TAuR, -A_b. _A-S);
F_R_AT
FA2("A2=",E%C.7)_
LIST LRESTA_T(GnOuPS, Fm_ I* I STEP I uNTIL GROkjPS 3DERLO[II, NL[II_
, YSUM, TL_LD, VV);
FORMAT
"TE_PCI",X_O,'.p_",XB,"LE'_THq"/X3,_E_2._//),
FUA IN_ (X), XI _ , "M", XIO, "_d", XI r, "_ V", _, "NEUV" _ x3, "J-C" IT TC AL", X2,






P_A INSA { _ 3, XO, " AH G", Y_ _" A_G i", XB, " aH_P", Y_, " AHG 3" _Xq, "AHL", X_,
"ANL I ", X _, "i- L 2", x8, "AHL 3"/X 3, BF12 .al/),
rvA IN_( X_, XT, "i)I i I I ", XT, "_I A I0", X7,"_I A2 I", XT,"DI A2O", XT, "BETA I",




F"A IN7 (X_, X3, "THI CKB_A X", wR, "PAT u', Xl O, "TC", XO, "SUP", X_, °'SIG"_O" •























LABEL LABELCs LA_ELGp SKIPGSTART. SKIpGROuPS, vANISH, GSTART;
COMMENT BEGIN Y TRANSLATION;





















CO_ENT ****. CALC AXIAL VELOCITY;
UA_ _AREAA+DBETADZ;
COWMENT V IS FT*3/L_-WOLEJ
V_ VVx_j































































































CO_wENT CALC OF _ROP GNCwTM AND NU_BERI
IF GHRUP$<2 TWEN
GO TO GSTART;







NL[I]* DRLD[I]_ RLDII]* RLOII]_ O;
Gn TO VANISH;
END;























SKIPGSTART| FO_ T* GROu_S÷I STEp I uNTIL G_OUPWAX 00
YSGM_ g¥_dW* TLSUW_ OYSuMN_ YSUMN_ OJ




























COMMENT BE_IN INVERSE Y TRANSLATION;
















COMMENT END INVERSE TRANSLATtONI
END BOXk;






tF JDOT<JCRTT ANO CASE[%]=O THEN
GU TO ALLS_ME;
|F NILSONO THEN
WILSON_ |F J_UT>JCR%T &NO JDOT>J0_ AND JDOT>JOt ANo JDOT>JOLD
THEN FALSE ELSE TPUE
ELSE



























































FUR I_ $ STEP $ UNTIL GROUPS-$ On
OLOOYDz÷ _LODYDZ+D_Y[I];
ENO BOXd;
































LIST LCTCYB, YBD, YABS, TSURFACE, NATn_IZE);
L.IST LC6(FOR I_ I STEP I 'INTIL GRDUP°RINT DDII, MY[I}, NL{I}, RL{
I), DMY{I], ONLEI], DRL_{I)]);
COMMENT CALCULATE pDOT,NTOTAL,_EANRADIuS;












WRITE(PRI_T_ FCO, COUNT, H_ Z)_
wRITE(PRINT, FCI, P, T, vv, _, U_, ZC);
w_ITE(PRINT, FC2, DP, DT, DVV, DN, POoT_ _RE_, DA);






















FCW, K2, Kq, K2PRIME, HFG, CPVO, CPV, SIGMA);
FCS, YSUM, PI_ X, RUEAN, NTOTAL, K2PRIMEs, SINB);




































_RITE(PRINT, rOl, Z, H);
wRITE(PRINT, FD2, P, T, vV, w, U&, HaCH, ZC);
wRITE(PRInT, FU3, UP. DT, UVV, Dw, DCLU, DELw, YSuM);
WRITE(PRINT, FOa, TL, TLULD);
GU TO EXIT;
END HDXD;








READ(REAOER,/, H, CALLC, HMAX, HMIN, RELB, ASSB, DHE, ERRORA_ ERRDT,
AA1, RESTART, _ILSONO, EXTRAPOLATEO, SUSPEND, NOSURF, JCRIT, JINC,
GROUPMAX, _1, _2, C_, C2p C3, DI, D2, rl, AK2, AK21, AKa, AK_I,
ACPO, ACP1, ACP2, ARHO, ARH01, ARH_2, _HG, AHG1, AHG2, AHG3, kHL,
AHLI, _HL2, AHL3, APS, APSt, APS2, Me TC, SIGHAO, SMP, CPL, KV,




































































































FUR I* 1 STEm I UNTIL
CASE[I]_ I;
IF RESTART TMEN













































































FOR I_ ! STEP % uNTIL EgNS O0
OLOF[I]_ r[I];
OLDGROuPS_ GROUPS;
LA_ELICEI CALLC_ I? LENGTH_-Z(CALLC THEN(LENGTH_-Z) ELSE CALLCO_
IcEAI)AMS(E@NS, Z, H, CALLCp H_AXp HuINp RELq, A@SHp F, _OX4,
BOXC, BOXO);
CHECKSTAR_
CO,WENT THIS SEcTIUN CHECKS AND CoRREcTS INLET
THE THROAT TO SUPERSONIC CnNOITION;
BEGIN
REAl. _UM_YI









































wRITE(PRINT. FExTRA2, OLDZ, OLDW);
GROuPS_ O;
FOR I* % STEP % UNTIL GROu=HAX DO






I F Z_IN<O,O8 AND ASAV_[IOD]/AMINY$.O| THEN
BEGIN
A2_(_+AAI)XAHI_J

































































































































TLOLO_ TL_ IF YSU_=O THE_ T ELSE T-TLSUM/YSU'4@
Gr) TO NE_STAGE;










FOR I_ I STEP i UNTIL
GRqUPS_ OLUGROUPS;
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LISTING OF ICEADAMS INTEGRATION
PROCEDURE
PROCEnU_IE ICEADANIS( N, T, H, C ALLC, HWAXJ, HMI N, RELB, A_SB, XOs
_LIX/_, hr]XB, B{IXC • BOXh )
CO_IF, E N T
.h--NO. tlF Et_IIATInNS,
I'=INDEPENUEI_T V,_RIAHLI'T• SET IT=INITIAL T WHEN ICE AP_r_$ 15 FIRST CAILEp,
N.-.SIEH SIZE-, sET I! = SUGGESTED _IFF SIZE WHFN lCFADAI_% FIRS1 CALIFD,
CALLC= LHANGE IN T BEIV'EE _' CALf _, CIN BDXC,
NMAX=MAXIruLiI.i STE _ SI/F ACCEPTABLE,
Higt(_=NI+wlt.itI_ blLP SIZ( A£CEPTAbLE'p
RFLLI=I'_AXI_.UH ACCEPTABLE R[!.ATIVE ERI_I'IR_
l.FSb=NtXli"IJi_i ALLEPIAHIE ff.,leCIR,
_{.'='wFCTUR OF ]_IT]AL VAI_UE5 DI_ I,FPFKi_ENI vARIABLES,
BCxA(T,p,,F)=pIRI',cEDURF GIVING THF XDDT VECTDR,IN F,WHEN CALLED WITH IHE
CURkENT VALbES fH: IHE VEC'IDN X r)F DEPENDENT VAkIAPLES AkD THE
INUEYEN{_'I'.I VARI_I_LE I_
I-.CXe(T,x•_)=PI-,{]cE_UHE" CALLED AFTFR EACH SUCCES_.FUL INTFGRATIInN SliP,
_IIXC(T,X•I')=PRUCEDURE CALLED AFIF& l HAS INCREASED _Y *CALLC" SINCF
b{_GI_,ING [_F ]CEAD_._S I'R 51kcE bn:_c _AS LASI CALLED,
_<[:Xb(I,X,F)=FHCCEDuHF CALLEn hHE'N SUCCESSFUL I_ITEGRATIDN sTEP CANI'.nT HF
_.DE _,IIH6)UI RFDUCI).G STEP SI_E PILUW HW:IN)
CIT_+_,FhT ADAMS SULvES A SYSTEM I'll
CCHYEKF
_,EI A_D C,EIL l
V^Lt,E FELb, ARS_ H_J I',,k.I
IT'TEGE_ N ,_
6EAL I , H, C At t C_ F,ELF, ABSH,I','_AX)
RFAL H_._I N;
AVR._ Y X(..[ * ])
PHOCEDUIRE I_CXA, b[)XH,ROXC, bUXD_
bi (,IN
I I'.T E GI:.R I,J_A,H/
RF AL ABST_ SI,BUIIND,PI,D2,F ACTDR,LD,_[| TEST,TTEwPI
LAHLL SII,S??,S33,Sha,S55,S66,RITN]
ARkA'I X,K_F [015_01N],L , XP[ OlN],I
CCP-'_-[k.T SET UP INITIAL VALUES}


















FIkST uRDER DIFFERENTIAL E_uATIO_S BY A









AhSTL sT+ ] ,_, PxAkSB ;
f AC](.;R_'HELB/ABS_']
L _',-h El t ES'I/20g;
H_P,OxH;
(IOMhENT tRtH,'GA-KUTTA STAt'_T]'( ", _[1NOn;
S t ! " A _;"?,;
B*2;
S2_tF'UR J÷A STEP ! UNTIL B DO
B(GIN
B[;Xt_( T , X[ J'It° ]tF't J'It* I };
Fr)R i_-t SfCP I UNTIL N [)O
BEGIN
K[I, i ]+II:_F[d-l,l ]_
X[J, i ]_-X[O-_ , I ]+O.'3xK[ 1 t I ] ENDJ
T T [t.,Pq-F+O.5×H;
HtJXA C TTF:HP, X [ J,* ],F[ J,* }) J
F()R I_'l STEP I UNTIL N ()O
n.YG i._
K[2, i I_HxF[J,II;
X[ J, I ]_-X[d-l, I ]+O.b×KrP, I } END;
HI)×A(1 TFHF', X[ J, * ],F[ J,* ]);
Ft),R I',-! STEP % U'_TIt N DO BEGIN
KC3,1]('HxF[J,I };
X[ J, I ]*X[ J-) • I ]+Kf 3, I ] END_
T+T+H;
RtlX_ ( T, X[ J,* I,F'[ J,* ] );
Ft]q 1,-1 STEP _ UNTIL. N f}[1 B|.GIN
KCa, I]*tIxF[J,I ];
)._[J.p [ l(IX[ J-_ ' I ] 'I"()+ 16666667W(K[ I' I ]+2. Ox(K[2, I ]'='K[3t I ] )+K[q, I I );
[NO; [ N'O;
IF u = 2 TH_.IH HE_IN
$33:
F(tR I_-I sTEP 1 uh'Tll. N _0 )_p[l]÷X[2tl},_
_:_HhF.,%r XP[II=UOtlBI._-" ]NI[RVAL RESUL'[ _{_ BE USED IN ERROR ANALYSIS]
"I <-T-H:
H_-O,SxH;
IF h<hst1._ TH[h BOXO(TwX[Is*]_.F[%_'"))J
H_3;
G(| TD $22 [HD;
IF u = 3 I}!EN HEGIN
C=.".+-ihKNTIS /,CCURACY CR[TC-RZON H,_,T;
J_3;
S._4tFOR 1"_1 sTEP 1 UNTIL NOD @EC, IN
t [I]'-^}is(xPtT]'×IJ,l]);
]F E'II < AHS(X[J, II)xkFZL'_EsI THEN
_tl]+.[ [I]/ABS(X[J,]]) ELSE
IF | f I ] < AHSTFST THFtl
Er I J_-rf ] ]:'FACTU:_ [LSE
liE(;],"; T (' T'-H ;
IF O = b 3_F_P' ,EC, I_' FF_R I_'1 STEP ! UNTIL N DP, Y(t,I]+XCa,|];
(,[= ]C S1 1 EM);
G{' if; $33 F_b;
Et"P }
IF O = b THEt: {;l TU Sr,_;
A(_'; I:+_;
G[_ II, $22 E_FJ;




























C[_M_Fi'JT HEGIN AL.Ar,4$ MIrTHt'i[JI
._bS;
_(,XA CT,)k[ _,* I_,F l_,*]);
FI_ 1+! SIEP I b_lTl ): Drl




l(k I+1 SIEP I I, NTIL F rr_
X 15, I ],-X[ ", ! ]+(_. 0_1 _.6F66TxMx(9.(,xF[ _p I ]+19=F[4, I ]-Sxr [ 3, I ].rE2, I ] );
,j*5; bf, S'(_;
$_f,:
F(dq T+I SIEP I I_NTIL h DO hEGl_'i X[a,)']'m'XtS, l];
F(I_' J_ SIEP 1 hP..TIL 5 P(l I'[J-I,I]+F[J,I] [K'O;
MI_X_(I,X[",*],F [4,*));
IF 1.> HtlUhU T_l'.h Hf.(2lh
hPX(('I_,AI _,*]J,F[(,,*));
b_Ht_I3eqJUhl),+CAI.i.C F hi').;
CI_+'._,L_T TFS1 hFtflHFH TF,T['f_VAL CAN PE DOUBLED;
l:lIR |+] SIE'P ) bhTl[ 1' t)[rHLGIN
IF ELI] > LR THEN {;O $55 END;
IF (kl.LC<(Olt.2_,h) I"k (BOUkD-T)<[| [_R DI>HM_X TwEN GO TO 555;
Ff_R I_-I S1E'P I Uhl]L E Dfi X[I_I]eXfAeI];
h+_l. O_kl)
Gfl _II;



























































































DESCRIPTION OF INPUT CONTROL VARIABLES
The use of the following control variables in
the computer code is as follows:
AA1
DME
The extrapolation from subsonic to super-
sonic flow in the first blade row having
critical flow is from area A. to area A 2,
where A 2 = Ami n (1 + AA1) I.
Defines the minimum value of (1 - W2/
C i_ ) which is allowed before extra-
poCkS[ionis initiated.
EERDT Maximum allowable difference between
assumedand calculated AT.
ERR(_Uk Maximum allowable value of (A* -




Input of TRUE means a previous blade
row has critical flow, and requires the




The maximum number of droplet groups
permitted. (Code limits GR_UPMAX
to maximum value of 25.)
JCRIT The value of J mustexceed the value of
JCRIT before the counting or growth of
drops is begun, except that surface con-






Input of TRUE permits input of additional
data necessary to continue calculation
from a prior run. For example, an error
was contained in the data for blade row
4. Calculations could be continued from
the results at exit of blade row 3 used as
input for Blade row 4. Input of FALSE
causes inlet properties to be treated as
stagnation conditions.
Input of 0.0 freezes the amount of con-
densate during extrapolation. Input of
1.0 causes condensation to occur during
extrapolation at a rate proportional to
_'1".
Input of TRUE when restarting after the
Wilson point has occurred in a previous
blade row. Otherwise, input is FALSE.
A new group of droplets is initiated
each time J increases by the factor
JINC.
Input of 1.0 causes all surface conden-
sation to be neglected. Input of 0.0
causessurface condensation to be in-
cluded.
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2.3 TWO-D AXISYMMETRIC FLOWS BEHIND
BLADE ROWS IN WET VAPOR TURBINE*
2.3.1 Background
This report is designed to be used in conjunc-
tion with NASA CR-710 (Reference 1) to give the
user sufficient information to allow utilization of the
NASA Performance Computer Code for Axial Flow
Turbines as modified at WANL. The modified code
is written entirely in FORTRAN IV for the CDC
6600 computer. But the code should be capable of
being used with appropriate control cards on any
computer having at least 32 K of core storage.
The following sections of the report give:
the applicability and modifications made from the
original code, definitions of the input and output
nomenclature, a method for making the code input
applicable for wet vapor turbines, suggestions for
further possible future modifications, three sample
problems illustrating the usage of the code, a
FORTRAN listing of the entire code, and control
cards showing proper deck setup. No attempt Ts
made to discuss the method of calculation of turbine
performance or to give computer flow diagrams since
these topics are adequately covered in Reference (1).
The modifications mode to the code do not signifi-
cantly change the original program logic or capa-
bility. These modifications for the most part were
necessary to enable the code to accurately calculate
wet vapor turbine performance. Ideal gas turbines
can still be analyzed as well as air breathing fossil
fuel burning turbines for which the code was
origTnally designed.
2.3.2 Intent of Code
• Applicability of Code and Limiting Assumptions
The principal purpose of the original code
as written by E. E. Flagg(1)is to provide a complete
performance map of axial flow turbines suitable for
use in air breathing fossil fuel fired jet engines. In
the process of accomplishing this end, the code
calculates the two-dlmensional bulk flow conditions
fore and aft of the turbine rows.
1. Description and Scope of Modified Code
a) Axial flow turbines.
b) Up to 8 stages.
c) Up to 6 radial sectors (although only
5 are usually used for reasons of symmetry).
d) Each sector is a quasi-one-dimensional
element with the properties at the radial centers
of these sectors being joined, utilTzing simple radial
equilibrium at the stator and rotor exits.
e) Seml-perfect gas properties (gas con-
stant and specific heat ratio) are assumed and are
input at the entrance and exit of each blade row.
Provision Tsalso made to simulate changes in gas
flow rates at the entral_ce and exff of each blade
row. Energy balance effects are simulated by
changing the values of the gas constant and specific
heat ratio.
f) The turbine geometry may be either
_nput as a passagedistributed area (SPA and RPA)*
or as effective exit vector flow angles (SDEA and
RDEA). The assumption that the effective exit flow
angles are approximately equal to Ihe design blade
exit angles is usually valid. Mandatory inputs are
the diameters of the root (DR) and tip (DT) for the
entrance and exit of each blade row and the stator
and rotor design inlet angles (SDIA and RDIA) for
each of the radial sectors.
g) Even though there are two subroutines
(L_SS 1 and L_SS 2) which are capable of cal-
culating lasses by a total pressure lass coefficient
method, the values for the coefficients of the series
expansion are not generally known. (See page 11 of
NASA CR-71 0.) The standard method is to input
the values of optimum recovery coefficients for
stator and rotor (SREC and RREC) together with
exponents to be used in the event of both negative
and posTtlve (EXPN and EXPP) incidence. (See page
10 of NASA CR-710 for equations used.)
*by James D. Milton, Doctoral Candldate-Nuclear
Engineering, University of Cincinnati
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* Nomenclature defined in Section 2.3.3 of this
report.
h) Separate cases may be run for various
turbine speeds by merely changing the RPM and
indicating that is a change case (STGCH = 0.0).
i) The FORTRAN IV code calculates a
performance map for the case of a given turbine at
a particular RPM by in effect varying the exit
back pressure. The output for each "iteration" (i.e.,
value of back pressure) gives flow rates, velocities,
flow angles, temperatures, pressures, densities,
Mach numbers, efficlencles, and work done both for
an overall stage output and also row-by-row output
for each of the radial sectors. An exact choke point
is found during the calculation of the performance
map and the turbine back-pressure is effectively
further reduced until the discharge annulus area is
choked at the pitchline sector (assuming AACS =
1.0). A single performance point can be obtained
by simply setting all pressure ratio increments
(DELC, DELL, and DELA) to zero. This is the usual
case when fixed operating conditions are known at
design.
j) The gas flow at the entrance to the
first stator is assumed to have uniform radial tem-
perature, pressure, and velocity. The flow is further
assumedto be exactly aligned with the turbine
axial direction (i.e., no tangential velocity com-
ponent).
• Modifications to Code
As stated previously, as orlglnally programmed
the code was principally intended for analysis of
JP-4 burning, air breathing jet engines. Internal to
the code is a subroutine for calculating the thermo-
dynamic properties of reacted JP-4-air mixtures.
It also had a capability to input thermodynamic
properties which was extended as required by the
method used in determining the performance of wet
vapor turbines. It was declded that the thermo-
dynamic properties fore and aft of each blade row
would be inputted in terms of representative values
for the particular working fluid and its state. The
variables to be input would be the ratio of specific
heats at constant pressure to that at constant volume
and Boyles and Charles law gas constant. The
internals of the program are then used to calculate
effective specific heat and various other effective
thermodynamic properties.
The following modifications were made in
the code:
1) Wherever the Boyles and Charles gas
law constant RG appeared in the code, it was re-
placed by a two-dimensional variable RV (I,K)
with proper choice of axial blade position I and
stage number K to correspond to the location in
the turbine for which the calculation is being per-
formed.
2) A change was made in the input
NAMELIST format to allow reading in of a variable
RV. Also a modification was made to read in ref-
erence values for the gas constant, temperature,
pressure, and specific heat ratio all at standard sea
level conditions. Formerly the code contained
these values for air internally in a DATA statement.
But since gases other than air will be used, it was
thought useful to include a capability for inputting
these values for each case rather than requiring a
recompilatlon whenever a different working fluid
was used.
3) The output was expanded to print out
the values for the flow, y (ratio of specific heats),
gas constant, and RWG (the ratio of the flow at a
particular station to turbine inlet flow). To insure
that these variables were being properly handled
within the code, decreasing values of y, RV, and
RWG were fed in. The output was found to be con-
sistent after a sllght change in the logic.
4) Since values for y and RV are now fed
in for all cases, the subroutines to calculate y, RG,
and Cn, are superfluous since they would never be
calleorupon' If by inadvertently omlttlng the
inputting of y and/or RV and subsequently a sub-
routine for calculating its value is entered, then
an error message was added which would print out
the words "SUBROUTINE ( ) HAS BEEN CALLED
UP_N" followed by a string'--'of asterTsks so that
attention would be immediately drawn to the error.
The ( ) is filled in by the name of the subroutine
belng c"_'lTaed. After the error message ts printed out,
the calculation is allowed to proceed using properties




On page 193 of NASA CR-170 the
21 PTP(I, K + I) = PTBAR (K) * ( ( TTRA (I, K)/
TTBAR (K)) ** E 3 ST2A 153
was found to be incorrect and should read:
2] PTP(I,K + I)= PTBAR (K) * (l-r2.A(l,K)/
TTBAR (K))** E 3
6)
statement:
On page 208 of NASA CR-710 the
ASOH = SQRT (GAM (I,K) * G * RG * STrS0(L) )
INST 175
was found to be incorrect and should read:
AS0H = SQRT (GAM (1, K) * G * RG * STTS0(L) )
7) Any cards from the original code which
hod to be removed rather than modified were denoted
by a comment card with the words "CARD DELETED"
followed by a string of asterisks.
8) As an aid in debugging a computer run,
an option was added to allow the printout of when
entryor exlt was made from each subroutine.
This enables the user to examine the program logic
as an aid in determining where discrepancies occur.
This option is not recommended for other than de -
bugging runs since a large amount of output results.
2.3.3 Nomenclature for Input and Output of
Modified Code
• Input Definitions *
1) "TRUE" or "FALSE" card depending
on whether or not a listing of when an entrance and
exit is made from each subroutine is desired. This
card is input only once per case.
2) Two heading cards of 60 characters
each inputted only once per case.






























Flog IndlcotJng wbetho+ folfowing dloto is few the
b<.lc co_* (I.0) o+ _ a dmnge ¢o** (0.0)
T_blne inlet total tlml_o,ure °R
Tucbine inlet total premure Ixlo
Water to air ratio (not used in modified code); _-
shc_ld be input as 0,0
Fuel to alr ratio (not used tn modifi_l code);
Ihould be inpu, as 0.0
Pitohline L_t_ssute ratio (total to static) actou first ---
stotor for 0 calculation. This ratio is Incremented
by DELC, DELL, at DELA to+ next calculation
First try at Increment to P1Y$ _-
Incrlment to PTI_ ofte_ firs, stole" _ critical flow _-
and also when choke Iteration Is complete
Increment to Pl"PS when lost rotor Is choked
Number of stages In turbine (_ maximum) --
Number of radial lecto<s (6 maximum) _-
Exponent of casine term for negetlve incidence used In ---
calculating an inlet recovery factor (see poge I0 of
Reference 1}
Exponent of cosine term for positive incidence u4ed _n -_
¢olculoting an inlet recovery factor (s_le page 10 Of
Reference 1)
Profile averog|ng fork (either 0.0, 1.0, of 2.0); gives the --
next stage inlet c_tdttlons foe el,her: un;foem (0.0) at ,1_1
OVllrOge value Or the Ixecedlng stage, or the rodlal te¢lOr
profiles (1.0) of _'essure and temperate. Of the preceding
stage, or a third a_at;cmwhich keeps the ex;, total tem-
perature radial profile and "lmooths" (2.0) ,he Ix1, to,el
pressure p_ofiJe from ,he Feecedlng st_e
Stage |oil ;ndicato_ (0.0 means thor recovery, efficiency,
and Row coefficlent$ are inputed for each tioga; 1.0
means that Ihey ore input.el only once and are oBumed
cons,on, t_roug_out the turbine)
D;schorge annulus area choke stop which is the maximum ---
limit for the tueb;ne exlt axial Moth numbe_ at the pitch-
line _ecloe. Thls code will cant;hue to decrease the beck
pressbee untiI this limit ;s reached (olsum;n 9 DELC, DELL t
,)nd DELA f 0.0)
Turbine speed RPM
Vector d_ogrom inters'age output (elthor 0.0 for overall -_ +
stage perfc_'mance output Only Of 1.0 forrow-by-row
_ctor pefforr_o_ce in o&:litlon to overall stage output
I_intout)
cons,on, at sea level standard camdh_ons
Standard ,empera,u_e at sea level = 518.6_8
Standard p_essure a, _o level = 14.696
Specific heat ratla at sea level standard camd|t|ons
0.0 ;f more stage data to follow; 1.0 ;f last stage data --.
has been read In
0.0 ;f moee cases to follow; 1.0 if all data for all c,:m. ---
has been Input
Percent station hoigh, d;ttribut;on (example: if 5 equal --





" Refer 1o Standard Oplla_ Input S_et (page 11).
*" Mutt be input every time new stage data ts re<_ in.
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4) Axial station input for each stage
(stations 0, 1, 1A, 2, and 2A)
Code Name OefinitI. a_on A.kHv'b
RG G_ co_spo_t h _b/'}b oR
GAMG Sdec_flc heat mtlo
DR 0|ometer of root oe hub of turbine in
DT O;_etel" of tip of turbine in
RWG Ratio of ttatlcm flow to I_bine _nlet now _-
5) Starer radial distributions for each
stage (hub to tip sectors)
Code Name Oe f_.nifion Unl_s
SDIA STOTOqdesign inlet _gle (o from oxts}
SDIEA $totoq iffectJ_e exit flow oe_gie -- d_auld _oi' be t ° from axi_)
input if SPA _s input
SEEC $tot_" optimum recovlry coefflciant (_lropt) ---
SETA Seater efficiency colffi¢l_t (_l) ---
SCF Staler flo_ coefflcie_t (Ch_ ---
SPA $TOTO_pasloge mea pet _It height -- should not in2/_n
ha1_nput if SDIEA is input
SESTH * STOTOfrotlo of exit btade height to t_oat height ---
6) Rotor radial distributions for each stage





Start All Input Cords in Column 2





TTIN= IPTIN = ,WAIR=
PTPS= ,DELC= ,DELL=
STG = ,SECT= ,EXPN=
PAF = ,SLI = ,AACS=
VCTD= ,RSL = ,TSL=
GAMSL = ,ENDSTG" ,ENDJ_)B =
INLET RADIAL PROFILE
AXIAL STATIONS














































ENDSTG=I,0 IF LAST CASE
ENDJ_B=I.0 IF LAST STAGE
Code N_ne (_fln;t;_ U_ltLI
RDIA Rotor deslg_ inlet male (o f_om ¢_ls)
R(_A Rotor effective exit flOW a_gJ_ _ n_i'_auldnot be ( ° haen oxlsl
1_ ;! RPA i_ input
RREC Rotor _ptlmuen recc_v_ry coefficient ('q ) ---
opt
RETA Rot_ efficiency coeff_¢i_nt (_r) -_
RCF Roh>r flow coefNctont (Cfr) ---
RFA Refit pa_._g_ _e_ per _,nlt height -- I_o_ld not be in2/_n
lnl_t if DI_EA i_ input
RT_ Retest test Fa_tor _d to rep_el_nt the non*unlfo._m ---
w_k extroctTon due to blode er_deffects
RERTH ° Rotor ratio of exit blade height to throa_ height ---
* Only a single valu_ is _put.
• Output Definitions
1) Station Nomenclature
The axial station numbers (0, 1, 1A, 2, and





Inthe stage and overall performance output
printout several parameters are given in terms of
the equivalent parameter referenced to standard
sea level conditions. This provides a common bas|s
for comparison of performance maps for different
turbine cases.















Rotor inter incldence angle at pitchl;ne
o
Next stage stotoe inlet gas angle at pltchl;ne
o
Rot_ root t_ning angle
Statoe exlt Mach number at pltchl_ne ---
Statoe exit Moch number at real
Rotor inlet relative Moc_ number at pitchl;ne ---
Rotor inlet relative Mach number at root
Rotor e_lt relative Mach numbe, at pltchtine -w
Rotor e_it relative Mach number at tip w
Stage eq_ivelent energy, c_rectnd to standard BTU/Ib
inlet critical conditionl
Stage equivalent speed, corrected to standard RPM
inlet critical conditians






































Stage average Inlet total lemperat_e °R
Stage average Thief total pressure mia
Stage inlet total weight flow Ib/se¢
Stage enthatpy drop {energy gasper} BTU/Ib
Stage corrected weight flow function (/b/sac) (°R/psia) 1/2
Stage er,ergy function BTU/Ib OR
Stage ¢oerected speed RPM/{°R) |/2
Stage total to total efficfency --
Stage total to stoHc efficiency -=-
Stage total to axial total efficiency _-
States total to static pfegure ratio at pitohHne -=-
Stage average total to total pressure ratio ---
Stage average total to pTtchHne stotic ---
peeuure rotlo
Roto¢ exit relatlve total to static pressure ratio ---
at p;tchline
Stage average total to total temperature rotio ---
Rotor inlet pitc}ll;ne relative total to stage ---
inlet average total temperature ratto
Starer exit total weight flow |b/sac
Rotor inlet static pressure at p;tchflne psla
Rotor inlet retotlve total temperature at p;tchl;ne OR
Rotor inlet relative total pressure at p;tchl;ne psla
Rotor inlet total weight flow fb/sec
Rotor exit static pressure at pitchfine psla
Stage exit average total temperature OR
Stage exl"t average total pressure plia
Rotor exit total we;ghl flow _ Ib/sec
Next stage stotor inlet total weight flow Ib/sec
W_ee_ speed to ise ntropi¢ veloclty ratio at ---
pitchline
Root wheel Ipeed to pitchl;ne itentropic ---
veloclty ratio
Kinetic emergy loading parameter at pitcl_line _ ---
K;netlc energy loading parameter a! root ---
Reaction ratio at pitchllne -_
Reaction rotlo at root _--
Starer inlet gas angle at pitchline o
Stator inlet ;ncidence angle at pitchl;ne o
Roto_ inlet gas angle at pitchtlne o



























Ors<all klnetlc energy Ioodlng parameter ---
at p_tchfine
Ova'all klnetic energy loodlng parameter al foo_ --
Overall _m_hoIpy drop (en.rgy output) BTU/Ih
Turbine ;n_et c_'rectnd weight flow f_ctlon (Ib/te¢) _R/pt;a) 1/2
Turbine inlet corrected speed RPh_/(°R) I/2
Overall e_e, gy f_ctlcm BTU/Ib oR
Overall average total prlmure ratlo ---
Overall total to static peestu_e raHo at phcht;ne ---
Overall total to ax;at total p,-essure ratio ---
at pitchtIne
Overall total to tOtal efFlc;ency "_
Overall tOtal to static eff;c;ency *'"
Overall total tO axial tOtal efficiency -_
Turbine inlet equivalent flow-_peed p_rometer lb/sac2
Turbine inlet equivalent speed, corrected to RPM
standard inlet critical conditions
Overall equivalent energy, corrected tO BTU/Ib
standard inlet critical conditlons
Inter-Stage Radial Sector Performance
Deflnit;on U_lt_
D;ometar oF mid-points of rod;el sectors at in
statae ;hies
Total temperature at stotm inlet OR
Total pressure at stator inlet ps|a
Got angle (with respect to axial dffectlcm) •
at stator inlet
Incidence angle at Stotoe inlet o
Gas velocity (composed of tangential and axial ft/$ec
camponmnts) at stotor inlet
Tangent;a_ gas veloclty at Itotor inlet ft/sec



















































Static temperature at stator inlet OR
Static pressure at stotor inlet psia
Static density at $tator i.let Ib/Ft3
/v_och number at statar inlet ---
Specific heat at constant pressure at BTU/Ib OR
station inlet
Gas collstaet at stalin inlet ft Ib/lb OR
Ratio of _0eclflc heats at ttatce inlet --
Ratio of st=tim flow to turbine Inlet flow ---
_y definition thl| mutt be 1.0 at the first
stat=r inlet of turbine)
Weight flow at stotor inlet Ib/se¢
Diameter of mid-points of radial sectors In
cff stotoe exit
a
Gas angle (with req_lct to axial direcHon)
at stator exit
o
C,qs tvmlng angle (% + a I )
Ge_ velocity (composed of tangential and ft/sec
axial components (at stata¢ exit
Tangential got velocity at stator exit ft/$ec
Axial got velocity at ttata¢ exlt ft/te¢
Static tamperafure at stator exit oR
Statlc pre_tute at stata¢ exit I_la
Static density at stator exit Ib/ft3
Moch number at stator exlt ""
Zweifel I:_rometm, incompressible -"
Statof pressure coefficient, incompretstble ---
Specific heat at constant pressure at statar exit gTU/Ib OR
Gas con!font at stator exit ft Ib,/Ib OR
Ratio of specific heatS at sfotor exlt "--
Ratio of sit=toe exlt Flow to turbine inlet Flow "'-
Weight Flow at stat=r exlt lb/sec
Diameter of mid-points of radial sectors at in
rGot inlet
ReJatlve total pressure at rotor inlet p1_la
Relative total temperature at rotor inlet OR
o
Relatlve _ angle at rotor inlet
Incidence angle at rotor inlet o
Relative gas velocity at rotor _nJet ft/sec
Relative gas tangential velocity at rotor inlet ft/sec
Relotlve Mach number of _oto¢ _nlet ---
V_eJ speed at rotor inlet ft/se¢
Static pressure at rotor inlet psio
Static temperature at rotaq inlet oR
Specific heat at constant pre_ure atrotar inlet BTU/Ib OR
C'O$ constant at rotor inlet ft Ib/Ib OR
Ratio of speclfl¢ heats at rotor inlet ---
Ratio of rotae Inlet Flow to turbine inlet flaw ---
Weight Flow at rotor inlet Ib/sec
D;ometer$ of told-points of radial sectors in
at rotor exit
Relative total pressure at rotor exlt I_la
Relative total temperotuee at rotor exlt OR
o
Relative gas angle at rotor exit
Gas turning angle ( _IA + _2 ) O
Relative gel velocity at rotor exit ft/sec
Definition Units
RU 2 Relatlve tangential gas veloclty at roto_ exlt h/sea
MR 2 Relative Mach number at rotor exlt ---
U 2 Wheel speed at rotor exlt Fl/SeC
RX Reaction ---
DELH Entholpy drop (energy output) BTU/lb
PSI P Kinetic energy loading parameter in
ETA TT Total to total efficiency ---
ETA TS Total to static efficiency ---
ETA AT Total to axial total efficiency ---
ZWI INC Zweifel parameter, incompressible ---
CP R Rotor pressure coefficient, incompressible ---
PS 2 Static pressure at rotor exit psla
TS 2 StaHc temperature at rotor exit OR
CP 2 Specific heat at constant pee.ureat rotor exit BTU/Ib OR
RG 2 Gas constant at rotor exlt ft Ib/Ib OR
GAMG 2 Ratio of specific heats at rotor exit ---
RWG 2 Ratio of rotor exit flow to turblne inlet Flow ---
WG 2 Weight flow at rotoe exit Ib/sec
PT 2A Total pressure at inlet to next statoe psia
TT 2A Total ternperatuee at inlet to next stator OR
V 2A Gas velocity (composed of tangant;al and axial Ft/sec
components) at inlet to next st=toe
VU 2A Tangential gas velocity at inlet to next stator Ft/sec
ALPHA 2A Gas angle (with respect to oxlal direction) at o
inlet to next stator
MF 2A Axial /_och number at inlet to next stator ---
VZ 2A Axial gas velocity at inlet to next statoe ft/sec
TS 2A Static temperature at inlet to next stator OR
PS 2A Static pressure at Inlet to next stator psia
DENS 2A Static dtmslty at inlet to next ltator Ib/ft 3
M 2A Moch number at inlet to next stator ---
CP 2A Specific heat at constant pressure at inlet BTU/Ib oR
to next stator
RG 2A Gas constant at inlet to next stator ft Ib/lb OR
GAMG 2A Rotio of specific heats at inlet to next Itator ---
RWG 2A Ratio of flow at thief to next stotor to turbine ---
inlet flow
WG 2A Weight flow at inlet to next statoe Ib/sec
2.3.4 Method for Calculation of Modified Para-
meters for Wet Vapor Turbines
• Assumptions Used and Development of Equations
for Modified Parameters
In wet vapor turbines since there exists two
distinct phases (gas and liquid), the usual ideal
thermodynamic relationships which are valid for gas
turbines are not directly applicable. The approach
used to determine the performance of wet vapor
turbines involved making a minimum of changes in
the code but required modifying the input data
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appropriately to closely simulate the thermo-
dynamic processes of a turbine operating within the
saturation dome of a T-S (temperature entropy)
diagram. The following method was derived and
gives good agreement with the results from the
WSD 2-D code as run by Fentress (2).
In order to arrive at a consistent set of
relatively simple relationships, the following assump-
tions were made:
1) The inlet hub and tip diameters for a
given blade row are assumed equal to the exit hub
and tip diameters from the preceding blade row.
The same assumption holds true for the modified
y*, _*, and R*. The superscript * indicates that it
is a modified value for specific heat ratio, blade
efficiency, and gas constant.
2) All inefficiencies are assumed to be
lumped into the single blade efficiency parameter
_*. This includes such items as incidence and exit
losses and flow coefficients. Consequently EXPP =
EXPN = 0.0, SREC = RREC = 1.0, SCF = RCF = 1.0,
RTF = 1.0, and SESTH = RERTH = 1.0. The defln_-
tions of these computer code terms may be found in
Section 2.3.3.
3) The exit gas flow angle from each
blade row is taken to be equal to the exit blade
angle. Therefore, actual blade exit angles (SDEA
and RDEA) are input rather than distributed passage
areas (SPA and RPA).
4) Since all energy changes are accounted
for in the calculation of the modified parameters,
there is no need to take into consideration
the decrease in the gas flow rate due to condensa-
tion effects° Consequently RWG = 1.0.
5) Radial variations in y*,_*, and R*
are assumed to be negligible.
In applying the following formulae to de-
termine the modified values of R*, y*, ands*, care
must be exercised to obtain the proper relative
velocity either entering or leaving a blade row.
See Figure 2o3-1 for clarlflcaHon of the station
terminology used in the example potassium turbine.
v o
STATIOI_ 0 -- -- -- t
__ __v_ 5TIt ST_,TOI
STATION 1 -- -- -- V VI_
; 5TH ROTOR
STATION 2 ......... _U 2
V 7 /
S_ATrON ;'_,_0 ....... J'Vz" = V0
_..._.__ 6TH STATOe
STATION I .... v_
6TH _OTOR
Rgure 2.3-1 Axial Station Velocity Nomenclature
The initial values for static temperatures, pressures,
specific volumes, and velocities are obtained from
previous 1-D calculations. Definitions of the no,
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DR0 = DR2A (21)
D_0 : DT2A (22)














PS2A LTs2A / (27)
, _ i (28)
Yl 2g R_' (TTOg - TSII
TT0g - TSI
TTOg E - k PTOg / Y'--_IJ
The remainder of the expressions for the modified
parameters for the rest of the sixth stage are the
same as those in Equations (8) through (20). For
turbines with more than two stages, the same re-
lationships are repeated for each succeeding stage.
Since there is a significant amount of hand calcula-
tions involved in obtaining the modified parameters,
a small computer program could be written to punch
out these values in a format compatible with the
input to the modified NASA turbine code.
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• Nomenclature Used in Calculation of Modified
Parameters
Symbol Definition UnTt Ls
OR Root d;omQter Tn
DT T;p d;ameler in
g Gfavltot;onol occeleraHon (32.2) if/see 2
P$ Statl¢ prmssure psia
PT Topoi p'e_su_e psla
PTPS Tglol-to-s_atT¢ pressure ratio ocross f;rst storor --*
R Gas conJlant ft/°R
T$ Stoti¢ lemperoture aR
TT Total _empelature aR
U W_,*el _pe_d h/see
V Gas velocity ft/lec
v S Sp*cirl¢ volvme fl3/Ib
• Rat;o of _pecif;¢ heats -°°
11 Ovlralf effect;re blod_ efficiency ---
2) The code could be changed so as to
iterate to a desired exit pressure condiHon auto-
matTcally by comparing the average turbine exit
total pressure with that desired. If the difference
between the exit total pressureswere not within some
given tolerance, the first stotor pressure ratio PTPS
would be adjusted accordingly.
3) Non-uniform turbine inlet radial
distributions in pressure, temperature, and velocity
could be achieved by inputting such quantities.
The assumption in the code as presently program-
med is that the inlet radial distributions are unT-
form.
2.3.6
2.3.5 POSSIBLE FUTURE MODIFICATIONS TO
CODE I.
1) With the advent of the CDC 6600 com-
puter and its 65 K core (as compared to the IBM
7094 and its core of 32 K), it is possible to expand
the maximum number of radial sectors to greater
than 6 and the maximum number of stages to exceed 2o
8. Of course computer run times would be longer
and a different method of printing out data would
have to be used.
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APPENDICES TO SECTION 2.3
APPENDIX 2.3 A
SAMPLE PROBLEMS ILLUSTRATING USE OF CODE
2.3 A-1 NASA Reference Two-Stage Gas Turbine
(5 Radial Sectors)
1. Comparison of Results
The sample problem given in NASA
CR-710 was run both on the IBM 7094 (11)and CDC
6600 computer. The data output from both machines
was in exact agreement to at least the sixth sTgni-
f[cant figure. The minor discrepancies noted were
thought to be due to the difference in the number
of significant places carried in the respective
machines, It was found that the sample problem
data output given in NASA CR-710 did not exactly
correspond to that report's data input. When the
data input was appropriately changed, the subsequent
output was Tn substantial agreement (at least to the
fourth significant place) with that given in NASA
CR-710. No explanation can be given at this time
as to why there was not agreement to at least the
sixth place. But it is felt that the agreement is more
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STA. 0 STA. I STA,IA STA. d sTA.2A
53.35q 53.350 53.350 53.350 53.350
1-400 1._00 1.4o0 1,600 1.400
19.110 lq.llo 1_.q_9 18.606 1B./o5
2_,000 2_.900 Z_.I_I 28.7fl6 28._q5











0.000 0.000 0.000 0._00
0.000 0.000 0,000 0,000
].000 1.000 1.000 1.00_
•_I_0 .9_0 ,qRO ,_70
• 977 ,977 .977 ,977













_I_= 50,600 _._00 3H.lO0 30.200 20.900 0.000
_t)E_ 0.000 0.000 0.000 0.000 0.000 0.000
n_EC= 1.000 1,000 1.0o0 l.oflo 1.0o0 0.000
_TAa .919 .9_6 ,966 .946 ._19 0.000
RCF= ,g_h .q_O ,gso .gso .950 0.000
_P_= 33.4hR 3_.3%_ 38.97_ 61.280 63.008 O.O00




ST_, 0 STA. I STA.Ia STA. _ sTA.?A
53.35_ 53.350 53.350 53.350 53.350
I._O_ l.,,O0 1._00 I._00 l._O0
• 1_._65 17._14 17.673 17.110 17.110
2_.R_5 29.296 29.637 30.000 30.000





























2P,_00 20.200 18.300 16,600
0.000 0.000 0,0(10 O,O00
1.000 1.000 |,000 I.U00
• gRO .9_0 .980 .g70
• 925 ,925 .925 .Y25
36.U55 43.485 50.765 58.240
Rt)ToH RADIAL OISTNIHUTIONS
26._00 16,100 4.600 -6.100
0.000 0.000 0.000 O.O00
I.O00 ].000 1.000 1,000
• 946 .9_6 .9_6 .919
• qO0 .900 .qo0 .gO0
48.150 52,350 55.750 58,550














3. Lislh,g of Doto Output
NASA TURIjINE COMPUTER FRDGNM|
KAS_ ThO STAGE h[FE_EI_CE TU_I_E









































































3. Output Data (car, Hnued)
ALPHA _A 20.327 -9,_9
DnETA n 116.216 B6.33B
1 .83798 .6_215
vl _l 1.01118 °78439
_R IA ,47064 .3516h
"RI_ RT .691_1 .5N43_
MR 2 ,6406R ,52_/7
_R2 TIP ,697B7 ,61_6
E/TH CP 16,_72 9,6_2
N/RTH CR 4339.3 465t.2
bnIMCRE/C 43.4_0 6_._4
OVERALL PERFORMA_zCE
PSI P .77717 PSI H 1.32335
• _T/P 67,3)q51 _/_T 1_0,53189
PTO/PT_A_ P,_9_9] PTO/PS¢ 2.¢9R47
ETA TT .g_700 [TATS .86213
_NE/60C 3141.6¢1 NINTH CR 4339.3P9
hASA IUn_INE COWFUTER PI_0GRA_
_ASA T_O STA(E REI'ERENCE TURHI_E









STe 0 S_ATO_ INLET ST_E 1,
Olt_ 0 |9,q99 _I.777 _3,555 _5.333 27,111
Tl _ 700,0 70D,u )00,0 7_0.0 700,0
PT 0 17,_0 17,14u 17,1_0 17,]_0 lT, I_O
_LPHA 0 0.000 O.00O _,000 O.000 0.000
I sTAI0_ O.O00 0.O0U 0.000 0,000 0,000
v 0 799,_3 2_q,463 Z9S._63 299,_b3 299,_b3
Vo 0 0._00 0,000 O.O00 0,000 0.000
VZ 0 2q9,_63 _9_.463 _9_._63 299.463 2q_,463
TS 0 69P.b 692,b e92,5 6q2.5 b92,5
PS 0 l_,_0g le,b09 Ie.509 16.509 lb,50_
f)tNS 0 ,06_3w ,06_3_ ,U6_34 .0_34 ,06_34
0 ._3_13 ,_3713 ,_32|3 ,23P13 ,23213
CP 0 ._3996 .2399b .¢399b ,_996 ,2399b
RG 0 53.350 53,350 53,350 53.350 53,350
G_MG 0 l,_O000 ],¢0000 1,40000 l*_O000 1.40000
_ 0 1.00_00 1.00o0o 1.0000n 1.00000 1.00000
w(_ 0 _.5Rq35 7,70_6b 8,E0273 9.7,081 10.737|2 43.6|168
STA I SIAToR EXIT
filA_ I lq,ggg 2|,777 23,555 25.333 PT,Ill
AL_ ] 69._39 61,9_0 ((.303 64,911 63,3bq
uEL _ kq*_3g 67._0 6_,303 b4o91| 63,359
v I li_7,g72 |nBO,ZO_ |0}1,72b 95_.148 8g5o217
vb 1 Io75.5_g 1001.175 931.914 Ab4.123 8o0,175
VZ I _0l._gl 405.6Q? 40_,02b 40_.586 401,413
IS I 59C.3 602,9 el3,U 6?_,2 633,3
PSI 9.25Z lo,04b IQ.?I2 11.379 11.93_
_LNS 1 .0_730 ,04_9_ .0_711 ,04q_O ,05087
l ,qb38_ ,_97_3 ,E3798 ,7790_ .72567
ZWI INC -,6_502 -,E9(:_5 -,13b03 -,TAA0_ -.8015g
CP S .93195 ,9231_ .S|342 .9_150 ,8BB|O
CP 1 ._399fi ._3q9b ,_3g96 ,_996 .23996
R_ ! 53.350 53.350 53.350 53.350 53.350
GAMG } 1.40000 ],40000 1,40000 1.4_000 1.40000
_wG I l.O000O 1.00000 1,00000 l,Ono00 l.OOOo0




3. Outpu! Da)a (conHnued)
hASA TU_B|_E COvPUTE _ PnOGnA_
kASA T_O ST_C ;_EFEPE_CE TURulhE




sat |a _CtC_ [_CCt STAGE 1,
O|AM lA 19,e85 21,721 23°355
pTR It ll.q<_4 17.251 1_,_78
TTR |a 637,Z 639.& _42.0
AETA 1A _8,_5 53.18_ ¢e,33 b
ROTOR 8.C85 _,288 _,235
R 11 75_,J02 656,Y63 5T_,03_
RU IA _*_,2_3 525,959 413,_10
_n IA ,63340 ,5_56_ ,47U6_
U 11 t37.*07 477.155 5|E,10_
P5 /1 9,225 ln,0_7 10.770
TS IA 589._ 603.3 flA,7
CP It .239g_ ,2399b ._399b
_G It 53,350 53.35u 53,350
GAvO _1 |,_0000 I,_OUO0 l,_O000
a_G 11 I,O000U l,OuO0_ l,O0000
STA 2 RCTCR E_lr
nlAv 2 19._3b 21,_95 E3,b55
TTO 2 b3E,S _38,_ _42.0
_Eti 2 $7.531 5P.529 5_.379
UBET¢ 116,El6 111,817 10_,115
2 700,_U 738.9A_ 76_,765
n_. 2 _90.b3_ 63_.922 65e.t73
,o 2 ,S8_|2 ,61_t .etOt8
U _ _7._00 _72.80_ 51e.10_
_X -,_0_02 .||b99 .clq2O
DEL_ ?1._13 22,139 2c. IR2
PSi P _,90236 2._370 2,U6895
ETA TT ,91_1_ .9_lfl_ ,_451_
EIA TS .g05g6 ._2bR1 .E3127
E_A AT .8_]9 ,q2233 ._2980
Z*l INC -),85_6 -I,61317 -1,q2033
C_ R -.16_35 ,2095_ ._051
P_ 2 9,277 9.29_ S.31_
TS 2 59_.7 5_3,3 _93,3
C_ 2 ,239q6 .23995 ,<3995
n_ 2 53.?b0 52,350 5_.350
n_ 2 l._n_00 1._C000 I._0000
m_ 2 1.00n00 i.n000V 1.00_00
_r+ 2 _,99_15 7._SU2b 8,/3519
TT 2A 609.b _97.7 607.b
V 2t 4_2,1_8 40_.59_ _O_.G7_
vu 2A 15_,n_J 159,53_ 14C.0|9
A_PhA 21 26,n_0 22.9_Y 20,327
_F 2A ,3067_ .3133_ ,3l_3_
IS 2_ 506._ 59_.0 59t,0
PS 2_ 9._0_ q,33_ _,355
DF'.S 2_ .0_/13 ,_Z_I ,G_Z51
2_ .33_9_ ,3_032 ,33736
CP _ ,23q_b .P3_b ._39gb
_ 2c _3.350 53.350 53.350
_vq 2t 1,40U00 l._000O 1,_0000
_G _ 1.00000 1.00000 I.Q0000



























































3. Outp,;_ Dora (c:_l,nue_J)
hAS._ IU:;JI_.E COF'FUTER proG_Ap,
_,_.$A T_O sTAGE REF_r_EhCE TURLIZr, E
1,0'0 50t, l -(_ OLG. LOSS P_Cf ILE ,g8 , gto6,
C._5E 1, 0
Ie_TFA"ST AC£ PERF C,R_.:ANCE
,972
5Ta 0 STAIO_ INLET STAE£ 2,
olt, u 0 IQ,323 2]._39 25,555 25,671 _7o7&7
TT 0 60_,5 60_,5 _0_%5 6r,IJ,5 600,5
PT O ]0,120 Iu,120 lC,IpO lo,lsu 10,120
ALRWA 0 24,OH0 2_,9G9 20.327 1_,_92 15,509
l sTATOn -,9ZO ,549 ,I?7 .292 -],OgO
V 0 402,IL_8 4n6,590 C03o075 404,_07 3_s,169
V_j 0 16_.0H3 |5H.535 l_C.t)}9 ]2_!.P06 }06._59
VZ 0 967.}51 374.1b09 371.97G 3_I?.g24 3G3.670
TS 0 596.2 _.0 _94.0 5q4°2 596.5
P5 0 g.38_ g.33_ _.355 9.37_ 9.39_
DE._S 0 ,0_;13 ,0_2_I ,uGZsl ,0_25_ ,0_2_9
u 0 ,335_ ,3_032 ,33735 ,3_Pl} ,33255
C_ 0 ,_3996 .23996 ._3996 .2_996 .@3996
R@ 0 53.35_ 53.350 53.350 53.350 53.350
G_G 0 1,4O_O0 I,_0000 1._0000 1,_00 1,40060
Pw_ 0 l.onooo l.OOOOu I,Ooooo l.OOnOo I,OOOOO
wG 0 6.89E15 7.85_26 u,13519 q.6_391 10.¢,5615
STA I 5TATOR EXIT
olA- I 18,_2 21,259 23,555 25,851 28,I4_
_t pH_ I 61.e51 5g.30l 51.C66 5&.670 52.23 _
PEL a 85.731 M2.250 71.3g5 73.262 67.76_
V I @5_.196 7q5.57b 74c.33g 695.126 650.70g
VU | ?A9.990 61)_.0_5 6_6._15 567. III 51_.39_
VZ _ 40_.665 406.1_ _05.742 _0]°g78 3gS.5]_
TS I 548.0 555._ 562.1 5_.3 573,2
PS 1 6.g3_ 7.321 1.62_ 7.q26 8._5_
OEN5 _ .03'*]5 ._355S .E3_61 .0_765 .03_|
w | .7425g .6@S39 .t4215 .5Q_ .5544i
_hl INC -1.0373_ -1._q_6 _ -1.1315 a -1.1¢.R54 -!.]764_
CP $ ,7773_ .738fl1 .10_32 .6_2?1 .62558
CP | .2399b ._3g&6 .23996 .2_9b .2399b
_G I 53.350 53.35d 53.350 53.350 53.359
6A_G I 1,40000 I,_O00U ),_0000 1.40000 l,_O000
R_G i 1,00000 l,O000o 1,00000 l,OnOOO 1,000_0






sT_ la _CTCR IktET STAGE 2,
OTAW 1, IB._9 21,2n_ 23,555 25,908 28,26l
PT_ l_ ?,g_ _.Ib} _,343 8.600 8,871
TTQ I_ 57e,? 573,3 _7b,8 5_I08 587.b
_ETA !a _0.535 28.960 15,3_3 -.5_5 -15.815
I nuTOm 3,_35 _°060 ".757 -5.|85 -g._I5
1_ _E,_2 _57,_35 *0%,333 38o,_b3 _00,905
kU Ia 339.%26 21g.552 IO_,3ll -3.g79 -|0g,261
_ I_ ._5523 .39_2g ,_Slg6 ,3_3_ ,3&128
U }a 41_._E _5_.353 51_.}0_ 569.855 621,60b
P_ 1_ 6°_30 7,3_| 7.b59 7.970 8,209
?S lJ 5_,0 55_,E _E,9 5_q,2 574,3
CP lJ ,23_9_ ,_3996 ,<399b ,2_qgb .2399b
_G 1' 53._50 53.350 53,35_ 59.350 53,350
6aWG lm 1,_0000 :._0000 1,_0000 1._CO0 1._0000
_-5 1 = 1,00000 1._0000 l,C3000 I.Ono00 1,00000
-G I _ *.56_ 7.69021 8.T639_ g. Tqq79 I0.79383 _3.6116& TOT& L FLOw
2-52
_ASA TURdIN[ COt.FuTcR pq_GnAw
kASA T_O STAGE REFERENCE rUR_IEE
|.00 504| *B OEG. LOSS PROFILE .gB .9_b, .977 *gO*
CASE I, 0
I_Tr_-ST_G[ PERFORMANCE
STA _ _CTC_ ExiT
_TC 2 7,950 _,1_ _,3_3 R,@25 B,926
TT_ 2 57n,0 $73,0 _7b,8 5n2,3 588,7
aETA _ _5,_13 _7,_R0 4_,600 51,528 52,888
_RETJ _6,33_ 7_,_U 6_,9_3 5C,94_ 37,072
D _ _LO.eI_ 5_.390 597.[3_ 6_6.601 635.00_
O_ _ 36@._3_ 4]_,83w _59.736 50_._79 54_,256
_ 2 .4_00 ._a_03 ,52077 ,5_377 ,59b05
_ _n_,_5 _03.3_ 51_,10_ 57_.808 631.513
_ ,_27_7 ,1e0%9 ,k60S_ .3_780 ,430_7
_EL_ |I._77 1_,91u II,_52 II.307 10,570
_51 P |,7716_ 1.3Pb6_ IoC367_ ,_17 ,67_06
ETA TI ,92.9_ .9_980 ,_776 .9_C?b .B9652
ETA TS ,7T;O_ ,77551 ,15903 ,7_739 ,690]8
7.I INC -I._3_75 -1.49053 -]._ITbb -.qA_25 -.15608
C_ _ -,r)_"ll .3,059 ,53009 ,a_3_ ,65t¢/
P5 _ _._55 _.857 _,_60 6._3 6,867
_G _ 53.750 53.350 _3,35U 53,350 53.350
_,_ _ l.O_nO_ l.nO000 l.CO000 l.nno00 1,00000
w_ _ 6._17_ 7,_EO_d _,_70|9 lO.on3_5 lL,253T_
_T _A 7,33, 7,3_9 _.439 7._91 7+53t
TT _a 55_,0 5_._ _59.9 561.4 56_.4
V _ 3_R,17_ 37e,h7U 3qc,llI _0_,107 _2_,0|9
VU ?A -3_.,_I -_.565 -63.36_ -6._._29 -R5.256
AL_A 2A -_.155 -7.101 -_,299 -9,657 -11,655
_F 2a .31_?? ,32_01 ,23157 ,35076 ,35966
VZ 2_ 35_.1(.2 373,7_0 3_;,_17 _0?.308 _13,3|_
T5 _ 5_b,3 5_7,0 5_7.1 547.b 5_9,6
uS _a _,a55 a,oST _._6b 6.863 6,86t
_f_5 _a .0337_ ,n33A* ,_33n_ ,033_ .033I?
2a ,31;52 ,32853 .3_207 ,3_77 ,367?1
Co 2_ ,?Jq_ ,23Vqb ,_399b .?_995 .73995
PG 2a 53,2_U 53.35u 53,3_0 53,350 53,350
GAnG _ l._OOOg 1.40000 l,_OOO0 I._0000 J,_OOO0
_,5 _a 1.000_0 l.n_noo I.CO_.OU 1.0_000 l.co0oO
,G 2a 6.2|/2_ 7._U_d _.E1519 IO.On3_5
2.3 A-2
Sectors)
Wet-Vapor Potassium Turbine*(5 Radial
I. Calculation of Modified Parameters
Using the equations given in Section
2.3.4, the values for the modified parameters (given
in Table 2.3 A-l) were calculated by hand and used
as data input to the modified NASA turbine code.
Only the 5th and 6th stages are analyzed and cor-
respond to stages 1 and 2 in the output listing.
2. Comparison of Results from Modified
NASA Code and WSD Code
Table 2.3A-2 showsa comparison of
the results between the 1-D and 2-D codes from
WSD and the NASA code using the modified para-
meters. The total-to-static pressure ratio (PTPS)
across the first stator was adjusted until the turbine
exit conditions were identical to those obtained in
*Described in Reference (2).
_3.61|6_ TOTAL FLOw
l 1.2537_, _,3.61162 TOTA L FLOw
the Steam Divisioncodes. The modifiedparameters
were assumed to remain constant during the small
changes in PTPS. Unfortunately, a completely con-
sistent set of input data was impossible to be obtained
from either Table I or Table II of Reference (2) or
TABLE 2.3A-1
MODIFIED PARAMETERS FOR POTASSIUM
TURBINE
0 5.29 7.51 31.158 1.1825 ---
I 5.15 7.83 30.842 1.1437 0.92577
IA 5.15 7.83 30.842 1.1437 ---
2 5.04 8._B 30.689 1.16607 0.81662
2A 5.04 8.28 30.689 1.16607 ---
0 5,04 8.2B 30.689 1.16607 ---
I 4.88 8.62 30.828 1.1447 0.94752
IA 4.88 8.62 30.028 1.1447 ---
2 4.60 9.10 30.763 1.1637 0_155
2A 4.64) 9.10 30.763 1.1637 ---
P'_O= 38.828; PTPS- 1.3619
2-53
TABLE 2.3A-2





























Cek (1) Cod* _ Bib*
,.. ,.,l • Io,o
I
!






i 1.211 11.11_5. l --
]
31.51 101.154P I -*
Fih_ Skel_
1.34 ' 11.34 * 0.0
6.49 1+.49" 0.0










Code (I) Cod* (2) D;IT_mce
I,62 i 1.62" 0,0
_._(_._ I _'_"
22.04 [ 21.9&1












_I-D NASA DIt_Coo_, (1) co_ C_
1,67 1+87 * IO.O
6.75 _.,75 " 10.0
_. 32(57. 571 _7._7" I+_.+_6(0._
19+69 19.49_ 1-0. 9_0
1914 191T.9 I-0,110
5.76 5, 75951 IO.O
,-,4.32.(.-0+,1_) als(e11._) 823.0 I',O._(I.3R
- 1._95 LI+-" l--
3O.BO _o. 82_* I--
O. 94752"t --
(1} Fern lleF*r*nc* (2) Te_ In pennHmes ere _ 2-0 code. S_ hfi_ce _2)
(2_ U_ng mod;_l_l NASA Code (S rodbl I_ct_l Flcr_ aneteseel with reject t° _i°1 d_ct [_
• IndT¢ahll NASA c_ ll._Ut dale.
_i[_1',.D N.AS,A %
Cod* (11 Code (2) Dtff_ence
2.25 2.25 * 0.0
6.85 6, B5 * 0+0
_. 30(_. 9e 5_; 98 * -2+ 19_0+0)
I
16 _ 16.892 -0.047
1882 1_2.0 0.0
i s._ ] 1.7_sl o.o
; _C7_o. 61 T,_9 .4.:,7(-1. _
,.,,+ l ,.,++7 _.
















+ + , * , ,
m+m _+e tm sm sa is+ sm 1® +m 1+ +m +m ++ _ + ,m















Figure 2.3A-3 6th Rotor Exlt Jet Velocity
a combination of the two. The difference in the
2-D blade angle distribution from that used in the
1-D calculation is most likely the primary reason
that the [et velocities at the mean diameters are
not in better agreement.
Figures 2. 3A-1 and 2. 3A-2 show the
slight differences in the angles used in WSD
2-D calculations and those used as input to the
NASA code 2-D analysis. Figure 2.3A-3 shows
the good agreement between the turbine exit jet
. Dalu Input
TU_INk EO_PbIl_ P_OGnZu


















































Figure 2.3A-4 5th Stator Exit Static Pressure
velocities as calculated by both codes. In Figure
2.3A-4 there is also good agreement with the
static pressure distributions from the 5th stator exit.
It is therefore concluded that if one
performs a hand solution (or uses an appropriate
computer code) for a 1-D turbine analysis, then
this method of using modified y, R, and n parameters
wlth the NASA code will give a valid and thermo-
dynamically consistent two-dlmenslonal analysis of












































41.%n0 33,060 22,000 B,500
67,_50 _3.650 6¢,55u 65.350
l.UO0 1,000 1,000 l.O00
• _17 .811 .v, 17 ._17
I.o00 l,oo0 1.0o0 1.0o0
0.00o 0,0o0 0,o00 0.060
1.000 1.000 l.OOU |.000
$TANUA_O CPTION
"IX|A L STAI[O_5
STA. I STA,IA STA. 2 STA.2A
30.H_R 30,82_ 30,7,_3 30,7_3
I.I_5 I.]_5 I,I_4 I,I_
_._ 4,_0 A,60O 4._00
R.b?O 8,620 9.[OU 9,100






















29.700 2b.5_0 23.4G0 20.000
50.250 57,570 55,_50 5_.|50
1.000 l.O00 t.O00 l.O00
l._O0 I,UOG l.oO0 |.000
0.060 O.OT_O O._OP 0.000
RuTO_ _AOIAL OIbTRI_UT] nNS
16.000 -2,bb0 -?0.500 -35.00(_
56.100 5B,9_0 _I,450 63.E00
l.ono 1,0o0 I.O_U I,_00
.Ula ,_16 ,m16 ._16
l.O00 l,O00 1.600 I._00
O._O 9.000 0.000 0.000





















_S I _ 26,19B
TIR IA 2011,4





































































4. Output Data (continued)
RX g .20_C¢ *12_0
ALPHA G 0.O00 2bolw7
I STATO_ 0.000 "°]_3
I nOTOR ,850 I._/_
ALPwA 2A _6,_kT -b,g_l
C_ETA _ t0q,q73 _4,q_
N'R|A RT ,55o_0 ,4_4_9
MR _ o_HGh ,5_9_g
N}S_ %uRB!_E COMPUTE" PRCGR_M
TWO STIG_ POTASSIUM TU=GIhE
FIVE R_DIAL SECTORS
STAGE PEnFOU_A_CE
STAGE | sTAoE _ STAGE 3
_R2 TIP ,75376 *6_Pw3
E/TH Cn 3g.3g? ?3.?_E
STAGE
OVEraLL PFRFOR_A_cK
Y51P ,6_BC? _SI _, |,]9kOg
• PT/P _,74307 _/_T 5_7,B_A7_
PTo/PTPAP_ _,Iq_59 RTO/_5_ _,POR57
FT_ TT ,_3_|q ETA tS ,?_q_,_
_NE/60_ 7OJ,(IU? N/RIP CR ?h_7_,5_5
hASA TUGUlNE COP_UTER PROGRAw









STA }A ROTC_ ]_LET STAGE I.
OTAH lA 5.41U 5.95'_ _,a90 7.026 7.5t,_
PTR IA 29._5_ 30.037 30._7_ 31,095 31.753
TTR IA 2006._ 2008.6 _01|,6 _015.7 20_0,5
BETA IA 48,373 42.05_ 33.910 22.748 9.3_9
1 ROTOR ".477 .553 ._50 ,7_B .8_
R ]A 756,950 644.729 55E.112 479.687 433,03]
RU |A 564,3|5 431.649 30_,689 185.48_ 70,6t6
U 1= 56T.37] 623.501 67_.531 735.760 791.890
TS 1A I970.3 Iq82.3 l_9|+9 _0_1.2 _00_.6
CP IA ,315_5 ,315_5 ,31545 ,315_5 .31_5
RG lA 30.P42 30,U_ 30._ 30.8_ 30._z+_
6A_G IA ].]_370 1,1_370 1.1_370 1.1_370 1,1_370
h_G ]A I.O0000 |,00000 l.O0000 i.00000 toOO0_O
=G IA .96621 1.0615_ 1.1554_ 1.2_4_ 1.33073 5,75839
5TA _ ROTOR ExIT
OIA_ 2 5.36_ 6.0_ E.660 7.30S 7.956
PT_ _ _9.607 30.095 3C.660 3_.441 3_._9_
TT_ 2 ?00_,0 2009,1 2013,0 _018.6 2024.8
BETA 2 61.600 62.650 6_.650 64.550 65.350
UBETA ]09.q73 104,703 91.560 87,29_I 74.739
R 2 gA_.663 1002.93_ ]02_.350 1063,_7Z IlO0.bS_
RU 2 P64.391 8qo.H_o 9EI.50_ q60,o9_ 1000._36
MP 2 .65H12 ,h7166 ,e8_66 ,71198 ,7370_
II 2 561.716 6?g.575 691.433 765.291 _33.]50
OEL_ 3Z._37 32.851 33.0q_ 33.0_7 32.85_














.82775 ._321_ ,_3334 ,_n74 ,825_5
,71574 ,7295_ ,73_22 ,?_qB5 ,13Bil
,79111 ,PO46b ,e|300 ,81534 ,81%¢9
-I,34588 -l°lg69_ -I,_603_ -)g_090 -,81566
,40gT6 ,58675 ,20861 ,7q&47 ,84527
2],@23 _1°907 2|,963 22,o]q 22,050
1936°3 _g36,5 I_36, 7 |_7'(} |g37,_
,_t_92 ,27_g2 o_7692 ,2769_ ,2769_
3fl,_'_9 3h,hf_9 3U,_9 3N,_ 8L; 30,6_
_ASA _Un_hE CO_UIER p_f_u_,




STA _" STA_h_ I_LET
_1_ _ 0 5,_12
IT 0 2067,3
PT 0 38,_2_






















C p S ,B692_
C_ I .315_5








VZ 2 A _67,37g
IS 2_ 1q3_.3
_S 2A _1._23







2q07,3 2C67.3 20_.7.3 206_.3
3_._2e 3_, B2_ 3B.R28 38,L_6
n,O00 0,000 0.000 0,000
0,00_ O,O00 0.000 O,O_G
4_7,39b q_I.3gb _7,396 _7,3qb
O,O00 C,O00 0.000 0,000
_7.3gb _61.3gb _47,396 _7.396
2n51,9 2051_9 2o_.q 2051,9
36°9qi 3_. qgl 36.g9| 36*qg_
.0833_ .QB332 .ON33_ .0833_
.2_685 ._686 °2_6_0 .2B_66
,2cg_ ,25g_
31,15_ 31,158 31.168 31.lEO
1,18250 l,lbZ5u I,I_250 I,I_25_
l._OOOU I,00000 1,0_000 1,00000
1,0_15_ |,155_ I.2_ 1.33073 5,7h_39
5.g5_ e._qU 7.n2b 7.562
65.600 6_._30 6_..350 63.650
65°bGO 65,G30 66°350 63.650
llSi;,dS_ |Og_.3_T 102_.qb| 962.5_5
1055.350 g8_.319 Q21.2:'3 862.536
_7_.72g _6G°6g_ _G2.375 _27.230
1q_2,3 l_glo 9 20_1°_ 2008,A
27.0_ 2E.I q8 2g.351 30.308
,06370 ,GbbOg ,0_8 ,070 _5
.972_? .725S_ ._7_]2 .63751
-°252_2 _.16537 -.7_n_3 ".795 _7
,PSOq5 ,k31g_ ._o_3_ .7839_
.?|545 .3_5,.5 .3_ &5 .3_5_5
3_°_ 3_,h42 30. _2 30,_2
1.I_370 1,14370 I,I_310 [.I_370
l,_CO0o I,_0o00 _.OnO00 1,000o_
1,0_15_ I.&554_ 1.2_4_ 1.33073 5.ThK3g
I°16_01 1.16607 1°1_02 1,16607
l.O000d 1,00000 l,ooO00 l,O000o
I.A_939 1.I_3_2 1.2_q_ |.37g_6 5.25339
_3.556 2=,_92 23._6U 23,_73
IqE5.g Ib55.U |q£_,3 Ig55°9
5_g.6_ 50t°_7[ 49b,706 _B_._Qg
2hl°_ 22_,07_ _g_._U| 167.385
2q.552 2t,I_7 23._g_ 20.03_
,10_5_ ,_056_ ,3_95 ,307_2
_0n.77_ _50._3T _Sh.q]3 _5q.13q
_q30.5 1_3_. ? 19_I,0 1937._
21,_07 21.963 22.(_I_ 2P,{_5H
.n_3_ ._5321 .0_33_ °053&2
._5_7J .2_,_5[ .3_b0 .32721
._76q_ ,_7692 ,27_9Z ,27hgZ




4. Ou_ ;_ut F2c_o (conl'_pucc!)
F,ASA TUF,BIr_E CO;_}'UTE_ PROGf_Ap




STA 0 STAToR INLET STAEE 2,
DIA_ 0 5,3G4 &,Of2 _,6GO 7.308 7,956
TT 0 Ig57,3 lqSS.g 1_55o0 19_5,3 }g55,g
PT 0 23.655 23,566 23,492 23,_80 23,473
ALPHA 0 32,q2t) 2_,552 26,147 23 h(_l 20,030
• • •
I $TATOR ,62B -,ll,_ ",393 -.309 ,030
V 0 _5_,_!29 52q,CRO 50_,_71 496,706 488,_.q?
VU 0 302,6_I 261,24b 224,071 194,Q01 167,3E(_
VZ 0 467,379 460,772 456,_37 65b.q13 _59,139
I5 0 Iq3o,3 Ig3b,5 I_3&,7 19_7,0 1937,_
P5 0 21,P23 21,907 21,963 22,019 22,05_
DENS 0 ,0528_ ,N530_ ,05321 ,0_33_ ,053_2
0 .37293 ,35_73 ,34051 ,332G0 ,32721
CP 0 ,27Egd ,p7692 ,27692 ,27692 ,276q2
_G 0 30.689 30,GB9 30,699 30,_8g 30,6_g
GA_G 0 1,16607 1,1_607 1,16_07 1.1A_07 I,IB5_7
RwG 0 1.0o000 l,nOOO0 1.00000 1,0_000 1,00000
_G 0 ,q37|& 1,03939 1,1_3_2 1,25Q98 1,379_G
ST_ I STAToq ExiT
DIA_ i 5,25_ _,002 _,750 7.49fl 8,24b
ALPHA I 6O,gO0 59,250 51,570 5S,n50 5_,150
DEL A g3.E20 88.U02 83,717 78,941 74,180
V I g72,507 QRg.(,12 B23,0C7 758,647 707,705
VU I 849,7_g 7_4,53_ bg4,65b 627,_34 573,G32
VZ I A72,q65 454,853 441,353 425.875 _|_,479
TS I IH97,0 iq05.4 lqll,g IqI_6 1923._
PS 1 18,215 1B._5 l_,_g5 20.045 20,45 ¢)
DENS I ,04485 .Oqb4# ,fl_763 ,04_80 ,04967
" 1 ,66?65 ,60_3 ,55_t60 ,51402 ,47883
Zwl INC -I.15624 -I,17520 -1,18763 -1,IQ78_ "1,19952
CP S ,672)6 ,6_5/_9 ,61830 ,57133 ,52315
CP 1 °31340 .313_0 ,31340 ,31360 ,3|340
RG I 30._28 30.828 30,_28 30,8_0 30,82_
GAnG 1 1,14_70 1,14'_70 1,14_70 1,1_470 1,14_70
RWfi 1 1,0oooo I,O0OOo l,O0000 l,Onooo 1,00000






4. Output Data (contlnLJed)
_,^SA TU_t_INE C0PFUTER PR(%GRA_,





































5TA I STAlhR EXIT
DIAu I 5.150 h.4qO /.83U
ALPHA 1 6g.720 6_.030 60.572
UEL A A9.720 _%.030 60.672
V _ 132g.131 I0qi.327 940.553
V_ I 12_6.73_ gRq.319 8_0.011
V_ | A60.69_ _6Q.69_ 460.598
TS I |q55.5 lggl.g 2U11.3
PS] ?_.34_ 2_.19_ 30.458
DENS | .o5P12 .c)66o9 .o707o
" l .8q220 ./258_ ,_225_
Z_l INC -°65026 -./6531 -._5406
C_ S ._HeTO .83194 ._7374
C._ | .3_545 .315_b .3_545
RQ ] 30o_;_? 30.84_ 30,_4_
GA_'G ] ].|_370 |.1,370 1.1437(I
_W 'm_l 1"00000 l'oOOO0 I'00000
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2.3A-3 Wet-Vapor Potassium Turbine * (Mean
Diameter Calculation)
1. Comparison of Results
The same modified parameters given in
Table 2.3A-1 are used in the one radial sector (mean
dlameter) calculation. The results are in good agree-
ment with the 5 radial sector calculation as can be
seen by comparing the calculated parameters at the
mean diameter. In the single sector case the hub
and tip values are calculated assuming a free vortex
distribution.** There is a slight inconsistency in
the results in that P., T_, P, and M for station 0 of
the second stage are not identical to those at sta-
tion 2A of the first stage. The discrepancies are
small and thought not to be significant. At this
time there is no explanation for this anomaly.
The output format for the mean diameter case is
slightly different from that using 5 radial sectors.
2. Data Input
TURBINE





TTI_ 2067,300 PTXN= 38,BE_ WA[R= O,OOO FAIR=
PIPS= |°377 OELC = 0,000 DELL: O,OOO OELA =
STG= 2,000 SECT= 1,000 EXP,= 0,000 EXPP=
PAF= 1,000 SLI= 0,000 AACS= I,OOO RP_=
VCTD= 1,000 NSL = 37,600 TSL = I_00°000 PSi._






PCNH_ 1,000 0,000 0,000 0°000 O,CO0 0,000
*Descrlbed in Westinghouse Electric Corporation,
Astronuclear Laboratory Report WANL-PR(DD)-017,
January 1967, Contract NAS 7-390.
** Assumes a constant axial velocity component
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STA, I 5TA,IA STA. ? SIA.?A
30,H42 30,842 30,6B9 30,6_9 0,000
1,144 l,I_4 1,166 I,lb6 O,OOO
5,150 5,150 5.0_0 5,040 0,000
7°B30 7,830 B.?_O 8._eO 0,000
l,OO0 ,I,000 ],0oo 1,00o 0,000
SIATOR RADIAL DISTRIbuTIONs
PITCh TIP
0.000 0,000 0.000 O,O00 0,000
O.OOO 0,000 U,O00 0,000 0.000
0,000 0,000 0,000 0,000 0,000
0.000 0,000 0,000 O,OoO 0,000
O,UO0 0.000 0.000 0,000 O.O00
0.000 0,000 0.000 0.000 0.0o0
ROTOR RADIAL DIST[_IBUTIONS
0,000 0,000 0,000 O,O00 0,000
O.UO0 0.000 0.000 0.000 0,000
0.000 0,000 0,000 0,000 0.000
0°000 0,000 0,000 O.CO0 0,000
0.000 0.000 0,000 0,000 0,000
0.000 0,000 0.000 U,O00 0.000
0.000 0,000 0,000 0,000 0.000
STANDARO CP_ION
AXIAL STAIIONS
STA, I 5TA,I_ STA, 2 STA,2A
30._20 30,8_8 30.763 30,763
1.145 1,I¢5 1.16_ 1,164
4.8fl0 4,8_0 4.600 4,600
R,620 8,620 9.|00 9,100








0.000 o,000 0,000 0,000 0,000
O.OOO 0,0o0 o.onO 0,o00 0,000
0.o0o 0,0o0 o,fioO 0.000 0,0o0
o.00o 0,0o0 0.o0o 0.000 0.00o
0.000 0,000 0.000 0,000 0.000
0.000 0.00_ 0,000 0,000 0.000
ROTOR R_DIAL DISTRIbUTIOnS
0.000 0.000 0,000 0.000 0.000
0,000 0,000 0.000 0,000 0,000
0.000 0,000 0,000 0,000 0.000
O,OOO 0,000 0,000 0,000 0,000
0,000 0,000 0,000 0,000 0.000
o.ooo o,00o o.ooo 0.000 0.000
o.oo0 0.0o0 0,ooo 0,0o0 0,000
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3. Listing of DotcJ Output
NAS._ TUr'!_It, E CO_'PuTER PROGnLH




ST_CE I STAGE 2 sTAGE 3
TTBAR O 2067,3 ]952.6
PT_A_ C 3_,R28 23,1ET
wG 0 5.777 5.1;7




ETA TT ,03062 .H3613
ETA lS .73030 .7_533







wG I 5.777 S.?TT
TTR la 2011°_ 1920.9
PTfl |A 30.472 20.1e4
_G I_ 5,T77 5,71T
PS 2 2]._0 ]6.219
TTBAH _ IgS_.6 18_6,5
PTBAR 2 23.167 lT.h_2
wG 2 5.777 5.717
• G 2_ 5,777 5.777
UP/V! ,_S?17 ,61_/6
UR/VI .35f_3_ ._2713
PSI P ,8_299 .4_
PSI g 1.487|3 .993_2
RX P ,4_7_0 ,45539
RX R ,l_07g .lUl_7
ALPHA 0 O,OOO 28.0_2
I STATOR 0,()00 1,_Z
HETA IA 33,910 -,_O_
I ROTOR .RSO 2.651
ALPHA 2_ 28.04_ -1.6_2
O_ETA R 97.560 58.771
I .7_5B_ .S_7_b
_l RT .89220 ,73_0
,_IA RT .56669 ._1_1
_R 2 ,70R79 ,560|_
_2 TIP ._183 ,70431
E/TH C_ _0,532 25,366
Nt_TH C_ 2627_.6 27329,0
wRT_,CRE/C |._12 2.9_2
OvEf_ALL PERFORMANCE
PSI P .6BI07 PSI R 1.2S_31
.r_I/P e./650R N/_tT 5_T+B(_A74
_)o/PTBAn2 ?.2B102 PTO/PS_ 2,3q_04
£r_ TT ,83_ll ETA TS ,7_P3|













3. Outpu! Dola (conlinued)
I_ASA "fUI_BI;_E CI}_'FuTE R pROGO^_..
TWO STACE POIASSIU_ ]U_q_lc_E
flVE RADIAL SECTOH5
CASE 2. 0
|NTER-51 AGE P{"RFOR*_ANC E
$TA IA ROTC_ I_LLT STAGL 2.
DIA" IA 5.25_ 6.002 e.750 7.49_
pTR 14 I_.7H_ 20.105 2_.520 Z|.156
ITR lJ |917.0 Iq19. 8 I_2w.3 19_1.7
BETA IA 32._B 16. bAU -I.5B4 -ZO.2 TM
I ROTO_ -.452 .b_8 1.276 ._21
R |A 5Sg._b 47A.153 441.52_ 454.fllb
RU 1_ 29q.552 136.gld -l_._n_ -157.35_
_R iA ,]_|47 ,32277 ._ggAB ,36762
U |4 950,197 6_.521 70_.H50 T_5.[_8
P$ IA 18.215 18.945 l_.Ag5 20.o45
1S IA 1897.0 Iq05.4 ISII.g lqlA.6
CP la ,313a0 ,3134n .31340 ,313 _0
RG IA 30._28 30,H2_ 30.H2B 30,R2B
GANG Ia I.IW_70 1.Iw470 1.I&',70 1.14470
©-O la l.OOnO0 l.noOoo l. OoOon l.onnO0
wG 1 _ .gOgAO I._345_ 1,1577_ I._150
5Ta 2 RCTCt_ E_ll
DIA.. 2 5.050 5.950 e.HSO 7.750
PTg _ 19.669 20.069 20.600 21.390
ITn 2 19[_.5 Iq|9._ I_2b.2 19_,._
BETa 2 52,600 5_,100 5b, g80 61.450
DBET_ 84.9_8 7P,7_ 51,39fi 41.t7_
2 _82,758 7_6.blb 77_.865 _51.208
_U 2 542.393 b03.lOO 66g,33k 747.701
_g 2 .46309 .4935_ .52969 ,57B00
U 2 52R.P3_ 623,0R2 71t,330 811.577
RX .221}_3 ._397_ .4290H .51389
DELH lR.qbO l_.b gb IE, 20B 17.%19
PSI P 1.b3()20 I.Igbl9 ,E9_9_ ._.0187
EIA IT .85797 .B51Bh .E3HBH .Hi776
ETA T5 ,74297 ,7413_ ,]_943 .7n720
ETA _T ,85783 .H5155 ,e3705 ,81_I0
Zwl INC -I,4323I -1,[1]gl -.EAB_9 -.67083
C_ R ,327_4 .$7310 ,67947 .7155l
PS 2 16,_;9 I_,8R9 16,B92 16._95
T$ 2 IBR2.4 ]RBI.H Ie82.0 I_2.9
C_ 2 .2_I03 ,28103 ,_8103 .2_103
BO 2 30.763 3fl,163 3U,763 30.763
GAMG 2 I,|637u 1,16370 1.16370 |.1_370
RwG 2 1.00000 I.OO0OO 1._0000 l.OnO00
WG 2 ,863_6 ,99_54 1,13553 1.30005
PT 2A 17,F85 17,b50 |),650 17.679
IT 2A 1893,3 1_2.7 1_93.6 IHoS.M
V ?A 414.g13 405.1_ _04. B69 411.79g
vU 2a 13.559 -19.9_2 -_,996 -b3,_71
ALPHa 2_ 1.P73 -2.823 -6. 95| -B.924
MF 2A .2Rib3 ,2152t ._7Z97 .2762_
VZ 2_ 414.691 405,261 *Ol.Hg4 406._1_
15 2_ 1882.4 IHel.u 1t82,0 1H_2,9
PS 24 16.PH9 l_. 8_ 16._92 16._95
DE_S 2a .04200 .0_201 .0_701 .04200
M 2= ,2_I78 .2756| ,?7499 .27963
CP 2= .2R|03 .2_103 ._R103 .2_|03
RG 2A 30,763 3n.763 30.763 30,763
GAnG 2_ 1.16370 1.1637o 1,16370 1,1_310
R_G 2a 1.00000 I,OOOOU I.CO000 1,o_000






















































5,75839 TOTA L F_Ow
5.75639 TOTA L FLOw
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3. Output Data (conlinued)
NASA IU_I_E COPFUIER PnoGRA;_




STA IA ROTOR It.LET
DIAM 1_ 5,150 6._90
PTR IA 29,]go 30.472
TTR IA 2000.£ 2Dii.4
BETA IA 56.927 33,910
l _OTOR .291 ,g50
R IA _44.21_ 555,112
RU IA 707,428 30_,689
MR IA ,56669 ,36920
U 1A _39,306 679,631
PS IA _4,344 28,198
TS IA 1955.5 IQ91,9
CP I_ ,31545 ,315_5
RG IA 30,_42 30,842
GA_G 1_ 1,Iz. 370 I,|_370
RWG IA l,ooooo l.OOOO0
STa 2 ROTOR ExIT
DIA_ 2 5,0_0 6,660
BEIA 2 61,327 63.650
OBETA II8._54 97,560
R 2 977.999 1051,223
_U 2 _5B,070 g4_.37T
MR 2 ,65625 ,70B79
O 2 527.7B7 697,_33
RX ,21(85 .44730
DELt_ 33.8]8 33,818
PSI P 2,97392 ],78568
ETA T1 ,83062 ,83062
ETA IS ,73030 ,73030
ETA _T ,80615 .B0615
ZWI INC -I,5489T -],0603_
CP _ ,25488 ,7243|
PS 2 21.278 21,540
IS 2 192g,0 1932.4
CP _ ,27692 ,_7692
RG 2 30,689 3Q,689
GAnG 2 _,_660T _,_6607
_WG 2 1,00000 l.O0000
PT 2A 23,187 73,187
TT 2a 195_,6 1952.6
V 2_ _73.e3_ 531.067
VU 2_ 330.283 _49,9_
AL_HA 2_ 35.1_0 2_,0_2
_F 2a ,31_87 .31460
VZ _n _6g,_53 _6g,253
IS 2_ 1929.0 1932,_
PS 2_ 21.278 21,5_0
DENS 2_ ,0517_ ,_5230
2A ,3_505 .35_&_
CP _ ,27692 ,_7692
RG 2_ 30.eB9 30,689
GAnG 2A 1,]6607 1.I6007




















































3. Output Dora (confi:m_d)
NASA I'DQL_Ir_E CO_;_UTER p;]fl(i_.





ST6 0 STATQQ INLET STAEE 2,
D|A_ 0 _.fl¢0 6.66U _,2_0
II 0 195_.6 l_5_.t, I_52.h
PT O 23,1Bl 23.1137 2_,|_¢
_L.PHA 0 35,1_0 2P,042 2_,197
I STATOR 1.7|5 }.5h_ ].305
V 0 _73,_34 531.bb? 51O.b0_
V_, 0 33G.2_3 24_,g_ 201.042
VZ _ 469.253 _h9.25_ 4_9.25_I
IS 0 192¢_.8 1932._ I_33._
0 .3H_08 ._504_ ,3C213
CP 0 ,P7Eg_ ,_P_ ._7692
R6 0 30._;_9 30.6_9 3g.f.R9
GAHG O 1,16607 ]o16hO? 1,16hOT
_ 0 1.0000O l.tl0O0u 1.0000O
_Ta I SIATO;_ F_IT
^L pH_ I 6_.37_ _7.570 50.945
LIEu A lO(i,Wbg 85.blW 74.|3Z
v i 1fl73._51 ,3_.52s 711,|_6
Vl I 4_8. rs6_ 44_.0_ 44_,_6_
_S I 16,_8 lq.12_ 20,]?O
DLNS I .06213 .046R_ .0489'_
| .?3_gO ._676h ,_a]6|
CP ] .313_o ._13_u .313_0
_G I 30_P2_ _n,_2_ 30,H2_
GhMG I 1,16_7U 1,14671) 1.14470
_wG I l.O0O0O ].o000o I.COo00
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3. Output Data (cor;linued)
NASA TUn_IN E CO;'PUTER PROGram;




StA IA _OTO_ I_LET SI_GE _,
pTR la 1_.936 2n.104 2L.I_9_
TTR IA 1905.7 1920.9 lg_l,g
_ETA 11 _6,027 -,209 "3E,030
I ROTOR ._40 _.651 _,0_3
1_ 645.339 448.071 568.840
RU IA 464_433 -I,633 -350,446
_ IA ,441Ri ,30_ ,.3852_
U la 511,032 706,85_ ga_,SC4
eS lA 16,g_ l_,l_ 20,120
IS ]A 187q.2 lqO8,l 1920,_
CP lA ,3|3_ ,313_0 ,31340
RG la 30,P28 30,8_ 30,828
GAnG }e l,l_47Q 1,14470 1,14470
nWG 1_ 1.00000 1,00000 1,00000
ST_ 2 nCTc_ ExIT
OIA_ _ A.600 6,850 _.IO0
R_T_ 2 47,_ _.gAo 65.R06
UB_Ta 93,579 _e,771 _°776
2 _?_.292 82_,_53 1034,685
Au 2 463.610 705.175 g_3,T_
M_ 2 .4276_ *5_01_ ,70#31
U 2 4RI.7_0 717.330 952.949
RX ,120SO ,A5539 ._9732
OELM 19,562 ]g,56_ I_,562
PSl P l,g_ll ,965_ .56053
ETA TT ,836]3 *R3613 ,E3613
ETA TS ,72_33 .72533 .12533
ETA AT ,g3602 ,P3602 ,_3602
Zwl INC -1,9_(}35 -,88[3_ -,48_93
CP _ -.05500 .703_ ,_9775
PS 2 16.218 16,_19 1e,219
TS 2 1873,7 IA73,7 1_73,7
CP 2 ,_8103 .28103 ,_8103
RA 2 30,763 30,763 30,763
GAM_ 2 1.16370 !,16370 1,16370
RUG 2 l,O0000 l.nOOOO 1,00o0o
PT 2a 17.n_2 17.0F2 17,02_
TT 2a 1886.5 18_6.5 I_86.5
V _A 4_4,43_ 4_4,_ 4_,lao
VU 2a -18.10l -12.155 -_,15o
ALPHA 2a -2.44_ -1.64_ -l,_36
MF 2a .2A_65 .2e8_5 .2R_65
VZ 2A 424.047 424.041 _24.047
TS 2a 1873,7 1_73,7 1e73,7
PS 2a 16,218 16.219 IE,219
OEhS 2_ ,04052 ,04052 ,04052
2A ,28H_2 .28_177 ,E8072
CP 2A ,28103 ,28103 ,_8103
RG 2a 30,763 30°763 30,763
GA_G 2A 1._6370 1.16370 1,16370




The asterisks in the identification columns (73-80) indicate that the card has been changed
from the orginal listing given in NASA CR-710. Most of the changes are In format statements










































* DIHENSION CS(_)_CRI8) NTCP n25
NYCP n?_
NTCP nP7




































10000 FORuAT(Itil,39M AN ENTRY HAS BEEN _ADE Ir_ MAIN P_0GR_)
C_LL [NIT
ISC_SE=0







IF (PHEvE_) GO 10 40
IF(|C"OKE.NF,0) G0 TC 3
IF(SCRII.EO.I,} SC=SC'I,
3 CALl. STAIA






IF (P_EVLR} CO TO 40
IF (I,-_FP(I+_N))24_5,5
6 CALL. STA2A












































































































Listing oF Code _onfinued) NTCP 112
IF (I_ON_-|)_ NTCP I13
IF |ISO_N-_}8_t6 NTCP I14
WRITE(Gt|O6) NTCP I15
IF (ENDJO_-I.)I,E3,23 NTCP 116
IFi_RFLAG) wRITE(GIEO000) e,e_oeo
FGqeAI(_HI,40H AN EXII HAS BEEN MADE FggM MAIN P_0GRAI.I) ee_ec@_o
CALL EXIT e_e_a._
FOR_AT{/13X65HTHE PRE_IOUS CASE HAS BEEN TERMINATED DUE TO ERRORS NTCP lib
- C_ECK OlJ_P,) NTCP 119
STOP NTCP I20
END NTCP l_l
SUS_OUTINE I_11 INIT n_l
INIT _02
SUBk_0UIINE FOR INITIALIZ_TION OF INPUT _ATA IN!T n03
INI'f no_
REAL _FSTUP INIT nO5
LOGICAL PREVER,SRFLAG ®_oe_
cOM_ON SRFLAG t_a_eoe







3U_Ib,B),AIJNO(b,_)rPIO(6_R)iTTOIhiH)_ALPPAOIG_B).P3FIS:*G): ': INIT his








RE_D INPUT l}AlA, CHEC_ FO R _R_O_,
SKIP CHANGE CASE_ IF BaSiC cASE
IFISRFLA_) _nllElG,10_00)








































































































































































































































































FORMAT(45H AN EXIT HAS BEEN MAO[ FROM SUHROUTINE
RETURN








































REAL MFSTOP INPT 005
LOGICAL PHEVER,SHFLAG iilltltl
COMeOh S_FLA_ ttuee_te










GtAS_PO(EtM)_ACMNO(6tR),A| (6,R)tA_(btR) oA3(6_R)_A4(6tR)oA_(6_8)_A6(INPT n]R
J_- _76t_)t0MEGAN(EtR)i_S|A(EtB)eHSMPIA(b*H)tHCMNIA(BIB)IBI(618)tR2(EtH)INPT nI9




EQUIVALEI_CE (_(l.l_l). RV(I.I]).IYiI.I)t RG(I)) *i******
C INPT 025
COH_ON H_(h)t eel_t°_


















C TIMF ENTRY IS MADE INPT n62
2-74
Listing of Code (continued)
10000 FORwAT(44H Ah ENTRY _AS BEEN _AOF IN S_BROUTINE INPUT ) ee.eeeee
10 REAO(5,_669} (NAME(I),I=I,IO) INPT n43
_0 REAO(S,_66g) (TITLE(I),I=I,IO) INPT n64
J=N INPT n45
30 00 25 Lgl,3R e*oeee**
D0 25 I=1,6 INPT n47




40 K=STAGE*,O00I INPT 0S2
50 ISECT=SECT*,0O01 INPT n_3
60 D0 80 L=I,3_ *******e
70 DO 80 I=I,6 INPT n55
IF (Y|I,L)._EoBLANKS} GO TO 71 INPT nS6
y(i,L)=O. 0 INPT n57
GO TO 80 INPT nS_
71 X(I,K,L)=Y(I,L) INPT _59
80 CONTINUE INPT n60
IF(SESTH,EQ.BLANKS) GC TO 9S INPT n6|
90 SESTHI(K)=SESTH INPT _62
GO TO g_ INPT n63
gs SESTH=0. INPT n64
g6 IF(RE_TH.EQ.BLANKS| GC TO 105 INPT n65
100 RERTHI(K)=REWTH INPT n66
GO TO llO INPT n67
105 RERTH=O. INRT _68














IF (OMEGAS(I,K))I60,160.150 INPT n77
WRITE(6,667_)STPLC,SIhR,SINuP,SIN_N,SCPStSCPCtSCPQoSCNSISCNCtSCNO.INPT nTR
IRTPLC.RINR,flINMPIRIN_hIRCPS,RCPC.WCPQ.WCNSoRCNC,RCNQ INPT _79
160 J=J*l INPT nBO
180 A,_= J-?e(J/_) INPT nR|
lg0 IF[_M)_00,210_200 INPT _R2
200 w_ITE(6,b673} INPT nR3
210 IF (EM)STG-I.)30.17OtITO INPT nB_
170 IF(SHFLAG) wRITE(6_20000) *****e**
20000 FOR_AT(IHlt45H AN EXII _AS BEEN _ADE FROM SUBROUTINE INPUT ) ..ee_ee*
RETuRk eeeeeeee
6669 FOR_AT(IOA6) INPT nR6
2-75
Listing of Code (continued)
6670 FOR_AT (IHlo24Xe_4HTU_BINE COMPUTE_ PRCGRAMI6X_IOA616X.|OA612X. INPT nR7
|THSCATAIN/2XtTH STGC_uF|0.3/2XTH TTIN=FI0,3tIX_TH PTIN=FI0.3_2Xo eteeeeee
IbM _AIRuFI0.3t2X, ***eeete
_HF_IH=FI0.3/ZXtTH PIPSIFIfl,3tlXI7H CELCtFI0,3t2Xo6H OELL=Fl0.3oe*eeoole
3_XoSHDEL. AmrI0,3/2XtT_ ST_=FI0._,IXoTP SECTmFI0.3o2Xo6H EXPNmFI0eeeeoeee
to3_XtSHEXPP=FI0.3/2Xt TH PAF=FI0,3o2XobH SLI =eeeeeee*
_FI0.3,3X,SHA_CS=FI0.3o 2X,_H RPM=FI0.3/2X,7H VCTDmFI0.3_Xo6HRSLeeeee* ee
#=F|0,3tkA,_HTSL=F10.3o3Xo4HPSL=F10.3/2XoTH GAMSL=F|0,3tlXoTHENDSTGOe_eeeie
?=F|0,3,)X,THENDJOB=FI0j31t25X,2I_INLET _AOIAL P_OFILES **eeeeee
/&XISHPCNHIE(FBo_,_X)/IH|) *lee°lee
6671FOR_AT(_BX,|SHSTANDARC OPTION/3X.6HSTAGE=I3,1bX,|4HAXI&L STATIONS/ee*eeeee
]IIX*6HSTAo _4X,oHSTAe 14XobHSTA,1A_Xt6hSTA, _3XeTH STAe2A/ ****eeee
_3X._H _G=6(FB,3,2X|/ ****_***
33X_H GA_G=_(FR.3,2_I/3X_bH UR=6(FB.3,_X)/3X,6H OT=6(FB.3o2X)/INPT n97
33X_EH _O=_(FB,]_2XI//22X,27HSTATUR R_0IAL DISTRIBUTIONS/ INPT _gR
_]X_HR00TllSX_SHPITCPe]_X_]HTI_/ **_**eee
_3X_H SOIA=_(FR.3,2XI/3X,bH SOEA=_(FH.3,2X)/3X,6H SREC=6(FR.3,2X)/INPT 100
k_Xt_H SETA=_(FR.3,2X)/3X,bH SCFt6(FB,3_2X}/3X_H SPA=6(FR.3opX)/INPT 1_1
?3X_HS_STH=F_.3//22Xe26HROToR RA_IAL DISTRIBUTIONS/ ***ee.ee
P3X,_H RDIA=_(FB.3_2X)/3X_6H _OEA=6(FH°3,2X)/3X_6H RREC=6(FB.3_2X)/INPT 1_3
9_Xe_H RETA=_(FB.3_2X)/3Xt6H RCFtk(FUe3t_X)/]Xe6H RPA=6(FB,3t2X)/**_e_ee
13XoEH HTF=k(F_e3_2X)/3X_bH_ERTH=iFH.3/) **_*_*_
667_FORVAT(/_5X.2]HLOSS CGEFFICTENT _PT1UN/22X_27HSTATOR R_0IAL OISTRIINPT 106
IRUTIONS/ INPT 107
_Xe_HSTPLC=_(FR.]e_X)t3XtbH S|NR=6(FB.3,_X)/3Xe6HSINMP=6(FB.3_2X)/INPT 10R
33X_bHSINMN=_(FR,3_X)t3XtbH SCPS=6(FB°3_?X)/3Xt6H SCPC=6(FB°to_X)/INPT 109
_3X_6H SCP_=_(FR,3_2X)/3X_bH 5CNSt_(FB°3_X)/3Xe_H SCNC=6(FB.3e_X)/INPT lI0
_3X_6H SCNq=6(FH.3,2XI/0_3X_26HNOT_N RA£IAL OlST_IRUTIONS/ INPT 111
_3X_HNTPLC=_(FR.3_2X)I3XtbH R_NR=6(FU°3i2X)/3X_6HRINMP=6(FR°3t_X)/INPT 11_
7_XI_HWINNN=_iFR.]I_)/_Xe6H RcPS=6(FH°_I_X)/3X_6H RCPC=6(_Be3egX)/INPT 1]_
"8_Xo_H RCPQ=#(#R.3_2X)/3X,bH RCNS=6(F_.3o2X)/3Xo6H RCNC=6(FB,3_X)/INPT 1I_
"93X_6H _CNQ=k(FB.3_2X)) INPT 115
6673 FORWAT (IHi) INPT 116
END INPT 117
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Listing of Code (continued)
SUB,OUT INE $TAnl
CSTAOI
C ESTAt_LISH FIRST STAI"O_ ExIT FLOw, ADJUST FLO_S FOR COOLING
C AIw INJEeTIO_ BET_tEN 5TATION_ 0 ANC le FIND INLET
C MACH NUMHEI_ AND I_,CIbENCE ANGLE LOSS AT STATION Ot


































_AD_(_O)ta_i_I(btH)eANN_(6,H) *ANN_A(htd),ANN_A(6tR)tU_A(6tS)t STOI n|_ 33









REAL MO STOI n30
COMMON /SSTaO1/CPO(8), PSO(6tB),VO(6_8)eTSO(6eSTnl n31
IS),VUO(6,h)tvZo(6,8),hMOSO(6tq),pSI(btfl),_GTI(f),TA1(8)tWGI(6t_), ST01 n]_
? _PI)HI(6,@I,SI(6,_), CPI(_)tPHII(b,R)tTSI(6tfl)_V_(6,_)ST_ n33








































IF (P_EvER) GO TO Z6
wGTI(KIsWGTt(K)*wG|(|tK)
























































































IF(I.EQ.IP) GO TO 28
PR0(IIK) = PS0(IPIK)




















EN[] OF IKCIDENCE LGSS CORRECTION LOOP
wGTI(K)-O, .... ;_ _
I=IP
IO='l
JW=2 ....... , ....
15 GO TO 3
18 CONTINUE
wGTo(K)=wGT1(K)/R_G(2_K)






























































Listing of Code (continued)
25 CALL OIAGT(|)
26 IF(SRFLAG) WR|TE(6t20000)
























































_EAL MO FLWI n_7
COMMON /SSTAOI/CPO(8)o PSO(_tR)_VO(6tB)oTSO(EtFLWI n_R
|R)tVUO(_o_),VZO(b_8)o_HOSO(_,H)t_SI(O_EIt_GTI(8)_TA|(8)oWGt(6_R)_ FLW| n29








FORPAT(_H Ak E,wTNY HAS BEEh MAOF IN SUBROUTINE FLOW| ) eeeeeeee
K_K_ eeeeeeee
EX:(_AM(2,K)-I,)IGA_(_tn) FLW| 037
COMPUTE ISENTMOPIC STATO_ TEMpEHAIUWE HATIO FLWl 03M
PHII(I,_)-PTOPSI(ItK)_eEX FLWI _3@
TEST FOR LOSS COEFFICIENT INPIIT FLW| h_0
IF (OMEGAS(Itl))_t2t| FLWl ntI
CALL LOSSI(ItK_EX) FLW| n62
2-81








C C_IT]CAL P_E$SUNE RAT|O








C TEST C_XTICAL PRESSURE RATIO
]F(PTOpSI(|tK).PTPS|C(K))|St AiR
C G_EAT[R THAN CRITICAL
8 IF (lP'I) 21t9,_1
9 IF (P_PC)lOolOt22




2| IF (PTOPSI(I,K),LE,PTOPS|(IP,K)) _0 TO 22
GO TU 1_
22 IF ((],EU.I).OR, II.EO.[SECT)) Sr_|Tm| •
GU TO 11













12 IF( PwPC-1,)I_tlS"2 _
_4 wG| ([_K)m_ FF([t_)ePTfl(ItK)/SO_T(TTO([tK)|
15
GO TO 13
PNES."aU_E HATIO LESS THAN c_IT'I'('AL 0 I'; SUPERSONIC FLOW OECREAF, E






























































































SUBROUTINF LOSSI(|tKtEX) LOS| _01
1 LOSt no2
LOSt nO3
CALCULATL EFFICIENCY LOSt 004
LOSt nO5
REAL _FSTOP LOSt 006
LOGICAL PREVEH,SRFLAG eeoeeeee
cOMmON SRFLAG eeeeoeee







_AORO(_,_) tAhN_ (6tR)tJNN2(6,_) tANN2A(keB)tANNIA(bt8)tUtA(6tB)o LOSt _t5
3U2(_,8),ANNN(boH)oPTo(&,R)tTTO(_.R)oALRHAO(6eB),PTP(6oB) L_SI 01_
LOSt nit










RE_L _0 LOS1 0_R
COMeOh /_STAOI/CPO(8)_ PSO(6_8)tVO(6tS)_TSo(6tLOSt _29
|8)_VUO{B,_),VZO(b,B)tNHOSO(6tR)taSI(6tB)oWGTt(B)_TAI(8)_WGt(6_R)t LOSt 030








SI(I_K)mALPHAU(I_K)- _ADSO(I,K) LOSt 03_
IF(SI(I,K})_,I,2 LOSt n39
I WO|_OMEGAS(I,K) LOSt 060
GO TO 9 LOSt n61
2 AS=_|(ItK) LOS| _2
AC=_2(I,K) LOSt 063
2-84














































Listing of Code (continued)
CR
¢
SUBROUT|NE R(PtToFtNtRX) R _0|
R nO2
CALCULATE GAS ¢ONSTAN1 R _03
WRITE (6,100) eoeeeeee












GAMMA(PeToFoweGA_X) _ z,_ °. _ GAMA _01
GAMA NO2
.... _ ,. GAMA _0_
CALCULAT_ SPECIFIC HEAT RATIO FOp MIXTURE GAMA NO_
WRITE (btlO0) i; OOOOQOQO
100 FOR_T (//|20H SUBROUIXNE GAMMA HAS BEEh CALLEO UPON _,O_O,OOOOQOQOOOeO
CALL CPA(P,TtFt**CPAX) GAMA f105
IF(F)_,2o| GAMA nO6
CALL CVFIPeTtFo_CPFX) GAMA _07
_F(_)60_t3 GAMA nO8
CALL CPW(PoToFt_CPwx) GAMA _09
CPGX=(CPAX,FeCPFXe_eCPWX)/(I.,F,_) GAlA _I0








SUHNOUTINE rPAfPtTtFo_tCPAX) CPA _01
CPA nO2








| TX=IO0, CPA nO7
GO TO 5 CPA nOR
2 IF(o_OO,-T)3,_t¢ CPA fl0g
3 TX=6_00. CPA _|0
GO TO 5 CPA nit
4 TX=T CPA _|2
XT(_)mTX/]O00. CPA n|3
nO _ IMP,7 CPA n14
6 XT(I)=XT(I-I)°XT(I) CPA nl5
CPAX=2._26_go7f-OI-2,e6573qSE-O2oXTl|)+4,6617F56E-O2QXT(2} CPA hi6






SUBROUTINE CPF(P+T,FtRoCPFX} CPF nOl
CCPF CPF 002








I Tx=400o CPF n_7
GO TO 5 CPF n0_
2 IF(3000.-T)3,4,4 CPF nO9
3 TX=3000. CPF hlO
GO TO 5 CPF n_[
4 TX=T CPF n1_
5 XT(1)=TxlIO00o cPr hi3
DO _ l=2t? CPF nI_







Listing of Code (continued)
CCPw
C
SURROUT|NE _Pw(PoToFe*eCP_X) CPw _0|
CPw n02








| TX=400. CPW nO7
GO TO 5 CPw nOR
2 IF(3000,-T)3t4,_ CPW n09
3 Txm3ouo. CPW nl0
GO TO 5 Cpw n|l
4 TAmT CPw n12
5 XT(1)mTX/IO00 • CPw n13
nO 6 Tm_+7 CPw n|4







L;sfing of Code (continued)
SUHROUT|NE PRAT|O|TFFoGAMXoR_tPTPSoPNTGL)
CPRATIO


























































































































































_.e3(b.,}oR*(6.R).SS(6.S),BbC6.8).S£$THI.qR),R[_T_[i_) '' STtA n2*
...... STIA n25
hEAL sO ST|A n26
COMMON /55TAOI/CPO(8)_ PSO(6t_)tVO(6e_)tTSO(6_ST|A n_7
lR),VUOlboe)oVZOlboSltkHOSO(6o_),pSl(bte)oWGTI(8)oTA|(8)oWGl(6tS)t STIA n2R
2 CPOHlib.e}.SI(6,_)t CP|(8)tPHIIi6tR)tT$1(6,8)tVI(6,8)STIA n29
3,RHOSI(6tS),ALFIE(b,E)oVUI(6tR),VZI(6,B)tMO(6,8)t_GTO(8)o_GO(6,_) e_e_eeee
REAL WH]A ST|A n31
COM'Uh /_ST_|A/vUIA(6tS)twG|A(b_R)twGT_A(_) ,vZ_A(6o_)t CPIA(8) _ ST|A _3_
|pS|A(6_H)tRU|A(be_)tRIA(6tS)tH[T1A(beR)tRX(btS),TTR|A(btS)_PTR|A(bST_A hi3
EtSIt_RIA(6t_)oTSIA(6t_I m_#_*_#m
C DETERMINE FLOw COk_ITIONS RELATIVE TO ROTOR_ FIND INCIDENCE STIA n35
C AhGLE RECUV[NY _010_ 1NLET STATIONS, OBTAIN GAS PROPERTIES_ ST1A n36
C AUSOLUTF tANGENTIaL COMPONENT VELOCITY AOJUSTEO FOR DIAMETER ST|A n37
C CMANGE TO CUNSENVL ANGULAR MnMENTU_t AXIAL COMPONENT ST|A n3R
C VELOC;TY ADJUSTEO FOR WEIGHT FLOw, AREA_o AND OENS|TY CHANGE ST|A n]9



















































































































































FORwATI45H Ah EXIT HAS
RETURN
-I.)*ETARR(I,K)e(COS(RI(ItK))e*
UEEN MADE FI_ON SUHROUTINE $TAI A )
÷ : ,


























































_RAOgD(btB|_ANN|(6tHItANN?(6e_|eANN_A(6_8)tANN|A(6tBIIUIA(6t8) _ ST? n|4
3U2(_,_),ANN_Ib_)ePTO(_,_),TTOIb,R)eALPPAOI6,8),PTP(6_8) ST? n15
ST? hi6









REAL MRIA ST2 n27










IF(SRFLAb) *_ITE¢6tlO000) *_ .....







































3 CALL FLOw_(]) . . . : ......

















































































































































































































l PS2(b_B),Phl2(btR) FLW2 A_R
FL_2 _P9






_AOF Z N St;U_OUT_NE FLO_;P )





10000 FORvATI4¢H _h ENTRY HAS BEEk
K_KN
EX_(GAHI6oK)-|,)/GAMIAoK)

































S_ECIFIC .EAT AT CCNSTANT PRE%SUNE







TEST CRITICAL PRESSURE RATIO
IF( PTPS_(|tK)-_|AS_C(K)I|St 7_7





22 IF (PTR_(I,K),LE,Pr@_2(IPtK)) GU TO |8
_0 TO l_












































































































Listing of Code (continued)
SUBROUTINE LOSS2(ItKI
CLOSS2


































_tH](6t_) _&(btS) t_(6_8) tHb(btB)tS[STH| (_)tRE_TH| (8) LO_ h_
LoS2 n21
REAL _RIA LOS2 nS_
COMMON /$_TAIA/VU|Ai6tS)ewG|AIb,_)ew_T|A(8)eVZ|A(6oS)_ CPIA|R)t LOS_ _3
IPS|A(b_)tHUIA(b,8)_R|A(6tB)INETIA(_tS)IRI(b_),TTR|A(6tS)_PTRIAibLOS_ n26
_t_) _MH;A(_p) tTS|A(bt_) leeeeeel
LOS2 _76
COMMON /SSTA_/VS{6_H),TTR_(6tR),pTRS(6tH)owGs(b,B),WGTStS)tTAS(R)_LOS? _2T




FOR_AT(44N A_ ENTNY HAS BEEN MAD_ IN SUBROUTINE LOSS? ) *e***eee
ETARRIItK)=],O LOS_ n3l
IF(_I(I,_)}_,L_2 LOS2 _32
| w|A_OMEGAR(I_K) LOS_ _33
GO TO 8 LO_ n34




3 WMWG=RI(I,K)/BSMPIA(ItK) LOS? n]9
AR=PSMPIA(ItK)/_S|A(IoK) LOS? _40














































HAkl)LES ALL LOGIC FOR ITFH_TING TO _UTAIN EXACT CHOKE POINT-
UNDERFL0_ NO CHO_E IN|11AL CHOKEo CHOKE ITERATION
SUBCRITICAL, CHORE TTERATION SUPLRCRITICALtMULTIPLE


























6ETA¼S(_._) t_TAS(_I_) tCFS(_tR) eAN_O(6_N) tHETA_(6eH) tBET&_(_tR)IETA_LOOP n]9
_R(6IH) tETAR(AtRItCF_(_tM)_TFR(6_)tANOCH(_tH)IOMEGAS(6te)_ASO(6t_)LOOP n_O
_tAS_PO(_|tACMNo(_te)_AI(_tH)tA_(6t_) tA_(6_)eA¢(6eH)lAS(htO)tA6{LOOP n_I
_ _TAeS)tOMEGAH(_) t_SIA(6tB)IRSMPIAIbtH) IHCMNIA(6tB)e_| (6eS)tB_(61R)LOOP _2_
-8,B3{6_R)tR4Ib_B)_BS(6_B),Bb(8.B)_SESIHI(R)_REHTHI(8)
]0_00 FOR_AT(h_H A_ ENTRY HaS REEk MAOF 1N SUBROUTINE LOOP
I.J=A_KSTG
_': I_C_EASE BLADE _Ow COLNTE_
TEST NEGATIVE SECTOR FRESSURE RATIO
IF (PTHN)I8,I_I
TEST CHOKE ITERATION CN _LAOE ROw
- I IF (ICH()KE-IBRC)3,2,3
" TEST INCREMF_T 10LEHA_CE
2 IF (PWTOL-OELPR)3,3,¢









































TEST CHOKE ITERATION LOOP
6 IF(ISS-IBRC)BtIUoI8
CHOKE ITERATION
ISORR = I FOR STATOR









801FOR_AT(IbXlnHHLAOE RO= I3_8N CHOKEUt4XSHPTP$•FI0,5)

































































































































C _ET IkOEX REGISIERS
16 CONTINUE
LOPC=LOPC*I
C SET JUM_ FOR CHOK£ ITERATION
17 JUMP=I
GO TO !_










































C OETERMZNE Z_LET FLO_ CONDZT|ONS TO ALL STATO_S






































_EAL NO ST?A n_9
lS)tVUO(htS)tVZO(6tS)_HOSO(6_8),aS|(b,_)_wGTl(8)tTA|(8),WG|(6,_)t ST_A n3l
2 OPD_llb,e),_l(6._), CPI(_)tPHII(b,_).TSII6,8),Vti6,8)ST_ _3_
ST_A n_
REAL _IA STPA n35




COMMON /_STA_/V_(ftH)tTTR_(_tH)tDTN_(_te)tWG_(6iR)t_GT_(R)iTA_(R) tST_& riCO
ST_A _6_




_EAL _?h,,F?_ ST2A n47























































































































































































Listing of Code (continued)
GO TO 117 ST2A 136
10 EXPSIsExPP ST2A 137
]17 IF (PAF-|.)lg,20.21 ST2A 13R
C UNIFORM PROFILES ST_A 139
19 PTP(I_K*I)mPTUA_(K) ST_A 140
PTO(i_K*I)_ PTP(|wK*I) ST_A 141
le(I._(TTTS_A(I_K)-I.)OETARS(ItK_I)e(coS(SI(ItKt|))eeEXPSI))eeEXl ST2A 142
?/(TTTS_A(I,K))eoEX i ST2A 143
TTOiI,K*|):TTHAX(_) ST2A 144
GO TO 23 ST2A 145
C SAVE PROFILES ST2A 146
20 PTP(ItK_I)aPT2A(IeK) ST_A 147
PTO(It_*I)_ PTPiIt_*I) ST2A 14R
le(I._(TTTS2A(ItK)-|.)eETARS(ItK,1)e(COS(SI(IeKel))eeEXPSI))eeEX[ ST_A 14q
2/(TTT$2A(I,K))ee[XI ST2A 150
GO TO 22 ST2A 151
C SMOOTH PRESSURE PROFILES ST2A 152
21 PTP(ItK+I)IPT_AN(K)Q(IT2A(itK)/TTHA_(K))etE3 oee_eeee
PTO(ItK*|)l PTP(I_K*I) ST_A t54
le(I..(TTTS2A(|tK)-I.)eETARS(I.K.1)e(COS(SI(ItK_I))eeEXPSI))eeZX! ST2A 155
2/(TTTS_A(ItK))eeEXI ST_A 156
22 TTO(ItK_I)-TT2A(ItK) ST2A 157
_3 CONTINUE ST_A lSR
18 MFSTUPsMF2AIIP,KI/AAC_ ST_A 15q
CALL CHECK(J) ST2A 160
GO TO (30,31)tJ ST2A 161
30 CALL DIA_T(_) ST?A 162
31 IF(SWFLAG) *_IT£(6t20000) eoewetee




Listing of Code (continued)
SUHh()_T |I, E _TAI
CSTAI
C SATISFY CONTINUITY OF FLOW AT EXIT OF _LL STATORS






























_RA[)ND(_eH) tA_N|(6_B)eANN2(6tR)_ANN_A(6t_)tANNIA(6tH)eU|A(6tS)e ST] _$S
3U2(6,H)_ANNO(6tH)_PTo(6tR)_TTO(6,R)tALPHAO(6tR),PTP(6tS) ST_ n16
ST1 nit






6tAS_PO(_t_) tACMNO(be_)tAI(6t_) tA_(be_)tA3(6tH)IA_(6t_|-eA_(bt_)tAb(ST| _6
T6tR),OME_AR(6tR)eRSIAibtB)_HSMPIA(6*B)tHCMNIA(6eB)oBI(6tB)o_(6t_)ST| _S
B_B3I_tH)tB6(6tH)tBS(6tB)_H6(6,8)ts[STHI(8)tRERTHI(8 ) ST_ _6
ST1 n2T
STI n_8REAL _0
COMMON /5STAO1/CPO(@)_ ' PSO(6,B)_VO(6_g),TSO(6,ST| .....
2 CPORI(6,_)tSI(h,_)t CP|(_)tPHII(6tS),TSI(6tH)oV|(6,8)STI n31
3,_HCSL(O_8),ALFIE(b,8)tVUI(_,R),VZI(b,8),MO(6,8)tWGTO(8)'WGO(6_R) ee_eeee
ST1 n33
REAL M_A_MF_A ST1 n3_

















































































































10 L = I_C * I



































































































































Listing of Code (continued)
2S IF(SNFI_A6) wg|TE(bo20000)











C PUI_OSE IS TO CALCULIIE STAGE PE_FORMAkCE VALUES























REAL MO OVLL n_R
COMMOh /SSTAO|/CPO(U)o PSO(6tR)_VO(btR)_TSO(b,OVLL n29
18) oVUO(b_8)tVZO(6_8)_HOSO(6_8)t_S|Ib,8)t_GTI(SItTA|i8)tWGI(b_R), OVLL nlO
2 ORDHI(b_)_SI(6tR)_ cP|(R)_PHII(6_R)_TS|(6tR)_VI(_,B)OVLL n3|
3oRH_SI(b,B),ALFIE(b,E)oVU|(6,e)tVZI(6,8)tMO(6t8)_wGTO(8)owGO(btR) eee_eeee
OVLL n_3
REAL MR1A OVLL n3_




| PS2(6t8)oPk|2(6_8) OVLL n39
OVLL n&O





















Listing of Code (continued)





COMMON /SOV_AL/UELHTI6,M)tDELMTII6PR),CELHSI(6tB),DEHATI(6,8)o OVLL nSI
IETATT(6,_).[TATS(ftM).ETATATI6,RI OVLL n52
OVLL n53
REAL _IS(_),wIRS(8)_W_IAR(8)tMR2T(_) OVLL 05_














































































































































































Listing of Code (continued)
IF (OELHSI(IP_K))14,|4,|5 OVLL 135
14 vlS(K)-I, OVLL 136
GO TO 16 OVLL 137
15 VIS(K)=SURT(2,eGtAJeCELHSI(]P,K)) OVLL 138

















TSI_R=TTOi|oK)-VIAReo2ti2,*GeAJoCP|AIK)) . OVLL t56










IF |GAMF)4t_o7 OVLL 167
TAO=T_O/$TG OVLL 168
PAOaPAO/STG OVLL 169
CALL GAMMA(PAUtTAOoFAIR,WAIRoGA_) OVLL 170
GO TO B OVLL 171
7 GAMOeGA_O/STG OVLL 17_




OOEMTI = O, OVLL 176
ODE_SI • O, OVLL 177
ODHATI • O. OVLL 17B


































PR|_T OUT F_R _TAGE PERFORMANCE
I • ]
WRITF(_olOOO)NAHE,TITLE,ICASE,ISCASE
FOR_ATIIHlt21X,29HNAS_ TUHBTNE CnMPUTER PROGRAM /6XtlOA6/
1 6xtIOAb/ 30XobNCASE ]311H.*I3428XoItHSTAGE PERFORMANCE /19X






















































































































































































Listing of Code (continued)
WRITE(6tIO3OI(SIS(K),M=I.KS)
1030 FOR_AT(2x. I2_ ! STJTOR2X.FIO.3,3X.FIO.3e3X.FIO.3t3X.FIO.3)
WRITE(61]03]) (SHIAIKItK=I_Ks)
1031 FORWAT(2XtI2H BETa IA2X.FIO.3t3XtF]O.3o3XtFIO,].3XtF|O.3)
WRITE(6tlO3_)(SIR(K).Km]_KS)
1032 FOR_ATI2X,12H I RCTOR2X,FIO.3,3X_FIO.3,3X_FIO.3t3XoF|0.3)
WRITE(6.1033)|SA2(K)tK=ItKS)
1033 FOR_AT(2Xt|2, ALPHa 2a2XtFIO.3t3X,FIO,3t3X,F]O.3,3XoFIO,3)
WRITE(6,1034)(OHETAR(_),KmI,KS)
1034 FORVAT(2Xtt2_ DHEIA _2X_FIO,_t3X,F|O,3o3X,F|O,3t3XoFIO.3)
WRIT£(6,1035)(MIS(K)oK=IoKS)
1035 FOR_AT(2XI12_ M |2X,FIO._*3XtFIO,5,3XtFIO,So3X,FIO.5)
WRITEI611036)(MIRS(KItK=ItKS)
1036 FOR_AT(2Xt12_ _1 _T2XtFIOe_t3XoFlO,St3XeF|OeSt3XtFINtS)
WRITEI6,|O3T) (MHIA(IPtK)tK=Z,K5)
1037 FOR_AT(2Xol2_ W_ IA2XoFIO,_t3XoFIOo5t3X,FIOoSt3XtFIO.5)
WRITE(6tI03@) (MRIAR(K)t K=ItKS)
1035 FOR_AT(2X,12_ NR]a _T2X,F]O°_,3X.FtO.S_3XtFIO,5,3XtFI_.5)
_RITE(6,1039)(NR211PtK).KmI,KS)
1039 FOR_AT(2XtI2, _R 22X,FIO.;t3X_FIO.St3X_FlO.5_3X_FIO,5)
WRITEI6tIO_O)INN_T(K)_ K_tKS)









IOnS FOReAT(1HIt_lXt29HN_Sa TURBINE CO_PUTFR PROGRAM /6Xt|OA6/
] 6xtloA6/ 30XtbHCASE I3t]_,tI3/2UX_]THSTAGE PERFORMANCE /19X






104_ FOR_AT(//31x_IgNOVERaLL PERFORMANCE/?Xt_HPSI P
IFlO.St 5Xt|OHPSI R FlO,5_ 5XG_UEL P F10,5/TX,GH_RT/P
_FlO.5, 5XeIO_N/RT FlO,St 5Xq_DELHITTINFIO,5t7XtlOHPTOIPT_A_
3F9,5_ 5X_IO_PTO/PS_ FlO.St 5X_PTO/FaT2AF|O._/7X,gHETA TT
6F10.5_ _XtIOHETA TS F10°5_ 5X_ETa raT FIO.5/7X_gHWNE/600
5FIO.3_ 5XelOHN/RTH CR FIO,3_ 5XtgHE/Th CR F10.54)
ZF(S_FLAG) WRITE(6_?OGO0)









































































REAL Mfi OIGT n_6





REAL M_IA OIGT n3_
COMMON /5STAIA/VU|A(6eB).wGIA(6._).wBTIA(8)tVZIA(6_B)t CPIA(B)t DIGT n33
IPS|A(6._),RU|A(btB),RIA(6tS),RETtA(6tM)tRI(btB).TT_IAI6_B)tPTRIA(6OIGT n3_
_,H) tM_I_(At_)tTSIA(6_ ) _eeee_e_
OlGT _36
COMMON /SSTA_/V2(6_B)_TTR2(6,R),PTR_(6tH)eWG_(6,SI,WGT_(SItTA_(R)_DIGT _37
1 PS2(b_8),P_I_(_,R) OIGT n3H
OIGT n39




REAL M_A.MFpA OIG/ n4_
COMMON /_STA2A/*G_A(6oB).wGT_A(R),VU_A(6oB)tVZ_A(6t_)ePS_A(6t_)_ OIGT n_5
2-123
LTst|ng of Code (continued)
1ALF_A|6,8),IT2A(6tR)oPT2A(6,g)oTTBAR(R),PTBAR(8)oSTTO(B)tSPTO(8)o OIGT
2M2A(6t_)tMF?A(Gtd)ICPcA(8),V2A(_,@)tTS2A(boBItTA$(8)tPAS(8)IGAN$(8DIGT
]) tCPS(8) t_[LHVO(_eS) ekV_AR(_)
C
IF(S_FLAG) _lTE(6olO_O0)
10000 FO_AT(4_H A_ E_TRY P_S REEN .AOF IN SUBROUTINE OIAGT )
W_ITE(6tloOO)NAMEtTITLE


































IF (M.EO.O) GO TO lO















































































































































































































































































































































C NU_AER OF SECTOHS IS THREE OR LFSStHUB AND CASING VALUES ARE
C CALCULATED AND PRINTEU
C NUM_EH OF SECTONS IS _ONE THAN THREEtOhLY SECTOR PITCHLINE
























































REAL M_IA INST n37




J PSZi6_8)tRPI2(btR) INST n43
INST nA_
REAL MR_M2 ,MF_ INST n6S
2-127







REAL N_AtNF_A INST _4q
CONWON ISSTA_AI_G_A(6oS)twGT_A(H)tVUZA(6tS)tVZgA(btS}tPS_A(6gS)m IN_T nS0
|ALF_A(6t_)tTTZA(htS)tPT2A(bt8ttTTRA_(_)oPT_AR(8)_STTO(8}tSPTO(A}t |NST n_|
_M2A(6wS)eMF2A(6t_)oCPcA(8)tV2A(6_)+TS2A(6eS)tTAS(8|ePAS(A)tGAMS(SZNST n_




























FOR_AT(_N Ak ENTRY _AS UEEh MADF iN S_BROUT[NE _NSTG ) _eteeee








RELOCATE P_TCHL]_E VALUES ]NST _17
J=|SECT.l ]_ST nTH
DO 5 I=I,ISECT |'+ST _79
STW_OiKS)=wGO(K$-ItKI ee_eeee
SFLO0 =_kLOh *SI*_0(K_) eeeeeeee
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Listing of Code (continued)
RS=CP2A([,K)/U_ISoK) INST 162
C STATION 0 STATOR INLET INST 163













C STATION | STATOR EwIT INST 17T
STVZI(L)=VZ}(It_) INST Ir_
$TVu|(L)=VUI(ItK)oHE INST 179








Z*IINC(L)= COS( ZS]e(STVUO(L)_TVZI(L) /(STVZO(L)eSTVU|(L))*}.) INSI 1_9
CPS(L)=Ie-(STV0(L)/STV|IL))Ie2 INST 190




T=T_LF-(T_LF/_3 - SIhIRADND(I,K))/CoSIRM)RO(I_KI))/R) INST 195
STRI(L)=STfiET|(L)-AT_2( T,1, )_S7,_g58 INST Iq_
STR|A(L)=SQ_T(STRUIA(L)eSTRu|A(L)*VZ|A(ItK)eVZ|A(10K)) INST 1_7
V|A]AH=VZ|A|IoK)iV_IA(ZtH)evU1AH_vU|AH |NST 19H





2 ExPRI=ExPN INST PO_
GO TO 1I INST _06
7 FXP_I=ExPP INST _n7
2-131










































































































































_AO_DI_tH) )AhN| (6PR)tANN_(6e_)tAN_A(_H)tANNIAi6tfl)tU|A(6tR)t _OUT n]_
_U_i6eH)tANNO(bt_)tPTOI6eS)tTTo(_.8)tALPHAO(b_)tPTR(_8) wOUT _6
gOUT n15








PtB3(6_)tR¢(6tR)_BS(6tS) I_b(b_f)IS[$TH|(8)tRERTH[(e) WOLJT fi24
REAL _0 eeoeee_e
COMVOh /5STAO1/CPO(B)t PSO(6,8)tVO(6,R)tTSO(6, eeeeeeee
|8)tVUO(btR),vZo(b,8),NHOSO(b,8)_PSIib,e),WGT](8)tTA](8)tgG|(6t_)t eeeeeeQe

















L;sting of Code (continued)
C
C PRINT OUT FOH LNTERSTAGE DATA
IF(S_FLAG) wRITEI69|OU00)
|0000 FOR_AT(4_H Ah ENTRY HAS REEk _ADF IN SUUROUTINE gOUT )
8 WHITE(bt_OOO)NANEtT|TLEtZCASEt|SCASE
1000 FORwAT(IHlt_OX29HNASA TURHIkE COMPUTER PROGRAH/6X|OA6/bX|OAb/30X
15NCASE I3,|_.13/24XE3PINTER-STAGF PEHFOHNANCEtl)
wHITE(bt|flO|)Ke(STDPOiIItI=LJeJdl
1001FOR_AT(SXSHSTA 02X12_STATOR INLETIOXSHSTAGEI3o|H./bX6HDIAM 02X,
16F10o3)
WRITE(bo|002)(STTTO(|)t[=LJtJjI









COM_O_ STCPO(7IoSTPTOi7ItSTALri7ItSTSI(?)tSTvOiT)tSTVUOI7), gOUT n26
|STVZO(?)tSTTSO(?|tSTP50(?)oST_ENn(7)oSTwO(7),$TOP|(7)oSTALFE(7), gOUT n27
_STDELA(7)tSTVl(IIeSTVLI(7),STVZI(7),STTSI(T),STPS1(7)_STDEN1(7)e gOUT n28


































































Listing of Code (continued)
wWITEg6,10|I)(STDENO(I},I=LJ*JJ}
1011FORWAT (loH DENS O,2WtbF)O.5)
WHITE(H,I012)| 5TMOIA),I=LJ*JJ}
1012 FOP_AT (IOH M 0,2X,oFI0.S}
w_ITE(_|qgg} (CP0(K)t|=LJtJJ)
1999 FORWAT(IOH CP 0o_X*HFln.5)
wRITE(6,_00n}(Rv{ItK),I=LJ,JJ)
2000 FORwAT (10H RG 0t2X,bFl0.3)
wHITE(6,_OOII(GAM(ItK)oltLJ,JJ)
2001FORwAT (10H GAMG Ot_XtOF!0.S)
wH|TE (_12002}(WwG(I,_)*I=LJtJJ)
2002 FOR_AT (10H R#G 0,2x,bFl0.5}
IF(ISECT,LE.3IGU TO II013
W_ITE(Bt2001)( 5T_@O(I)II=LJ,JJ),SFLUO
2003_FORMAT (10H w5 0,2W,bFI0.5,_xtlIHIOTAL FLOw ,F10,5)
11013 WRITEIk.1013) iSTOPIII}t]=LJ.JJ)




























10_0 FORMAT I0H t_ENS lt2xtbFlO.5)
WWITE(6.1021)( STMI(I),I=LJ,JJ)
1021 FORMAT 10M M 1,2X,bFIO.5}
..... _wIrE(_,IOa_)(Z*IINC(1),I=LJ,J_!
1022 FORwAT |0H Z*I INC,2_,bF10.5)
_ WHITE(HtI026)( CPS(1).I=LJ,JJ}
1026 FORwAT (]0H CP S,2xtbF)0.5)
WRITE(6.2999)(CPI(K)tI=LJ_JJ)
2999 _OR_ATi|OH CP 1.2X.6Fln.S)
WWIIE(Bt3hO_){nvl2,K)ti=LJtJJ)
3000 FORMAT (IOH HG i,2X,bFIO.3)
W_ITE(6.300]) (GAMI2.K)tI=LJ*JJ)
30011FORWAT (lnH GAM5 1,2X.bFIO.5)
WRITE (6t300_} (_G(_._}.I=LJ,JJ}
































1027 FORwAT (IoN PTR IAo2XobFlO.3
WRITE(btIO29)(STTTRI(|).I=LJ,JJ
1029 FORNAT (IOH TTR IA,2X.bF]O.I
WRITE(b. IO30)(STHETI(I).I=LJtJJ
1030 FORWAT (ION BETA IAo2XI6FIO.3
WRITE(6*I031)( STRIil).I=LJoJJ
1031 FORMAT [10H [ NOTOR,2W,bFtO.3
WRITE(6,103_)( 5TRIA(I).ImLJ,JJ
1032 FOR_AT (10H R IA,2X.bFI0.3
WRITE(b,1033) (STRUIA(I)_I=LJ,JJ
1033 FORMAT (10H RU lJt2Xl6FIO.3
wNITE(6t|036) (STMRIA(I),I=LJoJJ
1034 FORWAT (10H MR lAt2XtbFlO.5
wRITE(611035)( STUIA(i),IaLJtJJ}
1035 FORwAT (1OH U 1Ao2XobFIOo3)
IF(ISECT.LE.3)GO TO 11000
WRITE(b,3003)( STwGI(1)oI=LJoJJ)oSFL01
FORwAT (1OH wG 1,2X,bFIO.5._XtIIMTOTAL FLOI .F10.5)
WRITE(btIOOO)NAME,TITLEtICASE_ISCASE
NRITE(btIO2B)Ke(STOPI_(I)tI=LJoJJ)
FOR_AT(4XbHSTA |A2X11PROTOR |NLETI0XSHSTAGEI3=|Ht/3XTH0|AM |A2Xt
WRITE (6t2035)(STPSIA(I)mI=LJ.JJI
2035 FORMAT (IOH PS IAt2XtbFlO.3)
WRITE (bo2036)(STTSIA(1)tI=LJ.JJt
EO3b FORMAT (|0H TS |at2XtbFl0,1)
WRITE(6.3999)(CPIAIK)tI=LJtJJ)
3999 FOR_AT(10H CP IAo2X.6FIn.5}
WRITEI6,6000)(RV(3.KItI=LJoJJ)
4000 FORMAT (1OH RG IAt2Xt6F10.3)
WRITE(6._OOI)(GAM(3tK)t|=LJ.JJ)










FORMAT (10H HwG IAt2XtbFl0.S)
IF(ISECT.LE.3IGU TO 11037
WRITE(6o6003)(ST*GIA(1).I=LJ.JJ).SFLOIA
FORMAT (IoH _G IAt2X,bFI0.St_X,IIHTOTAL FLOw .FIO.5)
wRITE(6.1037)(STDP2(1)tI=LJ.JJ}
FORVAT(/SXSHSTA 22xIOPROTUR EwIT/4X6HoIAM 22xt6F|0,3)
IF(ISECT.LE.3IGU TO 11036
WRITE (6120371(STPT_2(I}tI=LJ*JJ)
FORMAT (1OH PTR 2t2XtbFIO.3)
WRITE (6.?038)(5TTTREII).I=LJ.JJ_
FOR_AT (IOH TTR 2*2XtbFIn.l)
W,ITE(6.103_)(STHET2(I)_I-LJ.JJ)































































1n43 FOp_AT (10H _X,2X,bF10.5)
wR|TE(_.IO44)(ST0)ELM(II.IzLJ.JJ)
I04_ FON.AT (iOH OELM_2xtbF|o.3)
WRITE(_.1045)( STPSI(L .ISLJ.JJ)
1045 F'0RVAT (|(IH R51P.2XtBFI0.S)
W,ITE(_.IO4_)(SETATT(i .I:LJtJJ}
IN46 F_R. AT (10H bTA TTo2X.6FIO.5)
wWITE(_.IO47}(SETATS(I .IsLJ.JJ)
1047 FOWNAT (ION ETA TS,2XtBFiO.5}
WkIIEI_.Ifi4M)(SETAAT(i .ISLJ.JJ)
1048 FOR. AT (|OH ETA ATt2X.6FIO.S)
WWIIE(B.IO4q)(RZwLNC(L .ImLJ.JJ)
1049 FOR"AT (10H l*[ INCt2X_bFI0. 5)
*RIIE(_.I06_)( CPW(1 .ImLJ.JJ)
I065 FOR. AT (I_H CP Rt_X_bFlh.5}
wRITE (_._OeS)(STPS_(1).I=LJ.JJ)
2065 FORMAT (10M RS 2,2x,_Fi0.3)
W_ITE (_,_0_6)( 5TTSE(IItI=LJtJJI
2066 FOR. AI (1OH TS 2.2x.bF)O.l)
WWITE(b.wggg)(CP2(K).I-LJ.JJ)
4999 FOR_AT(IOH CP 2._X.6FI0.5)
wNITEt6.5oon)(RV(_.K).I=LJ_JJ}
5000 FORvAT (10H RG 2,2X,bFI0.3)
wRITE(6tSO01} (GAM(_.K)tI=LJ_JJ}
5001 FORMAT (loH _AMG 2,2x,bFI0.5)
W_ITE (beSO_2)(_*G(4._).I=LJ.JJ)
5002 FOR.AT (10H R_G 2t2X,hFl0.5)
IF(ISECT.LE.3)G_ TO 110%3
WRITE(_.5003) ( 5TwG2(I)'IsLJ'JJ).5 FLO?
5003 FOR"AT (IUH *G 2.2X.bFIO.S.?x. IIHTOTAL
11053 WRITE(_.IOS3}( STPT2A(II.ImLJ.JJ)
10_3 FO_eAT (10H PT 2A*2X,bflaeJ)
w_ITE(6,1054)(5TTTEa[I),I=LJ,JJ)
I05_ FOR_IT (1OH TT EA,E_,bFIO,I)















































FORMAT (IOH VU 2At2XobFIO,3)
WRITE(6,1057)(STALF2(I),IBLJoJJ)
FORwAT (IOH ALPHA 2A,2X,bFIO,3)
WRITE(6tlO5_)I STNF2A(I)t|=LJtJJ)
FORWAT (iOH MF 2Jt2XobF|O.5)
WRITE(b,I059)( StVZZJil)tltLJtJJt
FORMAT (IOH VZ 2JoEXtbFlO,3)
WRITE(b,IO_O)( STTS2J(I).I=LJtJJ}
FORMAT (IOH TS 2A.2xtbF|Oo])
WRITE(6°I06|)(STPS2A&I)*I=LJtJJ)
FORwAT (I_H PS 2At2X,6F|O,3)
WRITE(6,106_)(STDEN2(I)eI=LJoJJ)
FORMAT (ION DENS 2=_2XobF|0.S)
WRITE(h,1063)( SIM2JtI)tI=LJ_JJ)










FORMAT (1OH RG 2Jo2xt6F|O,3)
WRITE(6,bOOI)(GAM(StK)tI=LJoJJ)
FORMAT (lOH GAMG 2Jt2XtbF|0,5)
tRITE {6t6OO2)(_G(St_)_I=LJ_JJ| /
FORMAT (IOH RwG 2Jt2Xt6FlO.S) _"
IF(ISECT,LE,3)GO TO 21000
WRITE(bl6OO3)(ST*G2A(|),I=LJtJJ)oSFLO2J
FORWAT (IOH wG 2Jt2X_6FIO°StpXtlIHTOTAL FLOw "_tFlO,S)
IF(S_FLAG) wRITE(6_20O00)























































CONTROL CARDS FOR WANL CDC-6600 COMPUTER
AB Control Cards for FORTRAN Deck Setup B. Control Cards for Binary Deck Setup
J_)lt. Card J_ll, 10.
Ac¢oun! Number Cord AST-/gEI7.
ID Cord ASD1097, TURBIN, 120, 75000, 01.
RUN Cord RUN (P,,,,,, 14(X_)
L_)C Card* L_C, 75000.
LG_ Cord LG_.
End-of-Record Cord 7/8/9
FORI_AN Deck PROGRAM JIM .......
J_B C_d j_S, 10.°
Account Number Cm'd AS779Q7.
ID Card ASDI097, TURBIN, 120, 7500e 01.
L_C Cord LI_C, 75000.




B_nory Deck Binary Coeds
END





Data Deck [_ota Cords
ENDJ_B = 1.0 $
End-of-File Cord 6,/7/8/9
t The L_C card Is requffed to in_tlal_ze the core to zero before comp_lat|on and executiOn.
i
I
ENDJ_B = 1.0 $
End-of-File Cord 6/'7/8/9
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2.4 BLADE SURFACE VELOCITY CALCULATIONS*
2.4.1 Back?round
As a part of the Westinghouse Astronuclear
Laboratory analytical investigation of turbine
erosion phenomena, calculations are made in the
various areas of turbine flow. These procedures in-
clude the present calculation to determine the
velocity distribution along the suction and pressure
side of the turbine blades. Surface velocities from
this calculation are then used as input to the AD-
ROP code discussed in Section 2.6.
The purpose of this report is to show how the
computer program was used in performing the cal-
culation for the G.E. blade and to compare the
results of this calculation with those by other
methods. Comments on the use of this program
extend the detailed account to include: the
modifications for the CDC 6400 machine, the in-
put and output for the G.E. blade calculation, and
additional comment on the features of the program.
2.4.2 Calculation of G. E. Blade
Calculations were made on the 3rd stage
stator blade, mean diameter section, for the G.E.,
3 stage potassium turbine. This blade section,
shown in Figure 2.4.2-1 is reproduced from Figure
11 of Reference 2.
I.put
The input to the calculation is given by
Table 2.4.2-1. Its format is identical to that
in Reference 1. The input data are identified by
the Figure 2.4.2-2 sketch and by the Description
of Input in Reference 1. Note that all linear
dimensions given by Table 2.4.2-1 and Figure
2.4.2-2 are ten times the actual blade size.
_;W. K. Fentress, Fellow Engineer, Development
Englneering Department, Westinghouse Steam Divi-
sions, Westinghouse Electric Corp., Lester, Pa.
0.9 -- -- /
0.70"8 I _----i
o.,














0.t 0.2 0.3 0.4 0"5 0.6 0,7 0.$ 0.9
X COORDIIHATE - iNCHES 612"211g-_1
Figure 2.4. 2'1 Third Stage Nozzle Mean Section
TABLE 2.4.2-I
INPUT
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Figure 2.4.2-2 Geometric Data for the G. E. Blade
Listing
The program is the same as listed in Ref-
erence 1 save for minor mechanical changes to allow
for the use of the program on the CDC 6400 machine.
For the mast part, these changes are in the format
statements and in the indexing for the arrays listed
in the Equivalence Statements; e.g., variables
such as A(2500,4) were changed to equivalent
statements involving single indices. The original
program used a computer system-dependent plotting
package which has been eliminated by deleting
reference to subroutine PLOTM¥.
Ou ut
A considerable amount of printout is gener-
ated by the program; for the present calculation
only a small portion is pertinent. In Reference 1
the items of output are identified by item numbers
1 to 12. Items 4 and 5 are all that is necessary to
construct the blade surface velocity curve, Figure
2.4.2-3. Output Item 4 gives the computed velocl-
ties at interior mesh points.
A sample of the latter is given in Table
2.4.2-2. The quantity IA refers to the axial
coordinate index; thus at IA = 90 the free stream
velocities across the exit plane of the blade section
are given and at IA = 1 the inlet plane velocities
are given. In the given problem the approximate
average exit velocity is 0.4165 and the average in-
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Figure 2.4.2- 3 Surface Yelocltles
Computed for the G. E. Blade
Item 5 gives the calculated surface velocities
based on axial and tangential components. Thus,
the referred velocity, with respect to the exit
velocity is the ratio of the Item 5.surface velocity
to 0.4165. Note that the value of velocity at the
inlet and exit of the blade, corresponding to Z_-0
and Z = 8.37, are taken as 0.170 and 0.4165 in
constructing the velocity curve (Figure 2.4.2-3).
The referred length, with respect to the axial length
of the blade, is the ratio of Z to 8.37. A sample of
Item 5 output is given in Table 2.4.2-3.
2.4.3 Discussion
The following discusses the use of the pro-
gram and compares the calculation results with
those by other methods.
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TABLE 2.4. 2-2
SAMPLE OF ITEM 4 OUTPUT
|4_ ¥[LO_|TV A_L_(_g) _ELOCZTr a_GL_COi01 vELOCIT_ 4_GL_OF_I
m1_6_6-001 _6_.8q _.|646-_1 "6B.gO t.1_46_0| "_al90
**L6_6-UOI -_.90 4,|646-0_1 -68*90 4,164_'_01 "6_*_0
_,|666-00| -be,9@ _.16_6"001 -68*90 4.164S'_0| °6_*qO
_.|6_J-001 -6_.90
4,1_47-_0| -6o,90 4,16_7-_01 -68*Vg 6,1_47-0fl! -6_*_0
_.1669-00| -0o_0 4,|6_9_001 -6E,90 _|647*n01 -6_.90
_,_64T-001 -60,90 _,|647-0_1 -66_90 4,_47-_0| -6d_o
_,16_d-001 -0_,90 4,J64_-001 -68*90 _.1648-._01 "6_0
_.lb6_-O0| -6e,90 6,|6_B-001 -68,90 _,I6_?*ngl .6_.90
6,1666-oo1 °6_,91
4.Jb4S'_01 =_.90 4*|666"001 "6#°90
4.1646-_0| -6_.90 4.|666-00_ .6_.96
4.16_6"U0! -_R*QO 4*|6_6"001 -6B.90
4*|645-n01 "_R.90 _.16_5=001 -6_.94
_.|66_-001 -68_90 _.|6_6"00[ -68.90
vELO£|_Y _LE(D(GI VELOCITY A_LE(DFgl
4*|646"09| -_.90 4.|6_6"0U1 -68*90
4.1*47-nO| *_g.90 6.1667-001 .b#._O
4.1647-001 -_B.qO 6.]6_7-00| o6R.90
4.|64T-nO] -_.eO 4.|6_7-001 -bg.90
• .|646-q01 -_e.90 _.|646-00| -68.90
vELOCIT_ A_L[(U[G) V(LOCITY 6_6k((0661
6.Lb_T-001 -_.qO 6.16,7-001 °6g.Yo
_.16_7-001 *_8°90 4.|6_g-001 -6_.90
6°|6_6-_0! -68._0 *.|6_°00| -6_.90
6.164_-o01 -_B.qO 6.|66_-001 -6_.90
6.11r_?-_01 *_8.90 _.]667o00| -6_.e6
Machine time for the blade calculation was
approximately 2 minutes with the CDC 6400 machine.
This ls in line with a tolerance of IO-4(TOLER), an
assumedoverrelaxation factor (_) of 1.6, and 2006
mesh points. The tolerance is with respect to the
maximum change in stream function in successive
iterations, specified by the Item 8 printout as
ERROR.
From the printout of ERROR it is evident
that the number of iterations increases with decrease
in tolerance (ERROR); e.g., 6, 30, 43 a[_d 380 itera-
tlons for 1. x 10-2, 1. x 10-3, 6. x 10 "_, and
I. x I0 -4 tolerance. Here there is a very large
increase in the number of iterations between 6. and
4 t1. x 10- .tolerance, but this is consistent with he
use of a factor (,.,) of 1.6 in the calculation. It is
shown by the following comparison, with other
calculations for the same data, that the choice of
the factor has a noticeable effect on the number











1. x I0 "2 1. x I0 -3 6. x 10 .4 }. x 10"4 2, x 10 "5 1. x 10"S
Tolerance Tolerance Tolemnc_l Tolerance Tolerance Tolerance
45 105 106 157 199 213
24 75 88 ........
12 40 96 .........
7 30 46 .........
6 30 43 350 718 ---
6 30 43 ........
5 31 44 .........
Note that _ ) = 1.949, the optimum factor
computed by subroutine SOR, requires less iterations
at close tolerance, but generally requires a greater
number of iterations at coarse tolerance. Thus the
"optimum" factor is only optimum for a large
number of iterations, i.e., for close tolerance.
It is probable that a tolerance of 5. to 1.
x 10-4 is sufficiently close for most calculations
based on the followipg check. H4erecalculations
were made with 10"_, 10-3 10" , and 10-5
tolerance and, while the velocity plot for 10-2
tolerance was noticeably different in the region of
the leading edge, there was very little change wlth
respect to lO-3and !0 -5 and no visible change
with respect to 10-4 and 10-5 tolerance.
Actually, several features of the program
are not clearly explained by Reference 1,
a) Solution of the Laplace Equation
Referring to Figures 4 and 5 of Ref-
erence I: To solve the Laplace equation it is
evident that the boundary conditions must be fully
defined. Hence, as the boundary condlt|ons are
only defined, explicitly, along the upper and lower
blade surface, it is probable that the stream function
is specified along the other boundary surfaces by a
processof interpolation based on: the stream func-
tion at paints B, G, C and F, Qinand Qout_ and
the assumption (certainly in the first approximation)
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$uHFACE VtLOCITIEb BA>EU ON TkN_ENTIAL cO_F0_ENT$
• UPP[R suRFACE +
Z VelOCITY A4_LE(_EG) _X
-2,69Z1-010 l,b Jv_O01 90,00 1,b_96-001
3.3200-00_ 2.JbS_-O01 7S.B2 _._932-001
1,3965-001 2,899_-00| 60.6U ?.5f83-001
3,_871-001 3,_O_b'O01 _.59 P+_.9_-001
.. 6.7758-001 3,5b_9-001 33,06 _,9339-00|
1,3123,000 3,e/lO-OOl 13.60 _.1_20-002
3.0690+000 _.Ob8_-O01 -11.57 .m,1*|9-002
3.9_7+000 _._17_-001 .22,23 .1.595*_001
_,_880*000 4.*05d-001 -30._7 ._;2k03-001
_.gg91*O00 _.*b55-001 .36.94 .?.6778-001
5.1107+000 6,493T-001 ._2.3_ ._._6B-O0|
5,_613.000 _.blZ_'O01 ,&b._b -_,_b?O-O01
S.?163*000 _.filal-O01 -5@._0 o_._bll-O01
S.9_l*0O0 _.517_'001 .S3.b_ ._.6_88-001
6.1138.000 4.:R54-001 -_6.01 ._.7622-001
6,2S62.000 _.bl_6"OOl -58.15 ._.e3_g-O01
6._61,000 _,b099-001 -$9._ .3._b]_-O01
6,5958*000 _.516_-001 -6|.*5 -_;9bTS-o0|
6,7369+000 _,bl_-O01 -6_,T7 . -a,0139-001
6.8708*000 _,b_O_'OOl .63.92 -_tOb03-OOI
6.998_*000 _.5_8_'001 .b_.93 ._.0%31-001
7.1206"000 _.b_[-001 .bS.a_ -_.1¢70-001
1.2378.000 _.b_b-001 ._6.73 ._.lb03-00|
1.3502"000 _.5_09"001 -b7.60 ._.|799-00|
7.+57T.000 4.b_2&-O01 .b8._5 ._.1_71-001
7.5608"000 _._89_'001 -69.27 -_;1_-001
T.659e.O00 _°_68_-001 .TO.OS ._._06-001
7,75_7"000 _._J5_'OOl -?0./B -_.I_5-001
7.8_60.000 _.JS_'oOl -11,38 ._,Ib_9-O01
_.0213.000 _._9_J-OOl -72._L ._.0bB0-00|
_,i061,000 _,_J/b'OOl -/2._e -_.u+ll-OO!
8,189_*000 _.Iu6_-00i .72.6e ._,9970-001
8.Z726.000 4.13_'001 -72.82 ._._99-001
B.3549.000 _.lb3_'001 -7E,89 -_._702-0@1
















































PointsBandG (Figure 2 of Reference 1)
are at the inlet extremity with respect to the axial
direction and, by the numerical treatment, the
velocity is zero at both of these points. This does
not consider that the location of the stagnation
point depends on the angle of incidence and, with
large incidence can deviate from point B by a
notable amount. It appears that the effect of this
approximation is to displace the upper and lower
velocity curves in the region of the blade inlet,
but without affecting the velocity curve down-
stream of the leading edge region.
The surface velocity plot, Figure 2.4.2-3,
compares the calculation results for the G. E. blade
with those by the G. E. report (Reference 2) and
with those by the Westinghouse Electric anaff:_g.
From the general agreement, it appears that the
calculation is sufficiently accurate for its intended
use in the boundary layer calculation.
2.4.4 Conclusions
The NASA computer program (Reference I)
specifies the blade surface velocity with sufficient
accuracy for its intended use in the boundary layer
calculation. This is shown by comparing the cal-















COLLECTION OF CONDENSATE AND
MOVEMENT OF CONDENSATE ON
TURBINE SURFACES *
Nomenclature for Section 2.5
Shear profile empirical constant
Blade geometric constants
Condensate fog particle deposition constant
for blade concave surface
Shear profile empirical constant
Condensate fog particle deposition constant
for blade nose
Fog particle drag coefficient
Wall friction drag coefficient, stator blade
surface drag ¢oefflcient
Drop diameter, feet or microns
Turbine housing inside diameter, Inches
Condensate particle collection efficiency
Indicates relationship between variables
Centrifugal force on liquid film on rotor
blades - Ib
A function of K
cn
Mass velocity of vapor, ib/hr-ff 2
.
References
A Computer Program for Calculating Velocities
and Streamlines for Two-Dimensional, In-
compressible Flow in Axial Blade Rows -
Theodore Katsanis - NASA TN D-3762
January 1967.
Three Stage Potassium Test Turbine, Final
Design, Vol. 1, Third Design - R. J. Ross-
bach, et al - NASA CR 72249.
* W. K. Fenfress, Fellow Engineer, Development
Engineering Dept., Steam Divisions, Westinghouse
Electric Corp., Lester, Pa.; J. W. H. Chl, Fellow
Engineer, Systems & Technology Dept., Astro-
nuclear Laboratory, Westinghouse Electric Corp.,
Pittsburgh, Pa, 15236; W. D. Pouchot, Advisory
Engineer, Systems & Technology Dept., Astro-
nuclear Laboratory, Westinghouse Electric Corp.,
Pittsburgh, Pa. 15236.
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h Blade height, ft.
K
CC
Condensate fog particle inertial impaction
parameter for coJJection on concave sur-
face of blades
K Condensate fog particle inertial impaction
cn parameter for collection on nose of blades
K
n
Knudsen No. based on condensate fog
particle radius
L Blade nose radius, ft
Mass ve_ocity of col lected condensate,
Ib/hr-ft
mk
Length of blade in radial direction, hub to
tip
Mass flow rate par unit of casing periphery
or per blade, slugs/sec-ft, or massflow rate -
slugs/sec








Portion of condensate fog particles collected
on concave surface of blades in a given row
P
cn
Portion of condensate fog particles collected
on nose of blade _na given row
qb Liquid from condensate fog particles col-
lected by a representative blade in a blade
row per unit of blade height, Ib/sec/ft.
Q_ ,Q/Total liquid collected by a given blade row
bin theform of bu k flow condensate fog
particles, Ib/sec.
QL + Dimensionless liquid film flow rate :
U L
u


























Condensate particle Reynolds Number
Pipe or channel equivalent radius, ft or
inches
Pitch (spacing of blades around turbine
periphery) of blades in a row, ft
Absolute temperature, OR
Bulk flow axial flow velocity - ft/sec
Mean longitudinal velocity of collected
film, ft/sec
Bulk flow velocity relative to casing, ft/sec
Bulk flow tangential velocity - ft/se c
Friction velocity, ft/sec = _ rs
Liquid film velocity on stator or rotor blades
Condensate particle axial flow velocity,
ft/sec
Bulk flow velocity relative to blades at in-
let of blade row, ft/sec
Condensate particle tangential velocity-
ft/sec
Width of blade row in axial direction from
inlet to exlb ft
Liquid flow rate, Ib/sec, slugs/sec
Average quality of vapor in a blade row
Circumference of turbine casing or axial
distance, or geometric coordinate - if/in.
Geometric coordinate - ft




Axial width of blade measured along blade
surface - fit in.
Blade geometry parameter, ft
Angle between normal to turbine axis and
stator inlet velocity vector, degrees
Condensate film thickness, inches, mils,
or feet
Film parameter = U*/U
Inlet width of concave surface capture
curve - ft
X A density parameter, dimensionless
isv Viscosity of vapor, Ib/ft-sec or (Ib-sec)/ft 2
HL, p Viscosity of liquid, lb/ft-sec or Ib-sec/ft 2
u Kinematic viscosity, p/p, ft2/sec
p /V_'xture bulk flow density, Ib/ft 3 or slugs/
ft-
Pt PL Working fluid density as a liquid, Ib/ft3or
slugs/ft J
Pv PG W°rklng,fluid density as a vapor, Ib/ft 3 or
slugs/fr °
T Wall friction drag per unit area, Ib/ft 2
S
_, Surface tension, Ib/ft
_e _1,_2 Indicates relationship
_, Surface tension parameter
Rotor rotative speed - rad;us/sec
2.5.2 Deposition of Moisture on the Surface of
Blades
• Sl.n_.le Row Collection
When the moisture in the bulk flow is in the
form of small spontaneously formed condensate
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particles (as in steam or alkali metal vapor turbines),
the mechanism of deposition of moisture on blade
surfaces is considered to be that of inertial impaction
based on the macroscopic application of the laws
of motion. In this we have followed Gyarmathy(1).
While deposition by diffusion of particles (Brownian
motion and/or eddy diffusion) is recognized as a
passible factor, inertial impaction is thought to
warrant first consideration, Even between inertial
impaction calculations, as between Gyarmathy and
Brunet al (2), there is substantial difference in num-
erical values which we have been unable to resolve.
The inertial deposition of moisture is con-
sidered to be principally on the inlet edge (nose)
of the blades and on the concave face of the blades.
Therefore by definition the inertial deposition on a
single row of blades may be written as:
Q_ -_ rn V_ (Pcn+ Pcc/
• Deposition on the Inlet Edge of the Blades
The analysis considers the nose of the blade
as a circular cylinder. Thus the impingement of
moisture particles is specified by the path of the
particles when acted upon by the potential flow
about a circular cylinder.
The path and impingement of particles with
respect to circular cylinders, based on two-dlmen-
sional trajectory calculations and suitable drag co-
efficlents, is given in a oumber of reports. In
addition to Gyarmathy(1)NACA Report 1215 by
Brun, et al (2), for example. In the Brun report the
data are shown by a non-dlmensional plot in terms
of the conventional inertia parameter (K), a Reynolds
Number parameter, and the collection efficiency.
(Collection efficiency is the ratio of the width of
the free stream capture stream tube, within which all
particles strike the cylinder, to the diameter of the
cylinder).
In symbolic terms the efficiency of collection
may be written:
l/2 e L r 2 V r ) /= -_ = _(Kcn) = _(K, Re) = _ 9Hv2 L ,Re (1}
or in the Stokes Law region applicable to these
miniature moisture drops:
E = _CD Re) _9 _v2"'k // (2)
As the flow about the miniature moisture
drops is often in the sllp flow regime, it is necessary
to correct this formulation for the reductlon in drag
due to slip flow. Correction is made by multiplying
the continuum value of the inertia parameter by the
ratio (CD,sllp flow/CD) where CD is the conven-
tional drag coefficient for continuum flow. This
correction is specified by an empirical expression in
terms of Knudsen Number. As shown in Figure 2.5.2-1,
Gyarmathy' s expression, CD, slip flow __ 1
C D 1 + 2.53 K 'n
is a simple approximation to the more complicated
Emmons(3)expression. As shown also by this curve,
the drag on 0.4 micron radius drops under Yankee
turbine conditions is only 45% of the continuum drag.
In fact, the drag on particles will only approach con-
tinuum values at approximately 15 microns or
greater radius.
Making the sllp flow correction to equation
2 and observing that in the Stokes flow regime that
24
C D Re - 1 yields:
(;,2 /PL VrE = ¢ (1 + 2.53 Kn) _9 Hr2L (3)
By use of the relationship of equation 3, as
established in numerical terms by Gyarmathy or
Brun et al, the collection efficiency for the nose
sections of a turbine row can be calculated.
Collection efficlencies have been calculated for
the nosesof the ninth stator blade row, 3/4 blade
height position of the Yankee steam turbine, and
are shown in Figure 2,5.2-2. As can be seen the
data of Gyarmathy predlcls higher collection




_ i - c_v_no_L CC_T*_T
t. c,,_s._l.,ru==
= | = i =
Figure2.5.2-1 Knudsen Number Corrections
This difference cannot be explained by the
fact that the Brun, et al, data account for the in-
crease in Stokes law drag with Reynolds Number,
as in this instance the fluid properties are nearly
coincldent with the Brun curve for zero Reynolds
Number. Possibly, the difference could be ex-
plalned by differences in trajectory calculation,
but this calculation is not qualified in Gyarmathy's
report.
The portion of the total number of conden-
sate particles in the total flow which are collected
by the nosesof the blades of a given turbine row is
given from simple geometric considerations, as in-
dicated in Figure 2.5.2-3 as:
21.' 2LE
P : : (4)cn S sina. _ sin a.
I I
Figure 2.5.2-3 also gives the calculated por-
tion collected by the ninth stator nosesof the
Yankee turbine. It will be noted that the portion
of the total drops collected by the noses of the
blades of a row cannot exceed 2 L/S sin _..
I
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Figure 2.5.2-2 Collection Efficiency Ninth Stage
Stotor Nose Yankee Turbine
• Deposition oF Moisture on the Concave Face of
the Blade
Generally, the analysis is performed along
the lines of Gyarmathy's (1)approach. The contour
of the blade surface is approximated by a polynomial
expression. The path of the vapor corresponds to the
blade contour and the path of the particles, acted
upon by the drag of the vapor, is calculated by
trajectory equations. The drag on the particles is
by Stakes law with correction for sllp flow. By
simplifying assumptions of constant vapor velocity
with respect to the distance between blades and
equal and constant moisture-particle axial velocity,
the particle acceleration is described by a linear
differential equation. By further assumptions as to
boundary conditions, the integrated equation gives
the width of the band at the blade inlet, within
which all moisture particles impinged on the blade
surface. Finally, the ratio of band width to the
space between blades gives the amount of the col-
lection with respect to the total moisture approach-
ing the blades.
Thus, by the above assumptions, the collec-
tion of moisture is specified by closed form calcula-
tion. The detail derivation follows:
The concave surface of the blade is approximated by
the third degree polynomial (see Figure 2.5.2-4)
O.O4
o..
o.o;o'._ o!..............._ _' ' ' ' ' " " ,®
DIO_ EAOIt_ - MICRONS 611131-_31
Figure 2.5.2-3 Portion Collected Ninth Stage
Stator Nose Yankee Turbine
Hx)
INCIDENT STEAM, _ _ X
MOISTURE FLOW
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Figure 2.5. 2-4 Collection of Moisture on the Con-
cave Side of the Blade
The coefficients are specified by the inlet angle
and the exit paint as:
F' (o) = AI = (S8 - _)/w (2)
F(W) = Se - _" + A 3W 3 = Se ;A 3 = _'/W 3 (3)
Assume that the path of the steam is the
same as the blade surface shape; then, the path and
direction of the steam flow is:
F (X) s = A 1 X + A 3X 3 (4)




where constants A 1 and A 3 are as defined by
equations 2 and 3, and the subscript s is for
the vapor.
The path of the moisture particles is related
to that of the vapor by the conventional trajectory
equations:
CD r slip flow __9P s
(U t - V t) - tangential (6)
CD 2, L •
CD Re CD, slip flow 9 Ps
(U ° - Va) - axial
a _ C D 2eLr
where U and V are the absolute vapor and particle
velocity.
Assume that the vapor and particle axial velocity
are equal and comtant:
U = V = const
o a
By this assumption the particle acceleration is des-
cHbed in equation 6, and noting that:
U t = V F' (X) so (7)
V t = V a F' (X) L (8)
2
V t = V a F" (X) L (9)
where subscripts v and L are for vapor and moisture
particles. By substltuHng in equation 6:
W F" (X) L = (1/K c) (F' (X) s - F' (X) L) (10)
where Kcc, the inertia parameter, is as follows:
24 CD 2 PL r2Va
K = 9 _ W (11)¢ _ CD, slip flow s
Substlt_t|ng in equation 5 yields:
W P' (X) L + (I/K c) F' (X) L = (I/K c) (A I + 3A 3x 2) (12)
This is the final differential equation of motion for
the moisture particles.
Integrating equation 12 gives the following general
solution:
F(X)L = C1 + C2 e-x (WKc) + A3X 3 _ 3A 3WK c X 2
- (A I _ 6A3W2Kc2) X " WK c (A I ÷ 6A3W2Kc 2) (13)
Constants C. and C^ are determined by the following
I ,. Z
boundary conditions:
1) the direction of flow of the vapor and
moisture particles is the same at the blade inlet
position; thus, by equation 5, F' (o) L = F' (o) = A 1.
2) the end point position of the capture
particle curve is coincident with the blade surface
point at the trailing edge; thus by equation 3, F
(W) L=F(W) =S 8 .
Solving for C1 and C 2 and substituting
in equation 13 gives the following equation for
the capture particle curve:
F(X) L = 6A 3W 3Kc 3(1 -e-1/Kc) + A 3(X 3 - W3) - 3A 3K cW(X 2 - W 2)
+ (A I + 6A 3 K¢ 2W 2) (X - W) + S0 (14)
The inlet width of the capture band is specified by
the value of equation 14 for the inlet of blade as:
F(o) L = 6A 3Kc3 W3(1 - e-1/K¢) - A3W 3 + 3A 3KaW 3
(A 1 + 6A 3Kc2 W 2) W + S6 (15)
Substituting for A I and A_ (equations 2 and 3) in
equations 14 and 15 gives'the final equations for the
capture particle curve and for the referred inlet
width of the band.
F(X)L/$ = 6 Kc3 (e(-I/Kc) (X/W)-e-|/Kc) +(X/W) 3 - 3 Kc (X/W) 2
÷ ((Se/$) _ 6Kc2-1) (X/_/) +3 Kc-6Kc 2
(14o)
F(o)./_ 6K 3(1 e-1"Kc)/ 6 K 2 (lS_)= - - +3K
c c c
F(O)L/_' =3K : K (.03_ 3 K 6 K 2- : .10
c c c c Kc < (15b)
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wheretheinertia parameter K is:
CC
24 CD 2 PL r2Vo
Kc = _ CO" sl'pflow
Note that the referred inlet width of the band is, in
effect, the referred collection efficiency.
The above equations consider the blade
surface shape as by a third degree polynomial. A
similar development assuming the surface as by
a second degree polynomial gives the following
equation for the inlet referred width of the capture
band:
F(o)L/'_' = 2 Kc2 (e-1/Kc _ 1) + 2Kc (16)
F(O)L/_2Kc: Kc _.05
where K is as before.
CC
Equations 15a and 16 are plotted and
shown in figure 2,4,2-5.
_D , i + , + r D' _ " + L'- 1 i i
+i0. -+..........Zi,,
Figure 2.5. 2-5 Referred Collect|on EfFiciency on
the Concave Side of the Blade
(16a)
The calculation of collection drops on the concave
side of the Yankee turbine ninth stafor blade is
illustrated by the following point calculation:
Moisture drop size:O.4 micron radius =
1.311 x 10 -6 ft radius
Fluid Properties: PL = 1.935 slugs/ft3,Hv
= 2.4 x 10 -7 Ib-sec/ft 2 V a = 456 ft/sec
Blade geometry: W =0.715 ft, _'= 0.566 ft,
S = 0.485 ft
2-i 52
Inertia parameter:
24 CD 2 PLrZVa
K _ _ --- . 00445
c _ CD, sllp flow 9 H s
where:
24
- 1_ assuming StokesI law drag
i_D Re
CD
- 1/.44 = 2.275 (Figure 2,5,2-1)
CD, slip flow
The blade surface shape in this instance is
closely approximated by the average between a 2 and
3 degree polynomial. Hence, the referred efficiency
is specified by the average curve value, or by the
average of equations 15b and 16a:
F(O) L/$ 2.5Kc = .0111
The inlet width of the capture curve
The portion of drops collected with respect to the
total number approaching the blade is the ratio of
the band width to the blade pitch.
Portion = t'/S = .013
Calculation results for the Yankee steam
turbine are shown in figure 2.5.2-6. This figure
gives the portion of moisture collected as a function
of drop size. As shown by the curve sketch, the
portion collected is specified by the inlet width of
the band (_), within which all particles impinge on
the blade with respect to the blade pitch. The band
width cannot exceed the space between blades
(pltchlminus inlet edge blockage) which accounts
for the break in the curve at 93.5 percent. Collec-
tion by Gyarmathy's data is 20 percent less in the
range -4 0.4 micron drop radius. The difference is
due to the fact that Gyarmathy specifies the blade
shape by a quadratic expression compared to a
higher order curve fit which, in this instance,
better matches the blade.
..... /, + ,
Figure 2.5. 2-6 PortionCollected; Concave Side,
Ninth StatorYankee Turbine
• Simplified Model of Single RowCollection
The general collection analysis does not
glve a completely closed form result.
The foregoing analysis has been recast by appraxi-
mations to give a closed form result which may be
more useful in making observations about turbine
moisture col lectlon.
Following Section 2.5.2.1 the expression
for inertial deposition on a single row of turbine
blades is:
Q_ = m YE (Pcn + Pcc) (I)
where /9%
2L = 2L (_r)







Equation I may be written, truing continuity
of flow, for collection of condensate fog porticles
on a single blade as
Q_
- - eSV aY_ (P + Pcc) (4)Nb_ b cn
(s)
1 -xv ._qb : £vSV -- (P + P (6)a\ xv / cn cc)
qb _
From numerical examinations of concave
surface collection it can be observed that for the
range of condensate particle sizes likely to be en-
countered in turbines (for concave surface collec-
tion),
_2 (Kcc) ~a K (7)CC
where a is the order of the polynomial expression
needed to adequately describe the boundary of a
tangential cross section of the concave surface of
a particular blade in rectangular coordinates.
It can also be observed from numerical
examination of the blade nose collection that,
if the particle radius is between 0.4 and 2 microns
in large steam turbines, a good approximation for
nose collection is
_1 (Kcn)_b Kcn (8)
where b is a constant.
Substitution of Eq. 8 in Eq. 2 and Eq. 7 in
Eq. 3 with further substitution of these results in
Eq. 6 and slmpltfylng and rearranging gives
el T V r (1 + 2.53 kn) (2(_ v'_ V r ._ C I- xv :, ,i:,,19 t t "'r
,J
(9)
One of the more interesting observations
which can be made from Eq. 9 is that the amount
of moisture collected (qb) per unit of blade height
is independent of blade size for geometrically
similar blade tangential crosssections.* This says
that between two turbine blade rows of equal
height and geometrically similar tangential cross
sections, the row with the smallest blade chords
will collect the most total moisture when operating
under the some working fluid conditions. If the
smaller row has a chord one-half that of the larger,
the moisture collected by the larger will be one-
half that collected by the smaller, i.e., the same
collection per blade but half as many blades in the
larger row for geometrically similar tangential
crosssections.
*The crosssection in a plane with one dlrection
generally,in the turbine axial direction and the other
direction normal t9 corresponding diameters at the
blade row inlet and exit stations.
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Theforegoingconclusionoffersadefinitive
experimental way to check the basic premise that
the dominant mechanism of collection is by inertial
impaction rather than by eddy or molecular diffusion.
Deposltion by diffusion is proportional to the sur-
face area, and the surface areas of the two hypo-
thetical blade rows are equal.
A corollary to the Eq. 9 observations is that,
other things being equal, big turbines could collect
proportionately less moisture than small turbines
and the amount of damaging impact liquid per unit
of exposed rotor blade surface will reduce with an
increase in turbine size.




n T_ vgc.._-_ -
With p in Ib/ft-sec,r inmicrons,Pv in
Ib/ft 3, and T iv °R, Eq. 2 becomes
5.35 x 103 Hv
K n _v r 4.__. (If)
SubstitutingEq. 11 intoEq. 9,usingthesame set
ofunitsasforEq. II, yields
where qb is in Ib/ft-sec and Vr is in ft/sec.
Let N k = number of blades per row, and h =
blade height t_ feet; then, the total amount col-
lected per row is given by
OL=2._x,0-]'LTVhNb t* "35x'O4_v )
evT TJ-T-- 03)
(_ (1X--_/C 4"a (W'_) '|n2 a t
The constant a in Eq. 13 was taken to be
2.5. The constant b was evaluated from Gyarmathy' s
calculations(1), from which it was determined that
b 04)
gn = _ (Kcn) - 2K
cn
where b is approximately equal to unity.* For some
Westinghouse-type turbine geometries, $,/Wr = 1.0
for stators, and $/W r = 1.25 for rotors.
Substituting these values into Eq. 13 for
sta tots:
t 1"354x1041_v /QL = 2.36 x 10"12-r-Vr h N b qL + _7 "_
(_-Vr 'v_
and for rotors:
QL = 2,36x 10-12_-Vr h Nb_ L _v "-_- _._/
(15)
06)
• Comparison of Experimental and Calculated
Moisture Col lection
A. Smith of Parsons Company has published
the results of water extraction tes_,1.ona scale
model of a Parsons steam turbine, v ) These tests
were run on a four-stage machine wlth the water
extraction between the third and fourth stages. The
theoretical amount of moisture present at the exlt
of the third stage was varied by changing the amount
of superheat in the vapor at the turbine inlet. Smith' s
data are shown as X' s in Figure 2.5.2-7. This is a
plot of theoretical moisture against the portion of
the theoretical moisture collected. Superimposed
on this figure is a curve representing theoretical
calculations of the portion of moisture which would
be collected by the Yankee steam turbine ninth stage
stator if the t_rbine were operated to provide the
varying amounts of theoretical moisture. In addition,
the conditions and geometry are also adjusted to
make the Wilson Point (at some location ahead of
the ninth stator) occur at a value of tl/Pt dp/dt of
pressureand dP/dt is the rate of change of thls
pressure with tlme at the Wilson Point.
* The numerical value of b will be different from
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Figure 2.5. 2-7 Calculated and ExperimentalTurbine
Moisture Collection
The only "real" point on the calculated
curves is that marked at 13.5% theoretical molsture,
(1) considering the actual operation conditions and
geometry of the Yankee turbine. If a llne is drawn
from this point through Smith' s data, there is appa-
rently excellent agreement. However, the calcula-
tions are for collection on a slngle turbine row,
whereas Smith's data represent collection on a
varying number of turbine rows and fractions thereof.
That is, the Wilson Point in Smith' s turbine is moving
toward the front end of the turbine as the amount of
theoretical moisture available at the third stage exit
rises. Therefore, the collecting surface area subject
to the condensing region is increasing. The moisture
collected at the drain port between third and fourth
stages probably represents that collected on less
than one row for 3% theoreHcal moisture and on up
to two or more rows for 8% theoretical moisture.
This explains why the slope of the data points is
substantially greater than the slope of the calcula-
ted lines. If the drain parts in Smith's experimen-
tal turbine are catching nearly all of the moisture
collected on the blades and if the blade sections,
spacing, and amount of turning of the experimental
turbine rows are quite similar to that of the ninth
stator of the Yankee turbine, then the theories of
condensate spontaneous nucleation and deposition
(taken together) somewhat over-estimate the
actual amounts of moisture being collected in
steam turbines. However, in the absence of definite
knowledge on these points, no change in the pre-
sent steam models of spontaneous nucleation and
collection is indicated.
2.5.3 Movement of Moisture on Blade Surfaces
• Movement on Rotor and Stator Blades
The movement of collected moisture over
the blade surfaces is not a crltical part of the
overall erosion model with respect to numerical pre-
cislon. The main value of the analysis is in point-
ing out certain variables whlch may be neglected
and in the added qualitative understanding of one
of the sequences of events leading to turbTne blade
erosion. A most important conclusion which can
be drawn from the analysis is that the carryover
of collected moisture from stage to stage will be
negligible in a well-drained turbine because the
flow of liquid on the rotor blades is essentially
radial. The llquld is therefore slung from the tip
against the outer casing and can be efficlently
collected by suitable drain slots. Another conclu-
sion is that the liquid flow on the stators is essential-
ly along the vapor streamlines.
In this analysis, it is assumed that the col-
lected moisture forms a continuous film controlled
by the laws of viscous flow. Generally, the thick-
nessand velocity of the malsture film are based on
the force balance between the viscous shear of the
film, vapor stream friction, and centrifugal force.
The force on such a film from the radial pressure
gradients in the turbines examined is small com-
pared to the other forces menHoned. It is also
assumed that the moisture collects only on the con-
cave side of the blades for purposes of numerical
calculation. (Collection on the convex sides
through the action of secondary flows is neglected.)
This is a conservaHve assumptionsince it places a
higher liquid load per unit of surface on the blade
than is probably actually present. Since different
procedures are involved for the stator and rotor
blade calculations, the discussion is by separate
topics.
• Rotor Blade Moisture Transport Model & Results
The main equation, based on the Navier-
Stokes equations, relates the centrifugal force to
the viscous shear of the film. This assumes that the
flow is in the radlal direction and is only acted
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upon by the centrifugal force. The error in this
assumption is shown by calculating the axial force
on the film (clue to steam friction) and the axial film
velocity for the nMth stator of the Yankee turbine.
Assuming 2 percent moisture collection, the axial
velocity is 0.88 fps compared to 6.5 fps velocity
in the radial dlrection, corresponding to a 7.8
degree angle of flow with respect to the radial
direction. Assuming the flow is in the radial
direction only and disregarding the low order





where the body force F is the centrifugal force.
Integration with boundary conditions as
specified by a parabolic velocity distribution gives:
2
F y _ FSy = -pu (7)
2
The mass flow and velocity are specified by con-
tinuity as:
drhL = PL Zudy
1 drh
u - PL Z d y L (2)




Substituting for the centrifugal force: PLU_
gives the final expression for 8 at the
tlp of the blade:
(3)
U
= ';'L = rhL2r w2 1/3
(4)
This assumes that the flow is uniformly distributed
over the surface of the blade.
The calculation also assumes a parabolic
velocity distribution with film thickness. The
latter assumption is for calculation purposes and
could be improved upon by detailed investigation
of the amount and distribution of moisture. As to
the width of the film, the film thickness and mass
average velocity at the tip of the blade are inversely
proportional to the 1/3 power and 2/'3 power of the
film width respectively; thus, the film thickness
and mass average velocity would be 1.26 and 1.59
times the calculatedvalues, For full width, if the
film extended over half the width of the blade.
In the case of radial dlstribuHons, with a triangular
distribution of film thickness along the height of
the blade, the centrifugal force F would be rou.qhly
0.58, the film thickness 1.2, and the velocity 0.83
times the calculated values for constant radial
thickness. As to the moisture flow (r_/), the film
thickness and velocity are directly prSportional to
the 1/3 power and 2/'3 power of the flow.
TABLE 2.5.3-1
YANKEE TURBINE, EIGHTH ROTOR LIQUID
FLOW
_L " 104 t_ x t0 5
'_.t__ j,-v'_ f _ _"_.£._t
0.005 0,215 1 ,SO 2,58 7.65
0.010 0,43 2,02 4.11 15.3
0.0_ 0._ 2.52 6.49 30.6
O.05D _.)5 3.44 )2,0 76.5
O. lO(] 4,30 4.31 (8.9 153.0
Using the expressions just developed, para-
metric calculations for the eighth rotor of the
Yankee steam turbine were carried out. The results
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are shown in Table 2.5.3-1. The parameter varied
is the fraction (E) of equilibrium moisture collected
since this quantity depends upon inputs from the
rest of the model. Note that the film velocity (u)
is the mass average at the tip of the blade.
• Stator Blade Moisture Transport Model & Results
The main equation, based on the viscosity
expression, relates the viscous shear to the axial
force due to the steam friction drag and the im-
pingement of the moisture particles. It is assumed
that there is a linear velocity distribution with film
thickness and that the flow per unit blade height
(at the 3/4 section) is the average unit flow along
the height of the blade. This assumption could be
improved upon by detailed investigation of the
radial distribution. The viscous shear in tile liquid
film is given by:
= PL by
assuming a linear velocity distribution:
u 2PL-U'-
max
T= PL 6 6 (s)
where _ and u are the film thickness and mass
average velocity. The flow of liquid is by con-
tlnuity:




at the blade exit position assuming that the flow is
evenly distributed over the distance Z (see sketch
that fol lows).
Combining (5) and (6) gives
(2 rhL PL'_ I/2
a =kpL Z" ) (7)
The viscous shear on the film is due to the drag of
the vapor and the force of the impinging drops, i.e.,
2
V S rhL
= Cf PS 2 + _ VS (B)
where the boundary layer friction coefficient (Cf).
in the region of the trailing edge is specified as:
0 26B
Cf = 2 x 0.123 x 10-0" 678 H(-_--_ " (Schlichting)
(9)
where 0 and H are boundary layer parameters.
Equations (7) and (8) may be combined to glve:
(2 rhLPL 1 _I/2
_'+ -_-.
The film Reynolds Number is by definition:
(10)
ReL = _ aPL/PL (11)
Note that the axial force by the drag of
the vapor isspecified by the wall shearing stress
of the boundary layer. The axial force due to the
momentum of the impinging drops depends on the
amount of the collection: for 1/2, 2, and 10 per-
cent collection, the momentum force is roughly
5, 20, and 100 percent of the vapor drag force (r).
As the amount of moisture collected depends
on inputs from the other parts of the program, calcu-
lated film properties are,with respect to the amount
of equil_rium moisture collected, designated as
_. Results for the Yankee steam turbine ninth stator
aregiveninTable 2.4.3-2, following. As shown,
the film thickness and velocity are roughly pro-
portional to the square root ore, when E is less
than 0.05. The velocity (u) is the mass average
value at the trailing edge of the blade.
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TABLE 2.5.3-2
YANKEE STEAM TURBINE, NINTH STATOR
LIQUID FLOW
_nLx t04 J x 105 u-
0.005 0.63 2.58 0.404 1.55
0.010 _.26 3.56 0.585 3._
0_0_) 2,._3 4.01 0.869 6.23
0.0-_ 6,30 6,75 1,54 15,5
0.1[_ 12.6 8.22 2,54 31.0
on the condensate film probably causes splashing
and some removal of the liquid from the film. How-
ever, the net amount of condensate collected on
the casing cannot be easily estimated; therefore, it
is assumedthat all of the condensate impinging on
the turbine casing is collected. The amount of fog
particles collected per turbine blade per unit blade
height can be estimated by use of equations 15 and
16 of Section 2.5.2, and it is assumed that this
same amount impinges and collects on the turbine
housing.
From limited data (Gardner (5) Baker(6))
it appears that there are ripples on the surface of
the film when the film Reynolds Number (Re/) is
greater than 4, corresponding to e greater th_n
roughly 1 percent. These ripples probably affect
the size of the drops from the blades as discussed in
Section 2.7 under atomization.
2.5.4 Collection on Turbine Casi_*
• _ck?round
In conventional (steam)wet vapor turbine
designs, the moisture leaving the turbine vanes and
collecting on the turbine casing is removed by slots
in the casing. The design of alkali metal vapor
turbines might be considerably simplified if slots
were unnecessary. However, if an appreciable
amount of condensate collects on the turbine casing
and is not removed, casing and rotor blade seal strip
erosion may result. A rudimentary examination of
casing flows for the cesium and potassium turbines
design of NAS 5-250* is reported in the following
paragraphs.
• Condensate Collection on the Turbine Casing
It is expected that essentially all of the
liquid collected on the turbine blades ends up on
the turbine casing because of the centrifugal action
of the turbine rotors. The drops formed departing
the rotor blade tips impinge on the turbine casing.
Along the turbine stages, a liquid film builds up on
the turbine casing. The impingement of liquid drops
*See Section 1.2.3 for additional detail on the
turbines.
The calculation of the amount of moisture
collected per stage required an iteration procedure.
The total condensed moisture was used to initiate
the calculations. From these values, the average
moisture content was calculated, from which the
term (1 - x )/Ix was calculated The condensateV
collected was t_en calculated from equation 15 or
16. The amount collected was then subtracted from
the total condensate to yield the moisture content
of the vapor. The calculations converged rapidly,
however. The results of the calculations for the six-
stage potassium turbine and the two-stage cesium
turbine are presented in Tables 2.5.4-1 and 2.5.4-2
respectively.
TABLE 2.5.4-1










Net Collection Effective Q/, Net Cumukmtive Ccmderuafe
EFficiency (%) Moltt_re (lilac) Collected (|b/see)
0.12 0.0005 3.6x 10°6 3,6x 10 .-6
O. B3 0,040 0.0019 0.0019
1.55 0.0t}8 0.0078 0.0097
1.60 O. 107 0. 0098 0. 0195
1,76 0.119 0. 0121 0.1_16
I. 90 O. 127 O. 0139 O. 0555
0.78 0.136 0.0(}61 0. O616
I_aI percentage of tokll molstu¢i coJlmct_l Is 7. 8%
TABLE 2. _.4-2
MOISTURE COLLECTION ON TURBINE HOUSING
TWO-STAGE CESIUM TURBINE
I Net Collection (Ef¢ect;ve I a,, Net I Cumula t;ve C ondenlahl
lS J 0.04 / 0.011 J 9.1x10 "5 1 9.1,10 -5
1R 0.55 _ 0.059 J 3.3x10 -4 J 4.2xl0 "4
2S J 0.62 I O. 122 j 0.0011 I 0.00152e 0.34 i o.1_a i 0.oo16 l o.oo31
Fina! porcentage of to_l mo;sture collected it 0.106%
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Thelasttwocolumns of the tables give,
respectively, the total condensate collected on each
row and the cumulative condensate collected on the
turbine housing. It is seen that, for the six-stage
potassiumturbine, 7.8 percent of the total moisture
content eventually collected on the turbine housing.
In comparison, the percentage of the total moisture
collected on the cesium turbine housing is 0.106
percent. The significantly smaller amount of mois-
ture collected on the cesium turbine housing is
due to the fact that fewer stages are required for
the cesium turbine.
The estimated moisture collection may be
conservative since it was assumedthat impingement
of liquid droplets on the condensate film and the
resulting splashing does not cause a net removal of
the condensate; consequently, the actual collection
may be less than that _ndlcated by the calculated
results.
• Stability of Condensate Collected on the Turbine
Casing
In addition to the possibfl ity of condensate
removal by splashing, there is also the possibility
that under the given hydrodynamic conditions the
liquid film may be unstable and the condensate may
be removed by shear forces at the vapor-liquid
interface. In an attempt to resolve this questTon,
the mode(s) of two-phase flow expected under the
given condiHons ar_lated to the two-phase
flow map of Baker. _'_'. Baker presents a map
showing regions of various modes of two-phase flow
as functions of two-phase flow parameters. Baker's
map is reproduced in Figure 2.5.4-I. The map con-
sistsof a plot of the logarithm of G/_ versus the
logarithm of L>,_/G, where G and L are the vapor
and liquid mass velocities, respectively. Here,
is a density parameter defined as
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Figure2.5.4-1 BakersMap of Two-PhaseFlow
Calculations for the various stages of the t_ tur-
bines give values of G/), on the order of 10 and
values of LX _/G less than 10-2. As can be seen,
these values are out of the range from Baker' s map.
An "eyebalP' extrapolation of the map would place
the flow in the wave flow regime. Such an extra-
polation is, of course, nat trustworthy. In wave flow,
it is expected that someof the wave crests would be
carried away into the vapor. If annular flow pre-
vails, substantial removal of liquid from the casing
film is expected. If fog flow is present, then all of
the liquid film would be entrained in the vapor as
fog. About the best that can be concluded at this
time is that some dispersion of the casing liquid is
indicated.
• Condensate Film Thicknesseson the Turbine
Housings
The condensate Film thicknesses on the tur-
bine housingswere estimated by the theory of
Wrobel and McManus. (7) These Tnvestlgators analyzed
the film depth and wave height in annular two-
phase flow and derived an equation relating the film
depth to the film flow rate and the gas Reynold's
number. The results checked reasonably well with
the limited available data. The complete equation
of Wrobel and McManus is
+ . L n 2.95
o Uv I*ee v / rely
v L I/2 I/2
-4-
where QL is the dimensionless liquid flow rote
given by ÷ 8UL + U*
QL - v and b - _.
+ 2 A QL ÷ ) 1/2 (12)
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+where QL is the dimensionless liquid flow rate given by 00,
with U* the friction velocity _s.J_'-_ .
O,O3
The constan_ A and B in Eq. (12) depend on
the shear profile assumed. For a constant shear _ ....
profile, A = 265 and B = 17.9.
0.0t
From continuity,
WL = ;rD _L 8UL (13)
I I I ! I I i
100"-
1 I I I I i ,1 :1 4 S 6 •
N • Io "5 - v_.P'OI _I"¢NOLD'S NUlt411_ 61 ll't_m
where U. is the mean film velocity, and D is the









Figure 2.5.4-3 Effect of Vapor Reynold's Number
on Film Thickness
TABLE 2.5.4-3
ESTIMATED CONDENSATE FILM DEPTH ON
TURBINE HOUSING SIX-STAGE
POTASSIUM TURBINE
( I-;T-L)8+= 10+ 28_--._-L] _v
The condensate flow rates are based on the
turbine casing inside diameter. Parametric curves
for the film height are presented in Figures 2.5.4-2
and 3. Estimates on the depth of liquid film on the
potassium and cesium turbines of NAS 5-250 are
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Q * N _ 10 .5 i/It ° = 104 (_ls)
m,v
0.a_e 5.12 0,071 0. l_
14.3 5.D4 l.lB 0.1_
71.5 4.94 2.04 0.317
133, 4, 95 3, 69 0+ 496
197. 4.J09 4,30 0.712
326. 4.16 5._0 1.07
338. 4J3 5+66 1,2|
TABLE 2.5.4-4
ESTIMATED CONDENSATE FILM DEPTH ON
TURBINE HOUSING TWO-STAGE CESIUM ....
TURBINE
Bled= _ Cu_lattv. Coe_ieroat. I 6/li = 105 I (mi&l=)
9.1 • 10 °5 0.901 1.17 0.0126
4.2_ 10 -4 3.77 1.26 O. 0_59
0.0015 11.6 1.31 0.0649
O, 0(_1 20,2 1,35
Figure 2.5.4-2 Effect of Condensate Film Reynold's
Number on Film Thickness
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• Average Drop Size Sheared From Casing Liquld
It is anticipated that the condensate film
flowing over the casing will at least in part be
atomized. Since this is presumably a random pro-
cess, some of the drops will have relatively short
time-of-flight available before impinging on the
rotor blades. These drops can be relatively large
and the resulting erosion on the rotor blades might
be severe.
The average droplet size was estimated on
the basis of the sheet atomization mechanism as
given in Section 2.7. The equation derived for the
average droplet size is
-"d" = 17.0 _nL IsL
For the turbine casing, the momentum term
is negligible compared to the wall friction term, and
the equation reduces to
j = 17 _L _"-_)
.. "L/
where d is in microns. The wall friction drag per 2.
unit area,_ , was calculated from the Wrobel and
McManus equation for the wall friction drag co-
efficient Cf, or 3.
CF _0.33 n _kS( ] _ ]0/$ +) 4.
To calculate the average droplet slze, the
condensate flow rates rhI were based on the housing
inside diameters. The results are presented in
Table 2.5.4-5.
These average droplet sizes are significantly 5.
larger than the average droplet size entering the rotor
blades from the stators of either turbine. In the case
of the potassium turbine, the drops are certainly
large enough to cause physical impact erosion damage.
Therefore, periodic moisture removal similar to that 6.
in steam turbines is indicated for the potassiumtur-
bine if erosion is to be minimized.
TABLE 2.5.4-5
MEAN DROPLET SIZES FROM SHEET ATOM-
IZATION OF CONDENSATE ON THE
POTASSIUM AND CESIUM TURBINE
HOUSINGS
Tuebbl _Ir_l ¢ _"
llde bw Exh (mkrons)
61( -3R 4.48
61( -45 75.3
_g( - 4R 149.
6K - 5S 235.
6K - 5R 331.
-6_ 455.
6K-6R 6_.
2Cs - 15 5, 38
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2.6 TRANSPORT OF ATOMIZED DROPS BE-
TWEEN STATORS AND ROTORS (ADROP
CODE)*
2.6.1 Background
This section describes the detailed aspects
of the tubular blade erosion model which deals with
the transport of potentially damaging liquid in the
axlal space between stator exit planes and rotor
inlet planes.
The source of mostof the potentially damag-
ing moisture in steam and alkali metal turbines is the
process of condensation in the bulk vapor by spon-
taneous nucleation. The condensate particles are
generally less than a micron in diameter, so that if
the turbine is well designed and orderly flow pre-
vails, most of the moisture will follow the vapor
streamlines and will exit from the turbine without
interacting with the blades. A small fraction of the
condensate fog will, however, tend to collect on
blade surfaces because of the curvature of the flow
passagesand the rotation of the moving blades.
These impacts by themselves cause negligible damage
because of the small size of the particles involved.
The moisture collected in this fashion on stator pas-
sage walls is carried along axially by the drag forces
of the vapor stream toward t_e downstream end of
the stator. The liquid is then torn away from the
stator trailing edge in a primary atomization process.
A wide spectrum of drop sizes is produced, with some
diameters approaching the stator trailing-edge thick-
hess. Mc_t of the observed impact erosion damage is
caused by drops formed in this manner.
Condensation directly on blade surfaces and
boiler carry-over are other sources of moisture which
may be considered. These would tend to dominate in
mercury vapor machines, for instance, where con-
dereation in the bulk vapor is theoretically negligible..
The work presented here is concerned with
the motion of the moisture, regardless of _ts origin,
after the conclusion of primary atomization. The
analytical basis of the transport model will be dis-
cussed and a digital computer code package called
ADROP will be described. This code ;s written in
FORTRAN IV and was developed to unify the various
numerical procedures involved in this phase of the
overall turbine blade erosion model.
Analytical Model of Atomized Drop Trare-
The central problem is the solution of the
equation of motion of a drop of liquid in the space
between the stator from which it was d;scharged and
the rotor inlet plane. Mechanical era61on rates tend
to be drop-size and velocity dependent. The upper
limit of drop sizes which will impact the rotor blades
is largely determined by the vapor wake characteris-
tics immediately downstream of the stators.
_T. C. Varl jen, Supervisar, Systems & Technology,
Astronuclear Laboratory, Westinghouse Electric
Corporation, Pittsburgh, Pa. 15236
The primary drops are caught up in the de-
caying wake. Some of these will simply be accelera-
ted to some fraction of the local vapor velocity and
will ultimately impact upon the rotors. Drops at the
upper end of the size spectrum produced by primary
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atomization will be unstable with respect to the
applied aerodynamic forces and will fragment prior
to impact. The latter process will be termed
"secondary atomizatlon." Drops traveling along
streamlines near the edge of the stator wakes are sub-
ject to the greatest aerodynamic forces, while drops
moving along the wake axis, essentially in the trough
of the velocity defect, will experience the least
amount of disruption. The largest, and hence po-
tentially the most damaging, drops which reach the
rotors will be those which move on streamlines near
the wake centerline.
The study of the motion of atomized con-
densate has been undertaken on several levels. First,
relaHvely simple closed form solutions of the equation
of motion were obtained for certain special cases.
A completely general dimensionless formulation of
the equation of motion was also obtained and solved
numerically. Finally, a detailed calculational pro-
cedure was developed to provide special solutions.
• The Bulk Flow Impact Ve!ocity
A closed form solution to the drop motion
problem has been derived for the special case of a
drop moving along the wake-edge under bulk flow
conditions. The aerodynamic force on a detached
drop is given by:
Fd = 1/2C D Pv Vr2Ad (1)
where A d is the drop cross-sectlonal area and V is
the relahve velocity of the drop with respect torthe
local vapor stream velocity. That is Vr = U - Vd.





dVd = 3 CD Pv
d t _- -_d _'L (U'Vd)2
(2)
Two assumptions were made to get a closed-form
solution to the above. First, the local vapor velocity
was assumed to be constant and equal to the bulk
flow velocity at the stator exlt plane (U = Uo), and
second, the following form of the drag coefficient
was assumed:
b
aRe b = a (U°- Vd) Pv DdJ
c D (3)
Pv J
Unfortunately the drag coefficient cannot (as far as
we know) be represented by a single general re-
lationship aReb aver the Reynolds Number range of
interest. According to Lambirls and Combs(1), for
the distorted drops:
C D = 27 Re-84 O_<Re_<80 (,Ca)
CD = .271 R_217 80<Re _<104 (4b)
CD = 2 104< Re (4c)
The data which the above relations fit is shown
graphically in Figure 2.6-1. Experimental data from
References (I) and (2) are shown. The solution to
the equation of motion, relaHng distance traveled
and drop terminal velocity, covering cases (4a) and
(4b), was Found to be
-(b* 1)
For the case of a constant drag coefficient (case 4c
for instance) the following solution was obtained:




Figure 2.6-1 Drag of Spheresand Liquid Drops
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Note that CDo is associated with Reo, the bulk flow
Reynolds Number. Three distinct closed form solu-
tions have therefore been obtained corresponding
to the three Reynolds Number ranges used to repre-
sent the drag coefficient. A convenient dimensionless
representation of these solutions is shown in Figure
2.6-2. The drop term[nal-ta-free-stream velocity
ratio is plotted as a function of the parameter group
_dd/ /_Z_-L/CDo. Ifpv the local Number ofReynolds O
drop stays completely within one of the Reynolds
Number ranges throughout its trajectory, the approp-
riate general trajectory curve will be followed.
Otherwise, the curves form an envelope covering the
behavior of cases where the Reynolds Number drops
from one range to the next.
iiI,L : , c, !?;:!
k_
o
)o-1 _0o7 lo-i ioa 101 _0t
Figure 2.6-2 Analytic Solutions for the Bulk Flow
Drop Impact Velocity
• General Dimensionless Formulation
For the general case of motion with a vari-
able field (_., within a stator wake for instance) a
closed form solution does not seem possible because
of the complexity of the resulting equation of motion.
It has been noted that from the point of view of the
erosion model the most important path of drop motion
is near the axis of the stator wake.
Lelbleln and Roudebush (3) have correlated
the variation of wake trough velocity with down-
stream distance with the following expression:
• x (7)U.m,n = Uo (1-.13/v' T + .025)
The above is based on a limited amount of data for
blade cascades with essentially zero tTailing-edge
thicknesses.
The basic equation of motion, now written for the
wake axis streamline is then:
[(o ,)'d V d d V d 3 ev t f -V (81
_v_ _ - T _ _. _ _i.-v
when the drag coeffic|ent is represented functionally
by:
Cd "= f Umln - Vd) IJ v j
Now abbrevlat[ng eq (8) so that Um[ n = Uog(e ),
where e = x/c, leads to
with Kd as the inertial parameter:
3 Pv C
The above has been solved numerically for
the velocity ratio as a function of referred distance
along the wake axis (x/c) with K d and Reo as para-
meters. Figure 2.6-3 shows a few of the solutions




Figure 2.6-3 General Solutions for the Terminal
Velocity of Drops Traveling along Stator
Wake Axis Streamlines
These solutions by themselves are instructive
guides to the overall relations between the parameters.
It is conceivable that a least squares analysis of the
various relations could be used to produce a "univer-
sal solution" curve of the form:
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Vd (x _nl n2 n3 (10)U = _ Kd Reo
0
From the paint of view of turbine erosion, however,
knowledge of the ultimate impact velocity is not
sufficient and must be complemented by a secondary
atomization study. It is for this reason that the de-
tailed computer model was developed.
Computer Model of Atomized Drop Trans-
The scope of the ADROP code package is
as fol lows:
a) Estimation of stator blade boundary-
layer characteristics
b) Generation of the local velocity field
within the vapor wake downstream of stator blades
c) Numerical integration of the equation
of motion of drops traveling along various wake
streamlines and the estimation of secondary atomiza-
tion effects.
d) Solution of drop impact velocity tri-
angles to provide information on the magnitude of
the normal component of impact velocity and the
physical location of erosion.
• Stator Blade Boundary Layer Characteristics
The vapor wake downstream of stator blades
is assumed to be controlled prlmaHly by the viscous
dissipation of the boundary layer at the trailing-edge
of the blades. The boundary layer properties required
include the momentum thickness, displacement thick-
ness, full thickness, and the form factor. The
local momentum thickness of the boundary layer/.,
is found by integrating a form of Truckenbrodt' s_41
equa fi on:
-3 n+ 1 S/S o . , 3+2/n "S n/(n+l)
t = _U_ ) (2C=_f) -=_/ (U_) d(=_o ) (11)
where the exponent n is taken to be six, correspond-
ing to large Reynolds numbers, and the friction factor
is specified by the empirical expression for flat
plate, turbulent flow:
Cf = .074/_e 0"2 (12)
In this statement of the Truckenbrodt
equation it was assumed that the boundary layer
is turbulent along the entire blade length. This is a
useful approximation and does not have an appreciable
effect on the results at the trailing edge. The shape
factor may be obtained as shown in
L = -.23÷ .0o76( "---_-r-_ + .o3o4_.Ro+ j. _,, _
_.+,1 kOo/
(__.i_ / 1.0608 f /.._._ J+ .0076 n ln_ - --_ Jn d_ (13)
"+ ' s/s° / u \3 • 2/. d(S/So
=
As before laminar terms do not appear in the
equations and the integrations are performed to the
inlet edge of the blade, rather than to the laminar-
turbulent transition point. The form factor H is
related to the shape factor by:
._E E 1 dE (14)I_ : H-1 T
0
where E and H are related empirically by:
1.269 H
E - H - .379 (i5)
The lower limit of integration, E , is taken
0
as 1.74 to make L = zero correspond to the case of
the flat plate with zero pressur, gradlenb i.e., H =
1.4. The empirical form (eq. 15) is in good agreement
with experimental data below H = 1.7 (Ref. 6). For
larger values of H the correlation breaks down so that
the equation is supplemented by a table of experi-
mental data for use when 1.6 < H < 2.6.
The remaining local boundary layer characteristics
may be found after Schlichting( 6_ by applying the







n = $t'q- (17)
B* 1 (I8)
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8" = e H (19)
• The Generation of Stator Wake Velocity Profiles
The objective is to obtain a two-dlmension-
al representation of the vapor velocity field between
a stator exlt plane and the inlet plane of the follow-
ing rotor. Most of the work which has been done in
thls area has been oriented toward evaluating overall
losscoefficients. There has apparently been very
little interest in the fine structure of wakes per se.
The work of Lieblein and Roudebush(3) comes closest
to satisfying the requirements of the transport model
in thls respect. The analysis just cited deals with the
low-speed wake characteristics of two-dlmensional
cascade and isolated airfoil sections. Strictly speak-
ing, the conditions present in axial flow turbines are
not quite the same as those assumed in the analysis.
The approach taken by Lieblein and Roude-
bush is to assume that the wake is formed by the
merging of the boundary layers on the upper and
lower blade surfaces at the trailing edge. The wake
is eventually re-energized by a mixing processbe-
tween the wake and the free-stream flow. The varia-
tion of certain wake properties with downstream
distance is then predicted from both empirlcal and
theoretical considerations.
A qualitative picture of the velocity pro-
files normal to the wake trough is shown in Figure
2.6-4. Note that the inclination of the wake center-
line to the turbine axls is a slowly varying function
of axial distance. Similarly, the wake minimum
veloclty increases and the wake-edge velocity or
free-stream velocity decreasesslightly with distance
as a result of momentum transfer as the wake re-
energizes.
The wake model appears to be particularly
good where the ratio of blade trailing-edge thlckness
to chord length approaches zero and at a nominal
dlstance downstream of the trailing edge. It is clear
that very complex flow patterns will exist lmmedlately
downstream of blades of finite trailing-edge thick-
hess. In fact, separate vortex flow may exist in many
cases. The characteristics of the wake near the
trailing edge are very important from the erosion
point of view and directly affect the question of the
upper size limit of drops reachlng the rotor plane.
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The atomized drops from the stator are shed
into this region of complex flow. There is probably
a sheltered region immediately downstream of the
blade wlth components of flow both transverse and
axial. Steam turbine observations indicate that the
drops will migrate rather slowly deep in the wake_
and at somepoint downstream are suddenly caught
up and accelerated. Becauseof the uncertainty in
th[s processa "dead-space" correction of about four
trailing edge thicknesses has been arbitrarily intro-
duced. The integration of the drop equation of mo-
tion is therefore begun at the edge of the dead space
rather than at the blade traillng-edge.
The variation of wake trough velocity has
previously been given (eq. 7 above). No consistent
quantitative model for the actual shape of the trans-
verse profile has been advanced. Provided the mini-
mum and wake-edge velocities are reasonably correct,
a half-slne curve fit to the two known points should
yield consistent results for the transverse velocity
profile. This method does not, however, account for
the observed asymmetry in the wake. At the trailing
edge the effective total boundary layer thickness
is the sum: 8te = 6p, te + _is,te (20)
The remaining trailing edge properties may be obtain-
ed from: _, : +
te 8p_te _s,te (21)
ere = ep, te 4- es'te (22)
; 6"Hte te/ere (23)
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Figure 2.6-4 Qualitative Representationof Vapor
Wake DevelopmentDownstreamof a
Stator BladeSection
The variation of the wake form factor was fitted in
(6)by: N : C24)
/%
The wake momentum thickness parameters, g, and
the flow angle simultaneously satisfy:
1
l- _' (I+H x) -
x 2 cos2 /_
x
= constant = k I (25)
(I- _x Hx)2
1 - _x (1 - Hx)
(1 - _ H )2 tan /_x
x x
where:
= constant = _/F, 2
(26)
_' = j' # _ " (27)
x \ c / x COS _x
Equations (25) and (26) may be solved by
simultaneous iteration for '_'x and/_x" The constants
are evaluated in terms of the trailing edge condition,
H.te, g. and /_.. The wake-edge velocity mayt rethen be _ound from:
V (b/2, x) cos/3 x (I -_xHx) = constant = k3 (28)
The ratio Vmin, x,A/ (_, x) is specified by the trough
velocity equatlon(7) so that by applying (28) the
trough velocity is obtained. Using a half-sine fit
the transverse velocity profile is then:
Transverse wake position is specified by the ratio (_)
y/(_/2), which is unity at the wake edge and zero
at the centerline.
The latter positions are generally the most interest-
ing. It is assumed that if a drop starts out on a par-
ticular streamline y/(6/2), it continues in this
relative position until it impacts.
• Drop Acceleration and SecondaryAtomization*
The drop size spectrum from primary atomi-
zation may be estimated using the method given in
Section 2.7. The empirical Nuklyama-Tanasawa
distribution function is applied and from these re-
suits a suitable group of drop sizes may be chosen
for the drop transport analysis. The general drop
equation of motion (eq. 2) may be solved for the
drop terminal velocity as a function of drop size and
wake pasiHon, with the local vapor velocity within
the wake obtained following the procedure outlined
above.
The conditions for subsequent drop frag-
mentatlon or secondary atomization may be correla-
ted in terms of a critical Weber Number. This sub-
ject has been given much attention in the atomization
literature in recent years; however, a consistent
guide to its formulation remains to be found.**
Much of the empirical work has been done with
steam or air streams and correlations suitable for use
with liquid metal systems remain to be substantiated.
Gardner (7), for instance, recognized two regimes
for the critical Weber Number in steam systems. For
cases where drops were introduced into a relatively
slow-moving stream, which was gradually accelerated,
he recommends a "steady-flow" critical Weber Num-
ber of 22. For the case of abrupt acceleration he
recommends a "shock" critical Weber Number of 13.
Other authors (Nicholson(8) for instance) have re-
ported an even wider range of critical Weber num-
bers. In lieu of more definitive data we have ten-
tatively adopted Gardners' results with the following
rationale. The Weber Number is defined by:
V 2 Dd (30)PV r
We -
a L
and is essentially the ratio of the local dynamic
force to the surface tension. In the low pressure end
of steam turbines the drop relative velocity, hence
drop Weber Number, increases gradually to a maxi-
mum and then decreases with downstream travel.
The conditions fit the "steady-f(ow" Weber Number
* A comparison of calculated values of drop velocity
for the Yankee turbine and experimental values from
a CERL steam cascade is given in Appendix 2.6 to
this section.
** A more detailed discussion of this subject is
undertaken in Section 2.7.
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criterion of 22. In small alkali metal turbines the on-
set of acceleration is quffe abrupt, with the peak
Weber Number occurring initially. This situation
suggests use of the "shock" critical Weber Number
for these systems.
As far as the trajectory model is concerned,
therefore, secondary atomization ls assumed to begin
when a certain fixed Weber Number is exceeded
anywhere along the trajectory of a drop. The d_s-
ruptlon process takes a finite amount of time and it
is usually important to know whether the distance
between blade rows is sufficient to insure complete
atomization of all unstable drops° From basic con-
siderations it can be shown (9) that the disruption t|me
shows the following dependence:
D d
Pl-'_'- (31)t c= --V---'-
r _4_v
From the data of Wolfe and Anderson (2) the time to
the start of disruption was estimated to be:
! E)CI [ _L (32)
and the elapsed time to complete breakup was:
' ' Dcl _ (33_
t = 2.8 r-_ N_v
In the trajectory model reported here, when
the local drop Weber Number exceeds the critical
value at some time t, the disruption tlme t' ' is
computed. Disruption is assumed to be completed at
that point on the trajectory where time t + t ' '
has elapsed. Presumably for drops with maximum
Weber Numbers close to critical the drop may revert
to a more stable condition prior to time t + t '. How-
ever, the uncertainty in the magnitude of the critical
Weber Number precludes the use of such a refine-
ment at this time.
When a primary drop disintegrates, a spec-
trum of secondary drop sizes may be expected, just
as in the case of primary atomization. The mass
mean diameter D' d of the secondary drops is
evaluated from the Wolfe-Anderson expression:
1/3
136_ L _, 3/2Dd1/2Dd = _ 4
ev V r
(34)
where all the quantities are evaluated for conditions
at time t, that is, at the point where the critical
Weber Number is first exceeded.
When the above analysis is concluded for a
given turbine stage, an upper limit for the size of
impacting drops will be obtained. The original pri-
mary drop distribution will be modified such that the
"tail" extending beyond the maximum stable drop
size will be removed° The fraction of the total spray
volume represented by the tall represents the new
secondary drop distribution which is now added to
the original distribution. The mechanics of these
calculations are discussed in Section 2.7. Compari-
son of calculated secondary drop distributions ob-
talned using equation 34 with actual measurements in
a large steam turbine are in poor agreement.
• !mpact Velocity and the Geometry of Impact
The geometry conventions employed in this
discussion are shown in Figure 2.6-5. Consider the
inlet region of a rotor section at some fixed blade
height. The pitch, S, tangential blade speed U.,
and the rotor inlet blade angle are thus fixed. II:he
velocity V d is the terminal drop velocity which is
obtained from the solution of the equation of motion
discussed previously. The direction of V d is essen-
tially that of the stator jet velocity; however, its
magnitude depends on drop slze. The drop velocity
relative to the rotor is given by:
t
Wd = _ U1 2+ Vd 2 - 2U ! VdSi n c* (35)
The "shadow angle" a d satisfies:
U1 -VdS]n a
cos _d = Wd (36)
Depending on the angle of the blades and the angle
of incidence of the drops, there will be generally
a blade region which will be shadowed and free of
damaging impacts. To estimate the extent of un-
shadowed blade surface, a first approximation is to
consider the "impoction length" AL defined along
the tangent to the blade centerllne at its nose. The
actual impaction zone is the convex surface cut by
the tangent line. A relation for AL in terms of the
blade spacing S and angles e i and "d is:
sin _'d
_,L _ S s-_-_i +_d) (37)
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Figure 2.6-5 Drop Impingement Geometry
If the angles =, and n. are acute, the approximation
a
is relatively goT0d. Otherwise, scale drawings of
the blades must be used.
The treatment employed by the overall
erasion model to estimate material removal holds
that it is the normal component of the component of
the impacting drop velocity which is most directly re-
lated to the extent of damage. This component is
obtained by noting that the angle _ included between
- _.. Therefore:W d and W n is _r/2- a d f
W n = W d cos/3= WdS_n(c_d+ai) (38)
Drops at the upper end of the size spectrum
will have the smallest arrival velocity. In the limit,
for very small Vd, IW J--_ull and the impact region
is essentially confinea_ltolthe I blade nase. Such a
situation is very unlikely since the unbroken drops
below the secondary atomization limit are accelera-
ted to an appreciable fraction of the free stream
velocity.
At the other extreme some of the smallest
drops wi!l a_rlve at essentially free stream velocity
so that IWdl"°'a The normal velocity W will be lar-I . . n
gest when V d = o and will decrease linearly to zero
when V d reaches the free stream value. For some
value of drop terminal velocity the vectors W and
W d will coincide. Beyond this point, in the a_lrec-
tlon of higher terminal velocities and smaller drop
dlameters, the impact length concept breaks down.
The significant impact area is the nose since W d is
normal to the no6e at some point. The cross-over
point is represented analytically by the condition
/_= o. It follows then that:
-- 11"
_do "_ "_i (39)
u i
Vdo = sin (cot ado-1 ) (40)
Wd ° = Vd ° sin_ (41)
s.ln _do
Therefore, when VabV, the relative
velocity W d will exceed W n an_°hould be considered
as far as potential damage is concerned. Note that
increasing the blade speed has the effect of increas-
ing Vdo, thus decreasing the tendency of the damage
to be confined to the nose area.
2.6.4 Description of the ADROP Code Package
The ADROP code is designed to examine
in detail the transport of atomized condensate from
the stator exit plane to the rotor inlet plane In wet
vapor axial flow turbines. The code facilitates
parameter surveys and can be used to systematically
test the implications of various assumptions made in
the model. The computational model as outlined in
the previous section is far from definitive, in fact
it represents a first cut at a comprehensive explana-
Hon of observed phenomena.
A single stage and blade height pasition is
examined at one time, however, as many problems as
necessary may be run consecutively. Temperature-
dependent working fluid properties are computed by
an auxiliary subroutine, with a present capacity of
eight materials: lithium, sodium, potassium, rubid-
ium, cesium, mercury, NaK-78, and water. For a
given stage, geometry, and bulk flow condition, a
range of drop sizes are introduced into the vapor
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stream at various wake pas!tions. Terminal velocities
are obtained for all drops. If the flow conditions are
such that a drop satisfies the condition of aerodynam-
ic instability, the approximate location of disruption
is noted and the massmean diameter of secondary
drops is estimated.
The program source language is FORTRAN
IV. The code is oriented toward the CDC machines
3600, 6400, and 6600; however, compatibility with
equivalent IBM equipment can be achieved with a
minimum of effort. On the CDC 6600 system opera-
ted by the Westlnghouse Tele-Computer Center the
field length required by the code, associated system
routines, and storage areas is 18,000 words decimal.
Calculations and output are in cgs units, with inputs
in common engineering units. Options are available
to control the quantity of printed output and the se-
quence of calculations. A source language listing of
each item in the code package may be found in
Appendix B to this section.
• The Main Program
Input functions, inltialization, and option
selection are handled by the main program. Data is
input using the format-free NAMELIST feature. For
each individual problem the input consists of a title
card, and a sequence of cards defining quantities in
the NAMELIST DRP. The 80-column card image of
the title card is used to _dentify the output listing.
Variables in the DRP llst are/DRP/KOP, TR, VFREE,
GDAT, XS, VS, XP, VP, PD, SD, PDS, SDS, PTH,
STH, XQ, DIAM.
It should be emphasized that only those
numbers required to do a particular problem config-
uration need to be |nput. Data is transferred from
one problem to the next. Thus, the first problem in
a series mlght have a complete input setrwhile sub-
sequent problems might only require one or two in-
put numbers. The input llst variables involved are
defined in Table 2.6-I. Blade surface velocity plots
may be obtained in several ways. Our usual practice
has been to employ the code of Reference 14 to
generate this data°
Material properties required for the working
fluid in question are the density of vapor and liquid,
the viscosity of vapor and liquid and the surface ten-
sion of the liquid. These are obtained by calling
subroutine PROPM. The data is then stored in com-
mon block/PRP/for later use. Table 2.6-2 lists the
important common blocks used for intersubroutlne
communication. A specific sampie problem will be
discussed in Section 2.6 to illustrate the input and
output formats.
• Subroutine TRUCK
The calculation of the boundary layer pro-
perties along blade surface is handled in a code de-
vised by W. K. Fentress. The code has been recast
into subroutine form and incorporated into the ADROP
system. The input surface velocity tables, which may
contain as few as four points each is expanded into
a 40-point table using parabolic spline rnterpolation
(subroutine SPLINT). The Truckenbrodt boundary
layer equation and the shape factor equation are




ADROP INPUT NAMELIST DEFINITIONS













Working Fluid sentinel (see definition
of JFLUID on page 42)
Number of stator blades
Number of rotor blades
Shaft RPM
Boundary-layer calculation option
(subroutine TRUCK) <3 calculation
is deleted. Otherwise KOP(5)
specifies the number of referred
posltlon-veloclty pairs to be input.
TRUCK IO sentinel. If KOP(6) > 0
detailed boundary layer results will
be printed.
TRAX option sentinel. If KOP(7)<_ 0
trajectory calculations will be deleted.
A value greater than zero sets the
trajectory print interval.
IMPAX option. IF KOP(8) >_0 the
drop impact geometry will be examined.
Wake option. If KOP(9) _>0 full
wake treatment will be used. Other-
wise the approximate treatment is
specified.
Debug option
= 0 option ignored
>0 data will be printed out during
each wake iteration
= 2 trajectory data will be printed
for each trial integration step.
BoIk vapor temperature at stator exit
(°R)



















Bulk vapor quality at stator exit.
Stator exit flow angle (angle a in
Figure 5)
Inlet rotor blade angle (angle a. in
Figure 5) l
Tra_llng-edge multiplier used to
define the dead-space.
Critical Weber Number
Stator exit section diameter (inches)
Rotor inlet section diameter (inches)
Axial space between stator exit and
rotor inlet planes (inches)
Stator trailing-edge thickness (inches)
Stator chord length (inches)
Pressure surface length (inches)
Suction surface length (inches)
Array of nine drop diameters (microns)
Arrays of referred posltlons in suction
and pressure sides
Arrays of referred surface velocities
on suction and pressure sides.
Pressure and suction side boundary
layer th{cknesses (cm)
Pressure and suction side displacement
thicknesses (cm)




COMMON BLOCK LAYOUT IN PROGRAM
ADRO P
BLOCK DEFINITIONS
/PRP/MAT,TEMP, RHOV, RHOL, SIGL, VISL, VISV
/TBG/CHORD, PITCH, BTE, PD , Sb, PDS, SDS, PTH, STH, VZERO
/GEO/NSTAT, NROTR, RPM, ALPHA, ALPHI, F DEAD, WDC, DSTAT, DROTR, AXSP, STE,
SCHD, SPARC, SSARC
/CST/JOB(IO), JMAT(10), PI, RD, NYD, DIAM(10)
/BUG/IBUG
/ICON/H, HMAX, HMIN, RELB, ABS B
/fl'RX/...
BLOCK REFERENCES
MAIN TRUCK TRAX DERIV
PRP X X X X
TBG X X X X
GEO X X X











Call TRUCK (M, SS, SP, XXS, XVS, XXP,
XVP, I(_) where:
M is the number of surface velocity points to
be input for each surface.
SS is the length of the suction surface.
SP is the length of the pressure surface.
XXS is the array of M suction surface referred
position polnts.
XVS is the array of referred surface velocities
corresponding to each value of XXS.
XXP, XVP are the position and velocity arrays for
the pressure side
I_ is the output listing control sentinel. If
I_> 0 a listing of boundary layer prop-
erties along the blade will be obtained.
Output quantities required for subsequent
calculations in other subroutines are placed in com-
mon block/TBG/. These are PD, SD, PDS, SDS, PTH,
STH, which are the pressure and suction side trailing
edge values of boundary layer, displacement and
momentum thicknesses. No assumptions are made
internally concerning units. The unit of length used
for the surface lengths SS and SP, however, should
be the same as that used in the thermophysieal prop-
erties. In the context of the ADROP code the units
are cgs.
Probable flow separation is indicated if the
shape factor (Eq. 13 above) L (_) < -0.18 at any
point. This condition is identified by a diagnostic
message. If this sltuatlon occurstthe integer I_
is set to -10 before control returns to the main pro-
gram. Thls is used to prevent the subsequent tra-
jectory calculations from startlng. Dato for the
next problem is then read in so that the failure of
one problem will not interrupt the entire s_quence.
Output llstlngs which may be obtained are:
a) The input surface velocity tables
b) Boundary layer properties at each sur-
face position (optional)
c) Summary of the trailing-edge boundary
layer values.
A listing of the subroutine is given in
Appendix B to this section. Note that common
blocks PRP/, TBG/and EST/are required by the
subroutine.
• Subroutine WAKE
The function of this subroutine is to provide
the local vapor velocity at a specified position with-
in a stator blade wake. Common block/l"BG/is used
to transmit the numerical values of the stator chord,
exit pitch, jet velocity, and the boundary layer
displacement and momentum thicknesses at the stator
trailing-edge. The calling sequence for the sub-
routine is:






is the distance from the trailing edge along
the wake centerllne where the vapor velo-
city is required
is the transverse position y/(_/2) within
the wake. It is necessary that 0< YD < 1
B
is the output local vapor velocity
is the local wake angle in radlans, i.e.,
the inclination of the wake centerline to
the turbine axis.
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NS is used as a control sentinel which is set
prior to the first WAKE CALL. If NS = 0
when WAKE is called, the constants de-
fined by Equations 25, 26 and 28 are eval-
uated using trailing edge boundary layer
data. WAKE changes NS to unity so that
on subsequent calls the inltlalization section
of the subroutine is skipped. If boundary
layer data is not available, useful approxi-
mate solutions may be obtained assuming a
constant free stream velocity and flow angle
downstream of the stator. In this case the
user must preset NS = 1. Only two values
of YD may be used; YD = 0 or YD = 1 in
this situation.
The simultaneous iterative solutlon of
equations 25, 26 and 28 is accomplished with the
assistance of the auxiliary subroutine VERGE° If
convergence of the iteratlve process has not been
accomplished after 20 attempts, there is usually some-
thing wrong with the input data° The process is sus-
pended and a diagnostic printed out. The sentinel
NS is set to 10 and control returned to the calling
routine. It is recommended that NS be tested after
each return so that appropriate action may be taken
in the event of an fferation failure.
It is required that the unit of length used
in the data in common block/TBG/be consistent with
those employed in the input arguments XX and VXY.
• Subroutine TRAX
TRAX is the control subroutine for the in-
tegration of the drop equation of motion. A fourth-
order Adams predictor-corrector method is .Jsed in
auxiliary subroutine ICEAD to perform the actual
numerical integration. TRAX initializes ICEAD for
each trajectory and stores final results° These re-
suits are eventually listed in a problem summary.
Normally thirty trajectories are computed for each
problem, i.e, one for each combination of the three
wake positions (V/(_/2) = 0,0.35, and 1) and the ten
input drop diameters. If the approximate wake treat-
ment is used, the two limiting wake poslt[ons (Y/
(_/2) = 0., 1) are used so that twenty trajectories are
computed.
The summary printout lisls, for each drop
diameter and wake positions, the time-of-flight,
terminal drop velocity, initial and final relative
velocities, the maximum Weber Number, and the fi-
nal flow angle. A secondary atomization summary is
also given. For each _rop that satisfies the disrup-
tion criteria the summary lists the tlme-to-complete
disruption, mass-mean diameter of secondary drops
produced, drop velocity when the critical Weber
Number is reached, and the referred distances to
disruption. The absolute disruption distance is the
total path length from the stator trailing edge to the
estimated point of complete disruption. The first
referred quantity gives the distance in drop diameters.
The second gives the ratio of the absolute disruption
distance to the total path length available between
the stator and rotor planes. The distances are used
to indicate whether there is sufficient space for the
unstable primary drops to completely disintegrate
before impact.
The input argument I_ controls the print
interval for the printout of values along the trajec-
tory. If I_< 0 the printout is deleted. The print
interval is computed by:
ZP = (AXSP-XDEAD_/(I_-I)
The effective total axial d_stance is the
axial blade space minus the dead space. An input
value of 1 I, for instance, will yield 11 sets of values
spaced at intervals of one-tenth the total distance.
The actual printing is done by subroutine DERIV.
• Subroutine DERIV
This subroutine is used in c onjuncfion with
the integration scheme ICEAD to provide derivatives,
intermediate printouts,and secondary atomization cal-
culations. Three entry points DERIV, STEPand FAIL
are employed. Thesesatisfy the requirements of
ICEAD. For each trail integratlonstep ICEAD will
call DERIV to obtain the derivatives associated with
the simultaneous differential equations at that point.
Certain error criteria are checked and if a given
time step produces satisfactory results ENTRY STEP
is called (the logic employed by ICEAD will be dis-
cussed below). When a trial integration fails, the
step size (in the time variable) is halved. The pro-
cess continues until an integration step yields satls-
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factory results or a fixed lower step size limit is
reached. In the latter event ICEAD calls FAIL
which takes appropriate action.
Common blocks used in the subroutine are
listed in Table 2.6-2. The calling sequence is as
follows:
CALL DERIV (1", ¥, D¥, IRET)
where:
is the present value of the time variable
Y is a two-word array containing the present
values of drop velocity, Y (1), and dis-
tance along the wake axis, Y (2).
DY is a two word array containing the deriva-
tives of Y (1) and Y (2).
IRET is a return sentlnel. During the integra-
tion process IRET remains zero. When the
integration is completed IRET is set to unity.
A debug option (see main program for de-
finition of KOP (10) is provided so that present
values of distance, time and velocity are listed for
each trlal time step. After each successful integra-
tion STEP is entered and if a print interval has elapsed_
the present values of timer distance along the wake
axis, distance along the turbine axis, absolute and
relative drop velocity, local Weber and Reynolds
Numbers, and the time step used are printed.
Subroutine WAKE is called after each time
step to get the local vapor velocity. If the wake
iteration fails, diagnostics are printed and IRET is
set to unity. This eventually returns control to sub-
routine TRAX so that the next trajectory may be
started. The terminal flow angle is set to -1 if the
wake calculation fails. Failure of the integration is
indicated by inserting a value of -1 in the final
velocity array.
• Subroutine IMPAX
The geometry of drop implngement is eval-
uated with subroutine IMPAX. The range of possible
absolute drop impact velocities is bounded by zero
and the stator exit jet velocity. Actually, the
secondary atomization limit prevents the larger and
slower moving dropsfrom reaching the rotor. In any
case the subroutine runs through all possible impact
velocities and computes the drop velocity relative
to the rotor, the normal component of impact velo-
city, and the impact length (these are defined as Wd,
Wn,and _L in Figure 2.6-5)°
Call ing Sequence
Call IMPAX (NB, BDIA, RPM, AL, Ai,
VZERO)
where"
NB is the number of rotor blades
BDIA is the inlet diameter at the blade height
in question
RPM is the rotor RPM
AL is the stator exit flow angle with respect
to the turbine axis.
AI is the actual rotor inlet blade angle (see
a. in Figure 2.6-5) with respect to the
ro[or inlet plane.
VZERO is the stator jet velocity.
It was pointed out previously that the im-
pact length approximation is only useful when im-
pacts on the convex blade surface occur. When
the conditions expressed by equations (39), (40) and
(41) occur, nose impacts are important and the
listed values of _L will be set to:
L = Scos e.
max !
• Auxiliary Subroutines
Four general purpose subroutines are in-
cluded in the code package. These were developed
in the context of the overall turblne erosion model;
however, they represent valuable tools which can be
used in many other circumstances. Each is described
fully in a separate report so that an abbreviated dis-
cusslon is presented here.
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• Subroutine SPLINT
This subrouHne is designed to perform in-
terpolation and differentiation using the parabolic
spline. The spline is generated by a closed form
expression, and an important characteristic of the
method is that the first derivatives of the array of
interpolated results are continuous. Unequal tabular
intervals may be employed and a special search
scheme has been devised to permit the independent
variable to be either monotonically increasing or
decreasing. A useful by-product of this method of
interpolation is that an estimate of the local deriva-
tive (of the interpolated curve) may be readily ob-
tained. The clo6ed-form solutions used are due to
Mintz and Jordan.
The subroutine has two entry poinls called
SPLINT and DYDX, the former for interpolation and
the latter for differentiation. The calling sequences
are:
CALL SPLINT (XT, YT, NT, XI, YI, NI, JX, JV)
CALL DYDX (XT, Y'r, HT, XI, DY, NI, JX, JY)
where:
The set (XT, YT) is the table in which the
interpolatTon is to be done. Dummy dimensions are
used for all arrays so that the storage space required
is set by the calling program. XI, Y! and DY are
listed as arrays; however, they may represent single
values.
• Subroutine VERGE
VERGE is designed to accelerate the con-
vergence of iteratlve processes. Many equations en-
countered in the numerical solution of engineering
problems do not permTt explicit solution for certain
variables; these must be solved By iterative tech-
niques. A good example is the simultaneous set of
equations (25), (26),and (28) employed in the stator
wake treatment discussedabove. The scheme utilized
by VERGE accelerates the rate of convergence if the
iteration converges and induces convergence if the
basic iteration process tends to diverge. The sub-
routine is based on the convergence algorithm of
Wegsteln(12). The general class of problems which
is of interest is that which may be written in the
form: x = f (x). The rlght-hand side is typically a
complicated transcendental relation or perhaps the








is the name of the independent variable
array
is the name of the dependent variable array
is the number of input (XT, YT) pairs. It is
required that NT> 4.
is the name of the array of input interpola-
tion arguments
is the name of the output array of interpola-
ted values
is the name,of the output array of first
derivatives
are integers representing the storage incre-
men_ in arrays XT and YT (standard
values: JX = JY = I).
• Calling Sequence
Call VERGE (XI, F_X, IK)
where:
XI is the present value of the interated vari-
able. User must supply an initial guess,
and at each passthrough VERGE XI will be
modified to induce convergence.
F_X is the value of the function F(XI) for the
present XI
IK is an iteration counter. User must preset
IK for the first iteration. It is updated by
VERGE and set negative when the con-
vergence test is met. Normally IK is pre-
set to zero. The user should test present
volues of IK as they are returned from
VERGE to detect convergence,
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• Convergence Criteria T
It is necessary to insure that machine under-
flows will not result. If one is searching for a root XI
near the origin, very small numbers (in absolute
value) will be encountered durlng the iteration.
Convergence is assumed if either of the following
conditions is satisfied. IRET
If(xn) -Xnl<EPS
Ixnl <ETA
where EPSand ETA are quantities defined in a DATA H
statement and may be modified by the user to fit
special situations, in the subroutine version des-
cribed here they have been given the values I x
10"10 and 1 x 10 -30, respectively. Non-convero HMAX
gence is not detected explicitly. The user should
check the present value of the iteration counter IK HMIN
against some upper limit appropriate for the particu-
lar problem at hand. For the wake parameter iteration RELB
in subroutine WAKE it has been found that if con-
vergence is not reached after 20 iterations, the input
data is usually at fault.
is input as the initial value of the inde-
pendent variable
input as the vector (one-dlmenslonal array)
of initial values of each of the N dependent
variables.
output integer return sentinel which must be
zero inltlally: When the subroutine detects
a non-zero value of IRET, control is return-
ed to the calling program. May be used to
indicate that the integration is completed-
either successfully or otherwise.
is input as the suggested initial step-size.
Will thereafter contain the present step size
selected by ICEAD.
is the maximum acceptable step slze.
is the minimum acceptable step size.
is the maximum acceptable relative error
(the ratio of the absolute difference be-
tween the predictor and corrector for each
independent variable).
• Subroutine ICEAD
This subroutine is a general purpose scheme
for solving systemsof ordinary differential equations.
A fourth-order Adams predictor-corrector method is
used with automatic error control. It is based on
ICEADAMS, an ALGOL-5000 procedure by GeiI
and Wei(13) which was translated into FORTRAN
by the author and modified for this application.
• Calling Sequence and Reclulred Common Block




N is the number of dependent variables_
(simultaneous differential equations)
ABSB is the maximum acceptable absolute error.
(If RELB is exceeded but the absolute dif-
ference between the predictor and correc-
tor values is smaller than ABSB, ICEAD
will accept the integration step as success-
ful. ABSB is used to guard against exceed-
ing the machine accuracy limits.
• General Use of the Subroutine
The analytical basis of the subroutine is
given in Reference 13 which describes the ALGOL
version. Certain mechanical aspects have been
changed due to language imcompatibillties; however,
the basi¢ numerical steps are identical in the two
versions.
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The common block ICON was incorporated
to permit optional user control of the error bounds in
the auxiliary subroutines. The FORTRAN version
described here has been dimensioned to permit the
solution of up to ten simultaneous differential
equations, The user is required to provide three
auxiliary subroutines with the names DERIV, STEP,
and FAIL. it is usually convenient to use one sub-
routine with three entry points to perform the approp-
riate functions.
• Subroutine DERIV (T, X, DX, IRET)
The argument llst consists of:
the present value of the independent varia-
ble (input)
vector of values of the dependent variables
(input)
DX vector of derivatives of array x (output)
IRET return sentinel
The calling program provides ICEAD with a
set of initial values for the independent and depen-
dent variables. ICEAD will then determine trial step
sizes and will call DERIV to calculate required deri-
vatives based on present values of each dependent
variable and associated deriyatives. Note the initial
values for the derivatives can be defined if necessary
in DERIV. IRET is normally not used in DERIV. It
may be set non-zero if an anomalous condition is
encountered. If ICEAD detects a non-zero value at
any time, control is returned to the calllng program.
• Subroutine STEP (1, X, DX, IRET)
STEP is called by ICEAD after each suc-
cessful integration step. The argument list is the
same as for DERIV so that STEP may be defined
alternately as an entry point in DERIV. A printout
section may be provided here to list results at pre-
determined increments of any of the variables. A
test for the termination of integration must be in-
cluded in STEP. The user may simply call EXIT or
STEP, or set !RET> 0. Control will then pass to the
routine which originally called ICEAD. Normally,
the last integration step will over-run the integration
limit. This can be avoided by adiusting the step size
limit HMAX just before the integration limit is
reached to force termination at the desired point.
• Subroutine FAIL (1", X, DX, IRET)
FAIL is called by ICEAD when the integra-
tion step size has been reduced below HMIN. ICEAD
will strive to select the largest step size available.
Trlal steps are taken at one-half and twice the pre-
sent step size and the error criteria checked, if the
criteria cannot be satisfied for any H such that
HMAX> H> HMIN, FAIL is called. In FAIL the user
may wi_ to'-print some diagnostic comments. It is
necessary then to call EXIT, STOP, or set IRET,> 0
and RETURN.
• Subroutine PROPM
This subroutine was designed to generate
comprehensive thermophyslcal properties of
various power system working fluids° It provides a
central data source, with a consistent set of units,
to support computerized design and analysis efforts.
The basic system of units is metric; however, a con-
version subroutine is supplied to communicate in
engineering units. The user supplies a temperature
and specifies a material and a property, and gets the
required property value back.
All properties are taken along a saturation
line and are assumed to be functions of temperature
only. Most of the properties are described by
equations obtained from least square fits. In a few
cases this was not feasible and spllne interpolation
(subroutine SPLINT) is used on tabular data. In
general the empirical fits ore more desirable. They
offer a speed advantage and require far less storage
space than tabular data.
Eight working fluids are represented in the
data compilation. Four of theses potassium, cesium,
water,and mercuryshave received the mast attention
since they have been required in various phases
of turbine erosion analysis under the subject contract.
The remaining fluids t lithium, sodium, rubldlumsand
NaK-78, have been given a cursory treatment and
were included for the sake of completeness. No
attempt at evaluation was made at this time The
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rprimary source of the potassium and cesium data i_
the work of Ewlng, et. al. (14, 15)an d Achener(16).
Water data was obtained from the recently completed
ASME steam tables(17). The mercury data was re-
qu/red for an erosion-oriented analysis of the Sun-
flower turbine series so that for the sake of compati-








Call PROPM (XM, TK, JPROP, JFLUID)
Call PROPE (XE, TR, JPROP, JFLUID)
is the output property value in metric units.
is the output property value in enginee,ing
units.
is the input temperature in degrees Kelvin.
is the input temperature in degrees Rankine.
specifies a particular property according
to the following table:
JPROP Pm_rt_ PROPM Units PROPE Units
2 Vapor density g/cm 3 Ibm/ft 3
3 Liquid viscosrfy g/sec-crn (poise) Ibm/Ft-sec
4 Vapor viscosity g,/sec-cm fbm/ft-sec
5 LiquTd then_al ¢onductlv[ty W/cm-°K Btu/sec-ffOR
6 Vapor thermal conductivity W/cm-°K Bfu/sec-ft°R
7 Liquid spec|fic heat joule/g-°K 81u/Ibm-°R
B Vapor specific heat jou_e/g_°K Bhs/|bm-°R
9 Surface tension dy_/c m Ib/ft
10 Not Used ......
I ! Liquid sonic .elocity cm/sec ft/sec
12 Vapor sonic velocity cm/sec ft/sec
13 Vapor pressure bars psla
]4 Latent heat of vaporization ioule/g Bfu/Ibm
15 Liquid elech'ical resistivity ohm-cm ohm-in.
The rationale of the metric system chosen is
that it almost completely eliminates the use of con-
version factors. The unnecessary distinction between
heat and energy units has not been mode. JFLUID











2.6.5 The Solution of an Illustrative Problem
The sample problem chosen is an analysis of
drop transport in a steam test rig used by Rocketdyne
in a NASA-sponsored experimental program under
Contract NAS 7-391. This program involves the
examination of drop formation in a system using six
stator blade shapes and a variety of flow conditions.
Blade shape 1-A and the condltiom designated as
test 114A were chosen for the illustrative problem.
The series of input cards required for this
problem are shown in Table 2°6-3. input for a sub-
sequent problem test 114B, is also given to show how
the code makes use of data carried from one problem
to the next. Only those values which are different
from the previous case need to be specified.
The code-produced summary of input data
is given in Table 2.6-4. Working fluid properties
evaluated at the input temperature and quality are
also tabulated. If a boundary layer calculation is
required the listing shown in Table 2.6-5 will appear.
This is a tabulation of the input blade surface velo-
city arrays and the blade Reynolds numbers, based on
exit conditions and the surface lengths, for both
pressure and suction sides. A sample of the detailed
boundary layer result listing is given in Table 2.6-6.
Since this output is optional, a summary of the boun-
dary layer results evaluated at the blade trailing
edge will always appear and is shown in Table
2.6 -7.
A sample of the detailed results obtained
from the drop trajectory calculations is shown in
Table 2.6-8. Such a listing will appear for each
possible combination of drop size and wake position.
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TABLE2.6-3
ADROPINPUT DATA CARDS FOR THE SAMPLE PROBLEM
ROCKFT_YNE BLAOE I-A TIP SECTION TEST [14A





VP(I! = .180,.42,.55,.567,.565,.61,.63,.662,.728,.816,1. $ TEST II4A
ROCKETOYNE RLADE I-A TIP SECTION TEST It4B
SDR_ TR=6_6.RS,VFREE=5¢O.,XQm,963t S TEST II4B
TABLE 2.6-4
ADROP INPUT DAmA SUMMARY
|_PUT bJTa _OCKETOYNE RLA_E |-A TIP SE_llnN
_PTJ0NS KnP • B _ ?g
BU(K _L!r|_ T[uPE_4TURF lOnG R! • 6_|,Yn
RtJLK FLUID OUILIIY • .9*60
|NL[T ROTnR BI&DE ANGLL (nfG] • o.0_
C_|TZCIL _ERER NUM_E_ = ?_.on
INLET _nT09 OtA_EIER (IN) • O.OOOn
STlT0# I[ THICKNESS I|N) • +Ofl?_
PRrSSUR E _tlnr, LENGTH IIN1 w 1.41_n
wATFR d0RKING FLI.I|D AT 1(_) = 334._
R.nV IG/CCI • 1o37o2E-_
V_SV tP) • 1,0_73F-_4
VESt la) • _,b_0_-nJ
$[_L _VNIC_ • 6.237_F*n!
ILSt 11*A




BOUNDARY LAYER INPUT DATA SUMMARY
TWO-0 BOUNOAgY LIYER CALCULATION RnC_EtnYNL BLA0f_ ]-A ?Iu _ECIIO_,
FLUT_ • WATER RES • |,35_E*05 RFP • ],676F*fi_
INPUT PqSZT|ON AND SuRFAcE VELOCITY A_PAYS
SUCTION X V PqESSUR£ x v
O.O000 .&NSO O.OCO0 ,IRON
.1000 .8400 .lOOn .&_
._000 ,89_0 ,2r00 .5_nn
• 3000 ,9_0 ,300n ,5_n
.6OOn 1,0600 ,400_ .K_5_
,SO00 1,09ZO ,Se0n .6!0n
• 6000 l.lO00 ._eO0 ,6_0
.7000 ].OqgO .7_00 ._0
,R000 1.0900 ,R000 ,7_R_
.qo00 ].Of60 .9000 .hi60
1.0000 1.0000 l,o_0o ],onoo
TF_T 114d
TABLE 2.6-6
DETAILED BOUNDARY LAYER RESULT PRINTOUT
Tu_-O BOUN_AgY LIY[R CALCULATION
SUCTION SURFACE
_EFER_En R[F_Ro_ REFER_FO






















































FXP_NENT NnuENtuu _I%PL, FIJLL
N THICKq[_% t_[CKNr_$ THIC<'.FS5
_,000t,0_ ,_nO_;; ,qnqq_? .n_Pl_l
),4_g_3q ,O00ugp ,_qI_ ,n_uvq
4,37_14_ ,nnEk3_ ._,141_1 ,n_q6
4,03t7q/ .nn]_q_ ._n51T? ,_p.l_k
_.q_l_51 .nn4p/_ ._dbt37 .n11_tP
3,R7Rq3n ,_t4_ ,O¢lHt0_ .q&_t_
3,_3Sqgfi ._6h_7 ,00_9| .n4_lt/
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In the given sample problem 30 such setswill be
generated. At each time point listed the drop po-
sition on the wake axis, along the turbine axis, the
drop velocity, drop relative velocity, local drop
Reynolds number, local drop Weber Number, and the
present integration time step are tabulated. Table
2.6-9 showsthe summary of trajectory results which
appears at the conclusion of each problem. For each
diameter and wake positlon the following items are
given:
TFLIGHT This is the time-of-flight (seconds) of the
drop along the trajectory.
VDFINAL This is the terminal velocity of the drop
(cm/sec)at the rotor inlet plane.
VRELI This ls the initial relative velocity of the
drop (cm/sec) when it leaves the trailing
edge dead band.
VRELF This is the final relative velocity of the
drop (cm/sec).
WEDM Thls is the maximum local drop Weber Num-
ber which occurred along the trajectory.
ALPHA This is the terminal inclination of the
velocity vector VDFINAL, with respect
to the turbine axis, at the rotor inlet
plane.
A secondary atomizatlon data summary then
appears as shown in Table 2.6-10. For each drop
diameter-wake pasltion combination where the criti-
cal Weber Number has been exceeded the following
quantities are listed:
TDIS is the time (Equation 33) required to com-
plete disruption.
DSTC is the massmean diameter (cm) of secondary
drops formed.
/DIS is the relative drop velocity at the point
at which the critical Weber Number was
exceeded.
XDC is the distance along the path from the
trailing edge to the point of complete dis-
ruption divided by the drop diameter.
XDIS is the path length to the point of complete
disruption, divided by the total possible
path. A value greater than or equal to
unity implies there is insufficient time for
the drop to shatter prior to impact.
The sample problem used dld not involve an
examination of the impact geometry since the test rig
dld not incorporate a stator section downstream of the
nozzle examined. The results of another problem are
included here (Table 2.6-1 I) to illustrate the output
form of the impact geometry summary. These data
are taken from an analysis of drop transport in the
last stage of the Sunflower mercury turbine. The
nomenclature used on the printout correspondswith
that used in Figure 2.6-5 and in the defining Equa-
tions 35 through 41.
2.6.6 Summary
A model describing the transport of atomized
condensate in wet vapor turbines has been assembled.
The basic problem which is considered is the trajec-
tories of drops of liquid in the space between the rotor,
where it is discharged, and the rotor inlet plane. Re-
latively simple closed-form solutions for the drop
equatlon of motion have been obtalned for certain
special cases. A detailed calculational procedure
was developed to provide specific solutions to the
problem in a more general context.
The drop transport code package (ADROP)
has been described in detail. The scope of the nu-
merical treatment is as follows:
a) Estlmation of stator blade boundary-layer
characteristics.
b) Generation of the local veloclty field
within the vapor wake downstream of stator blades.
c) Numerical integration of the equation
of motion of drops traveling along various wake
streamlines and the estimation of secondary atomi-
zation effects.
d) Solution of drop impact velocity tri-
angles to provide information on the magnitude of
the normal component of impact velocity and the
physical location of erosion.
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TABLE 2, 6-7
TRAILING EDGE BOUNDARY LAYER DATA













PRINTOUT OF DETAILED TRAJECTORY RESULTS
WnCKf. IDVNr mLA_ I-6 tip _ECTION t{$I 1146
OnOP DIJWETER • 1TO,00 MICRONS
TIMI X-wa_[ Z.WAK{
114a
vORoP _ iKp Rio H
1.4g0@TE+f14 @*]_?0|E*o0 J,_t_uY*n)
i,n54poE-B_ I._3bU*E,OO _,?7_21E-Ol ],oITPTE*03
|,_40_3E-03 1,_7_33E*00 ?,n7n&_E.n| _,H/3?AF*O3
1,3qS?6E-n_ E._3_EE*O0 q,_ln_nE-Ol k,b_01_[*03
1.643_1[-03 3._0908E*00 1.39**n_.eO _._7_,0_
!,Tskg_E-_ 4,_7_89E*00 1,6133tE*_ _,lq_qlE*03
1._5_15E=03 5*_OBTVE*O0 I._n3tE,no k._?*OjE+03
I,q4717E-_ _,_k347_*00 ?,08kg_E*flfl 7,_?iO_r*O]
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TFLIGMT vOFIN_L VRrLr VW_LF
X.SS3IE*h_ 1.013mE.n_ I,*qllE*O_ Z.?*4n[vn_ +.+rmm[+no _,Q_?aE.nl
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|.3556(-03 9**_R_.O] _,_635_.fl_ P.6141[*_ 4. t_lr,O | _.Qe_E._l
1,27||E'03 9,8R6mF+O] ].b_3%E*_4 _,%7|*F*04 3.$_'+_*,| _,Q_?AF.*hl
].2366E'03 I.O]PqE.o_ 3.563_E*ne _._*tnL*n_ J.?n*_._] _._tnt._t
|.12||E-03 I,IA4+F*O+ 3.5_35L+04 _.4_lE.h¢ E._InE.OI +,ghPmF.h 1
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SUNFLOWER TI,kBINF STAGE 3
SECTION DIAMETER (CM) = 4,_7po
WHFEL SPEED (CMtSEC) • 957_._7
BLADE PITCH (CM) • ,1R1R
MAW DELTA L (r M) • .15q5
VD_OPO (CM/_Ec} = _45_._0
vZF_O (CM/SECl • PlTnl.01
+,EC • I
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The model represents a first cut at a com-
prehensive explanation of observed phenomena.
Unfortunately, the kinds of experimental data required
to verify and improve the model simply do not exist.
Key areas of uncertainty are the critical Weber Num-
ber estimates and wake behavior immedlately down-
stream of stator trdillng edges. The criterion for
disruptlon should reflect the abruptness of the onset
of accelerating forces and should be sufficiently
general to permit ils use with dlssimilar working
fluids. These deficiencies in the model, however,
do not negate its usefulness in mostcircumstances.
When a series of similar turbine designs is being
considered, the model will give an excellent es-
timate of the relative erosion potential of the com-
peting designs. The key effect of axial stator-rotar
spacing can certainly be examined and with the use
of a conservative crltlcal Weber Number estimate
these results can be expressed directly as a deslgn
limit. Another important factor which can be exa-
mined on a parametric basis is the effect of shaft








Stator blade chord length
Cd Drop drag coefficient
Cf Friction factor
Dd, D 'd Primary and secondary drop diameters
E Defined by Equation 15
Fd
f, g




























Relative velocity between drop and vapor
stream
Drop Weber Number
Drop terminal velocity relative to the
rotor blade.
Drop terminal velocity normal to the
statar blade.
Distance along the wake axis
Distance normal to the wake axis
Distance along the turbine axis
Stator exit flow angles




Defined in Ecluatlon 13
Normalized distance (x/6) along the wake
axis
Wake full thickness, displacement thickness
H Form factor Pv' PL Vapor and liquid density
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DROPVELOCITIESIN LAST STAGE OF CENTRAL
STATION STEAM TURBINES
There are several aspects to the accelera-
tion of the drops discharged from wet turbine stators.
The first is the acceleration of the primary drops
immediately after formation and up to the time of
disruption. The second is the continued acceleration
of the liquid as secondary drops. A third is where
will the drops hit on the rotor blades?
Limited experimental information on pri-
mary and secondary drop accelerations under turbine-
like conditions is available from steam cascade teshs
reported by the Central Electricity Research Labora-
tories (CERL) of the United Kingdom.* These experl-
ments were conducted on a stator cascade simulating
the last row of stators in large central station steam
turbines and using system conditions appropriate to
such last stator rows.
The CERL results are compared to calculated
values for the Yankee Atomic Plant steam turbine
last stage at the mean diameter. Complete geometric
data on the CERL cascade blades is not given in the
referenced material.** However, such dimensions
as are supplied are within 20 percent of the mean
diameter section values for the Yankee last stage,
and the nozzle exit angles are nearly identical.
Figure 2.6A-1 compares the CERL observed velocities
for various sizes of primary drops at a location 0.74
in. downstream of the stators to Ihose calculated for
the Yankee steam turbine. Figure 2.6A-2 compares
the CERL observed velociHes of 150 micron diameter
secondary drops at various downstream distances with
calculated curves for 100 micron and 200 micron
diameter secondary drops for the Yankee turbine. In
both cases, the observed velocities are on the average
higher than the calculated velocit_s.
* Hays, L.G., Turbine Erosion Research in Great
Britain, NASA Jet Propulsion Laboratory, C.I.T.
Tech Memo, No. 33-271.
** Christie, D.G., Experimental InvestlgaHon of In-
ternal Flow in Turbines, Jet Propulsion Laboratory,
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Figure 2.6A-3 compares two sets of pre-
dicted values for drop impingement locations on last
stage rotor blades aft of the nose of the rotor blade
for var|ous-size secondary drops. The solid llne is
that predicted by CERL on the basis of their stator
experimenls as applled to a hypothetlcat turbine at
full load. The points are predicted values for im-
pact on the last rotor blades of the Yankee Turbine
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Figure 2.6A-3 Rotor Blade Impingement Locations
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APPENDIX 2.6B
ADROP CODE SOURCE PROGRAM LISTING




PoUr, RAM AOROP( INPUT_F1UTPIIT_TAPE_=INPUTpTAPE6=NUTPUTJ
C TqANSPnRT OF ATnMl7EO CONDENSATE IN WET VAPOR TURBINES
r
C.3MMON /PI_P/WATITFMPtRHI')VtRHOLtSIGLtVISLtVISV
1 /TRG/C HC)RD t P ! TCIt prite t PO _SO pPDS eSOS tP THt STHt VZERO
/GEC3/N_TATtNRrITRtRPMtALPHAtALPHI_FOEAOtWDC_DSTATtOROTRt
3 AXSP t STE_.SCHD, SPARC,SSARC
4 ICSTIJOq (I_) ,JMAT ( In ) tP I,RDtNYOtO| AN I|Of
5 /ltU_ I I _IJG
C
C
DIMEN_ ION GOAT(14) ,TOAT( 14l ,XS 150 l, VS(50| ,XP (SO) ,VPISO) tKOP(lO|
FrJu I VAI. IENCE ( S,LPItA, TDAT)
DaTA PT,RD,KOPpC, DAT/ 3.1615q26s,.O|TAS33tlOeO, lA._O. I
I)_TA JMAT I 7HLITHIUM, AHSODIUt4,THPOTASS.tO'IRUR|O_UNt6HCES|UNt
[ ?HMERCURYt6HNAK-TFI,SHWATER /
O_TA W_tVStXP,VPoPD,SDBPI_S,SOS_PTH_STH /206'1'0.1, XOl|.l





MAT = KrlP(1) I; NSTAT = KOP(21 $ NROTR = KOPl3| $
RPF' = KnP(6) $ InK = KnP(6) S NYD • KOPIql $
WqlTE(6t 16) J I'lq, K('JO
CqNVFRRION OF INPUT UNITS tO CGS
TFMP = TR/I,R
VT.FRO = VFREEWW_,C_.4n
ALPHA = GOAT(1) $ ALPHI = ('.OAT(21
FI)_AO = GDAT(_) $ WDC = GOAT(4)
!')'3 II n I=S,ll
II '_ It)AT(1) = CDAT(1)*?.54
CHCRD = SCHr_ $ PITCH = PI/DSTATINSIAT $ BTE - ALPHA
IC ImS.LE.O,_Nr).Kr)P(7).LT.al GO TO _00
W'(ITF(6,16) TR,VFREE,XO_ (f;DATILI_L=I,7)
'_ ITF(6,lq) (Gf_AT(L),L=8,I l)
















C_IFCK FO_ pR_PEnTY EPR_q SIGNAL
W_ITI-(_,I?) ,JM_T(MAT I t TEVP,RHOV,RHOL vVl SVtV I SL, S IGL
I_ (_HOV,e'RHOL*VISV'bVI_L*S|GL.LE.O.I GO TO 400
CA, LC_ILATE TRAILING EDCE ROtlND_RY LAYER DATA
IF (MS.LEoO) GO TO 15 n
_&lL TPUCK(4q,q£ARC,SPA_C,XS,VSeXPtVP,IOK|
IF {IOK.E_.tn) GD TO 79n
E_^'41NE @_LLISTICS _F ATOMIZED DROPS




')1"_ l_ (K(lPIR].LT,n) GD TO 4_n
?*,lL T MPAX { NR OTI_, DROTR tP PM, ALPHA, ALPHI :' VZER 0 t
_.( "_ C"INT l NIIF
r, 1 TD 10 r)
Call _XIT
I _ F'lPHATII')AR|
12 F"IRMAT(IX_. &Rf23HWt')RKING FLUID AT "r(K| = F.r.l / IOX_13HRHI']V |G/CC)
t = F14._. /lgX,13HRHOI (G/£CI = E14.4 /tOX,I3HVISV IPl = E14.4. I
Irx,13HVTSL (Pl = E14.4 /Inx,13HSTGL DYNICM = El4.4 )
14 F'IRMAT(1HI_IIH INPUT DATA,SX_Ie_AR//I7H OPTIONS KOP = lOIS Ill
1 r-, FI_.4ATI(-,X,3_HnJILK r'LIJID TEMPERATURE IOEG RI = FIO.2,
FXAMINF DROP IMPACT GF_METRY
lq
1 qX,3?HFPFF-STRFAM VELOCITY (FPS) = FIO.2/
2 6X,32HRULK FLUID QUALITY = FIO.4,
RX,3?HEXIT FLqW ^NGLE IDEGI = FIO.2/
AX,_2HINLET ROTOR _LADE ANGLE (DE_I = FIO.2,
_X,3_HDE&O-_P_CE MULTIPLIFR = FlO,21
6X,3_HCRITICAL WFRER NUMBER = FIO.2_
7 QX,3?HFXIT 5TATCR DIAMETER (IN) = FIO.41
g _X,_?HINL_T rnTer DI_ME.rER fIN} = FIO.4,
RX,3?HAXIAL INTEP-ROW SPACE (IN) = FiO.4
F]P_ATI_X,32H_TATOR TF THICKNESS (IN} = FI0,4,
l RX,3_HSTATOR CH_RD IIN! = FIO.4/
2 _X,_HP_EqSURF s!tqF, LENGTH I/N] = FIO,4_
_X,_?HSLICTION SURF. LFNGTH fIN) = FIO.4
FND
Appendix B.2 Subroutine TRUCK Listing
1/t
S'IBRI)UTI NE TRUCK (M, SS, SP, XXS, XVS,XXP ,XVP, 13 1
TaO UIMFNSIONAL ROUNCARY-LAYER CALCULATION







n_T&l_=-.1B_, -,lq02, -.IR, -.177_ -.IT2, -.16fi,
I-.I_55, -.145, -.13q, -.123, -.1145, -.103_ -._qo,
2 -._7_473, -,ns477P, -.0_002_, .0, ,0_T065_ .083659, .144_73_
_.226_3_, .345038, .42_54n, .530005, .63qgqG_ .TBg_18, 1.0133S6,
_I.1761_&, 1._16472, I.RS43qO, 2.303973I,
5IF= 7.6, _._, _.4, 2.3, 2.2, 2.1, 2.0, 1.9, 1.8, l.'rSe 1.70_ 1.65,
&l.Gq, 1.5_, 1.5_, 1.45, 1._q, 1.35, 1.30, 1.ZS, 1.20, 1.15, 1.1Z5,







Cr]MPUTF fiLAOE nrEYNOLr)S NUMR_R AND LIST INPUT
RES = RtIC)V_.VZERr3*sS/VISV $ RIP I. RES'I'SP/SS
X_,(ll = XXS(1I -- XXPll) = VSII) - O,
WRITE(6,[02) JI1B
WqlTEI_,ID3I JHATI MAT) tREStREP
WRITE(6,104I (XXS( T ) ,XVS([ I tXXP( I I tXVPl l)tl =ION|
ISIIR = l $ IDELT :,,' 40 $ DELTA " I,/[DELT
I1 = InELT+I $ MI • 11-2
Or1 5 J'2tll
5 XqIJI=_IJ-II÷DELTA
X_Illl "= VSIII) = l.
C_tL SPL INT(XXSo XVSiMt XS(21 ,VS 121 _.NI, [e | I
I n S'JM_l = FS(2) = n.
r)9 lq, I=?,[l
S,JMSI=SUMS1 +(XS( I)-XS( 1-11 )*[VS( !)*e3._3+VS I I-1)e*3..33)I2.0
/_S=([n.o74/(REee_.?))12.t_),l, et.166
_S=0.0304*f ALOG(RE) )-_.73_1
T_( ! )= ( AS*SUMSI )**0.H5711VS( I )**._
Z _; ( I I = ( _.SeSUMS 1 ) *.4
IPI1-2|14,16,15
14 <[UNS;= (_%÷ALI]_IVS(l) t',.O.OOf_SI*ALOGIZS([ I)-F.q;121)*ZSIII/I.O60B
G;3 TO _5
15 SqMS_=SUMS2+(ZS(I)-ZS(I-t)Ie(ALOG(VS(I))eALOGIVSIT-II|)/2.0
FS( I I =B_+ALnG(VS( I I I _.O.Or_SIeALOG! ZS(I) l-l. 060BeSUMSZ/ZSI I I
I I= (FSII).GT,I-,IR)) GO T(1 25
XI=I $ I{1 = t0
Pl]SITN = S'_(.,'_2_Xl-.n_)
W_ [TE ( _, l II )l ,POS ITN,FS( I I ,TSINI I-1 | tOS INI I -II wOFSI N(l-I)
G_] T17 17




|_, DFSIN{I) = DSIN(TI4,(EXNIII+[,)
17 IF IISIIR.GT.ll GO TO 50
ISIJR = .P $ RE = PFP $ S = SP
IF [IO.LF.n) GO TO /,q
WqlTF(6, lr_2) J(1R
WRITEI&,IO61
WRITE(6_107} (XS( I I ,V_ ( I ) ,TS( I I _,FSI I I,HS(I) _EXN( [ I ,,TSIN(! ) _
1 r)SlN( I ),DFSINI I l, I=2, I11




Gq Tn 1 '_
5n IF (IO.LE.01 GO T_ 70
W_ T TF { /,,1'"2] JflR
W_I Tt'(_. [Oq]
WqI TE( _,,Ir)61
W:_ITE(6_Ih7) IXS(I I ,VSI II ITS( I ) _FSI I I,HS(II _rXN( I I ,TSIN( I I,






F,IRMATIIHIt?X,'_2HTWD-D BOUNDARY LAYER CALCULATI('IN_6X,IOA8 ! I
FIRM^T[qH FLIJID = AS, (_X, 5HRES = El2.1, 5X, 5HREP •
I F12.:_I//4_H INPUT POSITION AND SURFACE VELOCITY ARRAYS/IIIH SUCTID
?N, I [X, IHX_qX, IHV, fOX, BHPRESSURE, [ IX, IHXe gX, IHVII )
FqRMAT {F20.6 _.FIh.4 _._'_O.4,F IO. 4 )
FIRMAT(InX,ISHSUCTI(]N SURFACE )
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107 FrlRMAT (2XFq._t4xFB.6t 4xFR.6_ 3XFq.61 4XFB.6t 4XFS.6t 6XFB.6e 6XF
18._t 4XF8.61
I_Q FNPM_TI|_X_|6HPRE_SURE SURFACE )
lit F_PMAT(1H_t |X_ 60Hee_eFLnW SEPARATIONe==S_APE FACTOR .LT.-0.1R
1 //[Xt 2HI= E12.5_ 2Xt t0HSURF.POSN=EI2.5. $11(
_IN.). 2X, ttHSH6PE F^C= Et2. S_2XtI6HACT.MgR.TK(I-1)= Et2.Se4H([N!
3 fiX, 17HACT.DISP.TK(I-II= E12.5, 6H(INIv2Xt|6HfiNORY.TK(I-[) = E12.
45, 4H(IN), _&H***t_*CNNTINtlING CALCULATION*_** l
END




GENERATION OF STATOR WAKE VELOCITY
DATA |RD = ._174S33)_
! _ (NSI 20n,qo, loq





R_ = [.- CHTEe(I.÷HTE|
_ = II,- CHTE_HTEI_e2













$ TABX • TANIROIBTEI
$ DTE= (PD÷SDIICHORD
$ HTE= OSTE/THTE
$ OLDT = CHTE
)/BB
FqX = (I.-CKI¢AB*Afi-ICK2 *AB=*4+AA)I(2-#AA))/(|,$HXI
lr (IBtJ_.Eq,2) WRITE(6,h) LL,KNT_XX_OLDT_FOX
CALL VFRGE(_LDTtFOX_KNT)
IF (KNT.GF.20| C0 TO ]60
IF (KNT.GE.|I llOtl2n














?r_n HX = HTE_RD
VKY = V7
l F (Yn.Nr.ho; GN TO 15Q
VXY = VZ*{t.-.13/SORT|XX/CH_RD*.02S})
C') TN 15n
S F]RMATfIHN,3_H *_* NCN-CDNVERGENCE IN WAKEe








ITERATIONt 16, 6H XX
Appendix 6.4 Subroutine TRAX Listing
_,,JP.ICIITINF TRAX( |rJl






























Z_P = T = O.
YlI} = I.
Y(2) = XDEA9 ¢ YY = YD(J|
I_}r = KCRIT = 0 $ H = HM&X = HI





I n [N_.N_.Iq) G_ Tn Ihh
R_XfI,J} = -1.
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1 , , V<rl II [,J) -- V_(Y
._r-pMli ,j) = n.
£'_IL I('rAMI'_tTtY_ I °rT)
WOlTF(6,_=;) JOB
_,_ ITr (t_?r_)
w_TT_ (q-,?_) ( {r_IAM{ I ),YDIJ},TnF( [ _J) ,VDFi I' J|'VRELI (I t J) t
] VUcI_:IItJ) tWEDYI[,J),REX|ltJ| tl=ltlnltJ=l, NYD|
,_/_ I TF ( _. c;) Jri_
D) 5}D J=ItNYD
,-}} _2,_ l=I,l r





_P_AT(23HI f3RIIP TRAJFCTERY STUDY,6X,I_)A8 I/}
2 '_ F }D'4AT( IgH SHH',_&oy elF (_FSULTS I/6X,4H[}IAM, 6X,2HYD,TX,THTFLIGHT,
I _'X,7HVDFINAI ,r)X,_HVPELI,qX,5HVnFLF,InX,4HdFDM,gX,SHALPHA /I )
,}_; E]p_IST {?X _ _Fq. 9,AF 1 4.4 )
2 _, _ ]P.'4AT(PX,2FQ.2,_E16.4,F]4.2)
"_ rqV.4_T( .3nil RECON_r)ARY ATnMIZATIFIN SUMMARY // 6X,4HI]IAM_6X_2HYD_
I IF X,4HTDIS,IqX,4HOSFC,!nX,4HVOIS,IIX' -:_HXO'2'|r)X'4HXr)|S It')
-_ f"}P'_AT(IHI,_5H'rR&[LINC, EDGE BOUNDARY LAYER OATA ,IOA8 // 4OX,13HP
IP-SSIIP. F _.IOF,I"X,12H_,UrTIQN SIDE 11 3014 MQqENTUM THICKNESS, ICMI
9 F.P3.5,F_C)._ I _",H DI£PLACEMFNT THICKNESS ICM) F23.S,F2g.5 1
3 ',"H FRILL THICKNFSS (C,_) F23.S,F20.5 )
_',ID
Appendix B.5 Subroutine DERIV Listing












DhTA KA,KR,LIN_S,TLART,WED,Z /h,h,?O,l. E10, O._O./
KA = KA+I
£_1L WAKE|N_YI2},YYtMXY,RX|






IF (REn. GT.g..ANO. R_D.LT.St).) CD = 27.1REDeS.B4
IF (PF_,C,E.Qn,,ANO. _FD.LF.I.F41 CD = ,27_$RF0_.2[7
=}Y(|) -- DPP*VREL_VaFLeCn
nY(_) = Y(II
I_ (IBUGI W_ITFI6,Pql KA,KR,T,Y(II,Y(2|,DY(II,DY(2I,VXY,HIREDt
1 ;ffO,l ,ZP,ZPR,TR IG
IF (KA.CT,590.AND.KB.LT.2| r,n TO 38h
(''- T U _' _1
E
L S_IC,F_SFI)L TNTFGRATION _TEP
K
F ",]T _Y ST_P
KP = Kq_|
? = Y(?I=COS(_X) $ X = YIP) $ Ve = Y(1)
w_{; = VREL_VRCL_WDn
I r (WLn. GT.WFDM(TtJ)) WFDMII,J| = WED
_Lv [r (WFD.r,E.WDC .nR.KCP|T.NE, n) GO TO 403
_,,/. [r (2,C,F.AXSP) r,n Tf] 450
f_ |VO.NF.no) TLAST = (AXSP-Z)/VD
[r (ILAgT,1T.H) M=HMAX=AMA XI (HNI N, | .on] • TL A_T |
IF (7.1T.ZP!_.DP._P.EQ.In.) _FTURN
i-




w_l TEI/,t_I riO, ¥y
W'_IT_I6_ 151
t I_Jc_ = 6




K D'_OP DISRUPTION DETECTFD
K
_0_ 1_ ITRTC,.EO.O..AND.KCRIT.EO,n) GO TO _|0
[r (T.LT.TRIr,) {';,Q TO _44
X'_I%lI,J) = X
X'_Ci|,J} - X/DO
TRIG - |h. $ KC_IT =
C,_ TO _44
4t_ VrX(I.J) = VRE1
TPp = TP2(! ,J) = _.8_DOIVREL_%QRTIRHOLIRHQV )
T;_rG = T+TPP































C NL1N-CnNVERGFNCE IN iNTEGRATION
C
_0 K_ : KD÷t
VOE(|,JI = VRELF(ItJI " -Io
K_ • KP - 0 $ IRET - I
TLAST = |,EIO
P_TURN
5 FORHAT|23H} OROP TRAJECTnRY STUOY,6Xe|OA8 I/|






Appendix B6 Subroutine IMPAX L;sting
StlPRCUT |Nff IMPAX ( NB! finl & ,RPN, _L, A | tVZEROI




K_ = V?FRn/|OO, $ KX m KXel
V_I|i = q, $ BV " _.tKX
O_ tO K=7,ZI
I Q Vg(KI = VO(K-li+aV
Vii21) = V/ER_


















iF [ABSiDOM),LT,1,E-I_) GO TO 5B
DLS(JI = ABS(S*SINIADI/OOMI
IF (OLSiJi.GT.OLDI DLS(JI =DLO
_ TO 6_









12 FIRMAT{IHI, IOX,IOA8 // 6X,23HSECTION DIAMETER ICMI - FIO.6,IOX,
1 _}_IWH[FI RPM = FI0.I / &X,2_HWHEEI SPEEO ICMISEC| -
2 _Ih.2,1AX,?3HALPHA = F[O.2 /AX_23HBLADE PITCH |CM
_| = FIO.4,1nX,?_HALPHAI = FIO.2 )
14 F]RWAT(IhX,?HVD,IOX,_HWO_InX_?HWN,BXt6HALPHAD,RXt4HBFTA,SX,
[ [4HIMPACT LENGTH /)
l_ F_WAT( 6X,23HMAX DELTA L (CMI = FI_.4,10Xf23HALPHADO (OEG
I) = FIO.?IAX,23HVDROPO (CMISECI - FIQ.2, !OX,23HWO -
_WN (FM/SEC| = FIO.?/AXt?3HVZERO (CMISEC) • FIO,2//)
F_D
Appendix B.7 Subroutine SPLINT Liding
SHnRIllJTINE SPLINTIxT_YTtNTvXItVItNItJXpJY)
XT I_ THE FWA OF TARULATEO |NDEPENOENT VARIABLE ARRAY:
yT IS THE FWA _F TABULATED DEPENDENT VARIABLE ARRAY
NT 15 THE NUMBER OF IxTwYT) PA|R_
X| IS THE FWA OF INTERPOLATION ARGUMENTS
YI IS TttE rWA OF INTFRPnLATED VALUES
NI IS THE NUMBER nF INTERPOLATION ARGL/NE_I_' |_l-¥1 PAIRS)
JX AN_ JY SPFCIFY THE STORAGE INCREMENTS IN ARRAYS XT &NO YT
OIMENSIQN XT(2|,YTIR)qXII?I,YI(2) :- ' _ _: _ ; _ "'
n_TA (KX=II,IKY=Ii,INN=[|
ir = ]





I_ {XTfNAI.GT.XT(|I) GO TO 10
ICF = q
fEB = |
In NTT= NT - I
O_ qO I=ItNN
X = XIlII
CA = C_ = I.










_n T _ (J._T.21 G_ TO 50
L = 3*ICF÷( NT-?t=ICB
C_ = ICF
C_ = IC8





Y[ = YT NAI
N_ = LJ'KX_.I.
X _ = xT NA)
N,'_ = L,l, Kye.[
Y2 = YT N_,t
N_ = (I.+1)'I'KX 4"1
X3 = XT NA)
Nt_ = (L+II*KY*I
Y_ = YT NAb
N_ = (L+2)_wKX_'I.
X4 = xT N/_I
Y/, = YT NA)
OI = IXt-X2)*(
;),? =-( Xl-X2)*l













I c fICA.EC'j.').).t]P.(CB.EO._.)) Gn T_ 6&
I)CA = XP-X_
F_CF = -OCA
9.,_ = (X-X_) 1OC_
C.n = (X-X?)/OC'_
_ = yl.Al+ypwwA2+y'_*A)
p,:_ = yp. At++y'_,_5÷y4+A6
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Appendix B.8 Subroutine VERGE Listifig
£'JPRnlJTINF VFRr, F|XI_rfIX, IK)
&C/FLERAT_O CONVER_ENrF NF ITERATIVF PRnCES%ES
T,C,VARLJFN W&NL 41151&_
r)_lA EP£,ETt_,QO / l.F-lm,l.F-'_m,O.,.3,.55,-t.,5. I
IK = IK+I





IF |A_g(FqX-XI|,LT.EPSI r_ TP 3 r'
Z _- = (FnX*Z£-XA*XI)/(FP.X+Z__XA_XI}
/_ = XT
×[ = ZC
I c (_B£(ZR) .c,r,El"&} c,q T_ _m









Appendix B.9 Subroutine ICEAD ll_lng
_'I_I)UI| NE ICEADINtTtWI, IRFTI
£'IMM(;NIICI)NIH,HWAX,HWIN_ELR,AB_
l)IMFNSlnd XII2|,FIIA|,X(Iht_I,DY|IO,SI,XP|IOItC{IO,ll
N = NO. _F EQU&IIDNS
T = INDEPFNOENT Va_IIBLE---SET IT=INITIIL T
H = S[_ SI_F---SET IT-INITIAL H
H4AX = M&XIMUM STEP %I/F I£C£PTABLE
H_IN = MINIMUM _YEP _IZE _£CEBT_LF
P_I_ = MAXIMLIM &CCEPTABLF RELITIV_ _RROR
_ = NAXIMUM &CCEPTABL_ ABSOLUTE _RR_R
INITIALI?ATION
P_LT = 14.2tREtB $ &fiST - 16.?*&BSB
F_CT = RELRIAB_ I RB = RELT/2O_.




























16n x(I,J) = XIItJ-l)*CAeICII,II._.°IC(I,_)*C(i,I))*CII,41)
l?n _0 1R0 I=I.N
18a WP# T) • XIIoZ)
I • T-H S M I ,_o_
IF tH,LTeHM_N) CALL FAItlf,W._Y,T_rT)
IF (|R[I) RETURn:
6n _0 1_0
lq_ IF (ZS,NE,3! G_ TO _5K
J=3
2_0 DO _50 I=I,N
E(1) • ARSIwP(Ii-W(T,Ji}









IF (J,LU,_) UO _ )I0
TA = IH •
G_ TO l_o
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31_ On R_O I=I,N
D0 t20 J=_,5




IF (E(I),GT,WB) GO IO _=n
])n CONTINUE
O0 _*0 Ial_N





Appendix B.10 Subroutine PROPM Listlng
511RR()UT INF i_P()PM ( X X, TK e JOROP, JFLU I O}
COMPUTATION t'lF _^f I_TOLI|O ANO VAP('JR PRI)PERTI£$ OF WORKIM_ FLU[D e-
J_. t_t] n M_TFRT At JT:LU|P. M&TER| kL
I LITHIUM _ C_S|UN
_' SnPJ TUH 6 NFRCURY
_, POT A%S | UM 1' NAK-T_
4 n Uft I n | UM 8 WATFR














?_ HLH?Ill • &LnGIHLH2(1))
IrFq=l
I _ T = TK
JF = JFLUID
JP = JP_OP
[F(T.LT.2_O..OR.T.GT.IO0_.) _0 T_ 610
G'I TO _,P_nPR|ATE PRRPERTY _[CTION
I _ IJF.LT.I._R.JF._T._.nR.JP.LT,[.OR,JP,GT. 151 GO TO 600
_ TO (1A_I,I_2,IOO3,IO_4,1nOStIOO6.IOOI.IOOS,Ioog_ko0_]O|!
_AT i lOuIn _ENSITY (GICM_)
l:_'t _ r_ (lll,t12,113,116,11_,l16,|lY,ltB|, JF
tl! T = _l?3.I_-T
X = .I?_+5.1_6F-_SQRTIT)*4.1_SF-S*T
































X=Q. _:_nn 57, q5891:- 1- 2.3Q371_88| _E-4,I,T._. 5881034579E-qeTi, T
T = T-27_.|_
r" '_L L _ n'L l NT ( TH?, VLH2,12, T, X, I , 1, I. )
X = |.IX
r, 1 Tn _0_
S6T V^PnR n_N%ITY IGICM31
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E SAT VAPOR THERMAL CCNDUCTIVTTYIW/CM-K)
r
IC_', G_ Tf_ (lfll,162,1h3,164,16_,166,600,1_), JF
1_,1 _:I.711_42F-6+S.13S?P|E-7_T-S.gO_OflT_-lleT_T
167 T = TKTN_(T|
X = ._lT_*il.63qE-3*._q77E-4eT-.q697E-ReTeT)





I_ X =_. 74q_4GE-_I . I 7_486 E-TiT-_. 654670E-11_T_ _




r S_T LIQUTD SPrCIFTC HEAT (W-_EC/G-KI
C
1C 7 _3 TO (171,172,173,lT_,ITS,|Tb_ITT,|Tfl), JF
171 r = T-273.15
x = 4.1q4*(I.Og7?-I.)I_2F-4*T+S.3_77E-SeT_T)
_;I T_ _9n




174 T = TKTFIFIT|
X=4*I_T¢(.oqQIS-_.IQ6E-S$T+I.2qqE-R_T_T)




177 T = T-_?3.1n
l(,nq G] TO {1SI,1S2,153,1S4,I_S,156,157,IS_|_ JF
151 T = TKTNF(T)
X=._go_B+2.Tqq2E-4*T+2.2_6SE-ReT_T-2.6606_-IIeTeTeT TIL
G[) TO _qq
157 T = TKTNF(T|
X = ._1731*(54.3_-.nIRTSeTe2.0qI4E-6eT,T) TL' NA
Gq TN S_O
|53 T = TKTRF(T]
X=.g66_g-4. Tgn6E-4*T+I.377HE-7*T*T-2,4884_-l|_TeTeT T3L
GO Tn 3)n


























































SAT VAPOR _PFC|FrC HFAT (W-S_C/G-KI
r;_ T,) IIqI.IAZ.lP_.1A4_IO_.186.600.|OOI_ JF
_,1 T_ _'_
_I T_ e_n
C_ T _ _,_
T = T-_7_.|5
C_LL SPLINTITH_,rLH2,I_T,X,I,Iel|




X=|,7_16RTE,)-_oRqq73)F-_#T. , .... .
_ Tn _3n
I|,JIITD SONIC VELOCITY (C_/S_CI
fig Tll 14nn,_17,213.714,?1_,_16,217_2i01, JF






SAT VAPOR _NIC VFI.OCITY ICHISECI














































G_ TO (_|._32t23_,_6t2_St236e2_?,23BIB JF
X = I.nI32_¢lO.*eI-2,1974-669q. I/T_|.q39¢ALOG|O(T))




23_ T = T*l.q
x=O.O6RqSeln._elS.2nOT|-6qq4,6_lT)
Z35 X:FXPFIB,6_6035-7.7|5273E3/T-3,B4660RESITee2}
Z36 T = Ttl._
x = ,O_t333?¢IO.e*Itn.5??_7-sq54.55/T-,BeALOGlOIT)I
Gq TO _0_
237 X = I.O13*(EXPI4.|I4-436T./T))




LATFN_ HEAT OF VAPORIZ&TTON (J/GM)











X = FXPIX| :
G:I TO 50_





252 T = TKTOFfT)
X=?.5_E-6 e (_.]72q_T.624B_-3eT+5.B3|3E-T_TeT_I.|260E-qeTeTeT)
Gq TO 500
25_ T = TKTOFIT)
X=2.5_E-6 e|2,6._TR÷1.4_fiE-2_T-Z.O3qBE-6¢TeT+3,57_2E-g_T*TeT|
G_ TO _0_
_56 T = TKTOFIT)
X=2.54E-6. eI6.351g+2.0871E-2*T+5,IOTlE-6eT*T+6.20TqE-BeT¢T*TI
Gn TO _00
_55 T = TKTOF(TI
X=Z,_4F-& _(I_.QO_6.+3.3qo2E-_T-I.670|E-5_T_T_.Oq64E-BeTCT_T|
G_ TO 500




400 WRITE (6,,51 JP,JF
X = -l.
50'_ XX = X
'_nl RETURN















FOPMAT(II72H *** ERROR [N SURROtlTINE PROP -- ILLEGAL FLU[O OR PROP
E_TY COOE II_EO eee II 5X, THJPROP m 16,6X, RHJFLU[D • 16 II)
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2.7 ATOMIZATION OF COLLECTED CON-
DENSATE*
2.7.1 Background
As has been frequently stated, it is that
fraction of the condensate which has been collected
by the various turbine surfaces and then discharged
in the form of macroscopic diameter drops which is
capable of causing erosion damage. In wet vapor
turbines two locations of particular interest are:
(1) atomization of liquid torn from that flowing
along the turbine housing, and (2) atomization of
liquid from the vicinity of the trailing edges of
stat0r vanes. In both instances the liquid can be
carried into the path of rotor blades moving with
high velocities relative to the liquid . Impact of
liquid at high velocities on surfaces can cause
erosion damage providing the liquid drops are of
sufficient girth to drive the threshold velocity to
cause damage below the impact velocity.
..... In considering Casing liquid a_omizatlon the
Westinghouse erosion model assumes that drops are
produced by the same general mechanism as that of
the primary stage of atomization of the liquid torn
from stators. This assumption allows the same equa-
ti0ns tO be used for predicting casing liquid atomized
drop diameters for rotor impingement investigation as
are used in predicting the primary atomization drop
diameters from stator discharged liquid. Such a cas-
ing liquid calculation has been previously reported.
To our knowledge there is no experimental data by
which to check thls assumption. A substantial dls-
cusslon of the general nature of the casing liquid
flows is provlded in Spies, Beughman, and Blake. (1)
Visual observations in steam turbines (1'2)
reveal that the liquid collected on the stators is torn
from the vicinity of the trailing edges of the stator
vanes. Initially this liquid is in the form of a dls-
tribution of sizes of fairly large drops. This stage
of the atomization process is called primary atomi-
zation. These large primary drops are caught up in
* W. D. Pouchot, Advisory Engineer, Systems&
Technology Section, Westinghouse Ash'onuclear
Laboratory, Large, Pa.
the decaying wakes downstream of the stators and
accelerated by the vapor stream. Most of the pri-
mary dropsare unstable under the aerodynamic
conditions prevailing during this acceleration. Pro-
viding there is sufficient distance (time of flight)
between stotor and rotor, these unstable drops are
broken down into smaller stable drops. This stage of
the atomization process is called secondary atomiza-
tion. Completion of the secondary atomization
process gives a relatively stable population of drops
composed of a residual of primary drops which were
small enough to be stable plus the secondary drops
formed from shattered primary drops. In well design-
ed turbines, it is this stabilized population of drops
which impinge upon the rotor blades and can cause
erosion damage. The discussion which follows is
concerned with the various stages of atomization of
stotor discharged liquid.
2.7.2 Stator Atomization Model
a) General Description
To calculate the erosion by Iiquld of damag-
ing form, it is necessary to know the size, relative
velocity and number and location of impacts on the
rotor blades as a relation of time. There are at least
four different mechanisms of primary atomization
and two for secondary atomization which have been
observed under conditions related to those in turbine
stators. To trace the h_story of all these possible
processeswould be a formidable, if not impassible
task. Becauseof this, the approach taken in the
Westinghouse model ifivolves substantial slmpliflca-
tion through gross description of droplet classes
based in large part on empirical correlating relations
commonly used in describing gas-atomized liquid
sprays.
Furthermore_ almost all the empirical ob-
servations used in preparing the numerical detail of
the atomization model were taken from reference
material where the tests reported were made using
steam vapor or air atomization of water drops.
Nonetheless, it is felt that observations on steam
or air atomization of water drops, particularly ob-
servations in actual turbines or turblne-like cascades,










Constant in Nukiyama-Tanasawa distribu-
tion functions
Stator blade trailing edge thickness









Mass mean drop diameter
The drop approximately three standard
deviations larger than I_e mean drop
D Maximum drop diametermax
K A constant
+
L Length along surface of stotor bJade from




Mach No. based on free stream conditions
Collected liquid massflow rate per unit
casing periphery or blade height
* Wetab;lity of the liquid with respect to surface
does not seem to be an important factor. Experi-
ments reported in reference (4) seem to indicate that
under the impressof aerodynamic forces liquids tend to
become non-wetting. This is reasonable since the
ground state of a liquid mass ;n the absence of exter-
nal forces such as gravity, is a sphere and perturba-
tions from aerodynamic sources would tend to allow

























Exponent in Nuk;yama-Tanasawa distribu-
tion function
Gamma function argument
Reynolds Number based on drop diameter
Tanasawa' s stability number (Heinze' s
viscasity number) - /r'---
Relative velocity between vapor and drop
Gamma function argument
Bulk stream (free stream) velocity
Spray Volume
Volume of spray between gamma function
parameter (o) and parameter (x)
Total volume of spray
Weber number - _ Ur2 D//o or PvUs2 D/_










• Definition of Model
The model of atomization is defined in terms
of the 6mp|rical Nuklyama-Tanasawa distribution
function plus several characteristic drop diameters.
The distribution function is used in both a
number of drops form and in volumetric form. These
functions are:
dN D2 -bDn (la)
d'--D- = a e
= 7r a D5 e -bDn (lb)
dg6 6
The characteristic diameters used are:
1) Dm = most common diameter drop
D = Dm when the second derivative
d2V
of Eq. lb equals zero or _ = 0. This corresponds
to the peak of the familiar dlstribut|on curve as:
3) D,_ - The drop approximately three
standard devlat_s arger than the mean drop











- Defined maximum drop




The Nukiyama-Tanasawa distribution func-
tTon is often used by experimentalists jn reporting
data on gas atomized liquid sprays. It is a monomo-
dal function and the constants, "a, b and n" of the
expression can be determined from a knowledge of
the number of volume fractions of the spray of any
two drop diameters. Conversely the spray can be
characterized by a value of "n" and a characteristic
drop diameter such as the mass mean or surface mean
drop diameter.
2) D3_ 0 - Mass mean diameter drop
D3_ 0
'_-'_ 00 11/36 o aV
From the point of view of the analyst, these
various relationships between characteristic drop
diameters and the constants of the Nukiyama-
Tanasawa expressions may be found by such means
as writing an appropriate computer program or by
use of Pearson' s tables of the incomplete gamma
function(3).
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Inconnectionwlthuseof the reference (3)
material, it may be shown that:
b - n5 /.___m / n
Hence the exponential coefficient
(b dn) n
If 5 (D) n
n
be put in the form:
= x, equation (lb) may then
dV = Ta (5) 6-n Dm6 6-n e-X× 3--0-- (__) (× ) (2)
If the additional substitution 6 - n = p
is made, n
dxdV _ 3"oTa(___)n P Dm6(X pe-x) (3)
In |ntegrol form equation (3) may be written,
X
= Ta n D 6 _o xp e-x dx (4)Vx -_ ("5 .-) m
When x = m, V x =Vto t (the total volume
of the spray)
and therefore by definition:
x
Vx _ / xP e-x dx
(5)
-'_ttot /_ xp e "x dx
This is the ratio of the spray volume con-
tained in all drops smaller than
1
fix n
D = ( _ ) (Dm)
to the total volume of the spray.
There is nothing fundamental in these
previous substitutions and rearrangement of the
Nuklyama-Tanasawa equation. They are for the
purpose of putting the equation on a form for easy
use with the tables of Reference (3).
The complete gamma function for the
argument p is written £ (p + 1). It can be defined by:
r(p + 1)=[e-XxPdx
_0
The incomplete gamma function is defined
after Pearson(3) to be:
x
F x (p + 1) =f e -xx pdx
o
Hence equation (5) may be given as:
V rx (p + 1)
x
,,,
_tot r(p+ 1) = I(x-p)
(6)
Pearson_"J has constructed tables of this











In terms of the spray parameters of interest,
p and u are:
6-n
n
Some numerical values for the ratios D3a /
D3.0_ and D3e/D m c_lculated in this way are gwen
as a function of n in Table 2.7-1.
The observations reported are qualitatlve. Quanti-
tative information on the relative volumes of liquid
involved in each of the processes is not available. It
seems reasonable that the tearing of masses or sheets
of liquid from stators involves a more important part
of the total liquid available than the other observed
mechanisms of detachment. On this basis, a sheet
atomization model is the logical tool for estimation
of primary drop sizes.
The model chosen is the classical one of a
sheet of liquid ruffled under the impress of aero-
dynamic forces, the ripples developing into liga-
ments, and the ligaments in turn collapsing into
drops. Using this model an expression for the most
common drop diameter, Din, has been developed.
It is
TABLE 2.7- I
RELATIONSHIPS OF D3_r, D3_ 0, Dm, AND n
n D3 q/D 3- 0 D3_//D m
0. 25 28.70 15.5
0.50 8. 14 5.61
1.0 3.84 2. 99
2. 0 2. 40 1.79
3.0 2.0! 1.69
b) Primary Atomization
Mechanisms of primary atomization as ob-
(5)a i t rbl e Ikserved in an actual turbine nd "n u "n -I" e
stationary cascades(4,5) are: (1) stripping of liquid
or sheets from liquid puddles, (2) stripping or tip
bursting of oscillating pendant dropsattached to
the stator trailing edge, (3) eye-dropper tearing of
individual drops from the stator trailing edge, and
(4) direct formation of individual drops on the con-
vex surface of a stator by somemechanism giving
results similar to a drop of water on a hot stove.
D
m
The complete primary distribution is then
obtained by applying the Nuklyama-Tanasawa dis-
tribution function assumingthat n = 1. Given n and
Dm, the ratio V. ,/Vtot, at any value of D, can be
obtained throug_ the use of Pearson's(3) tables
by calculation of Pearson's arguments p and u as a
function of D.
Typical values calculated for the ninth
stator of the Yankee steam turbine are given in
Appendix A to this Section 2.7, along with the
derivation of the expression for Dm (equation 6).
A comparison between calculated values
for the Yankee steam turbine and a small amount
of experimental d_ta on stator primary atomization
obtained by Hays(5)from the British CEGB is also
given in Appendix A to the Section 2.7. This data
comparison cannot be said to confirm the model of
primary atomization proposed here, because of the
small number of drops sampled experimentally, but
the comparison is encouraging.
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c) Secondary Atomization
To distinguish between those primary drops
which are stable from origin to rotor impact and pri-
mary drops which undergo secondary atomization, a
parametric time history analysis of the drops in the
stator wake is carried out as previously d_scussed in
Section 2.6. It is assumed that the primary drops
become entrained by a given wake streamline and
the liquid represented remains with that streamline
until rotor impact. The criteria for disruption of a
primary drop is taken as the exceeding of a critical
drop Weber Number at some point along the path
between detachment from the stator to impact with
the rotor. This assumes that there is time for the
drop to disrupt, after the critical Weber Number has
been exceeded, before it impacts the turbine rotor.
This time period for d_srupfion is covered inSection
2.6. All primary drops which experience a Weber
Number greater than the critical are presumed to
disrupt to smaller stable secondary drops.
For small turbines of the space type, 1"
chord, 1"-2" high blades, the critical Weber Num-
ber used has been 13. For the large low pressure
ends of central station steam turbines the value used
has been Weber Number -- 22. The rationale is
due to Gardner (6) who apparently drew on the work
of He_nze. According to Spies et al (1), Heinze shows
that for a "non-viscous" fluid (the turbine working
fluids are considered "non-viscous") that the critical
value of Weber Number is 13 for shock exposure of a
drop to aerodynamic forces and this critical Weber
Number increases to 22 for a steadily falling drop.
This latter case is that of graduated application of
aerodynamic forces to the drop. From trajectory
calculations on both large and small turbines, it
appears that the application of aerodynamic forces
to the primary drops is quite abrupt or shock-like in
the small space type turbine and quite gradual in the
large central station steam turbine low pressure end.
The selection of Weber Number = 13 for the small
turbines and Weber Number = 22 are commensurate
with the trajectory observations.
Primary drops which experience local
Weber Numbers in the wake which are less than the
critical Weber Number are assumed stable and re-
tain their prTmary configuration. The maximum size
drop which will impact the rotor is the primary drop
which just experiences but does not exceed the
critical Weber Number anywhere between origin and
impact with the rotor.
This model uses Weber Number criteria be-
cause under local conditions at the time of breakup
of the primary drops it is believed that the ratio of
the dynamic pressure force to surface tension force
is the single most important criteria as to whether a
drop is stable or not. Unfortunately, Weber Number
alone is not completely sufficient to allow a predic-
tion of maximum drop diameters in sprays even when
the local conditions at disruption are known with
reasonable accuracy. For this reason, Westinghouse
has varied the numerical value of the Weber Number
which has been used in analysis of turbines from tur-
bine to turbine.
Since these values were selected, a con-
siderable amount of actual observation in large steam
turbines(2) and in a small steam turbine (1) built to
simulate a space potassium turbine have become
available. These data clearly show that from a con-
ceptual point of view the simplified two valued
scheme of this model is inadequate. However, in a
numerical sense the selection of Weber Number = 13
for the small space turbines examined is a good
average value based on an analysis of the results of
Spies et al (1) as given in Appendix "B" of this
section 2.7. For a typical design such as the NASA-
GE 3 stage potassium test turbine the procedure of
Weber Number = 13 may err in estimating the maxi-
mum size drop impinging on the rotor blades of that
turbine by 30 microns. The maximum size drop is





We = 65(M ) 1.16 (i)
o
where K = 0.31 for the data of Smlth (71
ReD = 18 (iii)
which escaped disruption plus the families of
secondary drops formed from the disrupted primary
drops.
The residual primary drops are those from
the primary distribution which did not experience
a greater than critical Weber Number.
The massmean drop diameter (D3 tl ) of the
sum of the families of the secondary drops-i'sVassumed
to be given by a seml-empirica] expression developed
by Wolfe and Anderson (8]. This is:
The first of these (i) is due to Smffh (7). It
also correlates his data as does the second expression
(il). Both the first and second expressions badly
overestimate the maximum size drops in large cen-
tral station turbines low pressure ends as reported by
Christie and Hayward (2). The writer has not evalua-
ted the third expression (iii). As a general comment,
all three expressions lack a model as a basis for
understanding the phenomena the expressions purport
to correlate. They, therefore, pose a high risk when
applied to situations other than those exact ones
from which they were obtained.
The selection of critical Weber Number =
22 for the low pressure ends of large central station
steam turbines seemsto be overly conservative in
terms of steam stationary cascade tests as reported by
Christie and Hayward(2)but not necessarily for
actual turbines as reported by the same reference (2).
d) Final Drop Size Distribution
• Conceptual Approach
Conceptually the drop size distribution
resulting from the completion of the secondary
atomization process is the sum of the primary drops
*All va]ues are calculated using bulk flow (free
stream) conditions not local wake conditions.
DS-0: ,2 . 1/2_r¢
where D is the most common drop of the initial
primary _strlbutlon.
The distribution function for the sum of the
families of secondary drops is then taken as that of
the Nukiyama-Tanasawa function for n = 1 and
the appropriate Wolfe and Anderson D3_0.
Addition of this secondary distribution to
the residual of the primary dfstr[bution gives the final
drop size distribution impacting the turbine rotor
blades.
This is the way in which the final clropsize
distribution used in calculating the erosion values
for the Yankee steam turbine was obtained. A com-
parison of this distribution in dimensionless form with
various test observations from the literature which
have become available since the Yankee analysis
was performed, reveals a rather striking lack of slmi-
larity between calculation and observation as sho_
in Figure 2.7-1. This may explain why the calcula-
ted erosion of the Yankee ninth rotor blades was
lower than that actually observed in service.
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• An Empirical Approach
Since the conceptual approach just out-
lined yielded a drop distribution much askew com-
pared to actual experimental observations, a more
fully empirical approach was tried in connection
with the Bayshore No. 2 turbine evaluation. This
approach was to apply an average of the observed
distributions shown in Figure 2.7-1 to the calculated
maximum drop diameter.
Reservations about this approach must also
be expressed. For example, the observational curves
shown in Figure 2.7-I correspond to Nukiyama-
Tanasawa "n" values in the range of 2 to 3*. This is
far higher than characteristic values reported in the
literature of gas atomized liquld sprays. Here a (_.
value of "n" much different from one is uncommon-y)
and when values differ from one they are likely to
be less than one.
A part of the difficulty may be in the inter-
pretation of what experimentalists mean whey they
report a value of n = 1 in the Nukiyama-Tanasawa
expression effects a good correlation of their data.
For example, turn to Figure 2.7-2. This is a plot of I.,
some data presented by Spies, Baughman, and Blake d).
The open circles are the data. The solid line and
dashed line are the Nukiyama-Tanasawa expression
plotted with n = 1 and n = 3 respectively. It will be
noted that the shape of dlstrlbutlon curves as given
by the clrcles is very similar to the shape of other
experimental results curves as shown in Figure 2.7-1.
Spies et al conclude in their report that a
Nukiyamo-Tanasawa distribution with n = 1 affects
a satisfactory correlation of their data. As can be
seen in Figure 2.7-2 it does on the average affect a
better correlation than n = 3. However, Spies et al
report the maximum drop diameter observed for this
particular set of test conditions to be 180 microns.
An n = 1 correlation implies at least 2 percent by
number of drops with a diameter greater than 180
microns. This 2 percent number fraction represents
a considerably larger volume fraction than number
fraction because of the D-cubed effect. It seems
*This is on the writer' s terms; not necessarily on the
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Figure2.7-2 Distribution of Drop Sizes in a Small
SteamTurbine after Spies, Baughman,and Blake
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quitepossible that the n = 1 selection of Spies et al
is in fact more nearly correct than the actual data
points. It seemsquTte possible that they might have
observed some (say) 240 micron diameter drops if
their observations had covered 10,000 drops and not
hundreds of drops.
This possible inaccuracy in distribution in-
formation is compounded in the empirical approach
used in the Bayshore No. 2 turbine erosion examina-
tion by a "tall wagging the dog phenomena". A
tabulation from reference (2) is reproduced as Table
2.7-2 following= .............
TA BLE 2.7-2
TABULATION FROM REFERENCE 2
Size Range of Total No. of Droplets per Second
Drop Diameters in Each Size Range at Given Load
_Ic_ns) (Load 100%) p,..oad 60%) Load 40%)
50 to 150 384 1160 1283
150 to 250 322 414 744
250 to 350 16 54 125
350 to 450 0 4 10
The most drops are reported in the 40 per-
cent load column. The number is 2162. A plot of
this 40 percent load tabulation is given as "Original
Data" in Figure 2.7-3. If one 500 micron drop is
added to this original 2162 drops, the distribution
function shifts markedly (in the direction n = 1) as
shown by the curve "Original Data Plus One" of
Figure 2.7-3.
The significance of the shift with respect
to predicting erosion in turbines is marked in num-
erlcal evaluation using the empirical atomization
model as applied to Bayshore No. 2. The model
assumesthat some particular characteristic diameter
drop of the distribution of drops can be predicted
either empirically or theoretically as a function of
turbine flow and geometry for particular sets of tur-
bine flow and geometry variables. Then the model
assumesthis particular characteristic diameter can
be generalized to a complete particular distribution
of drops by applying an empirical distribution func-
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Figure 2.7-3 Manipulation of Experimental Drop
Size Distribution
The foregoing are all reasonable assump-
tions. Unfortunately at this time the characteristic
diameter drop on which there is substantial experi-
mental data in turbines is the maximum diameter drop
of the spray. While the general approach to the
model is not limited to the use of the maximum dia-
meter drop as the characteristic diameter drop, the
weight of experimental evidence on maximum dia-
meter drops has made them a logical if unfortunate
choice.
Referring back to Figure 2.7-3, the actual
change in total volume of the spray caused by add-
ing one 500 micron drop is only 1.2 percent. How-
ever, if in reconstructing a distribution of drops
based on a partlcular independently calculated
maximum diameter drop, the distribution function
marked "Original Data" is used, 30 percent of the
volume of the spray will be predicted to be in drops
greater than 0.6 the diameter at the maximum dia-
meter drop; whereas if the distribution function
marked "Original Data Plus One" is appliedo only
10 percent of the volume of the spray will be pre-
dicted to be in drops greater than 0.6 the diameter
of the maximum diameter drop. That is as little as
1 percent change in the experimental measurement
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with respect to volume (or one part in two thousand
with respect to number of drops) can shift the pre-
diction of amount of moisture contained in damaged
drop diameters* by as much as 300 percent using
this empirical procedure.
2.7.3 Conclusions
Means of assessing the drop sizes and
distribution of liquid discharged from turbine stators
have been presented. The numerical procedures sug-
gested for predicting primary atomization drop sizes
and the maximum diameter drop in the final distribu-
tion of drops impinging on turbine rotor blades have
an apparent accuracy of + 30 percent as compared to
limited experimental inf_mation.
Two means of assessing the distribution of
drops below the maximum drop diameter in the final
distribution of drops impinging on the turbine rotor
blades have been investigated.
The first of these methods which was of a
semi-theoretlcal nature, when applied to the Yankee
steam turbine low pressure end, yielded a calculated
drop size distribution very different from those ob-
served in an English steam turbine.
The second of the methods for assessing the
distribution of drops in an emplrical approach using
an average of the observed distributions in the
English steam turbine applied to a calculated maxi-
mum drop diameter. (Maximum Drop diameter Weber
No. Criterion 13 for small turbines, 22 for large
turbines as applied to stator wake trough conditions.)
The second method is preferred although it can yield
quite large inaccuracies in results with very small
errors in determination of maximum drop diameter.
*The 0.6 of maxlmum diameter was picked by exam-
ple and does not imply that only drops greater than




Mechanisms of primary atomization re-
ported are: (1) stripping of massesof liquid or sheets
from liquid puddles, (2) stripping or tip bursting of
oscillating pendant drops attached to the stator
trailing edge, and (3) eye-dropper-like tearing of
individual drops on the convex surface of the stator
by some mechanism,giving results similar to a drop
of water on a hot stove.
Unfortunately, none of the referenced work
gives quanHtatTve information on the relative volumes
of liquid involved in the observed processes. It seems
reasonable that the tearing of masses or sheets of
liquid from the stators involves a more Important part
of the total liquid available than the other observed
mechanisms of detachment. The sheet atomization
model is on this basis the logical tool for estimation
of average primary drop sizes. As available infor-
mation is insufficient for definitive conclusions, the
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Stator liquid film thickness
Stator boundary layer form factor
Wave length of ripples in I[quld film
Wave length of vaHcccities in liga-
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Most probable wave length
Density of liqurd
Density of vapor (bulk)
Liquld surface tension






Basedon actual turbine observations such(5)as those reported by Hays , the flow of collected
moisture over stator vane surfaces is far from uni-
form. The flow gathers in rivulets or puddles which
feed separated atomization sites.
In an actual turbine, the location of the
atomization points iS probably influenced by surface
and vapor flow irregularities. However, even wffh
a perfectly uniform surface, a distribution of attach-
ment points can be expected. Under such uniform
surface conditions it is to be expected that the fluid
would initially start to collect in the wake of the
stotor trailing edge as a roll of liquid with a cross-
sectional diameter of approximately the width (W)
of the trailing edge. As is well known, such a slender
cylinder of liquid is unstable in the presence of
surface tension forces and develops var|cosltles along
its length. The pitch of these varicasitles would
then determine the atomization sites. The pitch (or
length) of the varicasitles would not be uniform but
would have a di_trlbution of pitches. Numerically as
given by Green(10) after Raylelgh, the minimum pitch
of a cylindrical instability is_rW and the most prob-
able pitch is 4.5 W. Other pitches than those, Oll
course, have a statisticaE probability of existence" 1)
If the distance between the atomization sites
becomes fairly large, the local liquid flow rates at the
site will be many times that of a uniformly distributed
flow. This high local flow rate results in a thickening
of the local liquid boundary layer and an opportunity
for the development of sufficient liquid boundary
layer momentum with ripples to give sheet type atom-
ization rather than pendant atomization. This sheet
type atomization is analogous to the stage 3-type of
whirling cup atomlzaHon which takes place at high
rates of liquid feed to cup or dlsc atomizers(10).
In this example of the whirling disc atomizer, the
flow rate on a uniform basis is high enough to pro-
duce sheet atomization. Such sheet atomization
could obviously also take place from wet turbine
stators on a uniform or nearly uniform film basis if
the liquid flow rate is high enough. In the case of
the Yankee Atomic turbine low pressure end, suffi-
cient collection of moisture on the ninth (and
wettest) stator to produce uniform film sheet atomiza-
tion does not seem likely. Sheet type atomization
is probably a result of local flow rates greater than
average.
Average Droplet Size from Sheet Atomization
Schematically, the process of sheet atomiza-
tlon is assumed to be as follows:
1) The liquid film of average depth (6)
flowing towards the stator trailing edge (as a result





2) This rippled film is then blown from the
trailing edge of the stator and collapses into liga-
ments of cross--sectional diameter B strung out parall-
el to the trailing edge. The cross-sectional area of
the ligament is approximately equal to the product
of the average film thickness times the ripple wave
length or
tr
3) The ligament so formed in turn develops
instabilities of wave length (x B ) along its length






The volume of the drop being approximately
equal to a cylindrical section of diameter B of length
X B or:
d3 _ T B2 XB6
d (3/2 B2 (2)
= ×s)1/3
As previously quoted from Green (10), the
most probable value of ;_B is:
), = 4o5BB
(3)
Substituting for B from equation 1 into
equation 3 gives:
d = 2.14 _ (4)
The average liquid boundary layer thick-





cf : (2)(.123)(10-'678 -°'268
*See Section 2.5
An analysis by JeFferys of wind-generated
gravity waves has been developed by Mayer(12) to
predict the most probable capillary wave length in a
windblown sheet. Mayer' s expression gives:
)_o,X = 97r _'_ _/_ Us2 (6)
Considering the expression/]/2 P Us2 as
the effective drag force per unit area of f_m, it may
be written in terms of the boundary layer calculations
(neglecting fog particle impact momentum) as:
#PsUs2 = Cf _ Us2 = 2 _s
2./3 (7)
Substituting in equation 4 from equations 6




In Figure 2.7A-1 "average" drop sizes from
equation 8 are presented. It may be noted that the
drop size predicted by equation 8 appears to become
independent of flow rate at the higher values of flow
rate examined. This suggests that a simplified expres-
sion such as equation 9 will be adequate for predict-
ing the "average" drop size in many instances.
/I_LX ._ 1/4_ tJL _/1/3
Numerical evaluation of equation 9, in-
serting the same values for the independent variables,
as used in evaluating equation 8 gives:
= 630 microns.
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Examining equation 9, it will be seen that
the average drop size predicted varies slowly with,)
most of the variables except U . Setting r : : Us-




Sheet Atomization Drop Size Distribution
There is a distribution of drop sizes resulting
from sheet atomization (in fact from almost any
atomization process). There is the distribution of sites
Cinflow rates) along the trailing edge, the distribu-
tion of atomization wave lengths ()_) in the direction
of flow, and the d_stributlon of cylindrical wave
lengths (XB) producing the final primary drops. A
distribution function could be developed from the
Rayleigh(11) cylindrlcal instability function and the
jefferys_Mayer(12) capillary wave length function.
However, an overall empirical distribution function
due to Nukiyama-Tanasawa is easier to use:
dN 2 -b zn
dz = a z e (10)
Quoting from Putnam '9',(_ "Two Japanese
investigators, S. Nuklyama and Y. Tanasawa, obtain-
ed extensive data on drop sizes in sprays by air
atomization, and sought to correlate these data ---".
Their investigations indicated that a value of 2 for
the exponent of (z) effected a good correlation of
the experimental data in every case, and that ex-
ponent (n) varied but little from unity.
While other investigators, including the
writer, have found that the value of the exponent
(n) may fall as low as 1/4, a numerical case can be
made for the Yankee turbine to cons|der this expo-












COLLECTED LIQUIO FLOW RATE
IF AGGLOMERATED AS RIVULETS --1
WITH PlTCH/W_DTH : 4,5 LCOLLECTED LIQUIDFLOW RATE UNIFC_MLY
DISTRIBUTE?
I I J__ ! I ! i I - I I ___L.
1 2 3 4 5 6 7 B 9 10 11 12
STATOR LIQUID Fl_l_/¢ RATE IN % TOTAL T_BINE FLOW RATE
611131-BIB
Figure 2.7A-I Average Drop S|ze,
Primary Atomization
order of unity is required to get a reasonable fit
between an upper size llm[t on drops Corder of 1500
to 2000 microns) resulting from the size of the trail-
ing edge thickness and an unspecified kind of average
drop size of the order of 500-600 microns.
Us|ng n = 7 and writing equation 10 in terms
of volume rather than number of drops gives:
cIV _ 7ra 5 -bz
dz 6 z e (11)
Thls equation contains two undetermined
constants, Ca) and (lo). Constant Ca) may be deter-
mined from the total volume of the spray using the
continuity relationship once constant (b) has been
found. In connection with constant (b), it may be
observed that if a value of the "average" drop size
corresponding to the mast probable flow rate of
figure 2.7A-1 is selected, the rate of change of
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volume of spray produced is a maximum with respect






d2V - 0- 7ra (e-bz) z4 (5-zb)
b ; 5//Zrr I
z rn is Zav at d/_-_)max. (12)
Substituting from equation 12 in equation 11 gives:
A small amount of data on stator primary
atomization, obtained from the British CEGB, has
been reported by Hays (5). This information is re-
produced in table 2.7A-2 for conditions which more
or less bracket the conditions at the ninth stator of
the Yankee Turbine. This data cannot be s_id to
confirm the model of primary atomization used here
because of the low number of drops sampled° A
comparison between tables 2.7A-1 and 2.7A-2 is
encouraging, however.
TABLE 2.7A- 1
SPRAY LIQUID VOLUME DISTRIBUTION VERSUS
DROP SIZE
dV ;ra 5 -5 z
dz 6 z e z (12a)
m
If the substitution, x = 5 z/z m is made in equation
12a, it becomes: ......
dV - ,ra /'_--/ 5 -x6 x e dx (13)
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V ;. : ,
x - (o, 5)
tot
u =x/_- zSZ (13a)
and I (u,5) is a form of the incomplete gamma func-
tion, as tabulated in Reference 3. The ratio of cumu-
lative liquid volume to total Iiquld volume of spray
1s given as a function of drop size in table 2.7A-1 for
the ninth stator of the Yankee turbine.
TABLE 2.7A-2
DATA ON STATOR PRIMARY ATOMIZATION
._ _
Bulk
Static Steam Max. M;n.
Pressure Veloc;ty No. of Size Size
(psia) (ft/sec) Drops (microns) (microns)
1 . 61 976 5 1 080 460




NAS 7-391 RESULTS *
A series of erosion-related experiments
have been performed by the Rocketdyne Division
of North American Rockwell, sponsoredby NAS
7-391. These experiments employ a series of
stator blade shapes and test conditions designed to
simulate space turbine environments, The working
fluid used is steam. A p_tlcular objective of the
program is to observe the detachment of collected
liquid from trailing edge surfaces and to estimate
the ultimate limiting size of atomized drops as a
function of the various test condffions.
A drop transport analysis has been com-
pleted on a series of eleven tests performed by
Rocketdyne. The analysis was performed with the
ADROP computer code (Section 2.6). Blade
shape IDA ** was chosen for these studies. This
blade is similar to that used in the last stage of
the General Elecltic three-stage potassium test
turbinet differing only in the pitch. Rocketdyne
is using a stator block containing six different
blade shapes and apparently could not exactly
reproduce the pitch of the G. Eo blades in this
configuration. The mean line pitch of the
Rocketdyne blade I-A is a 0.616 inch while the
pitch of the G. E. blade is 0o641 inch.
The surface velocities obtained for the
tip section were then used to evaluate the boundary
layer properties at the blade trailing edge. The
properties of interest are the momentum thicknesses
(Os and Gp)s the displacement thicknesses
( _*and _*), and the full thicknesses ( 5 and _ )
on _oth thePsuctlon and pressure sides of thSeblad_
These are summarized in Table 2.7B-2.
Trajectory calculations were performed for
a series of drop sizes ranging downward from the
thickness of the stator trailing edge (190 microns).
An axial distance of one inch was arbitrarily
chosen between the stator exit plane and the inlet
plane of a hypothetical rotor row. This distance is
sufficient to observe secondary atomization effects.
Figure 2.7B-3 showsthe variation of the maximum
Weber Number observed with drop diameter for the
eleven test conditions chosen. These were obtained
from trajectories along the streamline coincldlng
with the stator wake axis, Note that these maxima
occur at different locations downstream of the
trailing edge; in no case did the maxlmumWeber
Number occur at the start of the trajectory.
The test conditions employed in this
study are presented in Table 2.7B-1(1). The tip
section of the blade shape used is shown in
Figure 2.7B-1. The blade surfacevelocltles in
the stator flow passagewere evaluated using the
two_cllrnensional flow analysis code of Reference(13)_
Figure 2.7B-2 summarizes the surface velocity
results. The velocities are normalized by the exit
free stream velocity. These velocities are plotted
against normalized surface position, which is the ratio
of the distance from the blade leading edge taken
along the surface to the total surface length°
*T. C. Varlien, Supervisor, Systemsand Tech-
nology, Astronuclear Laboratory, Westinghouse
Electric Corporation, Pittsburgh, Pa., 15236
**Rocketdyne Dwg. N-01828-A
The WANL turbine blade erosion model
has tentatively employed fixed Weber Number
cri terTa to predict the onset of secondary atomization.
These are obtained from Gardner's work (6) which
indicates thab in steam systems, the critical Weber
Number is about 22 when drops are slowly accele-
rated and is about 13when the accelerafinn is
abrupt. Resultsobtained by Rocketdyne(1) in the
tests examined are shown in Figure 2.7B-3. In each
case the limiting drop size observed has been
plotted. It is evident that a disruption criteria
based on Weber Number alone, is inappropriate.
The use of a fixed critical Weber Number may
perhaps be justified for very rough estimates or for
qualitative descriptions, but it lacks the precision
required in detailed erosion studies.
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TABLE 2.7B- 1
ROCKETDYNE TEST CONDITIONS USED IN
THE STUDY
Test _Tons lff_re
In_et Outlet _¢ 2_d :_,_ S_
Test Preu_e, Pressure, ln_et Shlam $t_ 5poutlng
Sha_ No. TO t$ 20 23 3 7 10 Pofce_ Ib/lec p,la fr/wc
114A X X 99.5 ,119 4.5 1170
B X X 99.5 7.8 540
C X X 99.6 ,175 10.8 525
D X X 99.6 S.5 71_
F X ¸ X 99,4 6.0 1450
I 113G X × 91.6 ,233 7.4 1680
H X X 99.3 9.4 960
| X X 99,4 11.5 66O
J X X 99,3 .270 11.8 6O0
K X X 99.4 9.g 1150
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FTgure 2.7B--2 Surface Velocities Computed for the
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TABLE 2.7B-2
TRAILING EDGE BOUNDARY LAYER DATA
OBTAINED FOR THE ROCKETDYNE TEST
SERIES
o w. -_3 wo-_
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612752-1B
Figure2f 71}-3 PredictedVarlatl?n of Maximum
PrimaryDropWeber _lumbers for the Rocket-
dyne TestSerieswith BladeShape1-A
T
Tralectory l'esult_ _'e presented in more
detail in Figures 2.7B-4 (Test l14A), 2.7B_5
(Tesi 114 Bi; 2. 7BL6 (Test il4 Fi and' 2.'7B-7 (T_;st
113L). These show the varlaflon :of drop Velocity and
Weber Number with total distance downstream of the
stator flailing edge and along the wake axis
streamline. In all cases a "dead-band" of four
trailing edge thicknesses has been used to cover
uncertaintles in the local wake velocity in this
reg ion.
A brief examination was also made of
trajectories associated wlth the hub section of
blade I-A. The small difference in pitch between
the two sections made very little difference in the
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ABSTRACT
This report volume is concerned with those
processesof the WANL turbine blade erosion model
shown on this page that can directly cause the loss
of metal from turbine blqdes: mechanical removal by
drop impingement and dissolution into impinged
liquid.
The literature on impingement erosion is
examined with a view to deducing empiric, or
analytic, relationships between erosion rate and the
various external variables such as impact velocity,
angle of impingement, size of impacting drops,
impacting fluid properties, strength of materials, and
rate-tlme variation.
In Section 3.1 the difficulties inherent in
the interpretation of erosion test data are discussed
and a rationalized approach is described.
One of the major difficulties in the correla-
tion of test data is the variation of erosion rate dur-
ing a test. In Section 3. 2 an analytic model is pro-
posed to explain the variation.
Sections 3. 1 and 3. 2 are mainly concerned
with the mechanical aspects of erosion of metals by
the Impingement of liquid drops as influenced by
external conditions such as impact velocity, etc.
Sections 3. 1 and 3.2 are not directly concerned
with the erosion resistance of specific materials -
except in passing - with the relationship between
erosion reslstance and other material properties.
_ections 3.3 and 3.4, on the other hand,
attempt to use the observations of Secffons 3. I and
3. 2, plus added information relevant to metal dis-
solution by liquid metals, to establish specific
numerical relationships of erosion resistance of
metals in terms of external variables and properties
of materials. Section 3. 3 deals with the mechanical
aspects of metal lossthrough drop implngement s
assuming no chemical interaction. Section 3. 4 deals
with the chemical aspect of metal loss by dissolution
of the metal into the l_qu|d Of impinged drops_assum-
ing that there is no mechanical interaction.
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SURVEY OF CLUES TO THE RELATIONSHIPS
BETWEEN EROSION RATE AND IMPINGE-
MENT CONDITIONS*
General Considerations Relating to the
Interpretation and Correlation of Test Data
3. 1.1.1 Independent Variables
The purposeof this section is to determine
whether the impingement erosion test data in the
literature can be made to yield generalized relation-
ships, by which erosion _:ar_be predicted under
arbitrary operating conditions. If the erosion could
be expressed in terms of an empirical or semi-
empirical equation, it _uld be a function of the
operating variables and would contain constants
which are properties of the materials of the target











independent variables, or operating
are as follows:
Area of target subiected to impingement
Shape of target
Size of impinging liquid drops or slugs
Shape of impinging liquid dropsor slugs
Rate of impingement of liquid on target
Impact velocity between liquid and
Angle of impact between liquid and
target surface
h) Physical properties of liquid such as:
1) density,
2) viscosity,
3) compresslbility_ or acoustic velocity.
* F. J. Heymann, Senior Engineer, Development
Engineering Department, Westinghouse Steam
Divisions, Westinghouse Electric Corp. t
Lester, Pa.
i) Physical pmpertles of target. While the
significant properties are still unknown, the follow-










hardness or other strength property
strain energy to rupture or other
elongation or other ductility
4) endurance limit and fatigue S-N
5) elasticity or acoustic velocity°
Surface conditions of targeb such as: ,
I) roughness ._-,_:
2) work hardening or other surface j
to previous preparation or erosion
3) presence of surface films of |iqui,d.
Microstructure and orientation of surface
In this section of the report_ primary empha-
sis is given to the velocity and the angle of impact,
and the size and shape of impacting drops.
Section 3.2 includes some discussions of the fatigue
properties and surface conditions of the target.
3. 1.1.2 Dependent Variables
One of the greatest difficulties in the inter-
pretation and correlation of erosion test data lies not
in the multiplicity of the independent variables but
in the identification of the dependent variable or
variables, referred to as "the erosion". An approach
must be found to characterize the erosion. Figure
3. 1 (A) represents a typical weight loss versus time
curve. (The axes are deliberately labeled erosion
and duration since these quantities wilt be discussed
more fully later.) This curve is characteristic of
much of the data found in the literature; the various
stages of the curve and possible explanations for
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Figure3.1-1 Various Interpretations of Same
Hypothetical ErosionData Points
A relatively well defined experimentaJ plot
is subject to a variety of interpretations. The circles
In Figure 3. 1 (A) represent hypothetical row data
points. A conservative method of drawing the curve
ls to ioint the experimental points by straight lines,
as shown. Reference 1, * for instance, showscurves
In this form. An erosion rate curve can then be
constructed by plotting the slopes of these llne seg-
ments versus the time corresponding to their mid-
points. This is shown by the circles and solid lines
In Figure 3. 1-I (B). Reference 2 presents its data
in this form. This approach requires no decisions,
but is not accurate unless the data polnts are close
together.
* References cited are listed in a later secti0n.
To draw in a smoothed curve, a decision
must be made as to how smooth this curve should be.
If the erosion rate rises from zero during an incuba-
tion period to a constant maximum value, and sub-
sequently declines to a secondary constant value, a
curve will be drawn such as the dashed one in
Figure 3. 1-1 (A), whose counterpart in Figure
3. I-1 (B) is also shown dashed. If the erosion rate
reaches a rather steep peak value and then goes Into
a series of fluctuations, then the dash-dotted lines
in Figures 3. 1-1 (A) and (B) may result. This does
not exhaust the possible variations, but serves to
show how this decision can have a considerable
effect on the shape of the erosion curve presented,
particularly if data are presented in the form of
erosion rate curves. (Graphical differentiation of
empirical data with all its uncertainties is notoriously
unreliable. )
The decision concerning what the erosion
curves should be is closely related to the question of
iust how these curves should be quantitatively
characterized, h e., just what are the dependent
variables that should correlate with the operating
conditions. The objective of this empirical approach
is to predict the amount of erosion expected after a
given time, or at least the tlme required to reach
some critical degree of erosion.
The parallel study reported in Section 3.2
concerns the possibility of predicting the form of the
erosion versus time curve analytically, on the basis
of assumed material removal mechanisms. This has
not yet advanced to the stage where it can be of
help in the present study. Therefore_ the view
adopted is the most widely held and is practical
enough for present purposes. Namely, the first
stage in erosion shows little or no weight loss and
represents plastic deformation of the surface and
initiation of fatigue cracks. This stage merges into
the second stage wherein the rate of weight loss is
at a maximum and approximately uniform over a
period of time. This, in turn, merges into a later
stage or stages wherein the erosion rate diminishes
and may or may not tend toward another uniform
value. Whatever the precise cause or causes of this
decrease in erosion rate may be, it is usually
associated with rather general and severe damage to
the surface, which through geometrical effects alone
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may result in an effective alteration of the impinge-
ment conditions. Thus, the best parameters to
describe the progressof erosion in a relatively
simple and yet significant manner are:
a) A quantity representative of the dura-
tion of the initial (Incubation) stage, denoted by To
in Figure 3. 1-2.
b) A quantity representative of the rate of
erosion during the second stage, denoted by R in
Figure 3. 1-2. This is the most significant quantity,
and most of the following sections deal with it.
c) Of additional interest would be some
quantity representative of the degree of damage at
the end of the second stage° This would help to
establish whether this transition is really a geometric
effecb and whether the first two stages do really
cover the permissible degree of erosion in a practical
application. However_ very little information on
this is available.
There are test data to which the foregoing
generalizations and conclusions do not seem to
apply, but for most of the usable data they do seem
valid, and our correlation attempts are based on
this type of curve. Eventually, however, the devia-
tions from this type of curve must also be understood
and accounted for. it is important to remember that
more than one mechanism of material removal may
be active. The above-descrlbed behavior applies
to those conditions under which a fatigue mechanism
predominates. This is valid for most of the material
and impact velocity combinations for which test
data are available and probably to most turbine
operating conditions. If, however, impact velocities
are increased, then material removal due to individ-
ual impacts will also occur. At sufficiently high
speeds the rate of material removal by this process
may be sufficiently high so that there is not enough
time for fatigue failures to occur° The shape of the
eroslon-tlme curve, the significant dependent
quantities, and their functional relationships to
such independent variables as drop size and impact
velocity can all be expected to change during this
transition from one predominant mechanism to
another. Test data at relatively high velocities
(around 2000 ft/sec) are being generated but are
not yet available. Steam turbine blades will soon








Figure 3. 1-2 Definition of Incubation Period, To,
and "Steady-State" Erosion Rate, R
3.1.1.3 Correlation Problems
Returning now to an assumed characteristic
curve, another difficulty will be demonstrated.
Figure 3. 1-3 shows three hypothetical but typical
erosion-tlme curves from a given test series.
Curves A, B, and C might have been obtained for
three different materials under the same operating
conditions, or for the same material at three differ-
ent impact velocities or with three different drop or
jet sizes. One may then try to compare these
curves, or to determine from each, a number that
represents the erosion to be correlated wlth material
properties or with operating parameters. With
insufficient thought given to the problem, the
temptation might be to select a convenient point in
time (say T = 3 on Figure 3. 1-3) and compare either
the cumulative eras|on, or with more sophistication,
the slope of the erosion-tlme curve at that point.
This has been clone by many authors. It should be
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Figure 3.1-3 Hypothetical ErosionCurves
ti_ts procedure !s entirely invalid. It can result in
spurlo_ comparisons between erosion rates corres-
pondlng to completely different stages of the erosion
process. Thus, in Figure 3. 1-3 at tlme T = 3,
Curve B is in the probably significant second stage;
Curve A has already broken and is into the third
stage; Curve C may well still be in the Incubation
period.
For a valid comparison there are two
desiderata. At least one, preferably bath should be
fulfilled. They are:
a) The measured slopes, or erosion rates,
should be, as nearly as passible, average or effective
values representative of the second stagesof the
eroslon-tlme curves.
b) The measured slopes should bet as nearly
as possible, the averages or effective values over
the same range of cumulative erosion, i.e.
associated wlth the same degree of damage done to
the surface.
The first desideratum can be fulfilled only if
the end of the second stage is clearly seen; if the
test duration is not long enough for this to occur,
then the second rule must suffice, and one must
endeavor to choose the erosion interval over which
the slope is measured in such a way that the first
stage, or incubation period is excluded. In Figure
3. 1-3, this is simply not possible for Curve C; when
one examines the available test data, the choice is
often reduced to one between doubtful comparisons
or no comparisons at all.
3. 1.1.4 Rationalized Parameters
It was pointed out earlier that the axes in
Figure 3. 1-1 have been labeled vaguely as erosbn
and duration. Direct comparison between different
test data is often complicated by the fact that the
erosion may be given in terms of weight loss_ or
volume Ioss_ and the duration in terms of time, or
number of impacts (for wheel-and-jet apparatus)_ or
in other ways. The target areas Involved and the
quantity of water impinging on it will differ not
merely between different test series, but may also
vary within a given test series as a consequence of
varying one of the other independent parameters.
Thus, for instance, if in a wheel-and-jet apparatus
the jet diameter is changed, this will effectively
alter the area of the target subjected to impact and
the quantity of water involved in each impact, and
if the impact velocity is changed by changing the
speed of rotation this also alters the weight of water
impacting per un|t tlme.
To permit valid comparisons and correlations,
it is essential to express the erosion and the duration
in a rationalized form which will compensate for
these test variations.
Since the undesirable aspect of erosion is the
lossof volume and the change of geometry - and
thls change of geome_y In turn affects the rate of
eroslon - volume loss rather than weight loss should
be considered. The rationalized erosion parameter
is volume loss per unit area, sometimes referred to
in the literature as mean depth of penetration
(MOP).
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Theappropriate rationalized duration para-
meter is not quite so obvious° One could make a
case for selecting the number of impacts per unit
area° At present, however, preference is given to
the volume of liquid impinged per unit area. This
is ath_ctlve because results expressed in this way
will show directly the effect of subdividing a given
quantity of impinging liquid into particles of different
sizes or shapes, and because it makes the rational-
ized erosion rate (E) a non-dlmenslonal quantity, as
fol lows:
E = Volume of material lost per unit area per time
Volume of liquid impinged per unit area per unit
time
The rationalized incubation time parameter
corresponding to the above is the cumulative volume
of liquid impinged per unit area at time T as
defined by Figure 3. 1-2. o
For some correlations, where neither the
target material nor the impinging liquid is changed,
the rationalized erosion rate can be satisfactorily
represented in terms of weight of mater|al lost and
welght of water impinged°
3. 1.2 Dependence on Impingement Angle
Only recently have investigators shown
serious concern with the impingement angle° The
consensus'appears to be that the normal component
of the impingement velocity is primarily responsible
for the damage, with the tangential component
playing a secondary role.
Thus, according to Fyall and King (3'4) for
initially smooth surfaces the normal impact velocity
can be used successfully for correlations valid during
the initiation and earlier stages of erosion, but that
when the surface has been roughened by erosion,
the tangential component also becomes significant
because the true local impact angles can become
more normal to the absolute velocity. No quantita-
tive estimate is made for the latter effect.
Langbein and Hot (5' 6) state that the normal
component governs the erosion; they show loci of
equal average erosion rates plotted on a field of
absolute velocity versus inclination angle and state
that these correspond to loci of constant normal
velocity component (Vn = V cos g).
Pearson(7, 8) has proposed the following
correlation equation to represent the erosion rate E
in terms of the impingement velocity V, and inclln-
ation angle g measured from the normal direction
(expressed in our terminology):
E = K (Vcos e -Vc)n/cos e (1)
in which K, V , and n are to be regarded as
C .
constants of the target material. (Actually, at least
some of these constants must also be functions of the
impinging liquid properties, drop slzes, eta. )
Pearson [ustlfies inh'oduclng the 1/cos g
term by presenting the data reproduced here as
Figures 3. 1"-4and 3. 1-5. (These are direct copies
of Pearson's figures except that our terminology
has been submitted and hls curves, drawn through
the points, have been omitted. ) It appears that E
cos g (Figure 3.1-4) correlates somewhat better
wlth V cos g than does simply E with V cos g. This
improvement is hardly dramatic, however, and the
I/cos g correction should be regarded as tentative
and subject I:oanalytical or further experimental i
verification.
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Figure 3.1-5 Corrected Erosion Rate (E cos g)
versus Normal Impact Velocity
(From Figure 5 of Reference 11)
For 12 percent chromium stainless steel,
Pearson obtains values of approximately 400 ft/sec
for V , and n : 2.6 for use in Equation 1. Ratios
C.
of erosion rate at angle g to that at normal incidence
(Eg/E), based on this relationship, have been
plotte_ in Figure 3.1-6 for three different velocitles.
Some independent support for this formulation may
be prov|ded by data polnts also shown in Figure
3. 1-6, wMch were deduced fro_.eroslon-tlme
curves given by Buschand HoffV); these were
obtained in a supersonlc raln erosion facillty, with
target cones of different angles, but of the same base
diameter. The material was pure aluminum; the
absolute impact velocity was Mach 1.2, or approxi-
mately 1320 ft/seco
In thls s|tuatlon the area exposed to erosion
changes with the angle_ but the total amount of
impinging water remains the same. Thus, no area
correction is necessary if the slopes of the erosion-
time curves are compared; on the other hand, it is
necessary for a rational comparison of incubation
times.
Note that the erosion rate at O : 10 degrees
is actually somewhat higher than that at g = 0
degrees; if this _sactually so, it would support an
observation by Brunton (10) that the damage in single-
impact tests could be greater at slight angles of
inclination than with normal impact. (Note that
at 1300 ff/sec on aluminum, single-impact damage
occurs.) On the other hand, th|s may be an apparent
effect only, and due to scatter or some other
experimental variable• The curves in Reference 9
do not show actual data points.
The crltlcal velocity V for alumtnum would
certainly be far lower than that for 13 percent
chrome steel - perhapson the order of 100 ft/sec.
if one computes Eg/E from Pearson's equation w|th
V : 1300 ft/sec and _c = 100 ft/sec, n remaining
2. 6, one obtains Curve E, v_nlch fits the data
points reasonably well. is thls a confirmation of
Pearson's equation, or is it merely fortuitous? The
former can be true only if the assumptions of V c :
100 ff/sec and n : 2°6 are indeed correct. (Differ-
ences in the values of K cancel out.)
In a previous progress report, (1 I) it was
suggested that the data of Reference 9 could also be
represented by the slmple relatlonsh|p E,v/E =
• • o °'_
cosg, which ts shown as Curve A in Figure°3. 1-6.
This simple angle-dependence does not fit any of
Pearson's results presented in Figures 3° 1-4 and
3. 1-5, and should be rejected.
The physical meanlng of Pearson's equation
is: erosion is, in the first instance, a function of the
normal component of the impact velocity, and
additional erosion due to a tangential component is
accounted for by the 1/cos g multiplier. Such a
relation could not have been deduced from the data
of Reference 9 alone, since the absolute velocity
was held constant and the normal velocity component
varied° Thus, there was no way of knowing whether
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Figure 3.1-6 Comparisonof Erosion
versusAngle Curves
attributed to a function of the angle alone or to a
combination of the changes in the angle and the
normal velocity. A reliable formulation for the
angle effect can be obtained only if a reliable
formulation for the velocity effect is simultaneously
determined, ;. e., from test programs in which
velocities and angles are varied independently.
This is what Pearson has tried. Pending further
testing of the generality of hls equation, it is the
best information available°
One set of data somewhat at variance with
the foregg_g was reported by Bradenberger and
DeHallerUJ. They tested one material in a rela-
tively low-speed, wheel-and-jet apparatus at
various combinations of specimen velocity (u) and
jet velocity (v). The jet velocity in a wheel-and-
iet apparatus is in a direction perpendlcutar to the
specimen velocity and the absolute impact velocity
ts given by w = _u 2 + v2 j If the specimen were
round as in a number of similar investigations¢ then
w would also be the effective normal impact
velocity. In this case, however, the specimens were
rectangular and th_s the velocity w is inclined at
an angle, g = fan- (v/u), from the normal to the
specimen surface. For a given value of u, a wide
variance of results was obtained for different
values of v. The authors claimed that these differ-
ences were far too great to be accounted for by the
resulting differences in the absolute velocity w.
They speculated that cavitation may have
been induced by the flow geometry but rejected this
as a likely explanation because the location of the
maximum damage was not consistent with this. They
finally concluded that the tangential velocity, v,
had some pronounced independent effect, not
presently explainable, on the erosion measured.
Thls conclusion has been introduced at some length
because it has been quoted by subsequent authors,
and because examination of the actual data slmply
does not bear it out, as will be shown below.
Table 3. 1-1 lists best estimates of the mean
erosion rates, for the weight loss inferval of 0o05 to
0.5 gin, from Rgures 4 and 6 of Reference 1. The
normal, tangential, and absolute velocities are also
listed, as well as the angles and the corrected
erosion rates based on Pearson's hypothesis for
angle effect discussedabove. Figure 3. 1-7 (a)
shows the data points plotted versus the normal
impact velocity u, with the 1/cos g angle correction.
Figure 3. I-7 (b) showsthe some data (without angle






















EROSION RATE E FOR DIFFERENT SPECIMEN
VELOCITIES u AND JET VELOCITIES v
(Frqm Reference 1)
! E E'
deg gn_H 06 impa¢_ E coil- gin/t06 ;m_ct=
21 1.05 0.98




20 O, 26 O. 245
33 O, 122 O. 102
15 34.4 26 0.075 0.067
The jet dlameter wQs 6 mm and the target material J_ carbon tteeL
The following observations can be made:
a) When plotted agalnst u, there is a dif-
ferent curve for each value of v. A correcton
based on Pearson' s assumption (E ,_= E /cos g)
d|d not suffice to bring them intov' _llne. v'°
b) When the data are plotted against the
absolute veloclty w, they fall qulte well into one
curveo
These observatlons not only contradlct the
conclusion reached by t_e authors of Reference 1,
10utalso seem to provlde evidence conlTadlctlng the
angle effect theory proposed by Pearson (Equatlon 1).
A posslble conclusion drawn from all of the observa-
tions is that in this case there ls no angle effecb or
none of the commonly expected nature, as a result
of the jet veloclty. Thls Is conceivable when it is
consldered that the dlrectlon of the tangential com-
ponent of the impact velocity is also the d|rection
In whlch the impactlng mass of liquid is of infinlte
length.
3. 1.3 Dependence on Drop Size and Shape
3° 1.3. 1 Revlew of Available Data
Despite the fact that the maximum impact
slTessis generally a function of the material proper-
tles and impact veloclty and should be independent
of the s|ze of the impacting drops, there is ample
evidence that both the slze and the shape of the
tmpactlng Iiquld massesdo affect the erosion
measured. Here again, the quantitative data in the
literature from which generallzed relatlonships
could be deduced is meager.
A frequently cited test is that of Honegger (2)
in whlch he compared the erosion produced in a
wheel-and-jet type apparatus by impact with one
1.5 mm water jet, with that produced by nine 0.5
mm jets, arranged as shown in Figure 3. I-8. The
results are described as follows: °'The spllttlng up
of the jet is accompanled by a considerable reduc-
tion of the erosion, the numerical value of the
reduction largely depends upon the speed, and for
tests under conslderatlon it varies from I to 5 for high































THE ARROW SHOWS THE DIRECTION OF MOTION OF
THE SPECIMEN,
LEFT: A SINGLE NOZZLE, RIGHT: NINE NOZZLES
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Figure 3.1-8 Arrangement of Nozzles
for Water-Jet Tests
contrived to fulfill the requirements of a rationalized
erosion measurement. Both the target area sub-
jected to erosion and the volume of Impinged water
were the same for both configurations. Yet, upon
reflection, one mustconclude that this was not a
valid test of the drop size effect, at least not if
Rgure 3. 1-8 accurately portrays the nine-jet
arrangement. This is because only the first three
jets would impact on a dry surface; a liquid layer
from these would almost certainly still be present to
cushion the effect of the next three impacts, and
similarly so for the last three. Thus, no quantita-
tive conclusions should be drawn From these results,
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Figure3.1-9 ErosionversusJet Size
(Adapted from Reference 1)
I "
Some systematic tests with differing jet
diameters _re reported by Brandenberger and
DeHaller. _" The welght-loss versus number of impact
time curves are reported in Rgure 3. 1-9a. The ief
diameters varied from 4 mm to 12 ram, and attention
should be given to the apparent anomaly presented
by the 6 mm and 8 mm curves; this gives rise to the
suspicion that these curves may have been accident-
ally mislabeled. This possibility will be discussed
below°
The first step in evaluating these data must
be to express them in rationalized form (as discussed
in Paragraph 3.1.1 of this report). Figure 3.1-9b is
a replot of the data in terms of rationalized coordinates.
The solid lines represent the original curves as
labeled_ and again there seems to be an apparent
anomaly between the 6 mm and 8 mm curves. If the
original curves were mislabeled, then the true
rationalized 6 mm and 8 mm curves would appear as
shown by the clotted lines in Figure 3. 1-91o. In that
case, the 6 mm through 12 mm curves would all come
very nearly on top of one another, with the 4 mm






Interval of 0. 15 to 0. 4 in Figure 3. 1-9b, and these
have been plotted in Figure 3. 1-10. Figure 3. 1-10a
represents the data with the original curves of Rgure 9
as labeled, and Figure 3. 1-10b wlth the 6 mm and
8 mm curves of Rgure 9 reversed. In neither case
can any curve be established through these points
with any degree of confidence. In Figure 3.1-10a,
as shown, a proportionality between erosion rate and
diameter could be supported, provided the 6 mm data
point is rejected. In Figure 3. 1-10b a stralght-Iine
relationship, not passing through the origin, has
been shown, but the most that can be said, on the
basis of the data points alone, is that they would
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DATA WITH 6mm & 8mm CURVES REVERSED
Figure 3.1-10 Erosion Rate
versus Jet Diameter
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Recently Pearson,8,(Ihas conducted system-
matlc tests with different drop sizes in hls wheel-
and-spray type of apparatus. Figure 3. 1-11 is a
reproduction of Figure 1 of Reference 12, with our
terminology. As in all of Pearson's results, the
erosion rate given is an angle-corrected rationalized
value of the maximum slope measured on the weight-
loss versus time curve. It represents mass loss per
unlt area divided by massof water impacting per unit
area. This impingement angle correction used by
Pearson was described in Paragraph 3. I. 2 • While
Figure 3. 1-11 shows an anomaly in the crossing of
the 920 microns and 1050 mlcrous lines, it seems to
confirm that the relative effect of drop size dimin-
ishes at high drop sizes and high velocities, i.e.,
as one gets away from what may be considered the
threshold conditions.
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Figure 3.1-11 Effect of Drop
Size on Erosion Rate
A cross-plot of the data on Rgure 3. 1-11 is
shown in Figure 3. 1-12; here as in Figure 3. 1-10
it is difficult to justify a purely empirical curve
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Figure 3.1-12 Effect of Drop Size on Erosion Rate
Data Cross-Plotted from Figure 3.1-11
(Dotted Lines are Based on
Correlation of Figure 3.1-13.)
versus drop diameter relationship in the absence of
any rational basis for someother type of curve. The
exlTapolation of the solid straight lines to their inter-
cepts on the coordinate axes is, however, question-
able. The dotted lines are based on a correlation
to be developed below. (Reference 12 does not
attempt to present any analytical or empirical equa-
tlon For the drop size effect.)
K=c (-108/V2D)
for this set of data.
(2)
Table 3. 1-2 lists Kc for a number of com-
binations of V and D, and also the values of the
erosion rate E taken from the curves (not the orig-
inal data points) drawn in Figure 3. 1-11. These
values are the same ones plotted in Figure 3. 1-12.
if Kc were a simple correction factor to be
added to an equation such as Equation 1, then one
would expect that E/K c would become a function
of velocity only. Thls is not the cases as can be
seen in the fifth column of Table 3.1-2.
TABLE 3. 1-2
DROP SIZE CORRELATION ATrEMPTS FOR
DATA OF FIGURE 3.1-11
V D K¢ i E x t06 E x 106 KcV
Kc
108 (From Figure t 1 )
(rt/_4 _) I - vT D
It is assumed that the drop size effect can be
represented by a factor of the form 60o
(l = G/V2 D)
where G represents a critical or threshold comblna- 7oo
ti_n of velocity and drop diameter, such thab for
V"D <_G no significant erosion occurs. Even if the
hypothesis is not completely accepted, the attempt 800
to use the above factor to correlate data on drop-
size effect may be iusfifiableo The data of Refer-
ence 2 is for the same material as that of Reference ls
in which a critical velocity V_ of 390 ft/sec was
found when testing wlth a drol_ size D of 660 microns°
Thuss G : 3902 x 660_,1.0 x 108, and the above-
mentioned factors which shall be denoted as the 100o
critical factors or Kc, takes on the value
350 0. 205 2, 0 9. 75 123
450 0, 383 3, 8 9. 90 230
660 0.578 10,0 17.3 347
920 O. 694 17. 0 24. 5 416
1050 O. 735 19, 0 25.9 441
350 0.419 7.0 16.7 293
450 0. 547 10. 7 19. 6 383
660 0. 690 24. 0 34. 8 483
920 0, 778 38. 0 48. 9 545
1050 0, 801 41.0 51.1 561
350 O. 554 20. 5 37. 0 443
450 0.642 30 46.7 513
660 0.763 47 61.6 610
920 O. 830 78 94. 0 664
1050 O. 851 78 91, 6 680
350 O. 64_ 49 75.8 581
450 O, 725 64 88, 3 652
660 0.813 88 108.0 732
920 0.886 148 171.0 780
10_0 O. 882 138 157.0 793
350 0. 714 100 140, 0 714
450 0.778 116 149.0 778
660 0. B48 140 155.0 848
920 O. B91 250 280. 0 891
1050 Oo905 220 243.0 905
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Another and really more rational way of
regarding Kc, since it is a criterion of the deviation
both of drop slze and velocity from a threshold or
critical value, is to argue that the erosion rate E
should be a function of KcV0 rather than of (V - V c)
as proposed by Equation 1. Here, V is understood
to mean the normal component of impact velocity.
The values of KcV are listed in the last column of
Table 3o 1-2, and Rgure 3= 1-13 shows that when E
is plotted versus KcV_ good correlation results.
Another valid approach would be to retain
the form ,_f Equation 1, and accept from the factor
(1 - G/V D) merely the consequence that for a
given drop dlameter D the critical velocity is given
by Vcd =_/'_. That, in fact, _..s the reasoning
whic51ed to taking the value of -- 108. This
suggests plotting E versus (V - Vcd) with Vcd tn this
instance being given by V c =_'7_- The values
of V . are listed in Table 3.1-3, and the points
"" _ _" _ CO
corresponding to those of Table 3.1-2 are plotted
in Figure 3.1-14. Again the correlation seems good,
though careful examlnat1"on of the points suggests
that the scatter is more systematic with drop size
than that in Figure 3.1-13. No formal attempt at
curve-fltting has been made for either Figure 3.1-13
or Figure 3.1-14; therefore, no statistical data can
be given to substantiate or disprove the feeling that
the former provides the better correlation. A hand-
fitted curve from Figure 3.1-13, together with values
of D from Table 3.1-3, have been used to generate
the a%tted lines shown in Figure 3.1-12.
The results discussed above should be regarded
with caution until similar approaches can be tested
against other sets of data° Some validating evidence
is afforded by curves of the dependence of the
critical velocity V c (below which no erosion takes
place) on the jet diameter D (h_l_wheel-and-jet
apparatus) presented by Vater. _'"' He presented
two curves, valid for materials of corrosi,on fatigue
endurance Iimlt of 2000 and 2200 kg/cm z, which
have been approximately averaged and reproduced
here as the solid llne in Rgure 3. 1-15. According
to the above hypol_esis, this relationship should be
represented by V c D -- G = constant, if the jet "
diameter can be regarded as analogous to drop
diameter. The dotted line tn Figure 3. 1-15 shows
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TABLE 3. 1-3
CRITICAL VALUES OF Vcd AND D
ON (V2D) c = 108 c
BASED
D _): 350 450 660 920 1050
Vcd (ft/$ec): 535 471 396 330 308
V(ff/sec): 600 700 800 900 1000
Oct): 276 204 156 123 100
200
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Figure 3. 1-15 Critical Velocity
versus Jet Diameter
3. 1.3, 2 Physical Reasons for Drop Size
Effect
Consider the question as to why there should
be a drop slze effect at all. The maximum pressure
developed under the impinging drop is generally held
to be on the order of the water hammer pressure,
PCV, where V is the impact velocity, P is the density
of the liquid and C is the pressure wave velocity.
Thls magnitude may be modified by factRrR which
• U4)_depend on the drop shape (qecl., Engel z;
C15)although Bowden and Field hold that the maximum
value of PCV holds for spherical drops as well as
flat-ended drops, and on the relative acoustic
imped_0Re of the target and drop materials (e.g..,
VaterU'_J). None of these is explicitly a function
of drop slze.
It isnow known, however, what the true
criterion of erosion damage is. While some general
correlations have been made between the PCV value
corresponding to the critical velocity and the
endurance limit, it has also been shown(16) that
surface deformation can occur at PCV values far
below the yield point.
When erosion does take place, there is no
certainty that the rate of erosion is strictly a fuR_:-
tlon of impact pressure levels. Thlravengadam _' )
has proposed that in cavitation damage the energy
available from the collapsing bubbles is a criterion
of the volume rate of material removal, so that the
impact energy of impinging drops might be of
interest.
The question to be asked is: What properties
of the impacts, or of their effect on the target sur-
face, vary when one reduces the size of droplets into
which a given amount of water, Impinging on a given
target area In unlt time_ is subdivided?
The total impact area (as distinguished from
target area) actually_ncreasess since the number of
drops increases as D-" and the impact area per drop
decreases as D2 when the drop diameter D is reduced.
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In other words, each t_rget area element
will be subjected to a greater number of stress pulses
per unlt time, if one can assume that the contact
area of the impact bears a fixed relationship to the
proiected area of the drop. If this were a significant
criterion, then the erosion would be expected to
increase wlth decreasing drop size, which contradicts
all experience.
However, another consequence of the
increased impact area is that the total kinetic
energy (which remains constant) of the impinging
water is spread out over a greater area, and there-
fore the energy flux per unit area is reduced. A
hypothesis based on this facb led to the suggestion
that the factor Kc (see Equation 2) represents the
drop size effect.
Another factor which is of very likely
significance is the duration of the pressure pulse on
lmpact. Whatever precise reasonlng ls used to pre'
dtct thls duration (e.g., as in Reference 15), it is
clear that for geometrically similar drops it must be
proportional to drop diameter. Thus, the impulse
per unlt area is smaller in the impact of a smaller
drop, and perhaps this is of consequence. Certainly
the duration (microseconds) of the impact pressures
are short enough so that strain rate effects, in those
materials that exhibit them, may become slgnlficant.
The smaller the drop, the higher the effective strain
rate, therefore, the higher the effective yield point.
The higher the effective yield point, the smaller
the strain induced by the given applied stress which
is determined by the impact pressure.
Finally, the impact areas may well be small
enough where a slze effect of the material itself
becomes important° Particularly in the impact of a
spherical drop (or sideways against a cylindrical
let), the impact area at the moment of peak pressure
will be a small fraction of the projected area of the
drop or jet. Size effects have been found in the
values of endurance limits of nolcbed specimens; this
has been explained by Peterson (8) in the argument
that for fatigue failure to occur, the endurance limit
must be exceeded not merely at a point or ilne but
across a dimension which is on the order of 0. 002 to
0. 003 inch, and may bear some relation to the grain
size of the material. Since erosion d#mage, in the
velocity domain now under consideration, Is primarily
a fatigue process and failure has been shown to occur
initially by intergranular cracking, e.g., Marriott
and Rowden(19), a similar size effect is very
possible.
A physical or phenomenologlcal picture of
this klnd of effect may be formed wltl_,fr_ference to
a fatigue model proposed by Weibull. wvj He points
out that the fatigue process consists of two stages:
crack initiation and crack propagation. A crack
will initiate at a point in the material wlth a high
damage factor, ks which can be regarded roughly
as the ratio of the nominal applied stress magnified
locally by stress raisers such as scratches or inclu-
sions to the idealized strength of the material
diminished locally by dislocations or other imper-
Fections. The hlgher the local value of k, the
smaller is the number of stress cycles N o which are
required to initiate a fracture at that point. Since
the k values are dependent on local aberrations they
vary statistically, and hence, N o is a random
variable wlth large scatter. Once a crack has been
initiated, it raises the k-field in the vicinity so that
adjacent points are brought more rapidly to the
crack-lnltlatlon stage, and the crack thereby propa-
gates.
As the drop size increases so does the surface
area over which the impact pressure (assumed inde-
pendent of drop size) extends, and so does (by
elastic analysis) the depth to which a given stress
level extends below the surface. Thus, the stress
gradient into the material is reduced and the k-field
under the surface is increased. Thus, not only is
there a greater chance of initiating a sub-surface
crack, by virtue of the fact that a greater volume
is highly stressed, but the higher value of the k-field
will result in more rapid and deeper crack propaga-
tion. In facb if the depth of the stress field is less
than some value characteristic of the grain slze, it is
unlikely that the cracks would ever propagate around
the grain and no erosion would take place. This
would establish the threshold drop size.
It is noteworthy that size effects have been
found in other material removal processes: Backer,
et al, (21)discovered a large increase in the shear
energy required to remove a unlt volume of material
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as the chlp size (or depth of cut) decreases in turn-
ing, mlcro-milllng and grinding operations; the
depth of cut in these_ests ranged from about 0. 010
inch down to 2 x 10-" inch. It is thought that, as
the affected depth of material is reduced, the
theoretical strength of the material is approa¢t}_
These findings have been consldered by Finnie _'-'_/
to be of relevance to erosion by solid particle
impingement.
3. 1.3o 3 Effect of Drop Shape
The effect of the drop shape poses two
questions; one is difficult to answer at the present,
the other is relatively easy_ at least qualitatively.
The first is the effect of the shape of the
front surface of the drop that contacts the target.
Some authors have stated that thls shape affects the
maximum contact pressure; others stated that it does
not. In either case, however, the time rate of the
pressure rise and fall and the variation tn size of the
actual contact area will definitely be affected. Both
of these (and the interactlon between them) will
affect the damage produced, if the strain rate effect
and material size effect are slgnificant. Also, the
shape of the front of the drop will affect the radial
outflow velocity over the2_rget surface a_ter impact(see Bowden and Brunton ( 3) and Engel(14)), and this,
in turn, is of importance at impact velocities hlgh
enough to cause slngle-lmpact damage. Complete
theories or experimental data relating this geometry
to the damage are lacking.
The second question is that of the tail surface
of the drop, or its length perpendicular to the contact
plane. Bowden' s group and also DeCorso(24) have
shown in single-lmpact tests that the length of the
impinging mass of water is of significance. The
duration of the high (water hammer) pressure is
governed essentially by the time it takes pressure-
release waves to move inward from the boundaries of
the contact area and meet, or, in the case of an
extremely short mass of liquid, the time it takes for
the pressure wave to be reflected from its back end
as a release wave and return to the contact face.
Thereafter, the contact pressure is only the stagnation
pressure pV2/2, and the massof liquid arriving then
is relatlvely harmless.
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Thus, the effective massof an impinging drop
or mass of liquid may be hypothesized to be approxi-
mately that mass through which the pressure release
waves must travel before the water-hammer pressure
is completely relieved at the contact Face.
A test result with some bearlng_fln thls was
given by Brandenberger and de Hailer k'j. An
elongated jet cross section was used in a wheel-and-
jet apparatus and when impacted by the specimens
on its broad side resulted in far more rapld erosion
than when impacted on its narrow side° Quantita-
tive conclusions cannot be drawn, because in the
latter case the second stage of erosion was not
reached, so that a reliable comparison of erosion
rates is not possible; and further because the actual
dimensions of the jet cross section are not given
(although the proportions are suggested by a sketch),
the slze effect and the shape effect cannot be dls-
tlngulshed. Additional experiments of thls type
might be of value in helping to establish the signi-
ficant criteria of a drop' s damage potential, even
though drop shapes may be of fairly un!form shape.
3. 1o4 Dependence on Impact Velocity
3. 1.4. 1 Some Simple Empirical Equations
for Velocity Dependence
The literature contains a considerable body
of data relating erosion to velocity, but the useful-
ness of much of these data is limited by the con-
sideratlons discussed in Section 3. 1.1.
There are various functional forms to which
one can attempt to fit such data; the most obvious
ones are dlscussed below. Here, E -- erosion rate
and V = velocity:
E : a V rl (3)
Thls represents a simple power relationship, and
implies that some erosion will take place no matter
how low the velocity. Usually, however, it is
thought that there is a critical or threshold velocity,
Vc, below which erosion is absent for all practical
purposes. An obvious type of relationship to reflect
this is E = cl (V - Vc)n (4)
o/ t n (4a)
This implies that erosion Is proportional to a power
of the velocity in excess of the critical or threshold
velocity V c. Pearson' s equation is of that type.
it has been used by a number of authors to express
their results.
Another type of relationsMp involving a
critical velocity is
E -- aV n -b (s)
which implies v = (b/a) 1/n
C
and can be rewritten
1 (5a)
Clearly both Equations (4) and (5) have the
property that
(+io -when V )> 1, E.__al (6)
and when V/V ---4.-I. E--_0
C
3. 1.4.2 Some Physical Conslderations
Relating to Veloc|ty Effect
3.1.4. 2.1 Analogy with Fatigue S-N Data
Which among equations (3), (4) and (5) is a
more logical cholce depends to some extent on what
physical reasonlng--if any--|s used to account For
the influence of velocity. One physical argument
can lead to yet another type of relationship:
Vater(13e 25) noted that since erosion ls a fatigue
phenomenons and the applied stressis proportional
to (or at least a function of) veloc|ty_ the relation
between velocity and erosion lends itself to a treat-
ment analogous to the relation between stressand
cycles to failure in fatigue. He presented curves in
which velocity is plotted versus the number of
impacts to obtain a given weight loss (r_gure
3. 1-16a)_ or versus the reciprocal of the weight
loss obtolned after a given number of impacts
(Figure 3. 1-16b). (The latter is_ however, once
more an example of doubtful comparisons, since
after a given number of impacts, different stages of
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Plotted inthe Manner of Fatigue Data
Some caution should be exercised in making
direct analog!es between S-N fatigue curves and
velocity versus erosion curves. If erosion takes place
as a steady-state process and the mean size of
erosion fragments is independent of Vs then the
volume rate of erosion E would be proportional to
1/N_ where N is the mean number of impacts
requlred to generate a loose erosion fragment. In
turn, N could be assumed to be related to the impact
stress and hence to the velocity V in a manner
similar to the relation between cycles to failure and
stress in conventional fatigue tests.
3-16
If these assumptions are correct, a V - (l/E)
curve should exhibit similar characteristics to a S-N
fatigue curve° If erosion is not a steady-state pro-
cess, then the number of impacts to obtain a given
cumulative volume loss (as plotted in Figure 3. 1-16a)
should be a valid analogy, provided that there are
no variations in the initial target surface conditions
which could affect the llfe-tlmes of the oHglnal
surface layer elements. (It might be pointed out that
one implication of the erosion-rate-tlme model pro-
posed in Section 3.2 is that the erosion process dur-
ing the perlod of maximum erosion rate is generally
not a steady-state process; rather thls peak in the
rate-time curve can occur as a result of a deluge of
erosion fragments being loosened at about the most
probable value of the number of impacts to failure,
as measured from the time the impingement attack
was initiated. It is only because of scatter in the
sizes and the impacts-to-failure of the eroslon frag-
ments that there is a tendency towards a steady-state
value. )
Fatigue S-N data are often depicted as an
approximately straight llne on a semi-log plot for
intermediate values of N0 as follows:
S = S - b IogN
o
with a leveling off to S = S at low values of N,
and a transitlon to S = SE a_ high values of N
where
S = stresscorresponding to N cycles
S -- intercept of straight line on stress
o axis (So ) Sy)
Sy = yield stress
SE = endurance llmlt
Consequentlys one mlght expect some analogous
relationship such as
V = a - b log (_-_-)
or, in a form which is equivalent but more consistent
with the previous types of equations listed,
nV
E = a e (7)
where e is the base of the logarithm chosen. This
equation does not predict a critical velocity and
must be combined with the separate condition that
there is a transition to E---_ 0 at some value V = V .
C
This relations even for conventional fatigue
data, is valid only within a limited range. A number
of more complicated equations have been proposed
for representing S-N data over the full range of
values; these are surveyed on pages 174-178 of
Reference 26. Such equations would predict a
critical velocity. It does not seem profitable to
attempt to use these, partly because of the compu-
tational difficulty involved and partly because one
of the previously mentioned assumptions inherent in
thls direct analogy is almost certainly unjustified;
that is, the assumption that the mean erosion frag-
ment size is independent of impact veloclty. Since
a higher velocity generates a greater impact pressure
in turn producing a larger stress-field in the target,
i°e., a greater volume of material is highly stressed,
it seemsvery likely that the mean fragment size
increases with velocity. A velocity relationship
could be postulated from this fact alones as will be
shown below.
3o 1.4. 2.2 Approach Based on Size of
Stress-Field Under Impact
The approach will be demonstrated with
reference to a two-dimensional model, which would
apply to the wheel-and-jet type of apparatus: It is
assumed that the contact pressure between the jet
whose side impinges against the targets or vice
versa, and the target surface can be reasonably
represented by a belt of uniform pressure over the
surface of a semi-lnfinite solid; furthermore that the
effective width "2a" of this belt is a function of jet
size and shape and is independent of impact velocity.
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(This assumption seems more reasonable than a
Hertzlan contoct stress distribution which would
imply that the liquid behaves as an elastic solid on
impact.) This cor_onds to Case No. 11 on
page 322 of Roark _ "j where formulae are given for
th_ compressive and shear stresses anywhere within
the solld. Since the shear stress is surely a better
'criterion for failure than the compressive stress,
• consider the locus of a constant value of shear stress,
S, as a function of the contact pressure, p, and the
seml-width of the pressure belt, a. The formula
given by Roar_ is
S = 0.318pslnc_ (8)
= (i/x)p slna
where a is the angle subtended, at the point in
question, by the boundarles of the pressure belt on
the surface. It can easily be shown that the locus
defined by Equation (8) consists of two circular arcs
of radius, r, where
r _ 1 p
o 7r S '
whose centers lie a distance d, respectively, below
and above the solid surface, where
This Is shown in Figure 3. 1-17. The region stressed
to values greater than S lles between the two arcs.
Figure 3. 1-18 shows these Iocl for a number of values
of p/S; the highest value of the shear stress is of
course S = p/=, and its region reduces to a semi-
circular locus of radius, r = a.
Figure 3. 1-18 can be regarded in two ways.
It can represent the loci of various shear stresses in
a given stress field, if the contact pressure p is
assumed to be a fixed quantity. On the other hand,
assuming the shear sh'ess S to be the |ndependent
fixed quantity, then the lines on figure 3. 1-18
represent the spreading of the boundaries of the
region bounded by that stresss as the contact
pressure p Is increased. It is the latter point of view
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Figure 3.1-18 Upper and Lower Locl for Various
Values of Pressure/Shear Stress Ratios
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For the purpose of thls argument it is assumed
that if o reference stress S is selected exceeding an
appropriate critical value or endurance llmlt R then
the reference tlme (or number of impacts) required
for fTacture ta have occurred all around the locus of
S is Independent of the length of that locus, since
a greater length represents a proportionately greater
number of crack initiation points. At thls fixed
reference time r all of the materlaJ between the
original surface and the lower locus will have been
lost. Therefore0 a lower limit to the change in the
erosion rate with contact pressure, and hence wlth
velocity, is provided by the change in the area,
AS, which lies between the original surface and the
lower locus of a given value of S, as p is increased.
The non-dimensionallzed area A_/a 2 has
been computed as a function of p/S and is plotted
on log-log scales in Figure 3. 1-19, which there-
fore should represent an approach to a velocity-
erosion rate relationshlp. Note that the slope
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Figure 3.1-19 Area Between Surface and Lower
Stress Locus
One should not, of courseR take this model
so literally as to infer from it that fracture actually
occurs by cracks following along these loci. More-
over, it clearly gives a lower limit to the erosion
rate because it ignores the fact that earlier fractures
will occur above the reference stress locus because
of the higher stresses there, thus altering the
geometry and causing the locus of S to progress
further down into the solid. In particular, this
model predicts that when the pressure reaches
p =lrS, the erosion jumps from _ero to a value
corresponding to an area, As/a'_ = _r/2 = 1.57.
In actuality, if the "reference stress" S is chosen
to be above the endurance limit S_ so ff_t the
reference time is not infinite, the_ for all values of
p, such that p>_S e, there wlll still exist stresses
hlgh enough to cause material loss, though not within
the same reference time. The model does show,
however, that some quantitative conclusions may be
drawn from a fatigue point of views without any
reference to specific S-N relationships. It also
serves to emphasize that the extent of the stress
field under the impact must be taken into account in
any analytical approach to predicting the erosion-
velocity relationships whether that approach is
based on stress or-energy concepts.
3. 1.4.2.3 Energy Considerations
An energy approach was described in pages
167-174 of Reference 11s "that sought to predict
effects both of velocity and drop size on the erosion.
It was based on the assumption that the volume of
material removed per unlt area per impact, is pro-
portional to, or a function of, the impact energy
per unit area in excess of some energy threshold per
unlt area characteristic of the material surface.
Thls resulted in the following relationship, expressed
in non-dlmensional terms:




E = rationalized erosion rate
volume of eroded material
volume of impinged Iiquld/
V = impact veloclty
D = characteristic dimenslon of droplet
Pl. = density of llquld
k 2 = ratio of "effective" volume to total
volume of drop
k 3 = ratio of "effective volume" to
"effective impact area" times drop
dimension
s = characteristic strength or elastic
o modulus of material
e = "threshold energy" per unit area of
o material surface
f = functional relationship or factor of
propartiona Ii ty
in a simplified form, and to bring out the "threshold
conditions" impliclt in it, Equation 9 can be
rewritten as:
E = f 1 IV 2 l1 -T)] (9a)
w_ere G represents a "critical value" such that if
V':D { G no erosion takes place. (The relationship
is of the type of Equatlon 5. ) This critical value
has proved quite successful, in one or two instances,
of correlating drop-slze effect data, as was shown
in the prevlous section. In particular, it was shown
that the data of Pearson in Reference 12 correlated
well in the form
(IO)
/
However, the difference between Equations (ga) and
(10) indicates that the energy threshold concept -
at least in its present form - is still deficient.
/
A number of authors recently have sought to
predict both erosion strength and erosion attack
severity in termAgf2_.e..my_¢oncepts (e.g.,
Th,ruvengado ,m_31_'_ 2 ,ZY; 3U), Holt, et al, (6);
Shalnev, et al ( )) there are problems to be solved.
The energy balance involved in a droplet impact is
complex and has not yet been examined in sufficient
depth. Part of the kinetic energy of the impinging
drop will remain as the kinetic energy of the radial
outflow velocities; part will be dissipated in the
shock or pressure waves passing through the drop,
and part in the shearing associated with the change
of direction of the liquid flow; part will be dlssipated
in the target material; here too, the energy dlssipa-
tlon associated with stress waves should be examined
as well as the quasi-static plastic strain hysteresis
energy associated wlfh each impact stress cycle.
The plcture is further compllcated by the rather
large amount of energy that will be stored temporarily
as elastic strain energy in the target and will
reappear in one of the prevlously-menfioned forms.
The energy dissipated in the target material
is that energy associated with Fracture, and there-
fore, with erosion. But it is not correct to assume
that the volume of material removed is proportional
to that energy. Two reasons account for this: One
is that (at least in the case of larger drops at moder-
ate velocities) erosion Fragments produced by the
random llnklng-up of fatigue-llke cracks (see
Reference 19) are not likely to be deformed to the
fracture point throughout their volume; therefore,
the accumulated plastic strain energy may be more
related to the surface area of the fragment than 1o
its volume, or at the least, be non-uniformly dis-
trlbutecl Within the volume. The other is that in
fracture due to the repeated stressing, the total
energy input increases greatly with the number of
cycles to failure. This is evident _n McAdams w
results for impact fatigue tests t (32) and has been
documented for a large collection of fatigue data
by Halford (33). Even |f one postulates that the
damaging energy is the same in all cases and the
excess hysteresis energy is dissipated through non-
damaging processes, the fact remains that all of the
dissipated energy is supplied by the impinging drop-
lets and even if the energy absorption by the target
// ./
3-20
material is known, that in itself will not establish
the erosion rate° The crudest broad conclusion one
can draw from the above is that the erosion is likely
to vary with the velocity to a power higher than 2,
since the impinging energy is proportional to velo-
city squared, and the total energy to failure decreases
with increasing velocity (I° e°, with increasing
stress and decreasing number of impacts to failure)°
3.1.4.2.4 Relation Between Impact
Pressure and Velocity
A final note of relevance to this subject
concerns the relationship between the impact
velocity and the contact pressure generated.
Let us first review one-dlmenslonal approx-
imatlons, and then discuss the three-dlmensional
effects introduced _n the impact of a rounded drop
or iet.
When a body has its velocity changed by
means of an impact, a shock (or pressure, or stress)
wave emanates from the initial impact interface and
propagates into the body, progressively imparting
the change of velocity to each particle "layer"
through which the wave presses. The applicable
pressure relationship is
p = pCV (11)
where
p = pressure rise ocross shock wave
P = density of unshocked material
C = velocity of propagation of shock wave
V = change in particle velocity across
shock wave.
If we consider the low speed impact of a
liquid against a rigid target, then the above takes
the form of the well known "water hammer"
equation:








density of undlstrubed liquid
impact velocity
acoustic velocity of the liquid.
When target elasticity must be taken into
account, then one may write two simultaneous
equations (11), for the liquid and for the target
material respectively: the pressures must be equal
for both, and the two particle velocity changes
must add up to the impact velocity. This leads
to an equation sometimes attributed to deHaller:
p C V.
0 0 I




PT = density of undisturbed target
material
CT = stress wave velocity or acoustic
velocity in the target.
Note that equations (12)and (11a),
besides being one-dimenslonat approximations,
both assume fixed values of the propagation
velocities Co and CT. This makes them quite
inaccurate for high-speed impact calculations,
because the propagation velocity of a shock wave
itself depend_ strongly 'on the shock pressure (or
the particle velocity change across the shock).
Various studies have shown that for many
materials, both liquid and solid, the relationship
between shock velocity, C, and particle velocity
change across the shock, V, is a nearly linear one
and can be approximated by
C = C + kV (13)
O
where C is the acoustic velocity in the materlal
and k is° constant for the particular material.
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Heymann (34) gave a non-rigorous explana-
tion of this relationship, demonstrating that for
water k _ 2 (in the range0_<V-<l.2 C ),
o
and derived the following equations for one-dimen-
sional impact between a liquid and a target.
If the target is rigid, V = V.,and substitu-
tion of (13) into (11) gives i
P = PoCoVi(1 +kMo) (14a)
where




"shock veloc ity constant"
for liquid, as defined by
equation (13).
If the target is elastic, but its shock
velocity is assumed constant, it is not correct
simply to substitute equation (13) into equation
(12), although the error is generally less than 20
percent. The exact expression, derived in Refer-
ence 34, can be written in dimensionless form as:
P - u (1 +k M u) (14b)
PoCo Vi o o
where
x 1F1+× 1u -F(l÷x t2+:Lk o ) 7oJ -L2- -oMJ
and
X -_ PTCT/poCo
(u is the ratio of particle velocity change in the
liquid to impact velocity, and x is the acoustic
impedance ratio between target and liquid.)
The assumption of a constant shock velocity
CT in the target can be justified when x <<1, which
is generally true for metallic targets. In that case,
the ratio of particle velocity change in the target
to its acoustic velocity is so small that the differ-
ence between the true stress wave velocity and the
acoustic velocity is negligible.
V. versus M , forCurves of P/Po Co l o
several values of x, are given in Figure 3. 1-20.
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Figure 3.1-20 Impact Pressure Versus Velocity
When x >> 1, as say in the impact between
water and an elastomeric target, then the greater
particle velocity change will occur in the target.
Such a case can be treated by exchanging the
meanings of the subscripts (e.g.,p o, Co, k ° now
refer to the target material), provided k for the
target material is known or determined.
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Unfortunately,values of k are not easily
found in the literature. The following is a partial
list:
Mater_al C o ( knv'se¢ ) k
Water 1. S 2.0
Sodlum 2. 563 1. 242
potassium 1. 930 1.1
Lithlum 4. 589 1.154
Rubidium 1. 232 1.184
Gold 3.0 1.56 I
Tungsten 4.0 1.28
"Fore,eel 77" 3. ? 1. 355
K Br 2.33 1.546 )
I
Csl 1.66 1.41
!Sodium 2. 706 1.22
Source
Heyrr_nn, Ref. 34
(Deduced f_rom Cole, R, H:
"Underwaler Expl_;ous",
Prlnceton Univ. Press, 1948)
R_ce, M.H: J. Phys.
Chem. Sol ids,-'-_"-T'965
Jones, A.H., e, al:
, 37, 1966,
Ruoff, A.L: _,
38., 1967f pp. 4976-4980
Equations 14a and 14b still apply strictly
only to one-dimensional impact (i.e.,_vo semi-
infinite bodies colliding). An exact analysis of
a liquid sphere impacting against a plane surface
has not yet been achieved. However, a qualita-
tive picture of the sequence of events, based an
various contributions relevant to this problem, has
been given by Heymann. (35) (75) According
to this picture, the impact pressure at the first
instant of contact is equal to the one-dimenslonal
pressure. As the contact area grows, the pressure
distribution becomes more and more non-uniform.
The pressure at the expanding boundary of the
contact area increases, while the pressure at the
center of the contact area decreases, from the
one-dimensional value.
A "critical condition" is reached when the
shock front expands faster than the contact
boundary, and lateral "jetting" outflow begins.
Soon thereafter, the contact pressures may be
assumed to decrease everywhere.
Heymann (35) also presented an approximate
two-dimenslonal analysis For the impact of a
round liquid body onto a rigid plane, which
permits the calculation of the pressure at the
boundary of the contact area, from the moment
of initial contact until the "critical condition"
is reached. The numerical results support the
previously described qualitative picture. The
peak impact pressure is that at the critical con-
dition, and if this "critical pressure" Pc _s plotted
in nondimenslonal termst Pc / eo Co Vi against non-
dimensional impact velocity Mo, for water, one
V. isFinds that the lowest value of pc/Po Co I
about 2.8, atM _- 0.1;at higher and lower
O
values of M the value of pc/p C V. increases
0 O 0 I
rapidly. Thus, the simple one-dlmenslonal water
hammer equation /11a) underestimates the peak
pressure by at least a factor of about 3. The curve
applicable to water is shown on Figure 3. 1-20.
Similar results are obtained for sodium and po-
tassium.
These results are true only for impact on
a rigid plane; the analysis has not yet been extend-
ed to an elastic target, on which the peak pres-
sures presumably are smaller. The results did show,
however, that the pressure at the contact boundary
rises only slowly during the first half of the growth
of the contact zone, so that one may conclude that
a considerable portion of the eventual contact area
is subjected to little more than the one-dimensional
pressure. This conclusion may perhaps be extended
to elastic targets as well. It could well be that
this pressure is more significant in determining
target material response than the more localized
and fleeting "critical pressures", but this should
not be assumed without further ev|dence. In any
case, it would be desirable to have analytical
results for the contact pressures developed by im-
pacting rounded drops on elastic targets, on rough
targets, an film-covered targets, and at oblique
angles. This still remains to be accomplished.
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3. 1.4= 3 Empirical Data From the Literature
Search




In attempting to fit a simple equation to
experimental data, equations like (3), (4), (5) or
(7) would be selected. Equation (4) would form a
straight line on log-log paper if plotted versus
(V - Vc) , but one does not know V ahead of tlme.
Equation (7) would form a straight _ne on semi-log
paper, wlth V along the linear scale.
Figure 3o 1-21 shows examples of these
various relationships on a log-log plot. The upper
portion represents equations of types (4) and (5)
wlth V/V c plotted against E, and the lower portion
equat.lons of types (3) and (7) with V plotted against
E. For consistency, the constantss a, have been
chosen so that all curves pass through the point E = 1_
V or V/V c = 2° A plot of this klnd may be of help
in decldlng what type of relatlonsh!R to try to fit to
experimental data points when these are plotted on
a log-log graph° A corresponding plot of these
families of curves could be constructed on semi-log
papers wlth E as the log coordinate; in that case the
equations of type (7) would plot as straight lines°
, .[( _)"-,]_..... ,,/o°, o_
_..:_- _ -_
E : o v" (iq 3)
/ ._ _ _
1 t _ ," I, _
l i
EROSION 1lATE - ! 61 _ I_ _
Figure 3.1-21 Familles of Hypothetical Erosion
Versus Velocity Curves, According to
Equations (3) through (7)
A number of problems arise when attempting
to establish an equation of these types for experlmental
data_ either by plotting the data polnfs on log or
semi-log paper, or directly by numerical methods.
One of the problems is that much of the data
is obtained at velocities not much greater than the
critical velocity (seldom at more than V/V c = 2).
Therefore_ one is probably examining that portion of
the curve in which a transition is taking place, or
in which even in a log-log plot, the curvature is
greatest. Consequently, small errors in the data
polnts_ or small differences in the manner in which
a smooth curve is fitted to them, will have a great
effect on the values of the exponent n and the
critical velocity deduced.
Thls difficulty is compounded because the
scatter in erosion data is inevitably greab that in
many of the test series no more than three velocities
have been investigated_ and that the ratio of the
highest to the lowest of these is often small, about
1.5. This covers a very short span of the velocity
axis on log-log paper. In short_ a problem exists
In which:
a) In the velocity range investigated the
true relationship will not appear as a straight line.
b) There are too few data points and these
cover too short a velocity range to allow a curved
line to be tilted wlth the necessary accuracy.
If testing could be done at much higher velocities,
then in theory the influence of V c on the apparent
exponenb i.e. _ the slope of the curve on a log-log
plob would be reduced and a more accurate deter-
mination could be made of n. In practice, however,
at velocities much above V/V = 2 one gets into the
region of single-impact damage, whose velocity
dependence may not be the same as that For fatigue
damages and so, one may well be in another transi-
tlon region.
3. I. 4, 3, 2 Examination of the Better Test
Data
One of the earliest comprehensive setsof
test data at various velocities was given by(2)Honegger . His conclusion was that wh_le the
behavior of the various materials differs cons|derably_
the rate of erosion may be generally expressed as:
E oc (V-125) 2 (15)
where V is the impact velocity in m/sec. The
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above relationsh|p was evidently deduced from his
Figure 7, on which was plotted the specific loss in
weight (welght loss per impact, hence a measure of
eros|on rate E) after 215, 000 Impacts, versus
velocity. This type of comparison is not valid.
Also, the equation fits a mean curve drawn through
the band of experimental curves; but some Individual
curves suggest exponents that are much higher. Thus,
the curve for S_cimen No. 26 is well described by
E o¢ (V-110) 3"3.
For a more valid basis of comparison n the
rate-time curves presented for various maferials
and for the speeds of 175, 200, and 225 nl/sec should
be reviewed. From these, one can deduce charac-
teristic erosion rates which fulfill the criteria speclfled
in Section 3. I. I of this report. This has been done as
an approximation and the results are plotted on log-
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unlike what is predicted by Rgure 3. 1-19, at
velocities close to the threshold value, but it would
be unwise to fit any empirical equation to these data.
An interesting set of results on one/_aterial
was reported by Brandenberger & DeHaller _'/, which
was discussed in Section 3.1.2 with reference to the
angle-effect. The rationalized erosion rates deduced
from Reference 1 were plotted in Figure 3. 1-7s and
the data polnts of Figure 3. 1-7b have been replotted
on semi-log coordinates on Figure 3. 1-23. They fall
into a straight liner giving some support to the simple
fatigue model of velocity dependence represented by
equations of type 3. I-7. It should be pointed out,
however, that the determination of the best values of
E, from the irregular slopes of the very small _aphs
shown in Reference 1, involved a certain amount of
judgment and some extrapolation for the u = 31
m/sec data. In preliminary attempts0 with fewer
pretensions to accuracy, the results were such as to






I i i i
0.02 I I I .
10 20 30 40 50 60
ABSOLUTEVELOCITY - _EC 611131-2311
Figure 3. 1-22 Erosion versus Velocity Curves,
Computed from Data in Reference 2
Figure 3.1-23 The Data of Figure 3. t-7b
Plotted on Semi'Log Paper
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The following equations have been fitted to the
data of Reference 1 during these several attempts:
E cc (V_20)3.5
E oc (V-25) 2"6
V 4
E oc 7---1.0 (16)
0.126V
E _ e
E cc V 6
And yet these data are among the better in the
literature, in that the velocity range covered was
almost 2:1 and there were 8 data points in that
range° This, agaln_ demonstrates the (near)futliity
of applying a purely empirical approach and hoping
to deduce therefrom some useful generalizations.
Another set of data covering an even larger
velocity range was given by Hobby3 _ his discussion
to a paper by Leith and Thompson v w although no
information was given on the material tested° The
data were plotted on linear coordinates, labeled
rate of weight loss, mg/seceand impact velocity,
ft/sec. From the units in which the erosion rate is
given_ one must infer that these data are not ration-
alized/ therefore, the erosion rates should be
divided by a factor proportional to the corresponding
velocities to put them on a rationalized basis, i.e.,
on the basis of equal rates of impinging water. The
actual data points from Hobbs' graph, and the values
of E computed therefrom_ are given in Table 3o 1-4.
The values of E have been plotted on log-log scales
in Figure 3. 1-24, both against actual velocity V
(Curve "a"), and also against (V-V) with V taken
as 270 ft/sec (Curve "b"). Smoothly fitted curves
are drawn as solid lines, and stralght-line approxi-
mations as broken lines. These latter suggest that
the results can be represented over a certain range
by
E oc V4.4, or by
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Figure 3. 1-24 Data of Hobbs _n Reference 36,




The latter may result in less scatter, but is valid over
a more reslTicted range. The same data are shown
plotted on semi-log coordlnates in Figure 3. 1-25.
A straight line fits the data well Tn the lower
velocffy range, but a dTsfinct breakaway From |t
occurs at about 700 ft/sec. Thus, these results, too,
provide no ev|dence poinffng toward any particular
simple type of emplrlcal formulation.
The most comprehensive body of test data
b ' at f Pear" _(8, 10, 12)recently made availa le is _ o _u. .
These data have already been discussed In relation
to angle effects in Section 3. 1.2 and drop slze
effects in Section 3. 1.3; in the latter sect|on there
was success Tn collapsing the data for different drop
sizes into a slngle curve by two different methods as
shown in Figures 3. 1-13 and 3. 1-14. No actual
curves were drawn tn those figures so as not to obscure
the data poTnts themselves. Curves fitted by hand to
these points are shown in Figure 3. 1-26. Curve (a)
represents Figure 3. 1-13 and Curve (b) Figure 3. 1-14.
The same curves, transposed onto log-log coordinates,
are shown in Figure 3. 1-27, and straight lines (dot-
dashed) are shown wh|ch colnclde w|t_ the curves
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Figure 3.1-26 Curves Based on the Data Points
of Figures 3-t-13 and 1.4. Orlg_nal Data
from Reference 12
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themselves at the values E = 10-5 and E = 10-4.
They are reasonably valid approximations for the
range fromE=Sx 10-6 to E=2x 10-4 . These
lines represent relationships as follows:
Curve (a): E cc (K V)3"05
C
(18)
Cu,ve (b): E oc (V-Vcd)
where Kc and Vcd have been defined |n Section
3.1.3 and in Figures 3. 1-13 and 3. 1-14.
Note that the latter has an exponer)tr_irly
close to the expression deduced by Pearson _ "_ for
a single drop size:
E cc (V-390) 2"6 (19)
Note also that 'the general appearance of the curves
of Figure 3. 1-27 is similar to those of Figure 3. 1-24
(except for the curvature at the highest velocitles)u
and that the general appearance of those in Figure
3. 1-26 is not unlike that of Figure 3. 1-25. In
particular, Curve 3.1-26a could reasonably be
approximated by a straight line below about 600
ft/sec with a breakaway above that. (It must be
remembered, however, that in Figure 3. 1-25 the
horizontal scale Is actual velocity, whereas in
Figure 3. 1-26a it is a "corrected velocity" which is
not a linear function of the actual veloclty.)
3. 1.4. 3. 3 Conclusions
About the only conclusion whlch seems
justifiable, at thls stage, is that even file best avail-
able erosion-versus-veloclty data do not follow
exactly any law such as represented by equations of
types 3.1-3 through 3.1-7, but can, over limited
ranges, be approximated by any of them. Equations
of type 3.1-4 have seemed intuitively to be the most
rational and have been adopted by many authors,
including Honegger (see Equation 3.1-t5), Pearson
(Equation 3.1-19), and Fyall, et al(3) who present the
following equation for the erosion rate of "perspex":
Weight LossRate oc (V-208) 3"37
This, however, refers to the velocity of a
target within a glven rainfall. Thus the rate of water
impingement increases linearly with velocity and the
rationalized erosion rate would be given by
E oc (V-208) 2"37 (20)
The preceding comparison of various equations
of the form of equation (3.1-4) suggeststhat when data
can be represented in this manner, the value of the
exponent will be nol too far From2.5.
Comparison of Figures 3.1-23 through 27 sug-
gests tJ_at equations of the form of equation (3.1-7)
tend to fit better in the lower velocity region (although
there mustalso be transition to the critical velocity),
whereas equations of the form of equation (4) fit best
in the intermediate velocity region.
If a direct power law of the form of equation
(3.1-3) is used to represent the results, the exponents
tend to range from 4 to 6; though for brittle materials,
such as glass, exponents as high as 13 have been
quoted by Langbeln(5).
In no case does it appear justifiable to use
any of these curve-fittlng equations for the purpose
of extrapolating out of the test range.
3. 1.5 Dependent Parameters Other Than Rate
3. 1o5. I The Incubation Period
A'_I of the correlations discussed in the pre-
vious three sections have related to the slope of the
second-stage or steady-state region of the erosion
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versus time curve, and minor attention has been
given to the incubafion-per|od or first-stage of
erosion, which may be defined as the duration to the
intercept of the steady-state or second-stage erosion
llne when that is extended to cross the zero-erosion
axis. A proper understanding of the effect of
velocity, and the other variables d|scussed, must
eventually predict their effect on the incubation
per|od as well as on the subsequent erosion rate_
since the Incubation period may under some condi-
tions be a substantial portion of the effective llfe of
the component being eroded. Rgure 3. 1-2 defined
the incubation period as the term is used in this
section and by the authors cited herein.
Pearson(8, 10, 12) has plotted incubation
periods for different velocity drop sizes and impinge-
ment angles, and has found more scatter in these
data than in the corresponding erosion rate data.
Figure 3. 1-28 reproduces this data for different
drop sizes in Reference 12, including the average
curve drawn by Pearson, because "the amount of
scatter.., obscures the effect of drop diameter. "
It is nevertheless instructive to draw the best curves
for each drop size separately, as is done in Figure
3. 1-29, from the data points in Figure 3. 1-28.
From these points one can see a trend for the curva-
ture of the lines 10 increase with decreasing drop
size; this one would expect if the critical velocity
increases with decreas|ng drop size, since near the
critical velocity W o would fend to infinity° In
particular, the 350 mlcron curve seems consistent
with the prediction from Table 3. 1-3 that the critical
velocity for this drop size is 535 ft/sec.
The simplified fatigue analogy which led to
Equation (7) also implies that the incubation period
should be proportional, or analogouss to the number
of cycles 10 obtain fatigue failure° Some evidence
supporting this has been given by Ripken_ et ai,
1965(37). For one material, Ripken has measured
the number of impacts corresponding to the incuba-
tion period as previously defined, and the resulting
impact stress assumed to be given by 1/2 CV. He
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so-called incubation time. The data on incubation
times are too sparse and exhibit too much scatter to
allow any conclusions beyond the very broad and
obvious one that as the impingement conditions
(velocity" and drop slze) dec1_ne toward the threshold
value, the incubation time increases.
The erosion rate-tlme model to be developed,
In Section 3.2 of this report, implies that both the
Incubation time and the maximum erosion rate are
strongly influenced by the statistical variations in
the sizes and lifetimes of the erosion fragments
formed. These, in turn, are influenced by the
scatter in drop sizes and velocities as well as the
seatter inherent in fatigue properties themselves.
Consequently, it suggested that future correlations
shouldbe attempted on the basisof the time required
to attain specified damage levels rather than on the
arbltrarily-defined incubation and rate parameters.
The view that erosion is a form of fatigue
leads directly to a number of corollaries=
a) There is llttle likelihood of fTndlng one
speclfi¢ independently measurable material property
which will predict erosion resistance, since none has
been found to predict fatigue strength uniquely s and
far more research has been done on fatigue than on
erosion.
b) In fatigue, the relation between stress
and endurance is determined by a test for each
materlaJ, and cannot be stated in simple analytical
form. Similarly, the relation between |mpact
velocity and erosion very likely does not follow
any universal law but must be established empirically,
perhaps in graphic form, for each material.
c) In eros|ont as in fatigue, the condition
of the surface is likely to be of considerable
Importance.
d) Although erosion is the result of many
failures t and someof the stotlstlcal scatter found in
fatigue data may well average out in an erosion
test, yet to obtain valid results (or results with
calculable confidence limits) many more data points
must be taken and many more replications must be
run than have been done to date. Related to thls is
the need, often emphasized in this reperb to
establish accurately the erosion versus exposure
curve, and to carry out all tests to the same degree
of cumulative erosion damage if one wants to draw
any quantrta_ve comparrsons. The amoun_ of testing
required and the validity of results should be opti-
mized by proper statistical design of the experiment.
This has seldom been done in erosion testing.
A final suggestion to those generating erosion
test data is that with the results they should give all
the pertinent informatlon--materlal identification
and preparation, physical and mechanical properties,
surface preparation, size and shape of specimen,
area exposed to erosion, amount of water impinging,
and if possible, the drop size or drop size distribu-
tion, impact velocity, etc., -- necessary for com-
puting the rationalized erosion and duration para-
meters and making meaningful correlations between
these and the impingement and material parameters.
3.2 THE VARIATION OF EROSION RATE WITH
EXPOSURE TIME*
3o2.1 Observed Rate-Time Patterns
The latest literature on the resistance of
materials to impingement and cavitation erosion is
concerned that the rate of material loss is not uni-
form in time° While this has been noted for many
years, some of its consequences have only lately
been em_haslzed. Thus, as Thiruvengadam and
Preiser(50)have pointed out, the comparison of test
results can be very misleading if not based on cor-
responding phases of the rate-time curve; therefore,
the rather common practice of the earlier literature,
to test all specimens for the same length of time is
subject to criticism. The authors of Reference 50
proposed that characteristic eroslon-time curves
cou|d be described in terms of four zones: an incu-
bation zone with no weight loss, an accumulation
zone with loss rate increasing to a peak, an attenu-
ation zone with decreasing loss rate, and finally, a
* F. J. Heymann, Senior Engineer, Development
Engineering Department, Westinghouse Steam
Divisions, Westinghouse Electric Corp.,
I_ester, Pa.
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steady-state zone with constant loss rate,
Figure 3.2-1. They do not attempt any detailed
explanation of these zones, but suggest that the
first three zones are influenced by the initial con-
ditlon of the surface and that only the final zone is
truly characteristic of the material itself and that it
should be used for comparison or correlation purposes.
This particular suggestion is disputed by Plesset and
Devine(51), who showed photographically that in a
magnetostrictlve oscillator the attenuation zone is
associated with a cavitation cloud of much reduced
intensity, attributed to hydrodynamlc damping effects
due to the heavily roughened specimen surface.
Moreover, the authors of Reference 51 stated that
the accumulation zone and the attenuation zone
are connected by a period of essentially uniform
high loss rate persisting for some time, rather than
by the narrow peak described by Reference 50, and
that there is no real indication of any final steady-
state zone. (See Figure 3.2-2.) Similar observations
have been made bv a number of recent investigators.
Thus, both Hobbs, ""_38)usinga magnetostrictlve
oscillator cavitation test, and Pearson, (8,12)using
a drop impingement erosion rig, have called the
region of maximum erosion rate the "steady-state"
period, and have based their correlations of erosion
with material properties and test conditions (such as
oscillation amplitude or impingement velocity) on
this maximum loss rate. Both have associated the
declining loss-rate of final period with heavy surface
damage, as did Reference 51, and feel that it is not
a practicable measure of the erosion resistance. This,
for practical reasons, has also been the approach
adopted in Section 3.1 of thls report.
All of the previously mentioned results
exhibited what may be called the conventional
pattern or some minor variation thereof. (For an
actual example, see Figure 3.2-3.) However, there
are erosion results which do not follow this pattern
at all. Thus, Lichtman, et al,(52) presented loss-
time curves many of which exhibit no apparent
incubation or acceleration stages, but rather begin
with a maximum rate which declines thereafter
(See Figure 3.2-4.) These results were obtained in a
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Figure 3.2-1 Characteristic Rate-Time Curve







Figure 3.2-2 Characteristic Rate-Time Curve
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Figure 3.2-3 Typ{cal Cumulative Eroslon-Time
C_'ves from Cavitation Tests, Adapted
from Figure 7 of Reference 36.
(Magnetostrlctlon Device,
in Distilled Water)
Exactly the same type of result has been
obtained in the spray impingement erosion test
facillty at the Westinghouse Steam Divhlons
Development Laboratory. Erosion rates invariably
seem to begin at a maximum value and then decrease -
rapidly at first, and then more gradually leading into
or approaching a lower steady-state value. Figure
3.2-5 shows some characteristic erosion rate curves
obtained by curve fitting through polnts obtained
from several specimens for each material. One
might suspect that incubation and acceleration stages
lie in the region to the left of the curves as shown,
and were simply missed because [nltial weight loss
readings were generally not taken until after about
two hours of exposure. To check this, the weight
loss of one specimen - a titanium alloy of fairly
good erosion resistance - was measured after five
minutes of exposure and several more times during
the first hour of testing. The result is shown in
Figure 3.2-6 and suggests that the erosion rate does
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Figure 3.2-4 Cumulative Cavitation Erosion-Time
Curves Which Begin at Moxlmum Rate,
Adapted from Figure 24 of Reference 52.
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Figure3.2-6 Early LossMeasurementsfor a Titanium
( 6% AIr 4% V) Alloy Testedin the
WestinghouseSteamDivision Facility)
incubation stage, it occurred within the first minute.
The latter alternative is supported by the analytic
model to be described. In all of the titanium speci-
mens that were tested the erosion rate has continued
to decrease For at least 30 hours. It may, however,
be worth noting that Thiruvengadam(28) has shown
the rotating dlsc to be the most intensive cavitation
damage device, and that the Westinghouse test
facility produces impingement of probably rather
small droplets at a high velocity, probably exceeding
2000 ft/sec. Thus, slngle-lmpact damage may be
occurring in both cases, contributing to the de-
emphasisor lack of an incubation period.
The object of this section of the report is to
show that a simple statistical model of the erosion
process, which regards erosion as a multiplicity of
fatigue Failures, can predict characteristic rate-
time curves of most observed types. Further, this
section discusses some of the implications of this
model in relation to the measurement and correlation
problem.
3.2.2 Effect of Material Removal Mechanisms
on Rate-Time Pattern
The spectrum of erosion mechanisms in a
ductile material may be divided into several regimes
as a function of impact intensity, or in the case of
droplet impingement, as a Function of impact veloc-
ity if drop size is held constant. These regimes
merge one into the other; there are no sudden tran-
sitions between them.
For very low velocities below some first
threshold value, no measurable damage or material
loss will occur during any practical exposure time,
or material loss is confined to isolated weak spots.
Such threshold velocities, empirically deduced from
test or operating experience or arbitrarily derived
from the endurance limit of the material by some
safety Factor, have been used as design guides in
some phases of steam turbine and condenser design.
It is not fully established whether there actually is
a velocity below which erosion will never occur:
Honegger(2) doubted it; and Vater, (25) who suggested
that the dependence of erosion on velocity could be
regarded and plotted analogously to the dependence
of Fatigue life on applied stress, regarded the erosion
process as one somewhat similar to corrosion fatigue
(in which there is no endurance limit). He, therefore,
stated that the threshold velocity has to be defined
as that velocity below which no measurable weight
loss occurred after some specified number of impacts.
In any case, one might say that in this first regime
the erosion, if any, corresponds to that in the incu-
bation stage of the conventional rate-time pattern,
i.e., it will be low, possibly gradually increasing
with some random fluctuations, and will be highly
influenced by the initial surface conditions and by
the possibility of simultaneous corrosion as shown
by Wheeler.(53)
As the velocity exceeds the first threshold,
something akin to fatigue failure becomes the
predominant failure mechanism. Metallurgicol
observations substantiating this, and descriptions of
the probable sequence of events leading to failure
and the formation of loose fragments, have been
provided by many investigators including Vater,(25)






thesurfaceduringtheearlystages of exposure at
velocities whose presumed impact pressures were
less than the yield point of the material. Branden-
berger and De Haller,(1) on the basis of extensive
radiographic studiestconcluded that fracture in
erosion is neither llke static fracture no like fatigue
Fracture, but is accompanied by a degree of damage
to the crystal structure which is intermediate between
that associated with those failure modes. It must be
remembered, though, that the stress-geometry con-
dition- at least when the surface is still relatively
smooth, is not of such a nature as to make static
rupture easily possible: thus, the general regime of
predominant fatigue or repeated-lmpact rupture will
extend well into the velocity range where each
drop could be expected to produce noticeable plas-
tic deformation. As the velocity increases, the
regions of plastic deformation presumably spread
from the immediate vicinity of the Fracture surface
toward a general deformation of the eventually-
produced erosion fragments. In this regime one may
expect to find rate-time curves exhibiting the
conventional pattern, i.e., an incubation stage
related to the fact that a certain number of impacts
are required before fatigue failures occur, an accel-
eration stage, possibly a steady-state stage, an
attenuation stage, and possibly a Final steady-state
stage, though probably no generalizations should be
made about the behavior when gross surface damage
has set in. The possibility of relating these phases
in the eroslon rate-time curve more specifically to
the Fatigue properties of the material will be ex-
plored in the Following sections of this report.
A second threshold velocity may be
associated with that velocity at; which the material
loss due to single-impact damage process becomes
slgnificant. This is probably related to the visible
damage threshold described by DeCorso and
Kothmann, (24,43) above which a single impact
leaves a distinct crater in a smooth material surface.
This regime eventually must merge into the regime
of hypervelocity impact. The exact determination
of the second threshold velocity from the point of
view of material removal is dlfficult, because in
single-impact experlments - such as those performed
by DeCorso, (24) and also by Brunton, (10) Engel (39,40)
and others - the actual amount of material removed
from the surface could not be reliably established,
although crater depths or crater profiles were
measured. From two curves given in Reference 56,
one can deduce that for hypervelocity impact of
1/16 inch diameter aluminum spheres on an aluminum
surface, the ratio of target volume loss to crater
volume is approximately 0.15 at a veloclty of
7 km/sec (23,000 ft/sec), reducing to about 0.09 at
4 km,/sec (13,000 ft/sec). One may cautiously infer
from this that at the velocities of interest, say
1000-4000 ft/sec, the correspondlng ratio will be
very much smaller yet. (This inference should be
valid qualitatively although the actual material
removal mechanism in the hypervelocity regime is
a liquld-llke flow of the target material accompa-
nied with some splashing out, whereas that in the
regime of interest is related to the shear effect of
radial outflow.) Of course, this must be balanced
by the fact that such loss occurs with each implnglng
dropswhereos many repeated impacts over some finite
area are required to generate one erosion fragment
by the fatigue Failure mechanism° For any quanti-
tative estimate of the relative significance of the
two mechanisms, more data are needed on each.
Qualitatively, one may say that as single-
impact erosion becomes significant, the incubation
period can no longer be a zero-weight loss period,
but rather will begin by exhibiting an erosion rate
corresponding to the single-impact erosion. This
rate increases in time as additional Fatigue-type
eroslon sets in. Fatigue in this instance probably
corresponds more to low-cycle fatigue due to strain
cycling than to high-cycle fatigue due to stress-
cycling. The geometry of the eroded surface will
now be affected by the heavy plastic deformation
clue to each drop as well as the breaking away of
larger eroslon fragments due to fatigue Fractures.
Eventually, as single-lmpact erosion becomes the
predominant mechanism, one would expect to find
little or no evidence of any incubation period, and
the surface geometry should rapidly approach a
steady-state condition, so that one might expect
relatively little change of erosion rate with time.
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3.2.3 An Analytic Model of the Erosion Rate-Time
Relationship
3.2.3.1 Qualitative Description of Proposed
Model
As seen in the previous section, the con-
ventional erosion-rate versus time pattern is that
associated with a predominant fatigue mechanism
for material removal. It is in this regime that most
of the test data and the practical experience lie.
As is well known, fatigue is intrinsically a statistical
process exhibiting a considerable scatter, and this
fact will be utilized in developing an analytical
model for the erosion rate-tlme pattern applicable
to this regime. The qualitative results have inter-
esting impllcations with reference to the previously
reviewed findings and to prevlously-attempted
correlations between erosion and fatigue data. The
approach to be described, though numerical in na-
ture, can at this time predict no more than qualita-
tive trends and should be considered as exploratory.
The basic reasoning of the model is as
follows:
It is assumed that each small element of
surface is subjected to an impact fatigue environ-
ment and that after a certain time (i.e., a certain
number of impacts) it will be detached from the
surface as an erosion fragment, due to sub-surface
fatigue failure. The time-to-failure distribution
function for these newly-exposed surfaces will
probably not be the same as that for the original
surface. Unlike the original surface the newly-
exposed surfaces will have been subjected to some
sub-surface stress condition even before being ex-
posed to direct impingement, and the surface geom-
etry will no longer be a plane but a series of pits.
Further, it is assumed that when many such surface
elements are considered, the individual times re-
quired for their removal would be described by some
statistical distribution function, much as the number
of cycles to failure of a large number of fatigue
specimens (stressed to the same level) can be de-
scribed by a distribution function. When erosion
fragments are removed and expose fresh surface to
impingement attack, the time to remove elements
of this new surface will likewise bedescrlbed by a
distribution function, and so on.
In the case of conventional fatigue
specimens, the distribution occurs primarily as a
result of the statistical nature of the fatigue process
itself. In the case of erosion fragments it must
ultimately reflect the variations in the concentration
and the severity of impacts (i.e., droplet velocities
and sizes), variations in the local surface geometry
and properties, and variations in the size of frag-
ments formed. At presenb however, one arbitrary
distribution curve is assumed to represent all of
these sources of scatter.
Qualitatively, it can be seen that if these
distributions had very little scatter or dispersion,
i.e., if the lifetimes of all surface elements were
about equal, then the erosion rate would be zero
until that lifetime was reached; at this instant a
very high rate would be exhibited while all of the
original surface flaked off, to be followed by
another interval of zero rate until the second
layer flaked off, etc.
If, however, these distributions have a
significant dispersion, one can predict that this will
result in a rate-time curve which up to a first peak
looks somewhat llke the distribution curve, but in
which subsequent peaks and valleys are attenuated
and a steady-state rate is approached. An incuba-
tion period will exist if the dispersion is not exces-
sive. One might think of the variation in the surface
element lifetimes as dispersing the periodicity asso-
ciated with one layer being removed after another.
The preliminary mathematical formulation
and computer program considered one distribution
function applicable to the original surface, and one
other applicable to each of the subsequently exposed
surfaces. Both were specified as normal distributions
truncated and normalized over a finite time span.
Thus the significant input parameters were the nom-
inal mean lifetime (MF) and standard deviation (eF)
for the original surface, and the correspond|ng values
(M G and eG) for the undersurfaces. Figure 3.2-7
showssome rate-time curves obtained by this program,
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with the distribution parameters as indicated. Note
that the attaining of a steady-state rate is hastened
both by increasing the dispersion of the functions,
and by specifying a shorter mean lifetime for the
undersurfaces as compared to the original surface.
Fluctuations such as shown in Figure 3.2-7
have occasionally been observed, as illustrated by
Figure 3.2-8 which shows rate-time curves computed
from experimental cumulative erosion curves presented
by Kento(57) Moreover, fluctuations which would
appear quite prominent in rate-time curves are not
nearly as evident if the same data are plotted as cumu-
lative erosion versus time - which is how the data are
actually obtained. Therefore, it seemsquite conceiv-
able that in many cases such fluctuations would barely
have been noted and would have been smoothed out of
the raw data, or might have been lost entirely through
the data points being too far apart in time.
The fluctuations, however, are by no means
an _nevitable consequence of this model if non-
symmetrical distribution functions are used, as will be
seen in the results obtained from the elaborated for-
mulation of the model, described below°
3.2.3.2 Description and Results of
Elaborated Model
In the elaborated analysis we have chosen
to use log-normal distribution functions, since --
as shown by References 58 and 59 -- these provide
a reasonable representation of fatigue life data.
For added flexibility one can adopt a delayed log-
normal, i.e., one which would appear as a normal
distribution if the frequency of failures were plotted
versus log (t-To), where To represents a delay time
introduced to ensure that no failures occur prior to
time t = To.
The distribution, when plotted on a log10
scale, is then described by its mean (m) and its
standard deviation (e). But one must use the dis-
tribution as transformed onto arithmetic or real-time
scales. An important point to note is that while in a
symmetrical distribution the mean, median, and mode
values coincide, that is not true for a skew distribu-
tion such as the log-normal. The real-time values
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Figure 3.2-7 Typical Computed ErosionRate-Time
Curves from Preliminary Statistical Model,
Using Normal Distribution Functions
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Figure 3.2-8 Experimental Erosion Rate-Time Curves,
Computed from CumulaHve Erosion Curves
Given in Reference 32
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corresponding to m, which is denoted by Tm = 10m_
establishes the median value of the log-normal dis-
tribution -- i.e., that value of t at which half of
the specimens (or surface elements) will have failed.
This is the value generally used to establish a point
of an engineering S-N curve. In the delayed log-
normal, the median value is given by M = To + Tm .
The mode, or peak in the distribution curves, will
occur at a time value less than M. The mean valu e,
or arithmetic average of all life-times, will occur at
a time value areater than M, or specifically at a time
E = To + T m x 101"15_2. For purposes of discussion,
all distributions can be characterized by their values
of To, ¢, and eitherMorE.
The elaborated model permits the specify-
ing of a different distribution function for each level _
below the original surface, and of two different
functions for the original surface: one for the
unaffected surface, in which erosion takes place by
the initiation of new pits, and one for the affected
surface, which is that surrounding existing pits and
in which erosion is presumed to take place by the
lateral growth of these pits. The program computes
the rate of erosion, the cumulative eroslon, and the
exposed area at each level, from which in turn, it
can compute an average surface roughness at selected
time points.
The number of variations which could be
investigated with this program is unllmltecb and all
that can be demonstrated here are some of the im-
portant effects° The most significant of these is the
effect of the dispersion parameter ¢. References 49
and 59 suggest that in conventional fatigue tests,
, on a log10 scale, ranges approximately from
0o15 to 0.40, and for erosion fragment lifetimes even
higher dispersions may be expected. Figure 3.2-9
shows computed erosion time. curves for various val-
ues of • from 0.15 to 080, with the median (M) held
constant; Figure 3o2-10 shows a corresponding set of
curves with the mean (E) held constant° In each
case TO = 0, and the same dlstributlon is assumed for
all surfaces and levels° Since in such cases the
eventual steady-state erosion rate must be propor-
tional to the reciprocal of the mean llfeHme, all
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Figure 3.2-9 Computed Rate-Time Curves Based on
Log-Normal Distributions, Showing Effect of
Varying Dispersion, o, with Median at
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Figure 3.2-10 Computed Curves Based on Log-Normal
Distributions, Showing Effect of Varying Dispersion,
u, with Mean at Constant, E = 1.0
Two striking results appear from these
curves: First, the maximum erosion rates vary con-
siderably. Second, almost all of the experimentally-
found rate-tlme patterns can be at least qualitatively
generated by proper choice of the dispersion para-
meter e. When _ is small, the curves exhibit damped
fluctuations similar to those of Figure 3.2-7. When
is increased, the fluctuations die out and the
steady-state rate is attained quite quickly. When
is further increased, a single peak appears in the
curve, and at very high values of a this peak may
occur so early that the time resolution is just not
fine enough to show the acceleration stage of the
rate-time curve, and the curve therefore appears to
begin at its maximum value. The same is probably
true for experimental data like that of Figures 3.2-4,
5 and 6. It does not seem unreasonable to suppose
that erosion due to very small droplets, where each
impact stresses only a minute portion of the surface
area, would be characterized by a high dispersion
in the fragment lifetimes.
In many of the curves of Figures 3.2-9 and
10 the ratio of the erosion peak to the expected
steady-state value is not as great as sometimes found
in practice w but it should be recognized that at
times values greater than the median, the surface has
suffered heavy erosion damage and one may there-
fore expect that geometric effects, such as suggested
by References 2, 8, and 51, may have set in by this
time and have caused an additional diminution of
the eras|on rate and possibly supp[esslon of further
fluctuations. Certainly one would expect the re-
sults predicted by this analysis to be at least mod-
ified by the geometric effects. Thus, Figures 3.2-9
and 3.2-10 may correspond to experimental results
of the type of Figures 3.2-1 and Figures 3.2-9 and
3.2-10 to results of the type of Figure 3.2-2. It is
possible, however, that some appropriate combina-
tion of distribution funcHons For the different surfaces
could result in a plateau such as in Figure 3.2-2,
which then again would not correspond to a steady-
state value°
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Figure 3o2-11 shows an example of slowing
down the loss rate from the unaffected surface as
compared to that of all other surfaces -- which are
presumed to be more susceptible to erosion because
of the irregular geometry. This case is identical to
that of Figure 3.2-9 except that for the unaffected
surface the median lifetime has been increased to
3.0. Note that the shape of the rate curve has been
made more similar to that typified by Figure 3.2-1;
the cumulative loss rate is also shown and is quite
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Figure 3.2-11 Effect of Higher Median Value for
" Unaffected " Surface (M u = 3.0)
than for Other Surfaces ( M = 1.0).
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Figure 3.2-12 Examples of Computed "Surface Profile"
Curves(Showlng the Uneroded Area as a Function0f Level
Below the Original Surface, at Various. Values of Time:
(a) - Corresponding to Figure 3.2-9
(b) - Corresponding to Figure 3.2-11
(c) -Correspondtng to Figure 3.2-10
in the other two cases which represent high disper-
sion values (a -- 0°8). This suggests that the geo-
metric effects which tend to reduce the erosion
rate -- i.e., those due to high roughness -- are
delayed in the former case; this may explain why
the maximum erosion rate in such a case may persist
for some time and give rise to rate curves typified
by Figure 3.2-2. Figure 3.2-13 shows the computed
surface roughness versus computed mean depth of
penetration, for the same three cases, confirming the
lower roughness associated with a lower dispersion
value°
Figure 3.2-12 shows surface profile curves, at
various values of time 1", for some of the previous
cases. The ordinates indicate the surface level,
with 0 representing the original surface. The ab-
sclssas represent the area not yet eroded away at
each level. The difference in abscissa between
adjacent levels represents the area exposed at the
lower of the two levels. Note that in Figure 3.2-12,
a case of low dispersion value (_= 0.25), the ero-
sion is shallower and more evenly distributed than
3.2.3.3 Discussion and Conclusions
Now to examine the implications of this model
with respect to correlations of incubation times and
erosion rates. Since the incubation time seems re-
lated to the fatigue nature of erosion, several inves-
tlgators have attempted correlations reflecting this.
Thus, Leith and Thompson(36) correlated the incu-
bation tlm_ of several materials with the corrosion
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Figure 3.2-13 Computed rms Surface Roughnessversus
Mean Depth of Penetration (Cumulative Erosion)
for Figure 3.2-12. The letters (a) (b) and (c)
Correspond to the Similarly-Deslgnated
Cases in Figure 3.2-I 2
Mathieson and Hobbs(60) made a similar correlation
with the conventional endurance limit for several
aluminum alloys. In both cases the results were
reasonably consistent, but the approach is hardly
logical since the incubation time in erosion surely
should be related to a finite-lifetime to failure,
rather than to a stress value at which no failure
occurs. Thus, the success of these correlations
depended on a second, implicit correlation between
the finite fatigue lives at the test stress, and the
endurance limits valid for the group of materials
compared. Ripken, et a1,(37) have used a more
logical approach, and have correlated the number
of impacts corresponding to the incubation time at
a given impact velocity, with the number of cycles
to failure in bending fatigue at an equivalent stress
level. The stress level was assumed to be given by
the waterhammer pressure ( p CV). The incubation
period was defined by the intercept, on the time
axis of the cumulative weight loss curve, of the
straight llne approximating the high erosion rate
stage.
If the previously developed model is valid,
this procedure is still not quite correct. The statis-
tical model implies that the apparent incubation
period depends not only on the mean lifetime of the
erosion fragments but also on the scatter or disper-
sion in these lifetimes. The eroslon-rate becomes
non-zero when the first element fails, and continues
to increase until approximately the mode or most
probable value of the lifetime is reached on the top
surface. But it is the mean value -- which may
occur later yet if the distribution is skewed --which
corresponds to the nominal lifetime at the appro-
priate stress as obtained from a conventional S-N
fatigue curve. Whether either the median lifetime
or the associated scatter in erosion fragments cor-
responds to that of full-scale bending or pull-type
fatigue specimens is at present a moot question.
However, the discrepancies in the correlations of
Reference 37 are in the direction which the above
argument would predict,
If one stipulates a steady-state erosion process,
then the erosion rate would certainly be inversely
proportional to the mean lifetime of erosion frog-
ments (provided their size distribution remained
constant). This is the basis from which one can
draw the analogy between the (loss rate)-lversus
impact velocity in erosion, and cycles to failure
versus stress level in fatigue, as proposed by
Reference 25. This appears to provide a rational
basis for attempting to predict an eroslon-speed
relationship on the basis of known fatigue data for
the material, although to our knowledge this attempt
has not been made. But here, again, the statistical
model suggests that the obvious approach is not
quite correct. It implies that the maximum erosion
rate -- which many investigators have llnearized
and used in correlations, for good and valid prac-
tical reasons -- does not necessarily represent a
steady-state erosion process at all, but rather the
deluge of erosion fragments from the top surface
layer which takes place in the vicinity of the most
probable fragment lifetime from the beginning of
exposure. Thus again, the maximum instantaneous
erosion rate is not merely a function of the average
fatigue life of the surface elements but also of the
scatter in lifetimes. Consequently, any external or
internal effect which influences that scatter will
influence the maximum erosion rate, even though







encompassingthetint peak in the rate-time curve
are nat characteristic merely of the material under
test, since the shape of this curve depends on the
shape of distribution functions which, in turn, de-
pends in part on characteristics of the test method
such as the distribution of bubble or droplet sizes,
etc. Secondly, it implies that while the erosion
rate would, in the absence of other influences tend
toward a steady-state value as postulated by Refer-
ence 50, this generally occurs only after most of the
original surface has eroded away, by which time the
surface damage will be so severe as to make the
erosion conditions susceptible to geometry effects
such as described in Reference 51. In short, the
instantaneous erosion rate may never be character-
istic of only the material, and for valid correlations
it will become necessary to standardize the test
method very carefully, or to use properly chosen
cumulative erosion measurements, such as the time
required to attain some specified value of the ratlon-
allzed erosion (MDP) of practical significance.
3.2.4 Mathematical Formulation of Model
3.2.4.1 First Simplified Formulation
Let any surface exposed to erosion be
thought of as consisting of elementary areas (or
volumes, if their thickness is considered) whose
lifetimes under the erosion attack can be described
by a normalized distribution function f (t). Thus by
definition
/_ (t) dt = 1.0 (21)
and the distribution function for a specific area A_
exposed to erosion from time t = 0, is therefore
FA (t) = A F (t) (22)
S_nce a surface element is lost from the surface when
its lifetime is reached, Equation 22 can equally
well be regarded as a loss rate function for the area
A.
Equation 22 may be further generalized by
stating that the loss rate from an area A 1, first ex-
posed to erosion at time t = T1, is thereafter given
by
F1 (t) = A 1 f (t-T1) (23)
Let us now consider the original or top
surface of a body exposed to erosion. One may
take its area to be unity, and every portion of its
area is simultaneously exposed to erosion at time
t = 0. Thus f (t) adequately describes the loss rate
from the top surface. As surface area is eroded,
or lost from the top surface, an equal area is created
or exposed at the second level located at distance
h below the surface, where h is assumed as the
thickness of erosion fragments. For convenience,
the thickness h will also be assigned a numerical
value of unity on some appropriate scale. In turn,
the second level surface will be eroded to expose
a third level surface and so an. But in computing
the actual loss rates from all of the undersurfaces
one must recognize that the lifetimes of surface
elements must be measured from the tlme they were
first exposed, and the total loss rote from all surface
elements which were first exposed during a time
increment dT at tlme T depends on the total area
which was first exposed during that time interval.
Let Y(t) be the total rate of erosion, from
all levels, at tlme t. This is what one desired to
compute. But Y(t) is also equal to the rate at which
new surface area is exposed, at all levels below the
top surface, at time t. (Strictly speaking, it is pro-
portional to it, but with h = 1.0 it is numerically
equal.)
Thus, the total surface area first exposed
during increment dT at time T, is Y(T) dT, and the
loss rate from this area at tlme t is_ by Equation 23_
FT (t) = f" (t-T) Y(T) dT (24)
The total loss rate at time t, from all undersurfaces,
is composed of contrlbutlons from all undersurface
areas first exposed during all time increments from
T=OtoT=b or
t
f (t-T) M(T) dT
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Thetotalloss rate or erosion rate, Y(t), is the sum
of that from the top surface and that contributed
by all undersurfaces, or
t
(t) = f(t) + _L f(t-T) Y(T) dT
(25)Y
The fact that the contributions from the undersurfaces
and from the top surface form two distinct terms in
Equation 25 makes it convenient to assign a different
distribution function for the top surfaces as compared
to all undersurfaces. This is desirable if one wants
to reflect the fact that the tip surface has, in many
ways, a different nature and history than the under-
surfaces exposed as a result of erosion. Finally,
one can state
t
Y(t) = f(t) +l g0-T) Y (T) dT (26)
ju
where
f(t) = distribution function for top surface
g(t) = dlstrlbutlon function for undersurfaces
It is worth noting that Equation 26 is a
well-known integral equation having a convolution
integral as its last term. A Laplace transformation
yields
y(s)= f(s)+ g(s) y(s)
By ordinary algebra
Y(S) = F(s)/ I1- g(s}l
or
This solution may be useful if Equation 26 has
Laplace transform and Equation 27 has an easy
Tnverse transform. Ordlnarily, numerical methods
are required.
(27)
For the initial explorations Equation 26
was computer-programmed directly, using normal
distributions for functions f(t) and g(t), normalized
over specified time spans rather than between the
limits of plus and minus infinity as suggested by
Equation 21.
3.2.4.2 Formulation of Elaborated Model
In further explorations of thls approach,
it is desirable not only to keep track of the area
exposed at each level as a function of time, so that
an average surface profile or surface roughness can
be computed, but it also may be desirable to assign
different distribution functions for all levels. An
analytical continuity approach to this becomes very
cumbersome, and since the Final evaluation is in
any case a numerical one by computer, it becomes
advantageous to develop the model as a step-wise
process in time, and to have the computer program
compute the processes occurring in each Hme inter-
val, one after the other. In a sense, the computer
program becomes a digltallzed analog of the physical
process.
The crux of the approach is that the pro-
gram malntoins, and up-dates for each time interval,
the array SL, j, in which each value represents the
surface area presently existing at level L and dating
back to time interval J during which it was first
exposed as a result of loss from the next-higher
level. Thus the total surface area presently exlsting
at level L would be given by
N-1
_]_ SL, 3, where N is the present time interval
J=l
at which the evaluating is being done.
Let us now define a modified rate or
quotient function q (t), which represenls the loss
rate as a proportion of the remaining area at time t.
In terms of the previously used distribution function
f(t), this is f(t)q (t) =
t (29)1 o - _(t)at
For computation purposes the continuous function
q (t) is replaced by a loss quotient QI. representlng
the finite amount of loss during the I th time interval
after the surface has first been exposed. This can be
represented by
QI = q (1At) At
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whereAt is the length of a time interval. The pro-
gram computes and stores all values of QL• I•
where the additional subscript L refers to the level;
thus a different distribution function f(t) can be
specified for each level.
The total erosion from all levels during
time interval IN, YN, will then be composed of all
contributions of the type
RL, J = SL, J QL, N-J (30)
where RL j represents the Joss rate from that area
at level I. whach was first created during time inter-
val J. The total erosion rate is therefore approxi-
mated by
M N-I
YN = _hL_ RL, j (31)
L=L J=l
At
where hL = thickness of erosion fragments lost
from the Lth level
M = total number of levels considered
Using the RL J values computed from the SL j
array which was valid for the beginning of the
N th time interval, one can readily compute the
new values of SL j which are valid for the end of
the N th interval, i.e., for the beginning of the
(N + I) th interval:
for all values of J < N, and
N+I :Lj : _ RL- 'J]N (32b)
for J= N.
The manner in which the cumulative
erosion, surface profile and surface roughness can
be computed from the above-mentioned quantities
is straightforward°
The log-normal frequency distribution
function as programmed is of the form
.(,- To) 2°2 )
This function has the following properties:
(33)
The mean, or expected value, is
E = T + "em + (1/2)°2 (34)
O
The median value is
m
M = T + e (351O
The mode, or most probable value, is
P = T + ern-_2 (36)
O
The input may be prescribed in terms of To, rrband
a directly; the latter two may also be prescribed in
terms of the equivalent logarithms to base 10, or in
terms of the equivalent real-time quantities Tm= em
and R = e e.
3.2°4°3 Discrete Pit Formation and
"Affected" Surface
In order to model the probable progress of
erosion damage more faithfully• a further elabora-
tion has been introduced for the top surface only.
This is based on the observation that eroslon tends
to proceed by the formation and growth of discrete
pits -- which may extend to a considerable depth
while the adjacent top surface is still intact - rather
than by a randomly-dlstributed depth.
To approach this condition, the top surface
is considered as consisting of two kinds of surface:
affected areas and unaffected areas. Affected areas
are defined as those areas of the top surface imme-
diately surrounding existing erosion pits, whose
resistance to erosion may be assumed to be influ-
enced by this fact. Therefore, one distribution
function, fa(t), is provided for the affected area,
and another, fu(t) for the unaffected area which is
the remainder of the still ex[stlng top surface. (In
general one would suppose that fa is such as to re-
sult in more rapid erosion than fu, but the program
does not make this a requirement.) The actual
amount Of area considered as affected is computed
as follows: Let w be a characteristic dimension of
erosion fragments which must be prescribed in the
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program input. Then the affected area A a associated
with a pit of surface area Ap is defined as the area
of an annulus of width w surrounding a circle of
area A . In other words, all of the potential erosion
fragments bounding upon an existing pit are consid-
ered affected area. To carry this calculation
through,Tt is necessary to know the number and
size distribution of all pits° This is done as follows:
During any time _nterval N, the loss from the exist-
ing unaffected surface, based on the fu distribution
function, is divided into an integral number of
values A o (where A o is the area of a circle of diam-
eter W)o Thus a known number of new pits -- all of
area A o -- are sald to be initiated. For the sub-
sequent time interval, the new pits are assigned
their annulus of affected area. Further enlargement
of each of this generation of pits takes place by
erosion from the affected area surrounding it, re-
qul rlng the transformation of additional surrounding
area to maintain the previously specifiec relation-
ship between affected area and pit area. Thus, the
number and present size of each generation of pits,
and extent of affected area surrounding them, can
be established and updated.
The rate of loss from the affected areas is
based on the fa distribution function, but not in a
simple manner. Let us for the moment talk in terms
of the continuous functions, though the actual
calculations are carried through Tn terms of step-
wise loss quotients. Consider an area which existed
as unaffected area until time TT, at which time Tt
becomes transformed inroaffected area° Up until
TT the loss from this area was governed by fu;
henceforth, it is to be governed by fa" Upon reflection
it can be seen that our purpose would not be served
in any reaFisttc way by simply saying that at t = TT
the loss rate jumps from fv (TT) to fa (TT), and
henceforth is given by fa(t)o (In an extreme case,
f(t) may represent such rapid erosion that TT is well
b'eyond the mean or mode value and fa(TT) is already
sensibly zero° Thus no further erosion, rather than
more rapid erosion, would result from this switch°)
A wholly rigorous approach would have to be based
on cumulative fatigue damage theory, but a device
which is adequate for our purpose is to require that
the fa distribution function be entered at an effective
time TE, such that the cumulative loss due to fa at
TE is equal to the cumulative toss due to fu at TT• or
TE TT
-_0 Fa(T)d1" = / fu(T)dT (37)
If T E is defined by Equation 37, then the
loss rate from the area under consideration, at any
time t subsequent to t = TT• is given by fa (t - TT + TE).
This device will at least ensure that if a given area
is transformed at any time TT whatever• then 100
percent of it -- no mare and no less -- will have
been lost at time t = ® • which is the minimum
logical requirement of any realistic approach. For
some types of distribution functions, it is possible
to express TF in terms of TT and the function constants.




fu(t) = pue and fa(t) = pae
It Ts easy to show that
TE = TT (Po/Pu)
An analytical expression can also be obtained for
the log-normal distribution• but in many other cases•
including the normal distribution, TE would have to
be computed by trial-and-error procedures from the
relationship of EquatTon 37.
A consequence of thls approach is that nor
only must the total affected area associated with
each generation of pits be known, but so must each
generation of affected area• since the rate of loss
from any portion of the affected area depends on
when it had been transformed from the unaffected
to affected status. The number of pertinent com-
putations re_]ulred during the N th time interval is
therefore N':, and the number of memory locations
required for the affected area array is M2• where
M is the maximum number of time intervals to be
computed. This is a compelling argument for making
M reasonably small (100 in our program), which
makes for a rather coarser time grid than one would
otherwise desire.
The details of the computation method
would require too much space to present here, but
are generally analogous to the method described
for the undersurfaces by Equations 30 through 32.
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It should be emphasized merely that the concept
of erosion by discrete particles of specified size is
applied only to the initiation of new pits in the
unaffected surface, and that the lossrates from the
second and lower layers do not concern themselves
with whether the second layer surface was exposed
as a result of lossfrom unaffected or affected surface.
This distinction is only made for the loss rates from
the top surface itself.
The program in its present form has provision
for using either log-normal distributions (to represent
fatigue damage), or exponential distributions (to
represent single-lmpact damage).
3.3 HYDRODYNAMIC MODEL OF CORRELATION
OF METAL REMOVAL RATES FROM
REPETITIVE DROP IMPACT *
3.3ol Background
This section establishes numerical relation-
shipsbetween materlals properties and the external
variables and drop impingement lossrates° This is
done through the use of a hydrodynamic model of
correlation of metal removal rates from repetitive
drop impacts applied to empirical information. This
empirical information is that on metal removal by
Many have objected to this hypothesls on
the basis that this is contrary to their experience with
splashing water. They say splashing water does not
form thin films, it runs from surfaces as drops or
rivulets. However, this drop-rlvulet behavior is
probably true for contaminated surfaces. The con-
taminated surface is the type ordinarily seen, even
if the contamination is only from fingerprints. In
this connection it has _O_3e)npointed out, to the
author, by A. P. Fraasv ,,i that it is next to impossible
to maintain dropwise-condensation in condensing
water systemsfor useful lengths of times. The
scrubbing action of the condensing water removes
the surface contaminants and the process changes
from drop-type condensation to film condensation. The
scrubbing should be even more thorough in a
repetitive drop impact s|tuatlon. Therefore, obser-
vation of water runoff from casually prepared fresh
surfaces is likely to be completely misleading as to
the nature of this runoff after many impacts.
The basic approach used is that of dimensional
analysis. The virtue of dimensionless analysis is its
mathematical simplicity. The drawback is that its
use to correlate data is valid only where it is reason-
ably sure the data exhibit similitude over the range
of the data and the pertinent variables are known.
water drops impacting on steam turbine blade In the area of drop impact erosion there is
materials made available by the Central Electrici_,_ ._. very little in the way of established definitions,
Kingdon v. - . conventions, or theories by which conditions ofGenerating Board (CEGB) of the United , , o_') similitude or selection of pertinent variables can be
The CEGB results are from multiple impact
tests. In these tests, samples of metals to be eroded
are mounted around the rim of a wheel. Once each
revolution of the wheel, each sample intersects a
curtain of water drops of relatively uniform size at
a known relative velocity. It seems likely that
after a small number of impacts the water wets the
sample and a film of water develops on the surface.
In principle, this can change the maximum impact
pressure and duration of impact from that resulting
from the impact of a water drop on a dry surface.
established. For this reason, the bulk of this section
is concerned with establishing a reasonable presumption
that the variables selected are the pertinent ones and
that a condition of similitude exists between the
correlated data.
3.3.2 Review of Some Observations on Drop Impact
Material Removal
3.3.2.1 Single Impact Removal
* W. D. Pouchot, Advisory Engineer, Systemsand
Technology Dept0, Astronuclear Laboratory,
Westinghouse Electric Corp.
As has been pointed out by several inves-
tlgators(64, 65), there are at least two mechanisms
of material removal operative during single liquid
impact on metal surfaces° The first of these is the
lossof material as the direct result of a hammer
blow of a liquid drop or jet on the solid surface. The
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second is that small projections of metal are removed
by the fluid squirting out of the region of liquid
compression created and maintained momentarily by
the liquid-solld impact. For the first of these
mechanisms, at least for single impact damage, there
is much evidence that the extent of the damage is
directly proportional to the size of the drop or jet
causing the damage (64,66) There is more limited
evidence that the same (J_fue for slngle-lmpact
lateral outflow damage v -,/as well. It may be
concluded from experimental evidence, that the
damage done by single liquid impacts on dry metal
surfaces is proportionally the same f?,[4_all and
large drops. De Corso and Kothman _v_j in reporting
results of their single-lmpact tests conclude that
larger jets require a lower impact velocity than
smaller jets to cause visible damage. Their data
were taken at velocities greatly above a visibility
threshold. The data also have a large scatter.
Extrapolation of this data back to a visible threshold
is a very doubtful procedure. In at least one of these
cases such extrapolation will lead to a conclusion
opposite to the one drawn.
change in the shape of the surface leads to stress
concentration at projections and depressions, the
impact stresses increase, and ductile or brittle
fracture brings about erosion. The final stage of
erosion in metals is the growth of pits throughout
the specimen -- a stage which is accompanied by
appreciable weight loss. In metals prone to brittle
fracture there is the formation of a network of cracks
which fan out from the initial pits. With more ductile
metal erosion proceeds by shear fractures in the
metal around the pits.
The author interprets these preceding state-
ments of Hancox and Brunton as saying that (I) the
initial deformations which lead to erosion are caused
by the primary impact of the drops working on weak
spots in the surface, but (2) the major source of actual
material removal is the secondary impacts from the
outflow liquid working on the deformations produced
by the primary impact.
• The Stagesof Erosion as Defined by
Pearson _b/)
• A General Descript_n,After
Hancox and Brunton _°_/
With multiple impact metal removal as with
single impact metal material removal, there is toss
of material as a result of the lateral flow of liquid
along the surface of the liquid compressed by the
primary impact. Paraphrasing Hancox and Brunton,
erosion of metals begins with a roughening of the
surface due to the appearance of small surface
depressionsand tilted grains. The larger projections
in the roughened surface are later sheared by the
flow to give surface pits. The pits grow and erosion
continues either by a ductile tearing action or by
the propagation of brittle fractures from the bottom
of the pits° The erosion of metals depends entirely
on the initial formation of small regions of plastic
deformation. If a metal surface can be kept smooth
by preventing roughening due to depressionsand
graTn boundarTes, then eros|ve action due to outward
flow cannot take place. It seems, however, that in
plastTcally deforming materials a few areas can be
deformed at stress levels considerably below the
average Flow stress. As soon as this happens, the
Usually there are several stages of erosion
evidenced in multiple impact erosion tests carried
out at constant liquid impingement rates, impinging
drop diameter, and normal velocity of impingement.
These are illustrated in Figure 3.3-1 and are as
follows: (1) an incubation period during which the
surface is deformed but there is no metal loss from
the surface, (2) a period when surface metal lass
rises rapidly to a maximum, (3) a period of
maximum metal lossrate, and (4) a period when the
metal loss rate falls toward or oscillates about an
apparent steady-state value.









The mast extensive tabulations from the CEGB
on material removal from steam turbine blade metals
by impinging water drops record only the incubation
period (stage 1) an_tbe maximum rate of erosion
(stage 3). Pearson(6/)of the CEGB has examined
and reported on an extensive set of these experiments
carried out using a 12 percent chrome stainless steel.
The stage 1 stainless steel data is shown in
Figure 3.3.--2. This is a plot of the measured amount
of impacting water per unit area required to incu-
bate erosion at various normal impact velocities
using a succession of constant diameter drops of the
diameters indicated in the figure.
The data scatter considerably. It has been
noted by Heymann, in section 3ol, that there is no
apparent trend to the data with respect to the diameter
of drops impacted except at the lower limit of the
test range of normal im_lact velocity.
For both jet impact and drop impact tests,
if it is assumed that the duration of an individual
impact is directly proportional to jet or drop diameter;
the total impulse per unit area to which a particular
surface location is subjected can be expressed as:
_Piti : :Pl D N |
It may also be noted that the massof water
impacted on a particular site per unit area has the
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That is, the measurement of the massof water
impacted per unit area to incubate erosion is a
direct measure of the total impulse per unit area
to incubate erosion at constant impact pressure.
Therefore, since the stainless steel data, as plotted
in Figure 3.3-2,does not evidence any consistent
trend with drop diameter over mast of the test range
of normal impact velocities, it suggests that the
important parameter during stage 1 erosion is the
total impulse per unit area and not the number of
blows per unit area. This is interpreted to mean
that the end of the incubation period is signaled
by a buildup to a certain level of permanent strain
and that it is unimportant whether this strain is
occasioned by many little blows or a few big ones.
This conclusion also seemsconsistent with the
previously paraphrased Hancox and Brunton des-
cription of surface distortions during stage 1 of erosion.
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.The stage 3 stainless steel erosion data of
Pearson (67) is shown in Figure 3.3-3.* The marked
separation of that data by drop diameter is quite
apparent. Pearson found that the data could be
correlated by an equation of the form:
m
m : : (U slnO- Ucd )n cosec em_
In correlating the CEGB data on ahydro-
dynamic basls, it is important that there be
similarity of eroded surface at corresponding points
in the erosion cycle. This is what the CEGB found.
Quoting from Reference 61, "In general, the
topographical examination (of the eroded stainless
steel) showed the followlng features:
Heymann in Section 3.1 showed that for Pearson's
data:
1
Ucd : : _d
As stated by Pearson, since all the testing was
carried out above the apparent threshold velocity,
Ucd is only a convenient mathematical parameter
and may not represent an absolute lower limit on
normal impact velocity to cause erosion.
10` 5
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Figure 3.3-3 Stage 3 Erosion of 12%
Chrome Steel (CEGB Data)
* The Weber No. lines will be discussed later.
a) The average distance between adjacent
peaks in the surface increases as the mass loss
increases. This is probably associated with the
intersection of wlden_ng pits which tends to
eliminate, progressively, the narrowest of the
escarpments remaining between them.
b) Within the duration of the longest tests
carried out, the average depth of the erosion pits
continually increases.
c) There is no observable topographical
difference between specimens which have suffered
the same mess loss produced by water droplets of the
same size but different impact velocities°
d) For corresponding positions on the curves
of mass loss against mass of impacting water, the
coarseness of the surface increases with drop size
and the distance between adjacent erosion peaks is
proportional to, and of the same order as, the
droplet diameter. "
3.3.3 Possible Reasons For Drop Size Effects
That Erosion Rates are drop diameter sensitive
and that the erosion peaksand valleys are propor-
tional to drop diameter has been noted by others
(68, 69, 70), in addition to the CEGB. Various
explanations of the drop diameter effect on erosion
rates have been offered. Some of these are:
(I) increase in local material fatigue limit as
effective impact lengths becomesmaller with smaller
drops as suggested by Heymann in Section 3.1, (2)
smaller drops create more surface area per unit volume
of material removed than do larger drops and it has
been suggested that this means that more energy is
required per volume of mqterial removed with small
(70)drops than large drops _ (3) smaller drops are
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more easily deflected by gas forces before impact
than larger dropsand therefore do not hit with as
high an actual normal impact velocity, (4) the
impacting drops become unstable aerodynamically and
start to break up before impact, and (5) the test
samples retain a film of water which attenuates the
blow from smaller drops more than that of larger
drops.
3.3.3.1 Size Effects in Fatigue Failure
Size effects in fatigue failure as related to
multiple-lmpact eroslon have been discussedin
Section 3.1. In this discussion Heymann concludes
after Pete,son that for fatigue failure to occur the
endurance limit mustbe exceeded not merely at a
point or line but across a dimension which is on the
order of 50 to 75 microns. Heyrnann then goes on
to point out that, for an impact of a spherical drop
or sldeways impact of a cyllndrlcal jet the impacted
cross-sectional length is only a fraction of the pro-
jected drop cross-sectional length during the time
of peak pressure. Hence, for drops of small effective
impact length (less than 50 to 75 microns), an
apparent increased erosion resistance of the material
would be observed°
Some measureof the ratio of thls effective
impact length for dry surfaces can be obtained b_
reference to the work of Hancox and Brunton (65)°
These investigators impacted jets of mercury on
polymethyl methacrylate specimens. They found
values of interface angle /3 where vigorous outflow
begins (see nomenclature for definition of /3) as
given in Table 3.3-1.
TABLE 3.3-I
VALUES OF THE INTERFACE ANGLE _ FOR
WHICH FLOW FIRST DEFORMS THE SURFACE
Jet Diameter Velocity of Impact
(mm) (m/s)




Making the logical conclusion that there
cannot be much release of impact pressure until there
is substantial lateral liquid flow, the effective im-
pact length must be on the order of 0.3 times the
projected impacting jet diameter or larger. This
value should also be a measure of the effective
length ratio in drops impacted normal to a surface
since the impact is axlsymmetrlc. If this 0.3 value is
applied to the drop diameters of the CEGB data
(Figure 3.3-3), all effective length values are
greater than 75 microns, some considerably so. It
seemsunlikely, that a material size effect isan
adequate explanation of the evidenced drop size
effect in terms of impacts on dry surfaces.
As seen by Table 3.3-1, Hancox and Brunton
found that the angle /3 at which vigorous outflow
began in their testswas about 17 degrees. They
point out, from elementary considerations, that such
outflow should have begun when the lateral velocity
of impact of the jet on the solid surface fell below
the compression wave velocity in the liquid. From
geometric considerations, Hancox and Brunton find




where C is the compression wave velocity in the
liquid, and U is the normal impact velocity.
n
As seen in Table 3.3-1, Hancox and Brunton
found no such velocity dependence for /3. In
addition, the theoretical value of /3 is, in all cases,
much less than the observed value. They attribute
the observed delay in outflow to friction at the solid
surface. (It should also be noted, however, that a
jet is not necessarily a cylindrical object but may
be varicose. In this case, the actual effective dia-
meter of the jet might be considerably greater than
the cylinder from which it originated. Hancox and
Brunton's measurements may be misleading.) This is
interpreted here to mean that vigorous outflow is
delayed until the effective depth of compressed
liquid is large enough for the dynamic forces to swamp
the viscous forces°
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A liquid film over the impact surface will
give a lubricating effect such that lateral outflow
(release of peak impact pressure) can begin much
sooner than for a dry surface. In correlating the
CEGB data, the assumption is made that such a
film existed on the CEGB test pieces and that the
angle /3 is a function of Urv/C.
Perhaps the most telling reason, however,
for supposing that local material effects do not
explain the drop diameter effect is that the dimen-
sions of the peaks and valleys of the eroded surface
are characteristically proportional to the drop size.
It seemsunlikely that such behavior would be ob-
served if local material factors are a dominant
influence. It seems likely that the area of impact
of even smallest drops used by the CEGB is too
great to brTng local material strengthening factors
into prominence.
3=3.3.2 Surface Area Effect
If the sizes of the peaks and valleys in an
eroded surface are proportional to the diameter of
the drops impinging, then more surface area is
created per volume of metal removed with small
drops than large drops. It has been argued that this
greater surface to volume ratio of small versus large
drops implies a greater energy requlrement of small
drops to remove the same volume of material as
large drops. For this argument to be valid, erosion
of metals would have to be a two-dimenslonal skin
effect like atomization of liquid where the new
surface is created by stretching the old surface and
E = .(aA)
All reported observations reviewed by this
author clearly indicated that new surface is produced
during eroslon,not by stretching of old surface but
by breakage of solid material. A stress level is,
therefore, the appropriate strength of materials
crlterlon. By the logic of dimensions then:
E = SV
or the energy of creation of new surface is propor-
tional to the volume of material removed. The
energy per unit volume removed is the same whether




In the CEGB tests, deflection of the smaller
drops relative to the larger drops can almost certainly
be ruled out. The CEGB could observe the impact
of the drops and in fact had to make substantial
modifications in the rig as originally designed to
remove such deflectlons(71)o
However, the impinging drops might have
been aerodynamically unstable. It takes a finite
time for a drop to disrupt even when unstable. For
a considerable portion of that time periods it is
difficult to observe any marked distortions indicating
(72)that the drop is in the process of disruption •
Assuming that the velocity of the vapor at the radius
of the target in the CEGB apparatus was the some
as the target velocity, calculations of drop Weber
Number during the CEGB tests have been carried
out, usTn.clGardner' s(73) (or if you prefer
Hinze' s ('74)) water drop instability range of
Weber Number 13-q--_-22. These lines are plotted
on Figure 3.3-3° The author interprets this range
as: We< 13 - drops almost certainly stable,
We > 22 - drops almost certainly unstable. From
this it would appear that for most, but not all, of
Figure 3.3-3 the impacting drops were aerodynami-
cally stable. The 1050 and 920 micron drops may
have been breaking up before impact at the higher
test velocities. This may explain the crossover anomaly
in the data.
If the drop diameter effects evident in the
CEGB data for stage 3 erosTonare not numerically
feasible, in terms of local materials effects or
aerodynamic effects before impact, they mustbe
caused by the hydrodynamics of the impact itself.
These might be due to frlcHonal effects within the
drop (either from surface tension or viscosity of the
liquid) or to films of liquid on the surface. Numeri-
cally, the impact pressure forces over the range of
drop sizes and impact velocities of the CEGB data
are so great that surface tension cannot be a factor.
This is also true for the mercury jet impacts of Hancox
and Bruntor_even though the surface
tension of mercury is considerably higher than that
of water, because the acoustic impedance of
mercury is also markedly higher than that of water.
If the observed drop diameter effect is solely
a result of internal hydrodynamics in the impacting
drop, a vlscoslty-llke effect must be the cause.
Superficially, one might say in this connection, that
such is the cause. The surface to volume ratio
increases with decreasing drop diameter and the flow
of liquid out of the impingement zone will be
impeded and the violence of outward flow reduced.
Reduced outward flow violence then can be equated
with less erosion. This kind of reasoning, however,
implies a steady-state continuity of impinging flow
and outward flow which need not and probably does
not exist during the most damaging period of impact.
Over the entire period of impact there must be
continuity of flow into and out of the impact, but
this does not have to be true instantaneously except
at one instant during the entire process+ If, because
of viscous effects, the liquid cannot initially flow
out of the impact as fast as it is flowing in, the
maximum pressure of the impact will have to be
prolonged until it can. Otherwise, overall
continuity of flow will not be preserved+ This means
that if internal viscous effects are a maior cause of
the drop diameter effect, the period of maximum
impact pressure will be longer for smaller drops
than larger drops. Smaller drops should inflict a
more severe impact than larger drops and therefore
cause proportionally greater damage. Since this is
obviously not the cqse_ one is left with the
hydrodynamic interaction of the impacting drop with
a film of liquid as the most probable cause for the
observed clrop diameter effect.
An obvious effect of a water layer would be
to cushion the impact between the drop and the
metal surface+ The effective cushioning from a
given thickness of surface water will be greater for
smaller drops than for larger drops. This is a possible
reason that for equal amounts of impacting water,
the finer the division of the water and the lower the
impact damage. This is one aspect of the water
film. Another and perhaps more important aspect is
that such a water Film will provide a lubricated
surface for lateral flow or a path for dissipation of
the impact as a compression wave moving radially
away from the impact through the film. This aspect
of a liquid film is most important since it allows a
postulation that the duration of drop impact during
the CEGB tests was a function of normal impact
velocity even though the Hancox and Brunton
mercury jet single impact tests indicated no change in
size of impact with change in normal impact velocity.
The tests were carried out with dry surfaces and the
results (even if taken at face value) are not appli-
cable to a wet surface.
3.3+4 Correlation Model
It is assumed that because of the presence of
the liquid film, the duration of the pressure pulse,
liquid outflow, etc°, correspond to the hypothetical
model of Hancox and Brunton (65) as implied by
their statement:
_= sin -I(__)
At the moment of impact between the water
drop and liquid film, compression waves start into
the film and the drop at or near the velocity of
sound in the liquid. Initially, this compression wave
is maintained at full liquid to liquid impact value by
the crashing of successive segments of the drop on
the surface at a rate in excess of the compression
wave velocity. If during this period_ the compression
wave in the liquid film is reflected from on the solid
surface, the average pressure exerted on the solid
surface will be that of the full water hammer level+
The pressure rise over the wave is equal to the water-
to-water impact, 1/2p_CU.,, to which must be added
the change in momentum of the liquid following the
wave at velocity Un/2, causing an additional
pressure rise at the solid surface of 1/2_PCUno
Sometime later, the rate at which liquid
crashes on the surface is reduced (because of the
geometry of a sphere) to a level where a compression
wave can outdistance the disturbance, reach a free
surface, and be reflected back as a rarefaction wave.
At this time, liquid outflow from the compressed
region begins° The area of average maximum
pressure then dwindles to nothing as the rarefaction
wave progresses to the center of impact.
3.3.4.1 Forces of Implngement
There are two force or pressure levels of
concern° The first of these is the pressure level of
the initial impact, and the second is the impingement
pressures generated by the liquid squirting laterally
from the impacted area+
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The first of these is taken to be the water
hammer pressure. (Throughout this section, it will
be assumed that the impact velocffy levels and the
strength of the metal surfaces are such that the
metal can be considered rigid with little loss in
accuracy.):
P1 =P_ CUn
Heymann has shown that the shock wave velocity,
C, in water is to a first approximation, a simple
function of Co, the acoustic velocity in the uncom-
pressed liquid, and the normal impact velocity, U n,
so that pressure, PI, becomes, using Heymann' s
relation:
The maximum secondary impingement
pressures are similarly assumed to be the water hammer
pressure from impingement on a rigid projection at
maximum lateral velocity. These maximum lateral
velocities have been experimentally observed to be
approximately"




For water drops impacting with normal
velocities in the range of the CEGB experiments,
this reduces in numerical approximation to.
P2 "_ 9.5 C U
_ n
That P2 is numerically first order linear in p0 CoUn
simplifies the correlation problem with the CEG13
water drop data since it may be assumed that the
dimensionless ratio , pl/P2 , is nearly constant.
3.3.4.2 Impinqement Process, Duration, Total
Impulse, and Total Energy
Assuming the geometry of the situation as
illustrated in Figure 3.3-4, at time t after impact,
U n t = r-y
or
_._ = -Un (1)
Making use of the equation of a circle,
d_x = _ x , the rate of progression of the distur-
_aXncealong the surface is
d..._x= .__rz - x 2 U (2)
dt x n
At a time defined as t_, the rate of pro-
gression of the disturbance wi_ fall to the velocity
of the compression wave in the liquid along this
same surface, or 2/'2-"--2 "











This model is identical to that of the hypothesis of
Hancox and Brunton, since
u=.__n








Similarly, by integrating Equation 1 from zero to
x_ and approximating, U
r n(7) (4)
This t/3 is the time at which liquid outflow begins,
and tile compressed zone covers the maximum area.
The complete time of the pressure pulse,t_ is the
time t/_ plus the time for the rarefaction wave to
travel to the point of initial impact from its radius
of origin x_ o Thus,
xls
tb = ÷ (5)
2
C





The average area over which the pressure pulse acts
during t b is then, approximately,
A= "ig- r
The total impulse exerted by single drop on
the surface during the maximum pressure phase of
impact is (neglecting the time to compressthe liquid
film) given by: sl,3 _
7T D 3
li =PJ_ C Un_-"Ai ti =_ C Un ( 96 ) \C4/
(_.__n)4 7f D3) (8)c
The total impulse per unit of surface area in terms of
total water impacted per unit of surface area in the
form of drops of diameter D is then:
--A--- 16 A Un (9)
By observation earlier in this section, the
quantity of total impulse per unlt area that a given
material can endure should be a constant of the
material, or the amount of water to cause incubation
is:
(.___) _; II/A 1: _ :: ----4- (10)
U
1_ Un n
Referring to Figure 3.3-2, the dashed llne
shown is drawn for a (m_/A): : 1/Un 4 dependence.
The solid llne is that drawn through the data by the
original investigators.
The energy used in deforming a single drop,
during this maximum pressure stage of impact, is the
energy flux across the liquid solid interface requlred
to maintain the compressive shock moving through
the liquid or
E. = CU 2 _;A.t. = I.U (11)
I n i i I n
Hence¢the total energy available per unit
area to cause ercelon from deformation of impinging
drops (neglecting the time to compress the liquid
film) is:
3
El _ 7 me j'Un_ U 2 (12)
A 16 A _C--) n
or __E :: U 5
A n
It has been observed by several investigators
(76, 77) that the rate of erosion of metals changes
approximately as the fifth power of the normal
impact velocity.
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3.3.4.3LiquidFilm Thickness During the
CEGB Tests
As stated previously, it is assumed that the
CEGB test pieces were covered with a water film.
At each revolution of the test sample this film is
replenished as it passes through the curtain of water
drops. This water then drains from the test piece
under the centrifugal force field, gradually thinning
the film until the next collision with the water drops.
Assuming that the surface of the sample is
smoothand plane, that the flow from the sample is
viscous _nd only in the radial direction, neglecting
the low order terms in the Navier-_Stokes equation,
neglecting all external forces except centrifugal force
and specifying a parabolic velocity distribution of the
liquid film, a straightforward derivation of an
approximate average film thickness at the moment
of impact of the drops results. (See Section 3.3.8.)
4/_lS D s
a = _ _'_ 0s (13)
Calculated film thicknesses as a function of
erosion sample velocity are shown in Figure 3.3-5. As
can be seen, these calculated films arequ_te thin.
It has been pointed out to the author by Professor
D. E. Elliotb that the foregoing film thicknesses
would, at best, apply only during the initial stage
of an erosion test before the surface has become
roughened. After the surfaces become roughened, the
liquid film thickness will increase. This offers a
possible explanation as to why the CEGB data show
drop diameter segregation for stage 1 erosion not
only at the lowest test velocities but over the entire
range of test velocities for stage 3 erosion.
For correlation purposes, it is not necessary
to know the absolute value of the film thickness so
long as this thickness For a particular stage of
erosion is the same multiple of the minimum thickness
for all impinging drop diameters. This is apparently
the case for the CEGB data since the characteristic
size of the roughness, as previously quoted from
Reference 61, is proportional to the drop diameter.
If the film flow remains of a viscous character and
follows the roughness of the surface, then the film
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Figure 3.3-5 CaIculated FiIm Thicknesses,.
CEGB Apparatus
of the path length. For geometrically similar rough-
ness, the path length would be independent of the
characteristic size so long as the characteristic
size is much smaller than the total path length. This
is not to say that the surface roughness level does
not change from stage to stage, but rather that sur-
face similitude with respect to impinging drop diameter
prevails at any particular stage of erosion. Therefore,
dimensional analysis based on minimum film thickness
is a rational procedure so long as the stage of erosion
is constant and the character of the film flow does
not change.
The character of the film flow could change
above and below the point where the pits or dls-
tortlons of the surface retain water by capillarity.
If the effective diameters of the pits are greater
than some cl:itlcal diameter, the plts would not
retain water. If the effective pit diameters are tess
than this critical diameter, the pits would retain
water. Equating surface tension forces and
centrifugal forces_the order of the critical pit
diameter should be:
D =4_ cR 2 (14)p_ Us
Characteristic numbers for the CEGB apparatus












According to the CEGB investigators (61),
the distances between erosion peaks tend to be of the
order of the drop diameters. Since almost all the
CEGB test data is for velocities greater than 600 ft/sec,
and the minimum drop diameter used was 350 microns,
it is unlikely that capillary retention of water was
much of a factor.
In conclusion then, excluding the data
taken using the 900, 1050 micron diameter drops
above about 600 ft/sec, as these may have been
unstable under the aerodynamic forces present, the
CEGB data can be taken as a set of fluld-dynamlc
similitudes for a particular stage of erosion.
3_3.4.4 .Lmpagt.[:_mage Threshold Velocity
_orrelarlon
It has been determined that the CEGB data
may be expected to exhibit fluid-dynamlc similitude
for any particular stage of erosion. The film flow
will be assumed to be always in the viscous flow
regime. Its thickness for any particular stage of
erosion may be assumed to be a simple multiple of
a plane surface film thickness for any of the tests
using stable drops. The unattenuated pressure of
drop impact is numerically, to a good approximation,
a simple multiple of the water hammer pressure for
either the primary impact or secondary impacts
from liquid squirting from the impact zone. It has
also been found by Pearson(67) that the CEGB
data for the third stage of erosion exhibits an
apparent threshold velocity for damage which can be
used to correlate the erosion material rates above this
threshold. As observed by Heymann this apparent
threshold velocity varies inversely as the square
root of the drop diameter.
On the basis of these foregoing considerations,
it is reasonable to assume that for relatively non-
viscous fluids such as water and potassium, the only
variables of importance are: (1) the threshold water
hammer pressure to cause damage(P_CUcd),
(2) somestrength of material criterion (S), (3) the
liquid film thickness at threshold condition (Scd)
over the uneroded surface, and (4) the diameter of
the impinging drop (D). These variables may be
related by dimensional analysis to give:
P_ CUcd
Ignoring the relatively small change in shock
wave velocity, C e with threshold normal impact
velocity, U egives:
cd
Co Llcd /' _cd'_
S -_
3.3.4.5 Stage 3 Threshold Velocity Correlation
The summaryof CEGB data (62) reports tests
on three different materials where both the impinging
drop diameter and normal impact velocity are
varied. The materials are a Stellite 6, a 12 percent
chrome steel, and a maraglng steel.
From this information, it is possible to estab-
lish approximate relations between the dimensionless
quantities of Equation (14), provided that a material
strength criterion is selected. The criterion selected
is the hardness of the material as measured in terms
of the Vickers VPN. It is felt that none of the usual
strength of materials quantities will be a universal
criterion of the erosion strength of materials. From
a cursory review of various available erosion test
results, it _sconcluded that all suggested criteria
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are fallible. Among these usual criteria, hardness
appears to be one of the best. In,_lition, it has
also been observed by the CEGB t ')that it provides
a reasonably good indicator With respect to the
CEGB data.
The averaged results of examining the CEGB
data in terms of Equation (14) are shown inFigure
3.3-6. In Figure 3.3-6, the factor 2.0t3(10 _) is used
to convert the Vickers Hardness Number from metric
to English units The dimensions used are: e_in3 .' • 2 .z
slugs/ft , C^ In ft/sec, VPN _n kg,/mm , 6,n ft ,
D in ft, anc'l'Ucd in ft/sec. On an averaged basis
there seems to be a clear separation between the
materials. A data point by data point plot would
somewhat obscure this separation, since the data
scatter in the 12 percent chrome information (the
only substantial body of data) is greater than the
span between Stelllte and the maraglng steel. The
separation by materials is hardly unexpected since it
is well known that the erosion resistance of Stellite-
like materials is almost always superior to that of:
other materials of similar physical property _;alues.
Similarly, the high hardness steels almost always
show poorer erosion resistance than would be
expected from a review of physical property values.
It might be added that the vertical spread in Figure
3.3-6 is of the same order as that likely to be re-
ported from a series of tests for the common strength
of materials criteria for a single material.
3.3.4.6 State 1 Threshold Velocity
Because during the incubation period the
impacted surface is smooth and not pitted as in the
third stage of erosion, the liquid film covering the
surface is, by this model, thinner than during the
third stage. This means that the threshold velocity to
incubate damage will be lower than the thre_hqldl
velocity necessary to continue damage.
That the threshold velocities to cause incuba-
tion are lower than those required to continue
erosion is evidenced by the less marked segregation
by drop diameter of the incubation period data
(see Figure 3.3-2}. However, as pointed out by
Heymann, at normal impact velocities below 700 ft/
sec such segregation with drop diameter is present.
Unfortunately, the data do not extend to low enough
velocity levels to make an empirical correlation of
the data practical.
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Figure 3.3-6 Threshold Velocity CorrelaHon
Assuming that the basic rate controlling
cause of damage and its mitigation by a liquid film
does not change between the first and third stage of
erosion, the correlation of Figure 3.3-6 can be used
to estimate threshold velocities for incubation by
accounting for the ratio in average film thicknesses
between Stage 3 and Stage 1. To a first approxlmationr
the ratio will be proportional to the square root of
the ratio of the respective flow path lengths. From
pictures in reference (61), it would appear that the
flow path length during Stage 3 erosion is approxi-
mately three times the length of the original or
incubation path length, or the film thicknesses in
Stage 3 erosion are about 1.8 times the film thicknesses
during the incubation period. On this basis, division
of the calculated value of (6cd/D) by 1.8 before
entering Figure 3.3-6 provides an estimate of Stage 1
erosion threshold velocities where _cd is calculated
by Equation (13). In approximate terms, this yields
a Stage 1 threshold velocity of about 70 percent of
the Stage 3 threshold velocity.
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\3.3.4.7 Damage Rates Above the Threshold
Velocity
It has been hypothesized by observers, that
the ability of a material to resist erosion should be
proportional to its ability to absorb the energy of
impact above some threshold pressure level necessary
to start erosion. Therefore, it will be assumed that
the energy which must be absorbed by the impacted
solid is proportional to the energy being expended
in compression of the drops. Also, it will be assumed
that the energy represented by that above the level
necessary to produce a threshold pressure level
Pcd = P CUcd is that available to produce
erosion deamage.
The total compression energy has already
been given in Equation (12). Subtracting the energy
below the threshold and rearranging terms yields:
u2(U"_3\c/ /i Ucd_ (15)E =T_
By dimensional considerations, energy E must
be equal to a product of volume of metal eroded,
Vmm , and a material strength level, S, divided by
an efficiency of removal. Further, V m = rn .
Application of these relations to Equation P m
(15) and rearranging of terms gives:
m'_- = I-_ _ " U'_'n. (16)
Substitution f_r C in terms of CO and U by
use of Heymann' s(75)relationship for water,
introduction of the liquid density, and grouping of




m_ = _ _ \ 2S/
U
n
2 Unl3 n -
0
(17)
For the CEGB data on steels, the minimum
test impact velocity is approximately 500 ft/sec.
The maximum is approximately 1050 ft/sec. That
is, the minimum value of Un/C o is slightly greater
than 0.1 and the maximum is somewhat greater than
0.2. Values for the quantity
Un/C o
0







O. 01 O. 9 (I 0 -2)
O. 05 3.8 (I 0 -2)
0.10 5.8 (i0 -2)
0.15 6.8 (10 .2 )
0.20 7.3 (10 -2)
0.30 7.3 (10 -2)
o. 40 6. 9 0 0 -2)
It would seem, therefore, that for most of
the CEGB data, Equatlon (17) might well be
appl led as
m-"_"- _ /+/ (_--_)_"-2"T--J _C_/ n--
(18)
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It will be noted that the proportionality
terms in Equation (18) relating the materials loss
ratio to the impingement velocity are a function of
both the liquid and material properties.




This analytic expression for the erosion rate
is compared with the CEGB data in Figure 3.3-7.
The data points shown are taken from the 600 micron
drop curve of Figure 3.3-3 for which Ucd was
established as 390 ft/sec. The dotted lines shown in
Figure 3.3-7 represent Equation (19) with a suitably
chosen constant of proportionality. Figure 3.3-7
then illustrates the excellent agreement of Equation
(19) with the experimental 660 micron drop data°
3.3.4o8 Summary of Model Equations and
Empirical Constants
The correlating relations of the model in
equation form for Stage 3 erosion under water
impingement conditions at or near CEGB test
velocities are:
m _
ms k 2s -cC."
where for the particular CEGB apparatus the












































Figure 3.3-7 Correlation of CEGB Data
by Means of Equation 19
Empirical coefficients For the maraging
steel of VPN--500, the Stellite 6 of VPN---400,
and the 12 percent chrome steel of VPN m190 are
given below
Material K n c (ram/ms)*
Maraging
steel 1.14 0.57 0.46 26 (10 -6 )
12% chrome
steel 1.31 0.57 0.43 147 (10 -6 )
Stelllte 6 1.52 0.57 0. 12 8 (10 -6 )
* At U = 1020 ft/sec, D = 660 microns
n
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It will be noted that even though the hardness
of the two steels varies by a factor of 2.5 and the
erosion rate by 5.5 at 1020 ft/sec impact velocity,
the empirical coefficients are about the same. The
threshold velocity constants for Stellite are similar to
those for the steels but the constant e , which is a
measure of the effectiveness of the erosion process,
is much lower. As is already known, Stellltes are
generally somewhat more erosion resistant in rela-
tion to surface hardness than are steels°
3.3.5 Temperature Effect In Drop Implngement
Material Removal
tn cavitation erosion tests there is a strong
temperature effect on the measured erosion rates
when materials and other conditions are held constant.
A large amount of this effect can be ascribed to
hydrodynamic causes (79).
Between cavitation erosion and impingement
erosion there are often analogous effects. This is
not to say that the detail causes are necessarily the
same or that there is a quantitative correspondence,
but in gross terms the two types of erosion exhibit a
similar kind of behavior.
The possibility Of a temperature linked
hydrodynamic effect in drop impingement erosion
sample testing in potassium has been investigated using
the impingement correlation equations. The circum-
stances ar.e analogous to a whirling arm drop impinge-
ment test using potassium drops of uniform size im--
pinging on an erosion material sample mounted on the
arm. The tests are such that the velocity of impact
and the test temperature are the independent
variables under investigation.
The behavior of the dependent variable,
mass loss rate at temperature (To) , has been investi-
gated in terms of the independent parameters T and
Un/Ucd(To).-- The results are shown in Figure 3.3-8
where ratio mm(T)/mm(To ) is on the y-axis, tem-
perature is on the x-axis, and Un/Ucd(To) is the
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Figure 3.3-8 Referred ErosionRates
!
As can be seen, there is o substantial change
in the referred erosion rates with temperature. For
low values of U /Ucd(T,_ ) there is a marked erosion
peak at 400-500°F. A rbw value of Un/Ucd(To)
implies that at To, the reference temperature, the
erosion conditions are only a little above a threshold
condition to cause erosion. It is to be noted that:
(1) the values plotted are referred values and that
absolute values of material removal would be higher,
the higher Un/Ucd(To); and (2) the supposed con-
ditions are for a whirling arm materials test and no
conclusion relative to actual turbine blade erosion
should be drawn. The situation leading to turbine
blade erosion is more complex and involves variation
in drop sizes, amount of liquid impinging, etc.
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integrated and manipulated, subject to specification
of a parabolic velocity distribution in the liquid
film and continuity of flow, * to give:
dm pU25 t3 _P_Z t
At any time t after passing through the
water curtain, the amount of liquid contained in
a segment of length D and Width _ Z is
m = _ DAZ5 , (3)
and the rate of change of this mass is
dm d6 (4)
t_ = eDZ_Z "aT'.
Because this film is very thin it is reasonable
to assume that6:'-_i, and on substituting Eq. (4) in
Eq. (2) on the brs,s that 6t =6and integrating, the
resu It is
6 J , 3 p DR
-_- =12_U 2 6 2 At+3ISRD
(5)
O
The time z_t between impacts or replenishing
of the water film is given by
2_rR
At - U , (6)
which upon substitution in Eq. (5) yields
8 _r 3 p D (7)
_"-'_ = 14 r_U_ 2+3ISD
o
When the film thickness after a complete
circuit of the wheel is substantially less than its
initial value, the term 3 Is D in the denominator of
Eq. (7) may be neglected relative to the other term
2 or4 ,_U _ o _ _" (8)
*Refer to Section 2.5.3 of WANL-TME-1977
If the film thickness added at each pass through
the water spray is of the same order as the final
film thickness after a turn of the wheel, Eq. (8) is
still a reasonable numerical approximation to Eq. (7)
after enough revolutions that a steady state of opera-
tion is approached. This is illustrated by the following
numerical example: the assumptions are (1) at the
start of each revolution the initial film thickness is
the residual film thickness plus an instantaneously
deposited 4 microns (2) viscosity of water 14
poises, (3)density of water-1 qm/cm 3, _)0.01
erosion sample velocity - 3(10 _) cm/sec, and (5)
erosion sample diameter - 2 cm.
The calculated residual film thicknesses as
a relation of the number of revolutions after startup
are given in the following table:
Initial Film Residual Film
Revolution Thickness Thickness
No. (cm) (cm)
1 4 (10-4)_4. 2.92 (10-41
2 6.92 rlO ) 3.64 110-41
3 7.64 110-4) 3.68 ('10-4)
4 7.68 (10-4/ 3.73 110 -4)
5 7.73 I10 -4) 3.74 (10-'*)
Using Eq. (8), the value of residual film
thickness is 4.25 (10 -4) cm, not too different
from the values in the table.
Thus, the thickness of water film impacted
by the water drops is largely independent of the
past history of the film and depends mainly on the
liquid properties, the velocity of the sample (which
is also the velocity of impact), and the size of the
test sample.
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3.4 TURBINE BLADE DISSOLUTION IN LIQUID
METALS
3.4.1 Background
3.4.1.1 Discussion of Potassium Tests
Involving Erosion
Table 3.4-1 lists somecoupon and turbine
tests where wet potassium vapor impinged on metal
coupons or turbine surfaces. In all these tests there
was some material removal.
In tests such as Nos. 1 and 5, where the oxygen
content of the potassium is reported or suspected to
have been high (high not defined quantitatively by
authors), the rates of material or damage are substan-
tial in 100 to 2000 hours for TZM material. It may
be concluded that TZM is oxygen sensitive.
In tests such as Nos. 2, 3, 4, 7, 10, and 13,
where the oxygen content of the potassium is reported
to be low and impinging particle diameters are most
probably submicronlc, regardless of the theoretical
moisture level or impact velocity or material tested,
the lossrates observed were the order of 1 mil per
1000 hours or less. It may be concluded that where,
because of the sub-micronic size of the impinging
particles, impingement effects can be definitely
assumed to be absent, mater_al removal rates by
material dissolution are quite Iowo
During the General Electric two-stage
turbine tests, in tests such as Nos. 8 and 9, material
losseswere substantial for U-700 material. Calculated
impinging drop velocities are of the order of
770 ft/sec and calculated impinging particle diameters
are in the range of 30 to 100 microns. (Lasseswere
massive during test No° 6, but for this test an
estimate of the liquid particle diameters could not
be made on the basis of the information examined
and the particle diameters may have been very
large.) Neither the impingement erosion model nor
the dissolution model formulated hereafter would
predict the substantial degree of material removal
experienced during tests Nos. 8 and 9 on U-700
material. It may be concluded that there was a
combined interaction of chemical (dissolution)
removal and mechanical (impingement erosion)
removal taking place in the U-700 material. The
Westinghouse erosion analysis model treats dissolu-
tion and mechanical removal as independent processes
with no interaction. However, under identical
conditions (and at the same time actually) as
test No. 8, TZM inserts, test No.11, did not show
this interaction. This observation is a justification
for the formulation of a non-interaction erosion
model.
The General Electric three-stage turbine
tests, tests No. 12, 13 and 14, resulted in substan-
tial material removal from the three stage rotor blades
and damage to erosion (coupons) inserts aft of the
third stogeo This material removal may have been
caused by liquid or it may have been mechanical
damage from some blade retainer clips or pieces of
third stage shrouding which broke loose during the
course of the tests. It is Westinghouse opinion that
most of the damage was caused by these broken
pieces. It must be added, however, that informed
opinion of NASA and its contractors is divided
with respect to the causes of this material removal
and the significance of this test. '
3.4.1.2 Chemical Dissolution
The chemical dissolution of various
materials into alkali and heavy liquid metals has
been extensively investigated. Results, particularly
with alkali metal systems, have been scattered.
This scatter occurs because many difficulties arise
when working with alkali liquid metals. Dissolution
rates, besides varying with the standard parameters
of temperature, material, flow rates, and temperature
gradients, are also strongly influenced by alkali
metal purity (small ppm concentrations of oxygen,
carbon, or nitrogen contribute to increased corrosion),
by dissimilar metal couples within the system, hot
trap and getter efficiency, etc. Also, as experimental
techniques and controls improve, the comparison of
recent experimental results with earlier data further
contributes to the problem°
3-65
TABLE3.4-1

















1 j Coupon II
2 Coupon J 17 ~2000 D ( 1 I"ZM
3 I Coupon II 17 42000 D( 1 Cb-tZr
4 I 1 lmgB Ivrblne 15 _20QO D ( I TZM
5 1 s_ge turbine I t5 _2000 D( I TZM
I
6 2 t_e torl_n_ 10b 15-500 La_e U-70O
No. 1 Unkn°_
7 2stogetueb_ne I 4-5 ~5 _I U-7_
No. 2 I
B J 2stoge t_rblne I 4-5 )700 3(_D_100 U-700
9 i 2 _lage _rblne 4-5 )700 30_D_100 U-700
• No. 2
10 I 2 s_ge k,_'blne 4-5 (700 D(1 TZM1No. 211 2 sl_;e turbine 4-5 )7(30 30)D_100TZMNo. 2
12 3 slog* I_rblne 8-12 _500 70_:O_150 U-7OD
t TZM. I"ZC13 3 ilage Ivrblne I 8-12 ~500 D (t U-70O
I I T'ZM,TZC
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D Content Duration _h_lol
Mlcrc_$ Mater_ls _m hr. Removal
D _ 1 1"ZM Unknm_n, htgh 1000-20_O Htg_
"ghkno_, low 1000 S_II
Unknot, low _ 1-7 ml_
Unknot, tow 2700 I._k_
Unknot, high 100 S*v*ml mil_
L_kno_ _50 M_l_lve
(20 ppm 2000-3000 Nit
(20 ppm 2000-3000 8-10 mils
(20 ppm 2000-3000 Some
(20 ppm 2ggO-30_O 2.8 mtls
( 20 ppm 2000_30_0 N_
(20 ppm t3_g 20-40 mll_
(20 ppm 1300 I-2 mtl
rl_Jtatlons
(20 Fpm 13(_ Subsk_ntla!
Rereads Ref.
_JaterIal removal ottl"l_)utod to 80
o_en a flock
80
DIsloluffoe or corrosion attock _0
No vi_._l dodge 80
I.l_uTd tet cut _roove in rotor1 80
L_qu_d collected in it°tot flow _paratlon
Ltqu_d sprayed ;nto lurblne Inlet 81
to increas_ w_tnels
Rotor btc_e_ 1 _0
Erosion In_rt_ (c_pon fe_t Simul- I 80
toneou!
Shroud_, clips duringmenhexperl- I_
Rotor blades 2 s_ge
_urblne
Mst'.
E_osJon ;nserh (coupon hlltt) ) 80
Lwdlng edges 3rd s_ge I 82rotor bl_s_ not clearly Slmu_-
Ilquld removaT t_n _ous
experl-
Rotor bta_es menh _ 82
_u_ng
Erodon In_erts {coup0_ test) I_'b_n_ 82
_ot ¢leorJy I_quld _val
y - l"n*_retlcal molstom c_nt of bulk flow (reported _ues)
V- Lt_uld Impingement velocity (WesHnghou_l .sfl_tot)
D- Llquld pardcle dlameh.r (W*stlnghou_ *_fl_tos)
Most liquid metal corrosion data, either
from refluxing capsules, natural convection loops,
or pumped loops, have been of a qualitative nature.
General surface dlssolufion, grain boundary pene-
tration, and general moss transfer have been noted.
However, the vast number of variables involved in
mostsystemshas not permitted the mathematical
approaches expressed by Epstein in Reference 83 or
Gill in Reference 84 to be extended to these more
complex systems. Thus, experience with materials
and systemshas been relied upon to designate the
materials and their properties most compatible to
the system in which they are to be incorporated°
Within the lost few years improved experi-
mental techniques and equipment have permitted
investigators to reduce some of the variables
(especially oxygen contamination) to less influential
levels. The quantitative data being generated today
can, with due consideration of its source and system,
be extrapolated to other similar systemsfor rough,
predictive comparisons.
In this section the chemical dissolution of
a turbine blade material into the thin stream of
condensed potassium that flows radially outward
along the blade is considered. Epstein's static
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dissolution equation in Reference 4 was solved
with dynamic dissolution parameters from Gill in
Reference 84.
3.4.2 Analytical Model
To repeat I a fraction of the condensed
moisture present in the wet vapor will be collected
by the stator blades and will carry over to the





This liquid impacts the rotor blades along a
relatively narrow portion of the leading edge of the
convex surface and then flows in a nearly radial
direction to discharge at the tips of the blades. |t
is assumed that the impacted moisture forms a
continuous film and that the fluid impinges uniformly
along the blade impactlon zone. The concern of this
analysis is the chemical dissolution of the blade
material associated with the flow of this film.
Because the film of liquid formed on the
rotor blades is at most a few micrometers thick and
is violently stirred by the incoming drqos, it is
assumed that the rate controlling step in the
dissolution process is that of the rate of dissolution for
the blade material into the liquid at the liquid-
solid interface.
This _s different than for d;ssotutfon of
solids into liquids in pipe flow. In pipe flow, the
rate controlling step is often the rate of diffusion of
the dissolved solute across the solvent boundary









For a turbine operating at some steady-state
condition, rates of flow are a function only of position.
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measured from the hub and nose, respectively, of
the rotor blade the rate flows of solute and solvent
in the liquid film are time independent and the
concentration, S, of solute in the solvent at location
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s, z ts the ratio of the rate flow of solute to rate
flow of solvent at this location or
V
S = _, rn (1)
where
V m is the rate flow of solute in the
x direction per unit width of film
(z direction) -- cm 2/sec
r_ is the rate of solvent in the x
direction per unit width of film--
gm/sec/c m
p_ is the solvent density -- gm/cm 3
According to Epstein (83), the rate of
dissolution of a pure metal into a pure liquid solvent
at the metal - liquid interface is given by:
S
where
A is the surface area in
contact with the liquid
So is the saturation
solubility of material
in the solvent
S is the solute concen-
tration in the solvent
at time t
V_ is the volume of --cm 3
liquid in contact with
the metal for time t
t is the contact time --sec
between liquid and metal
along surface A







From Equation D-2 the following differential
equations may be inferred:
dS a
T - vL (so - s) A (3)
and since i
d S =_-'_- d V m
d V m
dt = V m = a(S o-S) A (4)
In the case of the rotor blade film of unit width at
location x, Eq. (4) may be written:
X
v = Z _ (s° -s) ,_× (5)
By the assumption of uniform deposition of liquid
along the rotor blade impaction zone:
% = r_xa (6)
where ma is the rate of deposition per unit area per
unit time --gm/cm2/sec.
Substitutions from Eq. (5) and (6) into Eq. (1) yield,
after some rearranging of terms:
P_ f So= _ a( -S) dx (7)Sx m
g
Differentiation of Eq. (7) and rearrangement of terms
gives:
d s _ d..__x(8)
X
° I oi'e.l _ .So ÷ _ma m a
Equation (8) is readily integrated to give:




!where C is a constant of integration.
Now, it may be noted that when x = 0 in Eqo (9)
that S = - 00unless C = 0 (in which case S is inde-
terminate)° However, a C taken equal to zero is the
only reasonable physical interpretation, since the
physical concentration S must Fall with the limits:
0,__>S _.<So
and the equation:
This Eq. (13) presents a reasonable physical picture.
If rha >> Pe a, this implies that S--_-O or the rate
of material thickness removal is:
i = a(S o-(0) ) = aS
m o
The thickness removal rate is dissolution rate constant
controlled and is independent of liquid flow rate.
If rha is low, _a << Pa, this implies that S--'_S o
and
Fa (0) =




satisfies these limits as x----_ O.






It will be noted that the concentration S is not only
time independent but is constant throughout the
liquid flow zone along the rotor blades leading edge.
S in terms of S from Equation (11) may be substituted
into Equation _) to give:





The rate of material thickness removal, _m • therefore
is:





The thickness removal rate is then directly propor-
tional to the liquid flow rate and independent of the
dissolution rate constant°
In between these extremes the thickness
removal rate is affected by both dissolution rate
constant and liquid flow rate.
The discussion so far has assumed a pure metal
dissolving into a pure liquid. The latter assumption,
pure liquid, is probably reasonable since
turbine system operators go to some length to keep a
pure liquid in the system. However, turbine blade
materials are alloys composed of materials of differing
solubility and probably chemical activity. In
advanced high temperature Rankine cycle liquid metal
systems, the turbine blade materials are likely to be
refractory alloys such as TZM and'TZC. These are
molybdenum alloys wlth small amounts of titanium,
carbon, and zirconium. The alloying materials such
as Ti and Zr are more soluble than the base material
and while present in concentrations of only 1 percent
to 2 percent, tend to collect at the alloy grain boun-
daries where they may be more readily leached from
the surface than if they were uniformly mixed. In
addition, if there is preferential leaching at the
grain boundaries, this may so weaken the material
that a considerably greater amount of material may
be lost than that which simply dissolved.
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At the present time there are insufficient
experimental results or theory to judge these factors
adequately. Nonetheless, it seems worthwhile to
delineate these areas of uncertainty by the application
of multiplicative correction factors to Equation (13),
as "-
I s m r_a+p_ k a a
=kl _ = k 1 k a a So a
where (14)
a is the activity level of a readily dis-
solvable constituent of the alloy in the
alloyed form relative to the constituents
dissolvability in pure form
k is ratio of the effective surface area
from which the constituent is dissolving
to the total surface area of the alloy
k 1 is the ratio of total alloy removal rate to
dissolving constituent removal rate
6s is the thickness removal rate for the
alloy surface as a whole
In the numerical example given hereafter, it
has been assumed that
k= 1/k land a _ 1.
Hence,
h a
_s =a SO (15)
_a ÷P_ ka
In addition, it has been assumed that k (the effective
surface area ratio) is equal to the ratio of di._solving
constituent volume to total alloy volume.
3.4.3 Analysis of Last Rotor of a Potassium Turbine
Des ign
Using the previously derived equations, a
numerical analysis of possible dissolution of metal
from the last rotor blades of a potassium turbine design
was performed. The numerical analysis was done by
Westinghouse at the request of the AiResearch Manu-
facturing Company as a part of a study of Potassium
Turblne-Aiternator designs, for NASA Lewis Research
Center, under Contract NAS 3-10934, and has been
previously reported in reference 85. It is repeated
here to give the reader an idea of the numerical levels
that result from application of the model to potassium
turbine designs.
To our knowledge there are no experimental
values of dissolution rate constant (a) available for
TZM, TZC constituents dissolving into potassium.
There are values for Fe.8dzjssolving in Na (83) and
304 SS dissolving in Li ( ). The values for 304 SS
dissolving in Li are used. (See Figure 3.4-1.) The
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The saturation solubilities of Zr and Ti are
most uncertain (85) and may be as low as 10 ppm at
analyzed rotor conditions° The values used are near
the maximum values reported in the literature at the
analyzed rotor temperature. The rotor blade material






The fluid and geometric conditions along the
leading portion of the convex surfclce of the rotor
blades are taken to be as follows:C85)
Rotor Blade Conditions
Total liquid flow 17.8 gm/sec
Noo of rotor blades 59
Liquid flow/blade 0.302 gm/sec
Blade height 4.03 cm
Temperature 670 ° C
Liquid density 0.685 grn,/cc
Liquid film width 0.25 cm
Liquid film area 1. cm 2
The information from Figure 3.4-1 and the
previous three tables on material solubilities, the
composition of TZM, and the rotor blade conditions
were used to calculate material removal rates using
Equatlon 15. The results of this calculation follow:






area ratio of Ti + Zr
So average saturation
tE_l'ubil|ty of Ti and
Zr










63( 10 -6) pp m
1.65 (10 -7) gm/cm2/sec
1o26 (10 -8) mm/sec
0.0036 in.
000356 in.
It will be noted from the tabulation of results
that the liquid deposition rate, ha, is some 2
million times greater than the dissolution factor,
p ok. Therefore, the material loss rate is indepen-
C#ent of the rate of liquid flow and deposition° By
this model of material removal by dissolution, the
llqu(_d flow rate will have to be reduced to about
10- of the level used here to effect a substantial
reduction in material loss rate° It will also be noted
that the calculated removal of material in 20, 000
hours is substantial in terms of a 4 cm(1.575 in.) high
blade° Hopefully, the model and empirical coefficients
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Low speed cascade tests run on a turbine
blade section, with various trailing edge thick-
nesses and shapes, investigated the downstream
trailing edge wake. The blade section was model-
ed after a 3rd stator blade of the three stage po-
tassium test turbine of NASA Contract NAS3-8520.
The wake velocity profiles were recorded
by pressure traverse measurements at five different
downstream positions. With these measurements,
the mixing of the boundary layer and the vorticity
associated with the trailing edge based drag of the
wake were investigated. This investigation com-
pared the traverse measurements with theoretical
models for viscous and vortex flow.
4. I BACKGROUND
Moisture erosion studies have been con-
ducted by Westinghouse for the past four years
under the sponsorship of NASA. These investigations
have been largely analytical and have been per-
formed on a number of liquid metal and steam tur-
bines.
An important factor in each of these invest-
igations has been the trailing edge wake down-
stream of the stator blade row. It is within the
environment of this downstream wake that the
moisture drops exist from the time of their discharge
from the trailing edge to the time of their impinge-
ment on the downstream rotor. Hence t the properties
of the wake, such as vorticity and velocity profile,
have an important effect on the size and trajectory
of the moisture drops.
The wake traverse tests investigated the
effect of the trailing edge thickness and shape
on the properties of the blade wake. The wake
properties include the change in velocity profile
with downstream distqnce and the nature of the
wake flow. The latter property is influenced by
whether the wake flow is predominantly viscous or
vortex.
The wake flow associated with zero trail-
ing edge thickness and the momentum mixing of
the boundary layer should be viscous. On the
other hand, the flow associated with large trail-
ing edge thickness would be expected to resemble
the separated vortex flow downstream of a circular
cylinder.
* W. K. Fentress, Senior Engineer and K. A. Desai,
Engineer, Development Engineering Dept.
Westinghouse Steam Divisions, Lester, Pa.
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Data on the wake profiles and the wake de- a*
cay were supplied by the pressure traverse measure- c
ments. Information on the wake vorficity was ob-
talned from the traverse measurements by compar- C D
ing the downstream loss by test with the downstream
loss by theoretical models. These models gave the CF
theoretical downstream loss with viscous mixing
and vortex flow. These comparisons indicated CFD
whether the downstream Flow was largely viscous
or vortex.
The tests were run on the third stage, stator
blade section, of the three stage potassium test
turbine of Contract NAS3-8520, with various
trailing edge configurations. This blade was
selected because of the association of the three-
stage turbine with the NASA liquid metal program.
Also, this blade was typical of those used in liquid
metal and steam turbines.
• A literature survey was conducted at the
start of the program and a number of survey reports
are listed in the reference section. However, not
all of these reports are cited as references.
4.2 SYMBO LS






















projected chord length of blade
trailing edge drag coefficient based on the
trailing edge thickness T.
energy loss coefficient, Eq. 2
increase in losscoefficient due to trailing
edge thickness at position 2; i.e., CF,_,_T-
CF2
losscoefficient, finite trailing edge thick-
ness
losscoefficient, zero tra;ling edge thick-
ness, at position 1
loss coefficient, zero trailing edge thick-
ness, at position 2
loss coefficient, finite trailing edge thick-
ness, at position 1
loss coefficient, finite trailing edge thick-
ness, at position 2
blade height
throat dimension




trailing edge thickness, temperature. See
Table 4.3-1.
distance from blade trailing edge in the
tangential direction
referred distance from blade trailing edge
in the tangential direction
downstream velocity
downstream velocity based on isentropic
expansion from the inlet stagnation condition
Referred downstream velocity, Eq. 1
minimum, referred velocity in core of wake
flow rate






referred distance along streamline down-
stream of the traillng edge
distance in axial direction downstream of
the trailing edge, inches
flow angle with respect to the tangential
direction
blade exit angle, with respect to tangential
direction, based on the average of the
suction and pressure surface angle at the
traillng edge
specific heat ratio, 1.4
Subscripts and Superscripts
1,2 downstream position at blade trailing edge,









4.3 TEST APPARATUS AND PROCEDURE
4.3.1 Blade Description
The test blade is a 2 times full size model
of the blade section from the three stage potassium
test turbine of Contract NAS3-8520, e/4 blade height
from the inner diameter position, third stator blade
row.
There are nine separate configurations of the
test blade which differ in trailing edge thickness
and shape. These configurations consist of three
different tra[llng edge thicknesses, 0.028 inch,
0. 106 inch, and three different trailing edge
shapes, round, square, and tapered (Table4.3-1).
The thln, round trailing edge configuration is
an exact scale of the turbine blade section. The
medium and thick trailing edge configurations
differ slightly in the trai ling edge suction surface
region, but the gauging dimension and blade pitch
are the same in all blades. Due to the constant
gauging with change in thickness, the blade exlt
angle, a', varies from 21 to 27 degrees.
Three sets of blades with thin, medium
and thick trailing edge thickness were used. The
blades had a round trailing edge shape and were
changed from round to square and from square to
tapered, by machining the trailing edge. Details
of the trailing edge shapes are glven in Table 4. 3-1.
The calculated boundary layer properties
at the trailing edge of the blade follow:
MOMENTUM DISP LACEh'1ENT
THJCKNES$- THICKNESS-





0 0540 3 51
These boundary layer properties were
calculated by the methods in Reference 2 and are
for a blade Reynolds number of 3.4 x 105. The
exponent is used in the velocity profile equation.
Trip wires of 0. 018 inch diameter were in-
stalled on the suction and pressure side of the blade
approximately 0.45 inch from the leading edge.
4.3.2 Test Rig
The low speed cascade rig is illustrated in
Figure 4.3-1. The cascade consisting of slx blades
was mounted between the circular end walls. The
height of the test blade was set by the three inch
space between the end walls.
The traversing probe was accessible to the
region downstream of the blades by a slot in the
end walls. This provided an approximate two inch
travel in the axial direction and an approximate
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;r t _ _ItOUND
THICK _ TAPERED
In. in, in. _n. deg, _n,
.52 1.41 .028 4.5 3.0
Med;um 2120 , 52 1.41 .106 12.4 3.0
- ..5_ 1.41 ,160 18,4 3.0


























































































































































































While there are circular end walls at the
end of the blade span, there is a slot in each of
these end walls and there are no end walls at the
ends of the cascade in the axial-tangentlal direction.
Thus the flow is not confined along the boundaries
of the jet.
4.3.3 Instrumentation
A Kiel total pressure probe operated by
the k. C. Smith traversing rig was used for
traversing downstream of the cascade. The over-
all shield diameter of the probe was 1/16 inch.
This probe measures the total pressure over a wide
angle range and thus does not require paint adjust-
ment for yaw.
A total pressure cylindrical probe and
thermocouple were located at the inlet to the
cascade.
The probes were connected to pressure trans-
ducers. The electrical signals from the transducers
and from the traversing rig were fed to the computer-
ized data acquisition system.
4.3.4 Data Logging and Calculation
The data logging system, which is capable
of accepting up to 300 channels of analog signals,
digitizes the information and records the data
on computer magnetic tape. In addffion, the
Hewlett Packard 2116A computer was coupled to
teletype printer which gave a continuous printout
of the wake velocffy. This made it possible to
continuously monitor the data as they were acquired.
The I C. Smith traversing rig was adjusted
for traverse readings in 0. 005 inch steps, approxi-
mately 10 seconds per step. Thus, ea-_hdownstreom
traverse across the 1.41 inch blade pitch conslsted
of approximately 282 points and requ_ed ap_roxl-
mately 50 minutes time.
The data from the magnetic tape were fed
to the CDC 6400 computer. Calculations were
made to determine the point by point referred
-\
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veloclty and the flow weight average loss co-
efficient by the following equations:
/, - (rs/Pt) (i_" 1)/Y_/2
vr: v :' /
j_0 S (I-Vr 2) •dw
cF : CF (y)
S .
_O Vr 2 Pt T-1/2 ((Ps/Pt)2/_' - (P/Pt)(_I)//')1/2 du
=
i/2
._0 Pt T"I/2 ((P/Pt)2/Y- (Ps/Pt)(T+1)/'f) du
The computer output |ncluded Cal Comp




A number of tests were run to determine
the most suitable type of probe for the traverse tests
and to esfabJlsh the measurements. At the time
it was not known how sharp the wake profile wauld
be _n the region of the trailing edge, how many
points if would take to specify the profile, how
the size of the probe would affect the measurements,
or how quickly the profile would Change with down-
stream d|sfance.
Tests were performed with a number of probes:
the 1/8 _nch total-statlc cylindrical probe, 1/16
inch total-statlc Cobra probe, 1/16 inch total pres-
sure pltot tube, and 1/8 inch total pressure Kiel
probe. It was found that the Cobra probe and the
Kiel probe gave a clear definition of the blade
wake and gave wake profile plots that were nearly _
identical. However the Cobra probe required
adjustment for yaw in each pltchwise traverse_;
part|cularly in the region of the trailing edge,
while the Kiel probe required no adiustment. Also,
the measured staHc pressure by the Cobra probe was
part|¢ularly the same as atmospheric and gave
essentially the same referred velocity except in
the region 1/16 to 1/8 inch downstream of the
trailing edge. Here the static pressure readings
were erratic. It was therefore decided to use the
Kiel total pressure probe, consider the static
pressure as atmospheric, and disregard the flow
angle measurement.
In addition, tests were run to check on the
downstream entrainment, the use of end walls, and
the necessary number of blades for undisturbed
flow in the center of the cascade. It was found that
the six blade cascade was adequate. The wake
profiles from the two center blades were practically
identical and there was little change with respect
to the wakes Fromthe two center blades and the
adjacent blades. This was true at all downstream
positions. Measurements also were made at several
blade span positions with similar results. Thus, it
was not considered that the entrainment had an
important effect on the flow in the center of the
cascade or that it was necessary to have additional
blades or end walls at the ends of the cascade in
the axlal-tangentlal direction. Further, it was
feared that these end walls would restrict the down-
stream angle adjustment associated with the trail-
ing edge thickness and invalidate the atmospheric
pressure assumption.
Traverse measurements in the pltchwlse
direction were taken in O.050 inch stepsand _n
O. 005 inch steps. The O. 005 inch measurements
g_ve much sharper profiles in the region of the
blade trailing edge. As the traverse rig only
provides for adjustment by factors of 10, and as it
requires considerable time to make the adjustment,
it was decided to take all the measurements in steps
of O.005 inch.
Finally, tests were run with and without
the 0. 018 inch trip wires. Although the wake
profiles were apparently unaffected, it was dec_ded
to traverse with trip wires. This was to assure a
turbulent boundary layer along the length of the
blade as in turbine operaHon.
4.3.6 Wake Traverse Tests
Traverse tests were run on eight trailing
edge configurations at zero incidence. These con-
figurations were with thin, medium, and thick
trailing edge thickness and with round, square, and
tapered trailing edge shape. In addition, incidence
angle tests were run on two of these configurations
at _: 12 degrees incidence and Reynolds number
tests on one of the configurations at 1.8 x 105
and 4.24 x 105 blade Reynolds number. Table
4-6
4.3-2 gives a llst of the tests and the test conditions
are listed below:
Pi - Psr
















The blade Reynolds number is based on the
blade exit conditions and the projected chord
length.
Traverse measurementswere taken in 0. 005
inch steps, across one blade pitch in the center of
the cascade, and at five axial downstream positions.
The order of tests on each of the three blade thick-
nesseswas with round, square, and tapered trail-
ing edge shape. Change in the original trailing
edge shape, from round to square to tapered, was
made by removing the blades from the cascade and
machining the trailing edge. The blades were
numbered and provided with positioning pins to
provide for the same se_tlng in each assembly.
Hot wire measurementsof the dc_wnstream
wake gave no indication of immediate results
and were abandoned. It was felt tl_t more could




4.4. 1 Theoretical Models of Flow
1
By comparing the traverse results with
theoretical models of the downstream flow, it is
possible to tell how nearly the various models
conform to the actual process. Thus, it is shown
whether the wake flow is associated with a viscous
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The following models were used in the
comparison.
1) Liebleln Model - Eq. 3 of reference 6 gives
the referred velocity in the core of the wake as:
V -- 1 - 0. 13 (x/c + 0. 025)- 1/'2
r,min
As the empirical equation is based on theory and
test results for al rfol Is with zero tral l i ng edge
thickness, it associates the downstream wake with
the viscous mixing of the boundary layer. This
model Tsof particular interest as it Was used in
the moisture erosion calculations.
2) Viscous Model - This model associates the down-
stream loss with the mixing of the viscous boundary
layer and with the filling of the dead space down-
stream of the trailing edge. The equations are
specified by continuity, momentum, and energy
relations; see reference 12. The equations are
with respect to the positions at the trailing edge
and at the downstream paint of uniform flow,
assume incompressibility, and assume constant
staHc pressure in the pltchwlse direction at the
traifing edge position. The exponent in the
boundary layer equations was taken as 5. 5, corres-
pondlng to the calculated average for the suction
and pressure surface. The constant pressure
assumption implies no bose drag at the trailing
edge, i.e., that the trailing edge drag coefficient
is zero.
3) Viscous Model with Trailing Edge Drag - This
is the same as the viscous model, but without the
constant static pressureassumption at the trailing
edge posffton. The trailing edge drag coefficient
would be expected to be approximately O. 41 for
the round trailing blade as for a circular cylinder.
The equations are the same as for the viscous
model except for the addition of the C D term
in the axial momentumequation to allow for the base
drag at the trailing edge, e.g., equation C3 of
Reference 12:
t ' 2
gP,,I +'i"2°1 [1-_*- % - e ] _(,, ) ]1 _gP,,2 ÷'I"2"2 [p,7]2




whereg, p, _*, 6te, andS*areln the symbolsof
the reference report ( a is with respect to the
tangential). Traillng edge drag implies vortex




FTgure 4.4-1 gives the Cal Comp plots of
t%e traverse results. Bear in mind that the traverse
was made in the pltchwlse dlrectTon rather than
normal to the wake. Thus, the traverse curves are
at an approximate angle of 21 degrees to the blade
wake rather than 90 degrees. The pressure and
suction side of the wake are to the left and right
of the trough and, due to the angularity, the pressure
side of the wake is farther downstream in the stream-
line direction. This probably accounts for the fact
that the wake appears to be thicker on the pressure
side than on the suction side of the trough. Vr, min
does not occur at exactly the same value of u/s be-
cause of the impracticality of aligning the travers-
ing rig in the pltchwlse direction w ith respect to
the center of the wake. FTnally, all of the Figure
4. 471 curves are for 3.4 x 105 Reynolds number.
Figure 4.4-2 compares the traverse results
with the Lieblein model. This curve is a plot of
the referred velocity at the core of the wake with
downstream, streamline distance. While the
cascade results for the thin trailing edge blade
agree with the model, the discrepancy increases
with trailing edge thickness; in particular, the
thick trailing edge blade shows a slower rate of
decay than specified by the Lieblein model. This
is probably due to the increase in vortlcity, with
increase in trailing edge thickness, for which
reason the wake does not attenuate as rapidly as
with viscous flow. Also, the tapered trailing edge
shape agrees better with theory in the medium
thickness blade. Probably this is due to the lower
effectTve thickness at which the boundary layer
breaks away from the trailing edge. Allowing
that the thTn trailing edge is a direct scale of the
turbine blade section, it appears that the Liebleln
model gives a good account of the process.
The Figure 4.4-3 curves give the energy loss
coefficient wTth respect to the downstream distance.
These curves specify the loss coefficient at the
trailing edge posTtTon and at the downstream point
of uniform flow. The loss coefficients at the traTI-
Trig edge and downstream posTtions are used in
constructing Figure 4.4-4 and 5.
The FTgure 4.4-4 and 5 curves compare the
increase in downstream loss with respect to the
downstream and trailing edge positions, and the
Tncrease in loss with trailing edge thickness, by
test and theory. The theoretical curves are for the
viscous model with traillng edge drag correspond-
ing to CD = 0., 0.20, and 0.41. Generally, the
tapered trailing edge blades conform to the model
with CD of 0. to 0. I, the round trailing edge
blade to the model with CD of roughly 0.2, and
the square trailing edge blade to the model with
C D of roughly 0.3. Note that all trailing edge
shapes, including the square trailing edge, exhibit
less drag than the equivalent drag of a cTrcular
cylinder with separated flow. This corresponds
to approximately C D = 0.41. Perhaps this is
due to the reduction Tn effective thickness caused
by the blanketing effect of the boundary layer
beyond the end of the blade or, in the tapered
blade, due to the lower effective thickness at the
point where the boundary layer breaks away from
the trailTng edge. As the T/s for the 3 stage
blade is 0.02, Tt appears that the model with C D
of 0.2 is in good agreement with the flow.
Traverse test_ at high and low blade Reynolds
numbers of 4.2 x i0 "_ and 1.8 x 105 did not show
any dlstlnguTshable difference compared to those
at 3.4 x 105 Reynolds numbers. Tests at higher
and lower Reynolds numbers were llm.ted by the
capacity of the equipment and the accuracy of the
instrumentatlon.
Also, tests at +12 and -12 degrees angle of
incidence did not show any notable difference com-
pared to those at zero Tncldence; see Figures 4.4-1
a, b, g, and T. This :t: 12 degree incidence range
is as large as that usually encountered Tn turbines.
Bear in mind that the magnitude of the theo-
retical trailing edge loss depends on the blade exit
angle, increasing with a', e.g., CFD given by
FTgure 4.4-5 for a' = 21. degrees would be 12
percent greater for a' = 30 degrees at 0. < T/s <
0. 08 and CD = 0. 2. It is probable that the test
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Figure 4.4-2 Change in Velocity in Core of Wake
with Downstream Distance 0 Deg, Incidence;
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Figure 4,4-3 Increase in Wake Mixing Loss with
Downstream Distance; 0 Deg, Incidence;
3,4 x 105 Reynolds Number
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Figure 4.4-4 Increase in Wake Mixing Loss with
Trailing Edge Thickness. :0 Deg. Incidence;
3.4 x 105 Reynolds Number
Figure 4.4'5 Increase in Loss Coefficient with
Trail;rig Edge Th;ckness. 0 Deg. Incidence;
3.4 x 105 Reynolds Number
4.5 SUMMARY OF RESULTS
The Liebleln empirical equation gives a good
account of the wake decay for the thin trailing edge
configurations, T/s = 0.02. At large trailing edge
thickness, T/s = 0. 075 and T/s = 0. 113, the rate of
decay is less than specified by the equation due to
the increase in the vort;city. Generally, the
tapered trailing edge more nearly agrees with the
model due to the reduction in effective thickness.
From a more detailed analysis: The wake
flow is associated with the viscous mixing of the
bgundary layers shed from the suction and pressure
side of the blade and with the vortex flow due to
the base drag at the trailing edge of the blade.
Generallylthe base drag and vorticity Tncreases
with the traillng edge thickness and with the
bluntness of the trailing edge. In the case of
the round trailing edge, the wake flow is approxi-
mated by a theoretical model based on the momen-
tum mixing of the boundary layer and a base drag
corresponding to C D -- 0. 2.
Blade Reynolds number in the range of 1.8
x 105 to 4.2 x 105 and blade incidence in the range
of _: 12 degrees did not have a distinguishable
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