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We develop an eg orbital, t-J-like model of a single charge doped into a two-dimensional plane
with ferromagnetic spin order and alternating orbital order, and present its solution by Green’s
functions in the variational approximation framework. The model is designed to represent the orbital
physics within ferromagnetic (a, b) planes of KCuF3 and K2CuF4. The variational approximation
(VA) relies on the systematic generation of equations of motion for the Green’s function, taking into
account the real-space constraints coming from the exclusion of doubly occupied sites. This method
is compared to the firmly established self-consistent Born approximation, and to the variational
cluster approximation (VCA) which relies on the itinerant regime of the model. We find that the
present variational approximation captures the essential aspects of the spectral weight distribution
of the coherent quasiparticle state and gives a result similar to the VCA, while also reproducing well
the momentum dependence of the spectral moments. In contrast, the spectral function obtained
within the self-consistent Born approximation is more incoherent and its quasiparticle is heavier, at
strong effective couplings, than observed with VCA and VA.
I. INTRODUCTION
Strongly correlated electron systems with active orbital
degrees of freedom pose a variety of challenging problems.
One of them is charge propagation in systems with orbital
order which has a whole plethora of possible processes in-
volving the ordered background [1]. Some of them could
support coherent hole propagation, but in general the
charge is expected to be confined when the spin-orbital
order is robust [2]. This problem simplifies tremendously
when the orbital degrees of freedom are quenched, as in
high Tc superconducting cuprates, and hole propagation
in the antiferromagnetic (AF) background may be studied
for a two-dimensional (2D) square lattice [3] within the
effective t-J model or its extensions [4]. In these systems
individual CuO2 planes are separated from one another
and it is sufficient to investigate charge propagation within
a single plane. A hole added to a quantum antiferromag-
net propagates then by processes which involve quantum
fluctuations in the spin background and this propagation
is controlled by a new energy scale set by the superex-
change J [5]. In contrast, a hole is almost blocked in
the absence of quantum fluctuations for Ising exchange
interactions — then the hopping in a square lattice is
possible only by self-repairing processes on plaquettes, as
recognized by Trugman [6].
In this context the orbital models are of particular
interest as they offer several different scenarios as the
exchange interactions are always of lower symmetry than
∗ krzysztof.bieniasz@uj.edu.pl
SU(2) and also the orbital flavor is not conserved in some
cases. They originate from the spin-orbital physics [7?
? –24], and arise when spin order is ferromagnetic (FM)
— then the superexchange reduces to orbital interactions
only and spin-orbital entanglement [25] is absent in the
ground state [26, 27]. Realistic 2D or three-dimensional
(3D) eg orbital models are also strongly frustrated, but
nevertheless alternating orbital (AO) order arises at fi-
nite temperature and is induced by the strongest interac-
tion [28], while quantum effects are small [29]. Doping of
the eg orbital system suppresses gradually orbital order
[30] and gives a disordered orbital liquid which plays a role
in doped FM manganites [31]. It was argued that orbital
non-conserving processes (see below) are responsible for
the onset of the disordered orbital liquid for larger doping.
Indeed, such a disordered orbital state supports the FM
metallic phase in doped manganites and was invoked to
explain the observed cubic symmetry in the 3D magnon
dispersion for La1−xPbxMnO3 [32].
Concerning the hole propagation, it is important to
realize that the orbital models are more classical than
spin ones, for instance the orbital model for t2g orbitals
has Ising superexchange and thus realizes the paradigm
introduced by Trugman [6]. One expects that in absence
of orbital fluctuations holes should be immobile. Yet,
weak hole propagation becomes possible due to three-site
processes for t2g orbitals, which appear in doped systems
in the same order of the perturbation theory as the su-
perexchange itself [33, 34]. The three-site terms dominate
also hole propagation in the 2D compass model [35] which
is related to the eg orbital model [39]. Finally, recently
it was argued that the concept of hole-localization in the
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2absence of quantum fluctuations does not to apply to
three-band models [46, 47].
Perhaps the most complex situation arises in the eg
orbital model where both the orbital superexchange in-
teractions [29] and the kinetic energy [31] are radically
different from their counterparts in the spin t-J model.
The interactions are Ising-like in a one-dimensional (1D)
model [36] and involve one directional (3z2 − r2)-like or-
bital and one perpendicular to it (x2 − y2)-like orbital,
both selected by the bond direction. Therefore, the 1D or-
bital model is classical but quantum fluctuations increase
with increasing dimension: the 2D model and even more
so the 3D model become quantum, but still both have
much weaker quantum fluctuations [29] than the SU(2)
symmetric Heisenberg spin model.
In addition, the hopping in dimension higher than one
does not conserve the orbital flavor and includes both the
intraorbital processes with and interorbital ones without
orbital conservation [31]. The orbital-flip processes allow
an alternative mode of hole propagation, where the orbital
order of the ground state is not disturbed at all. As
the hole thus needs neither spin-flip nor three-site terms
to move, one would expect to observe a quasiparticle
(QP) dispersion on a scale of the (interorbital) hopping t
rather than on the scale of J . The additional presence of
orbital-flipping hoppings mediates interactions with the
background that can further renormalize the bandwidth,
however the extremely small dispersion found with the
self-consistent Born approximation (SCBA) [5] comes as
a surprise and seems to contradict this picture [37].
The purpose of this paper is to present a systematic
study of hole propagation in the 2D eg orbital model. A
full understanding of this orbital-polaron is a necessary
ingredient – together with the full understanding of the
spin-polaron – before one can hope to understand the
complex behavior of spin-orbital polarons, i.e., of the QPs
that form in systems with strong coupling to both orbital
and spin excitations [2].
To study the polaron of the 2D eg orbital model, we go
beyond the simplest SCBA approach and also investigate
the consequences of the local real space constraints on
the hole propagation. By comparing with the variational
approach, we establish that the SCBA, which includes
only rainbow diagrams, gives a surprisingly good qualita-
tive picture. However, we also find that its one weakness
is that it gives predominantly incoherent spectra with
too small QP bandwidth. Indeed, we find that the other
approaches yield a fairly robust dispersion, which is more
easily reconciled with the underlying propagation mecha-
nism. We also develop and validate a variational approach
to the problem that can more easily be generalized to the
full 3D model.
The paper is organized as follows: In Sec. II we in-
troduce the eg orbital Hamiltonian for a 2D (a, b) plane
and identify the processes responsible for free hole prop-
agation as well as interactions which will have to be
treated by some approximate method. In this paper we
employ several methods introduced in Sec. III: (i) vari-
ational approach in Sec. III A, (ii) self-consistent Born
approximation (SCBA) in Sec. III B, (iii) variational clus-
ter approximation (VCA) in Sec. III C, and (iv) spectral
moment approach in Sec. III D. We then discuss the con-
vergence of the variational approach upon increasing the
variational space, and present and compare with one an-
other the numerical results obtained using these various
methods in Sec. IV. The summary and conclusions are
given in Sec. V. The paper is completed by Appendix A
which elaborates on the details of the variational solution.
II. THE 2D ORBITAL MODEL
KCuF3 is a 3D perovskite material, with staggered
FM (a, b) planes along the c cubic axis [38]. Each (a, b)
plane has AO order following the Goodenough-Kanamori
rules [? ? ]. A carrier doped into this material will
couple to both spin and orbital excitations to realize its
motion [2]. As already mentioned, our current goal is
to understand the orbital-polaron that forms when the
carrier is restricted to move within a single (a, b) plane.
The spin degree of freedom is then quenched and only
orbital interactions survive.
To address this situation we start with the on-site
Coulomb interactions for two degenerate eg orbitals {z, z¯}
at Cu sites; they read [? ],
Hint = U0
∑
i,µ=z,z¯
niµ,↑niµ,↓
+
∑
i
(
U0 − 52JH
)
nizniz¯ − 2JH
∑
i
Siz · Siz¯ (1)
+ JH
∑
i
(
d†iz,↑d
†
iz,↓diz¯,↓diz¯,↑ + d
†
iz¯,↑d
†
iz¯,↓diz,↓diz,↑
)
.
The basis {z, z¯} was chosen as consisting of one directional
z orbital along the cubic c axis, and orthogonal to it z¯
orbital within the (a, b) plane as follows:
|z〉 ≡ |3z2 − r2〉/
√
6,
|z¯〉 ≡ |x2 − y2〉/
√
2.
(2)
The interactions in Eq. (1) are parametrized by two pa-
rameters: intraorbital Coulomb element U0 and Hund’s
exchange JH. These parameters decide about the energies
of the ground and excited states. In the present case of
Cu2+ ions with d9 configuration, Hint does not contribute
to the ground states of a single hole at each site.
Among the excited states at Cu3+ ions with d8 (t62ge2g)
configurations, the high-spin S = 1 states, as for instance
|z ↑ z¯ ↑〉, have the lowest energy of (U0− 3JH) [12]. These
states with two holes occupying two orthogonal orbitals
of d8 ions arise by charge excitations on the bonds within
the (a, b) planes of KCuF3 and decide about the FM order.
Thus, as long as we limit ourselves to a single FM plane,
we can consider spinless d†iµ,↑ ≡ d†iµ fermions and replace
3Eq. (1) with
HU = U
∑
i
nizniz¯, (3)
where the effective interaction between two holes with
different orbital flavors at the same site i is,
U ≡ U0 − 3JH . (4)
Thus, from now on the effective parameter U stands for
the interaction (U0 − 3JH) which is the only interaction
left in the subspace of high-spin (triplet) excited states
[29].
We supplement the above interaction term with the
kinetic energy for eg spinless holes on the full 3D lattice
assuming FM order [31]:
Ht = −t
∑
α
∑
〈ij〉‖α
(
d†izαdjzα + H.c.
)
, (5)
which describes the hopping between nearest neighbor
(NN) sites along each bond 〈ij〉 that involves two σ-
bonding |3z2α − r2〉-type orbitals oriented along the bond
direction α = {a, b, c}, with zc ≡ z, etc. As the hopping t
follows from a two-step process via ligand F(2p) orbitals,
the δ-hopping between two |x2α− y2α〉-type orbitals, which
are perpendicular to the direction α, vanishes by sym-
metry. We use again the same short-hand notation with
xc ≡ x, yc ≡ y, etc. The above formulation, while concise,
is not very practical due to the orbital basis changing
depending on the α direction. By transforming the Hamil-
tonian (5) to the standard orthogonal orbital basis (2)
one obtains:
Ht = −t
∑
〈ij〉‖c
d†izdjz
− t4
∑
〈ij〉‖a
[
(d†iz −
√
3d†iz¯)(djz −
√
3djz¯) + H.c.
]
− t4
∑
〈ij〉‖b
[
(d†iz +
√
3d†iz¯)(djz +
√
3djz¯) + H.c.
]
. (6)
The results presented below are in units of t = 1.
Here we are interested both in the orbital Hubbard
model for eg electrons/holes [31] given by Eqs. (3) and
(6), and in effective large-U models, i.e., superexchange
models derived by second-order perturbation expansion
of the Hamiltonian. Following a procedure analogous to
the t-J model derivation [? ], one can find the exchange
interaction, which in this case consists of four terms ex-
pressed using singlet/triplet projection operators in spin
and orbital Hilbert spaces.
Although in KCuF3 the spin interactions in (a, b) planes
are rather weak, the ground state has A-type AF spin
and C-type AO order [38], i.e., we can view the system
as consisting of strongly coupled (a, b) planes with AO
order that are stacked with ferro-orbital (FO) order along
the c axis. AF correlations between the layers strongly
FIG. 1. (Color online) Schematic representation of the kinetic
Hamiltonian Ht (6) and the ground state with AO order of
the 2D orbital model HJ (7). The bow-shapes represent the
|±〉 states which are highly directional in the (a, b) plane.
Full orbitals represent a singly occupied state (corresponding
to the overall d9 state) and the blue color represents the
orbitals occupied in the ground state. The dashed orbital
contours represent a doubly occupied central site (i.e., electron
doping). Blue contour refers to the orbital normally half-filled
in the ground state and the red one indicates the orbital that
would have been wrongly occupied if an electron were to be
removed from it. The kinetic elements of Hamiltonian (11)
are a consequence of orbital symmetry and overlap.
suppress hole motion in c direction, making it feasible to
focus on the in-plane orbital physics separately from the
system’s behavior along the c-direction, at least as long
as we are considering a system near its ground state.
To find the exchange Hamiltonian for a single 2D plane
we need to project out the spin-singlet states from the
full Hamiltonian. After averaging over the in-plane spin-
triplet states one arrives at [29]:
HJ = J2
∑
〈ij〉
[T zi T zj + 3T xi T xj ∓
√
3(T xi T zj + T zi T xj )], (7)
where J = t2/U , the upper/lower sign is for the 〈ij〉 bond
oriented along a/b axis respectively, and {Tαi } operators
are the same as spin operators (1/2 times the respective
Pauli matrix), only acting in the orbital space in which z/z¯
states correspond to spin up/down states. Alternatively,
one may derive Eq. (7) from the Kugel-Khomskii model
[7, 8] by considering a FM system with superexchange
given by triplet charge excitations d9i d9j ↔ d8i d10j .
For an FM plane in KCuF3, or for the 2D compound
K2CuF4, it has been well established through a variety of
analytical and numerical treatments [29, 39? , 40] that
the leading superexchange term 3T xi T xj dominates Eq. (7)
and stabilizes the AO order shown schematically in Fig. 1.
Indeed, the orbital ground state has been found to be
composed of alternating eigenstates of T x operators, i.e.,
|±〉 = 1√
2
(|z〉 ± |z¯〉). (8)
4Orbital excitations from such an ordered ground state
have been studied by several authors in the past [20, 29?
? ? ? ? ]. Below we use them to investigate orbital
polarons when a hole is added.
Quantum fluctuations around perfect Ne´el order in-
volve one- and two-orbiton (orbital excitation) processes
and have consistently been found to be small. As a fur-
ther check, we carried out the SCBA with and without
these quantum fluctuations and have found the results
to be almost identical. Thus, while the other two terms
can be included in the treatment (they are automati-
cally included in the VCA) in the following we restrict
the variational approach to only the Ising-exchange term
HJ ≈ 32J
∑
〈ij〉 T
x
i T
x
j , for the sake of simplicity.
The kinetic Hamiltonian (6), after being restricted to
the (a, b) plane, is transformed to the basis (8). Next, the
orbital degree of freedom is decoupled from the fermionic
operators by means of the slave boson formalism [5]:
d†i0 = f
†
i , d
†
i1 = f
†
i ai, (9)
where the {0, 1} indices on the left hand side indicate
fermion creation in the ground or excited state, respec-
tively, i.e., |+〉 or |−〉 (8), depending on the sublattice
since the orbital state is alternating. This transforma-
tion works under the assumption that f†i : d9 → d10 and
fi : d10 → d9, which is the consequence of disallowing
doubly occupied states in the Hilbert space.
After performing all the above transformations, we
arrive at the final form of the strong coupling Hamiltonian,
H = HJ + T + V, (10)
where:
HJ = 38J
∑
〈ij〉
(1− σzi σzj ), (11a)
T = − t4
∑
〈ij〉
(f†i fj + H.c.) =
∑
k
kf
†
kfk, (11b)
V = − t4
∑
i,δ
[
(2 +
√
3eipiy·δeiQ·Ri)a†i+
+(2−
√
3eipiy·δeiQ·Ri)ai+δ + a
†
iai+δ
]
f†i+δfi. (11c)
Here, k = −tγk is the free particle dispersion, with
γk = (1/z)
∑
δ e
ik·δ. Also, for simplicity HJ and the
corresponding ground state have been transformed from
AO order into the FO one, and the leading Ising term
has the exchange constant J with an explicit factor of
−3/8. Note that we also subtracted the background
energy out of HJ . The free propagation T (11b) is the
consequence of the kinetic energy terms conserving the
orbital flavor, while the interaction V (11c) arises by the
same mechanism as the hole-magnon coupling in the spin
model [5]. The phase factors serve to accommodate the
model’s dependence on direction: piy = (0, pi), Q = (pi, pi),
and δ is a vector variable pointing to the nearest neighbors
of site i.
III. METHODS
A. Variational approximation (VA)
Starting from the Bloch state of a free electron,
|k〉 = f†k|0〉 =
1√
N
∑
i
eik·Rif†i |0〉, (12)
we define the Green’s function as
G(k, ω) ≡ 〈k|G(ω)|k〉, (13)
where G(ω) = (ω + iη −H)−1 is the resolvent. Here, |0〉
is the Ne´el AO ground-state of the undoped 2D plane,
described above.
The variational approximation is based on a simpli-
fication of the equations of motion which are obtained
through repeated Dyson expansions of the resolvent:
G(ω) = G0(ω) + G(ω)VG0(ω). (14)
Here, H0 = T +HJ corresponds to G0(ω) and V is given
by Eq. (11c).
The rationale underlying the variational approach is
that the creation of every orbiton costs an energy propor-
tional to J , so the bigger the value of J the less orbitons
are likely to appear in the QP cloud in the ground state.
Therefore, one can restrict the Dyson expansion in terms
of the number of orbitons generated in the system, and one
can further decrease the Hilbert space by constraining the
orbitons to be located close to each other. This approach
can of course be tested by verifying the convergence of
the result as a function of the number of orbitons allowed
in the system, i.e., by increasing the variational space.
In this Section we show how this approach works in the
framework of a one orbiton approximation, when only up
to one orbiton is allowed to appear in the QP cloud. Then
we briefly discuss the generalization for the two-orbiton
case, which is further detailed in the Appendix. Note that
we have implemented this variational approach, and show
results, for up to six orbitons in the QP cloud. However,
those equations of motion become too cumbersome to
write explicitly. We also note that similar variational
schemes have proved to be very accurate for the study of
various models of lattice polarons [41–43, 53] as well as
spin polarons [44–47].
Using the Dyson expansion and evaluating V|k〉 explic-
itly in real space, we arrive at the following expression:
G(k, ω) =
[
1− t2
∑
δ
F1(k, ω, δ)+
−
√
3t
4
∑
δ
F¯1(k, ω, δ)eipiy·δ
]
G0(k, ω − 4J ′),
(15)
where G0((k, ω) = (ω − k + iη)−1 is the free-electron
Green’s function, the shorthand notation J ′ = 3J/8 has
5been introduced for convenience, and we define:
F1(k, ω, δ) = 〈k|G(ω) 1√
N
∑
i
eik·Rif†i+δa
†
i |0〉, (16)
F¯1(k, ω, δ) = 〈k|G(ω) 1√
N
∑
i
ei(k+Q)·Rif†i+δa
†
i |0〉, (17)
as the generalized Green’s functions for the state with a
single orbital excitation above the ground state.
In order to find these new propagators, we use the
Dyson expansion again to generate their equations of mo-
tion. In the one-orbiton variational scheme we include
only the part of V which does not create new orbitons.
However, at this point one has to impose additional con-
straints on the movement of the electron, namely: (i) the
electron and the orbiton cannot both occupy the same
site, and (ii) when the electron and orbiton are far apart
the energy increase is by 12J ′ (4 broken bonds accompa-
nied by 4 excited bonds), however if they are on adjacent
sites the energy increase is only by 10J ′ (one excited bond
less). The above constraints can be taken into account
by adding the following terms to the H0 Hamiltonian, in
order to cancel the corresponding processes:
V1 = t4
∑

(f†i fi+ + H.c.)− 2J ′
∑

ni+, (18)
where i is the location of the orbiton and ni+ is the
electron number operator for the sites NN to site i. The
above expression modifies the free part of the Hamiltonian,
which means now instead of G0(ω) one has to use G1(ω)
(corresponding to H0 +V1) in the Dyson expansion of the
generalized Green’s function:
G(ω) = [1 + G(ω)V]G1(ω). (19)
However, G1(ω) is no longer diagonal in Fourier space,
and so its propagator needs to be solved first. This can
again be done using the Dyson equation,
G1(ω) = [1 + G1(ω)V1]G0(ω), (20)
which leads to the following set of equations of motion:
G1(n, i+δ, ω) = G0(n, i+δ, ω − 12J ′) +
∑

G1(n, i+, ω)
×
[
t
4G0(i, i+δ, ω − 12J
′)− 2J ′G0(i+, i+δ, ω − 12J ′)
]
,
(21)
where G1(n, i+δ, ω) = 〈0|fnG1(ω)f†i+δ|0〉 describes the
propagation of an electron in real space, in the presence
of the forbidden site i (due to the orbiton located there)
from site |i + δ〉 to any site n 6= i. However, as we
show below, the only propagators needed are for NN sites
n = i+ γ. This leads to a reduction of Eq. (21) to a 4× 4
matrix equation for the set of functions G1(i+γ, i+δ, ω),
describing propagators exclusively around the orbiton
excitation:
Gγδ1 = G
γ
0
[
Iδ − t4Gδ00 + 2J ′Gδ0
]−1
. (22)
What makes this method of including the site occu-
pation constraints particularly appealing, in spite of its
complicated nature, is the fact that the real space Green’s
function depends only on the distance between sites:
G0(m,n, ω) =
1
pi2
∫ pi
0
d2kG0(k, ω) eik·(Rm−Rn), (23)
and not the specific location of the {|m〉, |n〉} states. More-
over, it can be shown (e.g. see the approach introduced
by Morita [48]) that for 2D lattice Green’s functions, the
contributions G0(m,n, ω) can be expressed exactly in
terms of the complete elliptic integrals K(κ), E(κ), where
κ = t/ω. Therefore, this method in principle allows for
exact analytical calculation of both the free as well as the
constrained non-interacting real space Green’s functions.
Going back to the calculation of the F1 functions, one
has to use the Dyson equation as explained above, which
leads to:
F1(k, ω, δ) = − t4
∑
γ
[
2G(k, ω) +
√
3G¯(k, ω)eipiy·γ + F1(k, ω,−γ)e−ik·γ
]
G1(i+ γ, i+ δ, ω), (24)
F¯1(k, ω, δ) = − t4
∑
γ
[
2G¯(k, ω) +
√
3G(k, ω)eipiy·γ − F¯1(k, ω,−γ)e−ik·γ
]
G1(i+ γ, i+ δ, ω), (25)
where
G¯(k, ω) = 〈k|G(ω)|k+Q〉 = − t4
∑
δ
[
2F¯1(k, ω, δ) +
√
3F1(k, ω, δ)eipiy·δ
]
G0(k+Q, ω − 4J ′). (26)
Altogether, Eqs. (15), (22), and Eqs. (24) to (26) form a set of 14 coupled equations. Solving this system numeri-
6cally yields the desired Green’s function G(k, ω) for an
electron moving in an AO system with at most a single
orbiton.
Following a procedure similar to the one outlined above,
one can perform a multi-orbiton approximation. For
example, for a two-orbiton variational space, one needs
to perform Dyson expansion three times, disallowing the
three-orbiton states in the last expansion. This leads
to the creation of a series of F2(k, ω, , γ) generalized
Green’s functions. Here {, γ} are unit vectors setting the
path of the moving charge, leaving behind a trail of two
orbitons, described by
∑
i e
ik·Rif†i++γa
†
i+a
†
i |0〉. The set
of equations is now closed by tying F2 only to other F2
functions and F1 functions defined before. This system
of equations can be easily solved numerically, similarly to
the previous case.
For two-orbiton states there are, of course, two no-
double-occupancy constraints, and therefore now one has
to calculate new constrained “free” Green’s functions,
denoted G2(m,n, ω). Their matrix equation turns out to
be very similar to the one-orbiton case (22), where all
the summations over nearest neighbor vectors have to be
replaced by summation over all the sites adjacent to the
string of orbitons present in the system.
A more detailed discussion of this two-orbiton solution
is found in the Appendix. The generalization to more
orbitons follows along similar lines. While in principle the
relative distance between the orbitons can be arbitrarily
large, we expect that the configurations with the highest
weight in the QP cloud are those with orbitons located
in close vicinity to each other. We therefore impose the
relatively liberal restriction that any two orbitons have to
be within a distance not greater than the total number
of orbitons in the current state. This allows for boson
clouds that are spatially constrained, yet are not limited
to unbroken strings.
B. Self-consistent Born approximation (SCBA)
Alternatively, the model can be solved by means of the
SCBA, a method well established in polaron research [5,
37, 49], which has been proven to be highly accurate
for spin-polarons in the t-J model [? ? ] but very
poor for lattice polarons at strong couplings, e.g. in the
Holstein model [41, 53]. It is therefore not a priori clear
how accurate it is for orbiton polarons. SCBA has been
discussed extensively in the literature so here we will limit
ourselves to stating its form for the specifics of our model.
SCBA is a self-consistent method based on the calcula-
tion of the self-energy Σ(k, ω), assuming that all crossing
diagrams are negligibly small. In order to use it, we first
need to transform the Hamiltonian into its momentum
representation using a discrete Fourier transform. Fur-
thermore, HJ has to be simplified to linear orbital wave
(LOW) order by representing it with a quadratic form in
bosonic orbiton operators {a†, a}. Orbital fluctuations
can be included at little extra cost only requiring an
additional step of the Bogoliubov transformation.
Our Hamiltonian transformed to Fourier space takes
the form:
V = −t√
N
∑
kq
[
f†kfk−q
(
Mkqαq +Nkqαq+Q
)
+ H.c.
]
,
(27)
HJ =
∑
q
ωqα
†
qαq, (28)
where α(†)q is the Bogoliubov-transformed orbiton opera-
tor, {uq, vq} are the Bogoliubov coefficients, ηq = γq+piy ,
and
ωq = 3J
√
1 + γq/3 ≈ 3J (29)
is the orbiton energy (with and without fluctuations,
respectively). The carrier-orbiton interaction gives two
vertex functions,
Mkq = 2 (uqγk−q + vqγk) , (30)
Nkq =
√
3 (uq+Qηk−q + vq+Qηk) . (31)
Having written the Hamiltonian in this form, we can
calculate the self-energy from:
Σ(k, ω) = t
2
N
∑
q
[MkqG(k− q, ω − ωq)Mkq
+NkqG(k− q, ω − ωq+Q)Nkq] , (32)
where G is the SCBA Green’s function, which is a priori
unknown. Therefore, in the self-consistent calculation
we start with the free Green’s function G0(k, ω) = 1/ω.
Having calculated the first order approximation of the
self-energy, we can find the next order approximation of
the Green’s function with
G(k, ω) =
[
G−10 (k, ω)− Σ(k, ω)
]−1
. (33)
This solution can then be plugged back into Eq. (32)
to obtain a better approximation of the self-energy, and
so on, until one reaches a stable result. This procedure
usually converges very fast, often finding a stable solution
after as few as one or two steps.
As already stated, the SCBA only sums non-crossing
(rainbow) diagrams. It therefore ignores contributions
from processes where the electron absorbs the orbitons
in a different order than their reversed creation order. It
also fails to impose the constraints of at most one orbiton
at one site, and of not allowing the electron and an or-
biton on the same site. As such, SCBA is expected to be
less accurate than the variational method which imple-
ments these local constraints exactly and also includes
the crossed diagrams (in its multi-orbiton flavors).
C. Variational cluster approximation (VCA)
We complement the approaches discussed above with a
numerical treatment based on the self-energy functional
7approach, the VCA. In this scheme, the one-particle spec-
tral density of a large system (e.g. in the thermodynamic
limit) is obtained by approximating its self-energy by the
self-energy of a small cluster [50]. We do this here numeri-
cally using the Lanczos algorithm to solve the Hamiltonian
on eight-, ten- and twelve-site clusters. Electronic corre-
lations and quantum fluctuations on short length scales
within the cluster are thus taken into account.
Long-range order is also included on a mean-field level
via an optimization of the grand potential with respect
to the order parameter for orbital order [51]. The grand
potential is in turn again obtained from: (i) the grand
potential of the small cluster, and (ii) the Green’s function
of the large system. The wave function of the ordered or-
bital can likewise be optimized; this procedure reproduces
the expected result that the |±〉 orbital combinations (8)
alternate in a checkerboard pattern, as depicted in Fig. 1.
The “optimal” state corresponding to a stationary point
of the grand potential can then be used to evaluate the
one-particle spectral density for comparison with the other
approaches.
Unfortunately, the self-energy approach is only valid for
interactions that are contained purely within the directly
solved cluster. In our case, this implies that we cannot
address the t-J Hamiltonian comprised of Eqs. (5) and (7),
but instead have to work on the itinerant Hubbard variant
given by Eqs. (5) and (3). In order to meaningfully
compare the orbital Hubbard model to the t-J-model
results, we then have to restrict ourselves to the regime
of large U/t, i.e., small J/t. The physics of this regime,
however, can be expected to be well described if the
impact of quantum fluctuations can be considered short-
range enough to be captured by the directly solved cluster.
As we find that results of clusters with eight, ten, and
twelve sites agree, we assume that finite-size effects are
not too severe.
D. Spectral moments
In order to gauge the accuracy of SCBA and the varia-
tional approach, it is useful to calculate their numerical
spectral moments and compare them against an analytical
calculation. The spectral moments are defined as
Mn(k) =
∞∫
−∞
A(k, ω)ωn dω, (34)
where
A(k, ω) = − 1
pi
=[G(k, ω)], (35)
is the normalized spectral function. Eq. (34) is useful for
numerical integration of a calculated spectral function
A(k, ω). On the other hand, the analytical expression for
a spectral moment can be calculated directly from the
model Hamiltonian, using the algebraic formula [52]:
Mn(k) = 〈0|
{
[[[fk, H], H], . . .]︸ ︷︷ ︸
n−p
, [. . . , [H, [H, f†k]]]︸ ︷︷ ︸
p
}|0〉,
(36)
where the value of 0 ≤ p ≤ n is arbitrary, i.e., it can be
chosen in the most convenient way for the problem at
hand. Obviously, M0(k) = 1 is just the spectral function
normalization, which is consistent with the integral of (35).
Several higher order moments were calculated explicitly:
M1(k) = k + 4J ′, (37)
M2(k) = (k + 4J ′)2 + 74 t
2, (38)
M3(k) = (k + 4J ′)3 + 5716 t
2k + 632 t
2J ′. (39)
M4(k) was also calculated and is shown below, however
its expression is too long to be written here explicitly.
IV. RESULTS AND DISCUSSION
A. Convergence of the variational approach
We start by analyzing the convergence of the spectral
weight predicted by the variational approach, with the
increase of the variational space (maximum number n of
orbitons allowed). Note that we always plot tanh[A(k, ω)]
to highlight the low amplitude part of the spectra. This
transformation has the advantage that the relative ampli-
tudes of values smaller than 1 are nearly unaffected (since
tanh(x) ≈ x− x3/3 + . . . is nearly linear), while the big
values are all treated uniformly, because of the upper limit
of 1. Therefore, density maps presented herein indicate
actual maxima in black, while the incoherent parts of the
spectral function are shown in shades of gray. The dashed
red lines serve as reference, and mark the location of the
free electron band at ω = k + 4J ′.
Fig. 2 shows A(k, ω) along high symmetry cuts in the
Brillouin zone for n = 1 to n = 5; the SCBA results are
shown in the sixth panel. Note that we cannot show mean-
ingful VCA results for this large J/t value, for reasons
explained above. The spectrum consists of a low-energy
QP band which has most of the weight, and a broad but
low-weight continuum at higher energies. Focusing first
on the QP band, we see that with increasing n it moves
to lower energies and its bandwidth decreases. This is
standard polaronic behavior: a bigger cloud results in a
more stable but also heavier polaron. However, we also
see that the QP band is already converged for n ≈ 2, in
other words the QP binds very few orbitons in its cloud.
This is expected because for this relatively large J ,
orbiton excitations are expensive. Moreover, the varia-
tional approach properly implements the constraint of
allowing only up to one orbiton per site. Thus, a cloud
with many orbitons would be spread out over many sites.
However, the electron can only interact with orbitons on
its NN sites, so orbitons that are far from it cost (orbital)
8FIG. 2. (Color online) Momentum dependence of the spectral
function for the variational calculation with a maximum of n =
1 to n = 5 orbitons. The 6th panel shows the corresponding
SCBA results. Parameters: t = 1, J = 0.5. The dashed
red line indicates the free electron dispersion. The spectral
function is plotted on a nonlinear tanh-scale to emphasize the
low-amplitude incoherent part of the spectrum. The high-
symmetry points are: Γ = (0, 0), X = (pi, 0), Y = (0, pi),
S = (pi/2, pi/2), and M = (pi, pi).
exchange energy but do not contribute to a lowering of
total energy through carrier-orbiton interactions. As such,
their presence is energetically unfavorable.
Another way to think about it is in terms of an “effective
coupling”. For lattice polarons, this is defined as λ ∼
g2/(ΩD), where g is the (suitably averaged) electron-
phonon coupling strength, Ω is the optical phonon energy
and D is the free-electron bandwidth. For small λ the
polaron cloud has very few phonons and the QP properties
are hardly changed compared to those of the free carrier.
For large λ, on the other hand, a so-called “small polaron”
forms. It has a large boson cloud, with many phonons,
and consequently is a heavy QP.
For our problem, g ∼ t,D ∼ t,Ω ∼ J ; as a result a large
J/t implies a small λ and vice versa. The results of Fig. 2
are, therefore, consistent with this polaron paradigm of
having a small cloud and weakly renormalized QP at
small λ. Moreover, we also see fairly good agreement with
SCBA, which is also known to be true for small λ Holstein
lattice polarons [41, 53]. This is easy to understand: for a
cloud consisting of very few bosons, the probability that
the carrier absorbs the last emitted boson (which is the
only process allowed in SCBA) as opposed to any other
boson, is of order 1. It is only for clouds with many bosons
that this probability becomes very small. In this latter
case, SCBA is expected to become very inaccurate (as,
indeed, is the case for large λ Holstein polarons [41, 53])
unless there is some other physical reason to strongly
FIG. 3. (Color online) Same as in Fig. 2 for J/t = 0.1. The
variational result for n = 6 is shown in Fig. 6. The high-
symmetry points are as in Fig. 2.
favor the absorption of the last emitted boson.
Regarding the higher energy continuum, we see that
it keeps on changing up to higher n values, although it
converges for n ≈ 5 (this is why we do not show here the
n = 6 result). This is also expected, because configura-
tions with many orbitons are energetically expensive and
contribute primarily to the higher-energy excited states.
To properly describe these high-energy states, therefore,
one needs to consider bigger variational spaces. The
agreement between the variational approach and SCBA is
much poorer for this higher energy continuum; we expect
the latter to be less accurate here for reasons discussed
in the previous paragraph.
We have verified that increasing J/t more, i.e., moving
toward even smaller effective couplings, further confirms
all the inferences we have made so far. Clearly, the more
interesting question is what happens in the opposite limit,
when the effective coupling increases. This is shown in
Figs. 3 and 4 for J/t = 0.1 and 0.05, respectively. As
expected, as we move towards stronger effective coupling,
the QP band reaches convergence more slowly (at n ≈ 5
in these cases), moves to even lower energies and becomes
narrower. For a more direct verification of this see Fig. 5
showing the evolution of QP energy E(k) and spectral
weight Z(k) for increasing number of orbitons at J = 0.1.
One can clearly see the monotonic convergence of the
ground state results, as should indeed be the case for the
variational method. Both of the curves are practically
indistinguishable from one another for the cases n = 5 and
n = 6, indicating that the result is practically converged
for n ≈ 5.
The higher energy continuum is also more structured,
but it is probably not yet fully converged. On the low-
energy side, it exhibits “copies” of the QP band. The
9FIG. 4. (Color online) Same as in Fig. 2 for J/t = 0.05.
The variational result for n = 6 is shown in Fig. 6. The
high-symmetry points are as in Fig. 2.
agreement with SCBA for the QP band is quite good
for J/t = 0.1, but for J/t = 0.05 SCBA predicts a much
heavier polaron than the variational approximation (see
also Sec. IV B below). This is likely due to the fact that
SCBA does not enforce the constraint of allowing only up
to one orbiton per site. As a result, at strong couplings
it is likely to overestimate the number of orbitons in the
QP cloud, and therefore predict a heavier QP.
FIG. 5. (Color online) Ground state energy E(k) and spectral
weight Z(k) calculated numerically for J = 0.1 (see Fig. 3)
and a maximum of n = 1 to n = 6 orbitons from top to bottom
as indicated by arrows. The high-symmetry points are as in
Fig. 2.
B. Comparison with VCA
Figure 6 presents the comparison of the spectral func-
tion for J/t = 0.05 and 0.1, for SCBA, VCA and the
variational approach with n = 6 orbitons. On the first
glance, the QP band in the VCA solution looks more
similar to the variational result, but as shown below the
SCBA gives also quite satisfactory results for the QPs. Al-
though all the solutions exhibit a similar shape, with a lot
of spectral weight around the minimum at the Γ = (0, 0)
point and a substantial drop in weight with additional
flattening of the spectrum around the M = (pi, pi) point,
those features are much more pronounced in the SCBA
than in the other two methods.
Above the QP band, both SCBA and the variational
approach show the emergence of a ladder structure of
excited states dissolving quickly into a broad continuum.
Such a “shake-off” band also emerges below the continuum
for VCA for J/t = 0.05, although its weight is rather small.
Thus, it seems reasonable to expect that such a feature
does emerge in the strong coupling limit, although the
variational method and SCBA may overestimate it.
At even higher energies, SCBA predicts a very feature-
less continuum, unlike VCA and the present variational
method, which show a more structured one. However,
since neither SCBA nor the variational method aim to be
highly accurate at such high energies, such comparisons
are of limited use. It should also be noted that the appar-
ent dense peak structure obfuscating the VCA results is
not physical but just a finite-size effect which is the usual
byproduct of this method.
Returning to the low-energy polaron, we show its QP
FIG. 6. (Color online) Comparison of the spectral weights
predicted by SCBA (left), VCA (center) and the variational
approach with n = 6, for J/t = 0.05 (top panels) and 0.1
(bottom panels). The high-symmetry points are as in Fig. 2.
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FIG. 7. (Color online) Spectral weight Z(k) (top) and ground-
state energy E(k) (bottom) for J = 0.05 (left) and 0.10 (right)
as obtained in the n = 6 orbiton variational approach (6-
orbiton), in VCA and in SCBA. The high-symmetry points
are as in Fig. 2.
spectral weights Z(k) and ground state energies E(k) in
Fig. 7, obtained by least squares fitting of a Lorentzian
curve to the first peak of the spectrum. As can be seen,
while SCBA and the variational result are in good agree-
ment as to the spectral weight in both of the presented
cases, SCBA always predicts a heavier QP, especially
for the smaller value of J , where it clearly overestimates
the binding energy due to not including the particle con-
straints, as already discussed. On the other hand, one
can see that the VCA results are in disagreement with
both other results. This can be attributed partly to those
calculations being based on a different model, and so can
be affected by a ground state energy shift, and partly due
to the systematic error of the method as demonstrated by
the dense peak structure, which affects the quality of the
peak fit. In any case, the VCA results are in agreement
with other results only qualitatively, although they are
usually more similar to the variational results.
As a final way to compare SCBA and the variational
approach in the strong coupling limit, Fig. 8 shows the
predicted first four spectral moments compared to their
analytical expressions. While the agreement is reasonable
for both methods up to M3(k), the variational approach
is clearly more accurate. Note however, that while agree-
ment with sum rules is obviously desirable, nevertheless
one has to be careful when assessing how meaningful such
an agreement really is [53].
FIG. 8. (Color online) First four spectral moments for the
calculations performed in the one-orbiton and two-orbiton
variational approximation, and SCBA as compared to the
analytical solution. The high-symmetry points as in Fig. 2.
C. Significance of inter-orbital hopping
After discussing the similarities and differences between
the SCBA and the variational approach, let us briefly
focus on the relative importance of the t and J energy
scales for the QP propagation. In the strong coupling
limit, Fig. 7 shows that the QP bandwidth changes with
r = J/t, but this dependence is rather weak for VCA
and the variational approach. The bandwidth is reduced
from the free value expected for unhindered inter-orbital
hopping, but it is clearly not proportional to J .
We can further substantiate the importance of inter-
orbital hopping by looking at orbitally resolved spectra.
To do so, here we show the hole spectra projected onto
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FIG. 9. VCA-spectra for AO state at U = 10t (corresponding
to J = 0.10) and: (a) the |z〉 orbital, (b) the |z¯〉 orbital, (c)
the orbital |+〉, as well as (d) the trace over the orbital basis
(basis invariant), i.e., the normalized sum of (a) and (b). The
high-symmetry points as in Fig. 2.
the original |z〉 and |z¯〉 orbitals. These are given by
Aαα(~k, ω) = (40)
− 1
pi
lim
δ→0
=
[
〈0|c†~kα
1
ω − (Ht +HU − E0) + iδ c~kα|0〉
]
,
for α = z, z¯ referring to the 3z2−r2 and x2−y2 orbitals (2).
Ht +HU is the ‘Hubbard-like’ Hamiltonian comprised of
Eqs. (6) and (3), whose half-filled ground state is denoted
by |0〉 and has energy E0. Spectra for z and z¯ are shown
in Figs. 9(a) and 9(b), respectively.
The first notable feature is that the dispersion does not
reflect the doubled unit cell of the AO ground state, as
might a priori be expected. This doubling of the unit
cell does manifest itself in the spectrum calculated for
the orbital |α〉 = |+〉, see Fig. 9(c), and in the trace
shown in Fig. 9(d). The second relevant aspect is that
the dispersion is “opposite” for the |z〉 and |z¯〉 orbitals,
i.e., the minimum is either at the Γ point (for |z〉) or at
the M point (for |z¯〉).
Such an orbital-specific lack of any signature of the unit-
cell size is not expected in a propagation mechanism driven
by three-site terms or orbital flips, and doubling of the
unit cell is in fact observed in the t2g or SU(2) symmetric
t-J models. However, this feature arises naturally for a
dispersion supported mainly by inter-orbital NN hopping.
The AO ordered ground state consist of alternating |+〉
and |−〉 orbitals occupying sublattices a and b respectively.
The interorbital hopping t+− = t/4 allows a |+〉 electron
on sublattice a to move to the |−〉 orbital of a previously
empty NN site on sublattice b – the hole has thus moved
between NN sites without disturbing the AO background.
The |z〉 orbital has positive overlap + 1√2 with both |±〉
orbitals and consequently a minimum develops at Γ like
for a free particle, see Fig. 9(a). The |z¯〉 orbital, on the
other hand, has an overlap ± 1√2 alternating from site to
site. It translates into the momentum shift moving the
minimum to M , as observed in Fig. 9(b).
We have thus identified interorbital hopping as the main
driving force of hole propagation in the eg model. While
the bandwidth is reduced from its free value through inter-
action with the AO background, the SCBA overestimates
this effect. This may in turn assign too strong a role to
orbital fluctuations and consequently obscure the origin
of the QP propagation. Finally, we note that an orbital-
selective ARPES study might fail to see the doubling of
the unit cell of an orbitally ordered state, depending on
the wave function of the ordered orbital.
V. CONCLUSIONS
By analogy with work done for other polaron models,
here we constructed a method to calculate the Green’s
function for an orbiton-polaron in a variational space
including configurations with up to six orbitons. We
then compared these results with two different and well
established methods, SCBA and VCA. We found that
our variational Green’s function converges fast, especially
for the low-energy QP, and that this important feature
agrees well with the corresponding feature obtained in
VCA in the strong effective coupling limit. In contrast,
the quasiparticle predicted by SCBA has a noticeably
smaller bandwidth, although general quantitative trends
of the spectra are similar for all three methods.
The higher accuracy of the variational approach can be
understood by noting that its equations of motions allow
orbitons to be absorbed in any order and it consequently
includes crossed diagrams, which are neglected by the
SCBA. Moreover, it also implements the local constraints
ignored by SCBA. In fact, at first sight it is perhaps
surprising that the agreement with SCBA remains as
good as it is in the strong effective coupling limit. This is
in contrast to what happens for lattice polarons but in
agreement with what is observed for spin polarons. The
common link with the latter is that like magnons, orbitons
are also restricted to at most one per site. As a result,
the cloud is spread over a larger area and the carrier is
more likely to absorb one of the last emitted orbitons,
since they are close to its location (note that at energies
characteristic for the polaron band, which lie well below
the free-particle band, the free carrier cannot propagate).
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Thus, even though there is no analogue of the total spin
conservation, which leads to the vanishing of many crossed
diagrams and thus improves the validity of SCBA for spin
models, uncrossed diagrams still have higher probabilities
than crossed ones in the present problem. By contrast, in
the small polaron limit of a lattice polaron, the number n
of phonons on the same site can be quite large. Because
they are indistinguishable, the carrier is equally likely
to absorb them in any of n! possible orders, and SCBA,
which only allows them to be absorbed in the order inverse
to that of their creation, underestimates the contribution
of such processes by 1/n!.
An interesting follow-up question is whether SCBA is
still expected to be qualitatively accurate (even though
quantitatively less accurate than the variational method)
for the combined spin-orbiton polarons [2], given that it
performs reasonably well for either species of bosons. We
expect this to not be the case, because there is no reason
why diagrams with crossed magnon and orbiton lines
should be small compared to the non-crossed ones included
in SCBA: magnons and orbitons can be located on the
same site and there is no conservation law restricting the
order in which they can be absorbed.
Moreover, SCBA does not lend itself easily to schemes
with multiple bosonic flavors, which would be the case for
the spin-orbital problem, while the variational method
proposed here has already proved highly accurate for spin-
polaron problems (as well as lattice polaron problems),
and can be easily extended to such multi-boson models.
It is thus a promising candidate for investigating carrier
propagation in the full 3D A-AF/C-AO order in KCuF3
which needs to include both orbiton and spin degrees of
freedom, similar to LaMnO3 [54]. Such studies are under
way at present.
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Appendix A: Details of the two-orbiton solution
The two-orbiton solution is derived similarly to the one-
orbiton case, but with the orbiton number cutoff set at two.
This has no effect on Eqs. (15) to (23), which therefore
remain unchanged. The difference appears first in the
equations of motion for the F1 propagators, which now
also acquire two orbitons propagators on their right hand
side in addition to the terms already listed in Eqs. (24)
and (25) indicated here by “. . .”, respectively:
F
(2)
1 (k, ω, δ) = . . .−
t
4
∑
γ
[
2F2(k, ω, , γ)−
√
3F¯2(k, ω, , γ)eipiy·γ
]
G1(i+ , i+ δ, ω), (A1)
F¯
(2)
1 (k, ω, δ) = . . .−
t
4
∑
γ
[
2F¯2(k, ω, , γ)−
√
3F2(k, ω, , γ)eipiy·γ
]
G1(i+ , i+ δ, ω). (A2)
The generalized Green’s functions for states with two orbitons are defined as:
F2(k, ω, , γ) = 〈k|G(ω) 1√
N
∑
i
eik·Rif†i++γa
†
i+a
†
i |0〉, (A3)
F¯2(k, ω, , γ) = 〈k|G(ω) 1√
N
∑
i
ei(k+Q)·Rif†i++γa
†
i+a
†
i |0〉. (A4)
The equations of motion for these propagators are calculated using again Dyson’s equation. To simplify the analytical
solution, we impose the additional constraint that only configurations with the two orbitons located on adjacent
sites are kept in the variational space. As shown in Sec. IV A, the numerical solution shows that this is a good
approximation for the low-energy quasiparticle. Because of this and because the orbiton number cutoff is set at two,
the equations of motion for F2 and F¯2 are linked only to one-orbiton Green’s functions:
F2(k, ω, , γ) = − t4
∑
β
[
(2F1(k, ω, )−
√
3F¯1(k, ω, )eipiy·β)G2(i+ + β, i+ + γ)
+(2F1(k, ω,−)−
√
3F¯1(k, ω,−)eipiy·β)e−ik·G2(i+ β, i+ + γ)
]
, (A5)
F¯2(k, ω, , γ) = − t4
∑
β
[
(2F¯1(k, ω, )−
√
3F1(k, ω, )eipiy·β)G2(i+ + β, i+ + γ)
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−(2F¯1(k, ω,−)−
√
3F1(k, ω,−)eipiy·β)e−ik·G2(i+ β, i+ + γ)
]
, (A6)
where G2 functions are real space, non-interacting Green’s
functions with spatial constraints imposed by the presence
of two orbitons in the system. They are analogous to the
G1 functions defined in equations (18) to (21), only this
time we need to subtract from the Hamiltonian the terms
corresponding to both sites occupied by the orbitons,
namely {i, i + }. The equation defining these Green’s
functions is virtually identical to Eq. (21), only the range
of summation changes. In fact, the general expression
for a constrained Green’s function describing a real-space
propagation from site m to site n in a 2D system with a
string of orbitons of length l can be written as:
Gl(n,m, ω) = G0(n,m, ω − rJ ′) +
∑
〈p,p˜〉
Gl(n, p, ω)
×
[
t
4G0(p˜,m, ω − rJ
′)− 2J ′G0(p,m, ω − rJ ′)
]
, (A7)
where the index p˜ goes over all the sites occupied by an
orbiton and p goes over all the unoccupied sites adjacent
to a given p˜, with the summation going over all such pairs
of sites; r = 4(l + 2), so in our case r = 16.
Taken together, these equations define a (bigger) linear
system of inhomogeneous equations, which are then solved
to find the solution in this larger variational space. A
generalization to more orbitons follows along similar lines.
In the case of n = 6 orbitons, the equations of motions
for propagators Fn with n ≤ 6 are generated and solved
numerically.
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