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F. H. LANGE und W. MÜLLER 
(Eingegangen am 27. September 1963) 
1. Einleitung 
Die moderne Regelungstechnik und auch dic :\"achrichtcntf'chnik bedienen 
sich in steigendem Maße der statistischen Breitbandsignale. In der Nach-
richtentechnik machte CHARKEWITSCH [1] den Vorschlag, ein Frequenzband 
- also ein kontinuierliches Trägerspektrum - an Stelle der üblichen diskreten 
Trägerfrequenz auszustrahlen, um auf diese Weise den selektiyen Schwund 
zu yerringern. Ferner wurde yon F. H. LANGE [2] ein Modulationsverfahren 
mit Rauschspannungen, die sogenannte Korrelationsabstands-Modulation yor-
geschlagen, das yom Verfasser näher untersucht wurde [3]. Ein anderer 
Vorschlag von HORTON [4] sieht die Verwendung von Rauschen in der Meß-
technik, nämlich bei der Flugzeughöhenmessung yor. Über weitere Anwen-
dungen in der Ortungstechnik berichtet LANGE [5]. In der Regelungstechnik 
gehen die Bestrebungen dahin, die Kennwerte von Regelungsanlagen mittels 
statistischer Methoden zu bestimmen, wie es yon SOLODOWNIKOW - U SKOW [9] 
yorgeschlagen wurde. Die Verwendung yon statistischen Prüfsignalen hat 
den Vorteil, daß die Beanspruchung der Regelungsanlage, ",ie sie bei sinm-
oder impulsförmigen Prüfsignalen gegeben ist, vermieden wird. 
Allen Verfahren, die statistische Breitban dsignale benutzen, ist der 
Korrelator oder mindenstens der Effektiywert-Messer als Auswertgerät 
gemeinsam. Nun setzt der Korrelator entsprechend der Definition der Kor-
relationsfunktion 'wie auch der Spektralanalysator nach der Multiplikation 
eine Integration im Zeitbereich voraus, die sich über den Bereich T -+- oc 
erstrecken soll. Diese Forderung läßt sich mit den zur Verfügung stehenden 
technischen Mitteln nur näherungsweise erfüllen. Andererseits kann aus 
anderen Gründen eine begrenzte Integrationszeit erforderlich sein. Damit 
tritt die Frage auf, welchen Einfluß die Kurzzeit-Integration auf die Messung 
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der Korrelationsfunktion hat, wobei es zunächst gleichgültig ist, ob es sich 
um die Kreuz- oder die Auto-Korrelationsfunktion handelt. Der Korrelator 
und der Spektralanalysator mit einem technisch realisierbaren Intigrierglied 
besitzen am Ausgang noch ein Restrauschen, dessen Berechnung Gegenstand 
dieser Arbeit sein soll. 
Bild 1 zeigt die Kenngrößen, die von dem Restrauschen beeinflußt 
,verden. 
Warum wird der Effektinvert des Restrauschens berechnet? 
Das Restrauschen hinter dem Integrationsfilter bestimmt: 
1. den Fehler bei der Messung der Amplitude der Korrelationsfunktion 
'1p-Auswertung, 
2. den Fehler bei der Messung des Nulldurchganges der Korrelations-
funktion-7:-Auswertung, 
3. die untere Grenze des Signal/Rausch-Verhältnisses bei der Entdeckung 
von Signalen im Rauschen. 
2. Untersuchung des Korrelators 
Das Prinzipschaltbild eines Korrelators zeigt Bild 2. Die zu korrelie-
renden Signale x(t) und y(t) werden auf die Multiplikator-Eingänge gegeben, 
wobei y(t) wählbar zeitverzögert wird. Das Ausgangssignal des Multiplikators 
z(t, 7:) 'wird nach Passieren des Integrationsfilters dem Anzeigeinstrument 
zugeführt. Zur Berechnung des Restrauschens u(t) hinter dem filter muß 
man zunächst das Rauschen hinter dem Multiplikator z(t) berechnen. Dabei 
'wird der Multiplikator als Signalwandler aufgefaßt, ",ie er für diskrete Signale 
ja hinreichend bekannt ist. Weniger geläufig ist die Berechnung des Produktes 
zweier beliebig korrelierter, stationärer Rauschvorgänge. Das Ausgangssignal 
des Multiplikators z(t) enthält einen Gleichanteil, nämlich die Korrelations-
funktionljJyx( '1:') und einen reinen Schwanhmgsanteil mit dem Effektivwert 
UZ' Das Ausgangsignal des Multiplikators z(t) wird beschrieben durch seine 
Autokorrelationsfunktion (AKF)~)z( ~I, '1:') oder das Leistungsspektrum Szif, '1:'). 
Von dem Restrauschen ll(t) am Filterausgang interessiert nur der Effektiv-
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wert (Streuung) a u' Das Spektrum oder die AKF von u(t) wird nicht benötigt" 
da das Integrationsfilter ohnehin nur den schmalen Bereich von 1= 0 bis. 
1=10 (obere Grenzfrequenz des Filters) durchlassen soll. 
Nachdem die interessierenden Kenngrößen zur Beschreibung der Signale 
nach Passieren der einzelnen Übetragungsabschnitte festgelegt sind, soll nun 
Bild 3 die Vorschrift zur Bestimmung dieser Kenngrößen angeben. Zur Analyse 
r---------------------------l 
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Integrations-Filter t!.<y fZ/+6ü1 
x(1) 
y(t} 
Z=X'y I : I Zfl,7:)=;xltJ yll-7:) u (11' 7:,t;,) : 
1 I 
1 T yn-~ 1 
1 1 L ______________________ ----~ 
liI'zz(v,z)-r- blz lf,7:) I-SI 
Bild. 2. Blockschaltbild des Korrelators mit gewählten Bezeichnungen 
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1/1" Iv, 7:) 
des lVIultiplikator-Rauschens z(t) wird mithin ein 2. Korrelator benötigt, mit 
dem die AKF 1Pzz( v) des Multiplikator-Rauschens z(t) bestimmt , .. -Ud. Dabei 
ist zu beachten, daß die AKF '1/:zz( 1') eine Funktion der Verzögerungszeit v 
des 2. Korrelators ist, während die Verzögerungszeit 't auf der Eingangsseite 
des 1. Korrelators nur als Parameter in 1/)zz auftritt. Natürlich sollen der 2. 
Korrelator und der Spektrograf als fehlerfrei angenommen werden, d. h. alle 
beteiligten Elemente sollen die geforderten idealen Eigenschaften besitzen. 
Statt des 2. Korrelators könnte man auch mit einem Spektral-Analysator 
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das Leistungs-Spektrum Szz(f) messen. Auch hier tritt als Parameter die 
Zeitverzögerung auf der Eingangsseite des Multiplikators auf. Beide Kenn-
größen, das Leistungsspektrum und die AKF, sind in ihrem Informations-
gehalt als Fouriertransformierte gleich"wertig. 
3. Berechnung der AKF des Produktes zweier beliebig korrelierter statistischer 
Breitbandsignale 
Entsprechend der Definition der AKF 'wird der zeitliche Mittelwert 
des Produktes von dem um l' verzögerten und dem unverzögerten Multi-
plikator-Rauschen z(t) gebildet. 
z(t, r) z(t - J', r) (1) 
Da z(t) selber ein Produkt ist, ergibt sich die AKF 1j'z,{ l', r) als Mittel-
'wert eines viergliedrigen Produktes 
(2) 
Oder anders ausgedrückt: Es ist das Moment 4. Ordnung eines vier-
dimensionalen statistischen Prozesses zu berechnen. Unter der Voraussetzung 
eines stationären und ergodisehen Prozesses kann man sich der Methoden 
für statistische Schwankungsgrößen bedienen, d. h. es ist der Erwartungs-
wert des Produktes von 4 Schwankungsgrößen zu berechnen. 
(3) 
Dazu muß die 4-dimensionale Yerbundwahrscheinlichkeitsdichte heran-
gezogen werden. 
(4) 
Unter der Voraussetzung einer Gauß-Yertcilungsdichte - diese Annahme 
ist für elektronisches Rauschen zulässig - für die einzelnen Variablen erhält 
man die AKF V!zz(l') des Multiplikator-Rauschens z(t) . 
1fJzZ(11, r) = 1fJ~y(r) + 1fJxy(JI + r) 1fJyx(-r - Y) + 1fJxAY) 1fJVY(Y) 
----....- ~ , 
(5) 
Gleichanteil Wechselanteil ;(t, T) 
Z2 ipzz{l', T) 
Diese Gleichung "wurde für den Sonderfall des reinen Quadriergliedes 
(= quadratischer Zweiweg-Gleichrichter), d. h. x = y und T = 0, erstmalig 
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von RrCE [6] (siehe auch SCHUTT [19]), die Ableitung für den Multiplikator 
von LANING und BATTIN [11] sowie :NIiddleton [12] angegeben. 
Das li-freie Glied in GI. (5) ergibt einen Dirac-Impuls bei f = 0 im 
Leistungsspektrum. Dieser Gleichanteil Z2 ist das eigentlich erstrebte Ergebnis. 
Es ist nämlich z = 7J!X),(T) • Der Wechselanteil ~Pzz tritt dagegen als Störung 
auf, der durch die Integration beseitigt werden soll. Anders ausgedrückt: 
Der Multiplikator als Signal"wandler liefert an seinem Ausgang ein Signal, 
das im allgemeinsten Fall aus ein em Gleicbanteil, nämlich der Kreuzkorrela-
tionsfunktion VJ xy(2) und einem reinen Sch"wankungsanteil VJzz(v) besteht, 
"wobei auch der Schwankungsanteil zum Teil von der Kreuzkorrelation abbängt, 
wie der Term ~Pxy(j' T) '~!yz(T - l') zeigt. Zum anderen Teil besteht der 
Schwankungsanteil aus einem von der Kreuzkorrelation unabhängigen Term 
4Jxx(v) . lhoy{ll). Das ist auch zu erwarten, da der Multiplikationssatz der 
Statistik für unabhän gige Variable, die Zerlegun g der Verbundwahrscheinlich-
keitsdichte in das Produkt der einzelnen Verteilungsdichten erlaubt. Bei 
statistischer Unabhängigkeit T ~ 7 0(7 0 = Korrelationsdauer) yerscln\inden 
dann die Terme. die die Kreuzkorrelation enthalten. (Vergl. hierzu Bild 6). 
Aus GI. (5) erhält man mittels Fouriertransformation oder Faltungsoperation 
das Leitungsspektrum 
Der Durchgang des Ausgangssignals z(t, T) des :Multiplikators durch 
das Integrationsfiltcr soll nun als nächstes behandelt werden. 
4. "Ühertragung von statistischen Breithandsignalen üher lineare, zeitinvariante 
Systeme 
Ganz analog zu der Behandlung diskreter Signale beim Durchgang 
durch lineare, zeitinyariante Systeme werden dic statistischen Brcitband-
signale behandelt. Da zur Bcschreibun g statistischer Signale die :NIittel"wcrte 
2. Ordnung, also Kenngrößcn im Lcistungsmaßstab, benutzt werden, müssen 
die benutzten Kenngrößen dcs Übertragungsgliedes von der gleichen Ordnung 
sein. 
Im Spektralbereich wird daher das Quadrat vom Betrag des Übertra-
gungsfaktors benutzt. Man erhält dann am Ausgang eines linearen Filters 
(6 ) 
wenn Sll(f) das Leistungsspektrum und ilPll('r) die AKF des Eingangssignals 
sind. Dieser Beziehung entspricht im Zeitbereich nachstehende Faltungs-
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1Phh( ft) kann auch als AKF des Ausgangssignals aufgefaßt werden, 
wenn man das Leistungsspektrum des Eingangssignals im 'Übertragungs-
bereich als konstant annimmt. 
Aus GI. (8) erhält man sofort die Ausgangsleistung, indem man 7: = 0 





Diese Überlegungen werden nun auf den Durchgang des Multiplikator-
Rauschens z(t) durch das lineare Integrationsfilter angewandt. 
Bild 4 zeigt das gesamte Übertragungssystem. Endziel der Überlegungen 
dieses Abschnittes ist die Berechnung des Effektivwertes des Restrauschens 
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u(t) hinter dem Integrationsfilter. Unter der Voraussetzung, daß die AKF 
der Eingangssignale des Multiplikators bekannt sind, ergaben die vorange-
gangenen Überlegungen die AKF qpzz( v) des Multiplikator-Rauschens GI. (5) 
bzw. das Leistungsspektrum Wzz(f) GI. (5a). Mit GI. (6) und (8) erhält man die 
AKF1p!lU und das Leistungsspektrum Wuu des Restrauschens, woraus sich 
dann die Leistung des Restrauschens (j~ ergibt. 
5. Mittelwerthildung 
Die Mittelwertbildung erfolgt im allgemeinen mit passiven Netzwerken, 
bestehend aus R, L, C. Ein idealer Integrator besitzt eine Stoßreaktion h(p) 
und Übertragungsfaktor H(j (0) nach Bild 5a. Ein solcher Integrator ist 
praktisch nicht realisierbar. Wie KÜPFlIIÜLLER (13) zeigt, erfüllt ein Tiefpaß 
die Aufgabe der Mittelwertbildung näherungsweise, und zwar bildet ein 
1 
Tiefpaß mit der Gren:tfrequenz fo den Mittelwert über die Zeit T = 2j~' 
cl. h. die Integrationsdauer entspricht der Einschwingzeit beim Einschalten 
einer Gleichspannung (Sprungfunktion). Die einfachste und daher auch am 
meisten benutzte Ausführungsform eines tatsächlichen Integrators ist der 
RC-Tiefpaß (Bild 5d). 
Im Zeitbereich idealer Kurzzeitintegrator 
Für die mathematische Behandlung der Fehlerberechnung des Kor-
relators sind nun idealisierende Annahmen für den tatsächlichen, fehler-
behafteten Integrator nützlich. Die meisten bekannten Arbeiten über den 
Korrelatorsfehler benutzen die zeitliche Darstellung für die Berechnung des 
Übertragungsproblems [GI. (8) und GI. (10)] und führen als Idealisierung 
den »Idealen Kurzzeit-Integrator« nach Bild 5b ein. Für diesen Integrator 
berechnen sich die Übertragungskenngrößen 2. Ordnung wie folgt. 
3* 
Es sei vorgegeben die Stoßreaktion 
1 
T 
h(ß) = 0 
anßerhalb 
Der Betrag des zugehörigen Übertragungsfaktors lautet 
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und der Leistungs-Übertragungsfaktor I H(j cu),Z 
:H(· )'0 '0 cuT ]UJ :- = SLC-- • 
. . 2 (14) 
Die zu I H(j (0) 12 gehörige Fourier-Transformierte '!j'hl! (fJ) (zugleich diE 
AKF der Stoßreaktion) ergibt sich zu 
~ +-
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Bild 5. Übersicht über die Integrationsfilter-Typcn 
_1_ (T -(J) - T {) 
T~ . 
lPhh({)) = 0 außerhalb 
+T (15~ 
Damit erhält man für die Leistung des Ausgangssignals u(t) am Iute· 
grationsfilter mit GI. (10) die bekannte Formel 
+T 
., 1 S 0,,=-
T~ 
(T - JI)V':z(v, r) dl'. (16) 
-T 
Diese Fundamental-Formel wurde erstmals auf anderem \Vege ,"on 
DAVENPORT [7] abgeleitet und ·wird weiter ,"on BENDAT [10), BLASSEL [17], 
~CHWEIZER [15], [16], BALCHEN und BLAl'DHOL [14] u. a. benutzt. lVIit der 
Realisierung derartiger Kurzzeit-lVIittelwertbildner befaßt sich die Arbeit 
von LANGER [18]. SCHWEIZER [15] benutzte zur Vereinfachung der Rechnung 
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für denselben, im Zeitbereich idealen Kurzzeit-Integrator erstmalig die spek-
trale Betrachtungsweise [GI. (11)) zur Berechnung des Restrauschens ü~ in 
Verbindung mit GI. (14) . 
. , J~ '.) OJT S- f ) d (Jü = S/- 2 zz( , T 'f 
Im Frequenzbereich idealer Kurzzeit-Integrator 
(17) 
Nun liegt der Gedanke nahe, einen weiteren idealen Kurzzeit-Integrator 
zu definieren, der - wie von LANGE [2] bereits erwähnt im Frequenzbereich 
ideal ist (Bild 5c). Tatsächlich füllt man damit die noch bestehende Lücke 
zwischen dem idealen und dem tatsächlichen Integrator sehr nutzbringend 
aus. Die meisten Filter werden ja mit dem Ziel konstanter Übertragungs-
faktor und scharfe Flanke entworfen. Mit der Rechteckform für ;H(jeo) 1 
geht GI. (11) sofort über in die einfachere Form . 
--fo _ jo -. 
(J~ = J Szz(f, T) df = .1' Woz(f, T) dj, (18) 
Ir:, 0 
cl. h. das Filter läßt nur den schmalen Bereich yon 0 bis fu cl urch. Für alle 
weiteren Rechnungen soll nun angenommen "werden, daß die obere Grenz-
frequenz fo des Integrationstiefpasses klein gegen die Bandbreite LJf der 
beteiligten Rauschsignale ist. Dann kann man in guter Näherung im Frequenz-
bereich 0 < f < fo mit 
(19) 
rechnen. Es wird also nur das Differenzfrequenz-Teilspektrum, und z"war 
der bei f = 0 gelegene Anteil über das Integrationsfilter übertragen. Für 
ü; gilt dann 
(20) 
Tatsiichlicher Integrator 
Als letztes soll nun als tatsächlicher Integrator der RC-Tiefpaß betrachtet 
werden. Im Leerlauf ist! H(jf)2! 
I I 
H(jf)2 = --:--;0--,----- jj~ = = Grenzfrerruenz, 
( f)2 2n RC '1. 1+ --
.fo 
(21) 
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GI. (21) und (19) eingesetzt in GI. (11) ergibt 
(22) 
Streng genommen gilt bei hohen Frequenzen - es ,vird bis f......,.. 00 
integriert - die Näherung GI. (19) nicht mehr. Es ist jedoch bereits für 
f> 3 fo I H(jf)lz < 10-1 so, daß der dadurch verursachte Fehler vernach-
läsEigt werden kann. Es bleibt das bemerkenswerte Ergebnis, daß das hinter 
dem einfachen RC-Tiefpaß vorhandene Restrauschen nur einen 1,25fachen 
Effektivwert gegenüber einem Tiefpaß mit rechteckförIniger Durchlaßkurve 
bei gleicher nomineller Grenzfrequenz besitzt. Das RC-Glied ist mithin ein 
brauchbarer Integrator. 
6. Anwendungsbeispiel 
Nach diesen allgemeinen Berechnungsangaben soll nun als Anwendungs-
fall die Messung einer AKF besprochen werden. 
Auf die Multiplikator-Eingänge werden zwei gleiche, yon einer Quelle 
stammende Rechteck-Rauschspektren x(t) = y(t) gegeben. Das statistische 
Breitbandsignal mit Rechteckspektrum ist eine in der Nachrichtentechnik 
vorteilhafte Idealisierung, auf die die meisten Übertragungsprobleme in guter 
Näherung zurückgeführt werden können 
w':x(f)= Wo 0< f< f2; d. h. f2 = iJf 
. . 0 außerhalb 
(23) 
und 
'1fJxxCr) =Wo .dfsi .don = O'~ si .don:. (24) 
DieEe Eingangssignale ergeben am Multiplikator-Ausgang den Wechsel-
anteil z(t) (Multiplikator-Rauschen) nach GI. (5) mit der AKF 
(25) 
dem Leistungsspektrum 
Wz7(f. r) = ü~_l (1- _f_) [1 + si 2 .dwr (1- _f_)] (26) 
-' . .df 2.df \ 2iJf 
und dem Effektiywert 
(27) 
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Diese Formeln sind in den beiden folgenden Bildern graphisch darge-
stellt. Bild 6a zeigt die AKF GI. (25) und Bild 6b das Leistungsspektrum 
GI. (26) von z(t). Angegeben sind jeweils die beiden Grenzkurven für T = 0 
und T ~ T 0 (wo T o = Korrelationsdauer). Außerdem ist gestrichelt die AKF 
und das Spektrum des Eingangssignals x(t) eingezeichnet. Zu dem weißen 
Dreieck (Bild 6b) für unkorrelierte Eingangssignale kommt noch der schräge 
schraffierte Spektralanteil bei voller Korrelation hinzu. Das Ausgangssignal 








(0 0,5 2M 
B Old 6 ' klo f k 0 ipzz(v) d LOk Wzz(t) d R h I 0 0 _"'-uto -orre atIOns un -tlon ~ un elstungsspe -trum W 2 .Jj es ause ens 
o 0 
\, (t,T) am Multiplikator-Ausgang (ohne Gleichanteil =/t, T) lf!xy(r)) 0 
Eingangssignals. Die größere Bandbreite kommt durch die bei der Multi-
plikation entstehenden Summen- und Differenz-Frequenzen zustande, so daß 
als höchste Frequenz in Wzz : j = 2 iJj auftritt. Aus dem Leistungsspektrum 
des Multiplikator-Rauschens wird von dem im Frequenzbereich idealen Kurz-
zeit-Integrator (Bild 5c) nur der kreuzweis schraffierte Anteil (Bild 6b) durch-
gelassen. 
Um auch die Abhängigkeit des Multiplikator-Rauschens von T, d. h. 
von der Korrelation, zu zeigen, wurde das berechnete normierte Leistungs-
Wz, (~, 2Llwi) 
spektrum - 2~ iJj . dreidimensional dargestellt (Bild 7). 
Bild 8 zeigt den Effektivwert (}z des Multiplikator-Rauschens z(t) als 
1 
Funktion von iJ W T. Man sieht, daß der Effektivwert für ß > -- = i o 2iJj 
nahezu unabhängig von T ist. 
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Die Leistung des Restrauschens hinter dem Integrator nach Bild 5c 
mit der Grenzfrequenz fn ergibt sich nach GI. (18) (gen aue Lösung) 
. l j~l·OJTJ SL 2 LI on 1 - -- SL _0_ • 
4L1f 2 
Mit der ~äherul1g GI. (19) geht GI. (28) über in 
(j = (j~ "[ .. / j~ \/l...L si 2 Llon. 
II x, Llf . 
(28) 
(29) 
Bild. 7. Dreidimensionale Darstellung des Leistungsspektrums 
;(f. T) am ~Iultiplikator-Amgang 
ii7zZ(f, T) 
Wö-If dei' Rausehens 
Den Verlauf urr(T) GI. (28) fi.ir yerschiedene Verhällnisse foiLlf zeigt 
Bild 9. Uu hängt im ,,-esentlichen yon dem Faktor l( ~~ ab. Die Kuryen 
haben für Frequenzyerhältnisse < 10-1 bereits alle die gleiche Form. Llf ~ 
Die Näherungsbeziehung GI. (29) ist also fast immer brauchbar. Alle Kurven 
streben asymptotisch dem Wert Vfo/Llf zu, der etwa ab LlWT ::z; erreicht wird. 
Damit ist am Integrator-Ausgang als :"l"utzsigl1al (Gleichspannung oder 
-strom, je nach Geräteausführung) die Autokorrelationsfunktion z = lpxA r) 
(GI. 24) vorhanden, der sich noch das Restrauschen mit dem Effektiv'wert 
U U GI. (29) überlagert. Für die Amplitudenauswertung kann man dann den 
relativen Fehler als das Verhältnis yon Störsignal ~l.Itzsignal angeben. 
a= (30) 
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a (LI on;) 
Bild 10 zeigt den normierten relativen Fehler lr-;;-;-;-; . In der Dmge-f!o/d! 
bung des Nulldurchganges (LI 0) t: ~:-z;) kann in guter Näherung gesetzt 
werden 
a(dWi) ~ V ~f -s-i-1-w-i-
Bild. 8. Effektivwert a~:) des Rausehens ::(t, T) am :'fultiplikator-Ausgang 
x 





.;-.=-_-,,~_---:.i !2. _ [0-/ U-
lO-zL-__ -'-__ -'-__ -!.. __ 
o 7i 2Tr 3Tr JwT 
(31) 
( j~) Uu T'T! 
Bild 9. Effektivwert des Restrausehens ---'----,,--'-
ai am Ausgang des Integrationsfilters für 
verschiedene Verhältnisse von Eingangsbandbreite Jf zu Grenzfrequenz fo des Integrations-
tiefpasses 
Bei einem Rauschspektrum mit ß! = 10 kHz und einem idealen Tief-
paß mit!o = 10 Hz kann man 'Vlx.,,(0) mit einer Genauigkeit von 4,5% messen. 
Wenn a -)- 1 geht, versch, .. i.ndet das Nutzsignal im Restrauschen. :[\I!it GI. (31) 
kann man ferner angeben, wie genau der Nulldurchgang - i-Auswertung -
gemessen werden kann. In diesem Zahlenbeispiel ist die Messung des Null-
durchganges auf ± 3,2% genau möglich. 
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Obige tJberlegungen sind besonders bei der Benutzung der Kreuz-
korrelation zur Entdeckung von Signalen im Rauschen von Bedeutung, ",ird 
doch durch das Restrauschen die Grenze für die Leistungsfähigkeit der 
Methode bestimmt. 
Nachstehend sollen noch kurz die Beziehungen angegeben werden, 
wenn man Randpaß-Rauschen auf die Multiplikator-Eingänge gibt. Es sei 
x(t) = y(t) und 
~x(f) = Wo f1 <f<f~ 
o außerhalb 
7 • LI (1)7; 




Dann gehen die Gleichun gen (25), (26), (27), (29) und (30) über in 
. LI (I) XS~ --(1' -v) 
2 
cos- wm V sr
2 
-- 'J' o • Llw J 
2 
',f (f + 2fm sr LJW1' 
Llf 
~ WfiLlf( 1 - f -Lljm ) [1 + si Llw1' X 
X (1- f -Ll;m)] 2fm <f~, 2fm Llf 
(34) 
Üz(1') = ü~ VI + cos (um l' si Ll2w l' (36) 
üu(1') = a~ V ~f VI + cos 2 W m l' si Llw1' (37) 
a-~=l( fo 
lPxx . Llf 
VI + cos 2 W m l' si Llw1' 
. LI w 
cos wm l' sr -2- l' 
(38) 
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Es tritt also in allen Beziehungen noch die Bandmittenfrequenz im auf. 
Die Formeln werden dadurch komplizierter, doch ,~ird es für Überschlags-
rechnungen genügen, jeweils mit der Hüllkurye si x zu rechnen und den 
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Bild. 10. Normierter relativer Fehler ~(' . 1/ ':;10 bei der ~Ie:;sung der Korrelatiomfunktion 
'Pzz T) J, 
Uz (!; FNA-Spektrogramm 
o r07.~TI~---'-'~'---J,-r, ~'~~~I'-~~--'I 
I-:-.\-c--i--II-t----t------- 1--' -: I '---;f 
Ir I. I ,I· I 
i~Eingangssigna/1 ,I . I 
2..,., ; lhl ! I 
o I I I : I 
3 I ; '~"N I l1J' I i i ; I 
• 
·,fÜlI.,' ! .•••.. :.I.IIII, 70;1 u. ·I.n.! •• ~. IA.. I I 
r I'l'retl.', Ul • !~i: ii~ui ..~~I~M~~ o U~Jl~tI\ i ;; I 
o 5 10 15 -kHz kc 20 
Bild. 11. Gemessenes Spektrum des Rausehens =(t, r) am Ansgang des :Multiplikators, wenn 
auf die Eingänge ein Rauschen mit näherungsweise rechteckförmigem Spektrum gegeben wird 
Bild 11 zeigt das gemessene Produktspektrum Wzz(f), wenn die Ein-
gangssignale des Multiplikators näherungsweise ein Rechteckspektrum mit 
den Nennwerten: i1 = 2,4 kHz, i2 = 4,8 kHz und 1: = 0 besitzen. Zum Ver-
gleich wurde das gemessene Spektrum Wzz(f) des Eingangssignals mit in das 
Diagramm eingetragen. 
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7. Fehler bei der Spektral-Analyse 
Ein Gerät zur Messung des Leistungsspektrums ist entsprechend der 
mathematischen Definition nach dem Prinzipschaltbild (Bild 12) aufgebaut. 
Es zeigt sich, daß auch die beim Korrelator benutzten Baugruppen Multi-
plikator (hier vereinfacht zu einem Quadrierglied) und Integrator vorhanden 
sind. Nur ist anstelle der Laufzeitkette ein durchstimmbarer Bandpaß kleiner 
Bandbreite vorhanden. Man kann daher sofort auf die in den vergangenen 
Abschnitten gewonnenen Ergebnisse zurückgreifen. Dann ergibt t:iich für die 
:Messung des Auto-Leistungsspektrums folgendes. Dem abstimmbaren Band-
paß ,.oll ein rechteckförIniger Ühertragungsfaktor zugeordnet werden. 
H(jfF 
x(t) 
1 f1 <f<f21 fm = .~ Ul f2) 
o außerhalh J Jf = J; - f1 
Bild. 12. 
(39) 
Dann erhält man hinter dem Bandpaß für das Signal v(t), wenn x(t) 
(las Eingang5signal sei 
WaU) = ~x(f) ;os ~nm(!'71) f1 < f f2 
o außerhalb 
(40) 
GI. 40 enthält die für kleine Bandbreiten Jf wohl zulässige Annahme, 
daß WxAJ) innerhalb des Durchlaßhereiches Konstant ist (TV.-.:x"'(fm)) und das 
arithmetische Mittel darstellt. Für das Bandpaß-Rauschen v(t) mit Recht-
eekspektrum nach GI. (40) kann man sofort die AKF angehen [GI. (33)]. 
lp,AT) = W::xm(!'n) .:Jfcos OJm T si .:J2OJ • (41) 
Das Quadrierglied liefert nach GI. (5) (7: = 0) da,. Ausgangssignal z(t) 
mit 
(42) 
Setzt man GI. (41) ein, so erhält man für lrzz(J') 
1f'zz(J') = [llZx;n(!,n) .Jf)2 2 [Wxxm (J"J.::1fF cos2 (l)m)J si2 J; )1 • (43) 
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Das interessierende Ergebnis ist somit 
(44) 
Der angezeigte Gleichstrom ist mithin näherungsweise (GI. 40) propor-
tional dem Betrag des Leistungsspektrums bei f = fm' 
Nach Passieren des Integriergliedes verbleibt noch ein Restrauschen 
Ü l1 nach Gl. (37) 
(45) 
Schließlich erhält man für den relativen Fehler nach Gl. (38) 
1 
r-::;--j' Ü u I ~ 0 Il- ---- - '--
"- lP,.,,(O} - .Jf· (46) 
Damit liegt die notwendige Bandbreite fa des Integriergliedes fest, 
wenn man die Bandbreite Jf des Abtastfilters vorgibt und einen maximalen 
Fehler zuläßt. Es zeigt sich, daß bei den erwünschten kleinen Filter-Band-
breiten Jf sehr niedrige Grenzfrequenzen für das Integrierglied erforderlich 
werden, selbst 'wenn man eine stärkere Schwankung der Anzeige gestattet. 
Bei LJf = 20 Hz (200 Hz) und a = 10(;0 muß dann fo = 0,1 Hz (1 Hz) sein. 
Das ist physikalisch sofort einzusehen, da auch der Gleichstrom nach GI. (44) 
proportional Jf ist, d. h. um eine kleinere Wechselstromleistung Ü l1 zu erhal-
ten, muß die Grenzfrequenz fo des Tiefpasses erheblich kleiner gewählt wer-
den. Da im Gegensatz dazu bei der Korrelationsanalyse auf den Multiplikator-
Eingang zumeist breitbandige Rauschvorgän ge gegeben werden, bestehen 
dort derartige Forderungen nach extrem niedriger Grenzfrequenz fn nicht. 
Über die mathematische Behandlung der prinzipiellen Ausführungsformen 
(Sieb- und Suchtonverfahren) der Frequenzselektion berichtet KÜPFl\iÜLLER 
[13]. Besonders unangenehm machen sich die kleinen Bandbreiten bei der 
kontunierlichen Durc hstimmun g bemnkbar. 
8. Schlußhetrachtung 
Seit der grundlegenden Arbeit \"on DAvE;:-;PORT [7] gehen verschiedene 
neuere Veröffentlichungen [(14), (15), (16)] von dieser Arbeit aus. Es fehlt 
jedoch bisher eine Verbindung zwischen den für spezielle Zwecke immer 
wieder neuaufgestellten Fehlertheorien. Die Überlegungen konzentrieren sich 
dabei auf die beiden hauptsächlichen Baugruppen: Multiplikator und Inte-
grator, auf die sich Korrelator wie auch Spektralanalysator zurückführen 
lassen. In der vorliegenden Arbeit 'wird der Multiplikator als Signalwandler 
aufgefaßt, und zwar als Sechspol mit 2 Eingängen und 1 Ausgang. Das Ver-
162 F. H. LASGE und W. Jll'LLER 
ständnis wird erleichtert, 'wenn man zur Analyse im Gedankenexperiment 
einen zweiten, fehlerfreien Korrelator benutzt, wie es übrigens auch bei 
praktischen Versuchen geschehen ist (Bild 11). Als Wahrscheinlichkeits-
verteilungsdichte ,v-ird für die Eingangssignale des Multiplikators die Gauß-
Verteilungsdichte zugrunde gelegt, was für elektronisches Rauschen im allge-
meinen zutrifft. Für die Poisson-Verteilung hat PESCHEL [20] eine Fehler-
abschätzung angegeben. Der Integrator bietet mehr Spielraum für Behand-
lungsvarianten, die sich nach Bild 5 in vier Hauptgruppen einordnen lassen. 
Im Vordergrund der zitierten Arbeiten steht die zeitliche Betrachtungs-
weise mit dem im Zeitbereich idealen oder auch fehler behafteten, getasteten 
Kurzzeit-Integrator. Es erschien daher wünschenswert, die Verbindung zur 
Berechnung im Spektralbereich herzustellen und näher auf den sich dabei 
ergebenden, im Frequenzbereich idealen Kurzzeitintegrator (idealer Tief-
paß) einzugehen, zumal die spektrale Denkweise vielfach doch anschaulicher 
ist. Den Signaldurchlauf durch die Kettenschaltung: Multiplikator + Integra-
tor einschließlich des Rechnungsganges zeigt Bild 4·. Anhand des verallgemei-
nerten Faltungssatzes für statistische Signale (Momente 2. Ordnung) läßt 
sich die Davenportformel leicht verständlich deuten. 
Die allgemeinen Ergebnisse werden auf Eingangssignale mit rechteck-
förmigem Leistungsspektrum angewandt, und zwar als Tiefpaß- und Bandpaß-
Rauschen. Beide Signaltypen sind bei der Informationsübertragung sehr 
nützliche Idealisierungen, die bisher ungenügend untersucht waren. Auf die 
Verteilungsdichte des Restrauschens wird nicht eingegangen. Wie Lampard 
[21] und auch schon Davenpcrt [7] gezeigt haben, kann man in guter Nähe-
rung für kleinere Werte von fo/LJf die Gauß-Verteilung annehmen, was man 
nach dem zentralen Grenzwertsatz bereits vermuten konnte. Damit ist es 
sofort möglich, aus den angegebenen Effektivwerten auf die Amplituden-
verteilung zu schließen. 
Welches Meßverfahren (Korrelator oder Spektrograf) man zur Analyse 
von statistischen Signalen benutzt, hängt von der jeweiligen Gesamtsituation 
(erwarteter Signaltyp und weitere Aus-wertung) ab. Die Messung des Spektrums 
ist im allgemeinen Fall zeitlich aufwendiger, die Korrelationsfunktion weniger 
anschaulich. 
Damit soll die vorliegende Arbeit dem Ausbau der Netzwerktheorie 
für regellose Vorgänge dienen. 
Zusammenfassung 
Vorliegende Arbeit befaßt sich mit dem Fehler bei der Messung von statistischen 
Breitbandsignalen, der durch unvollkommene Integration entsteht. Die Kombination: Ana-
logie-Multiplikator und Integrator 'wird als Übertragungssystem aufgefaßt und der Signal-
durchlauf berechnet. Die zeitliche und spektrale Betrachtungsweise zeigt den Zusammenhang 
zwischen den verschiedenen Arbeiten zur Fehlertheorie. 
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Anhand ihrer Systemkenngrößen (Stoßreaktion und Frequenzgang) werden für die 
Integratoren vier Haupttypen angegeben, in die sich die praktisch interessierenden Fälle 
einordnen lassen. Dabei erweist sich der im Frequenzbereich ideale Kurzzeitintegrator (idealer 
'pefpaß) als nützliche Idealisierung für die Berechnung des Restrauschens. Die theoretischen 
Uberlegungen werden angewandt auf Rauschsignale mit.,rechteckförmigem Leistungsspektrum. 
Auf diese Signalform lassen sich viele Probleme der Ubertragungstechnik zurückführen. Es 
wird das R,"strauschen (absoluter Fehler) und der relative Fehler bei der Messung der Auto-
korrelationsfunktion (Amplituden- und ,-Auswertung) berechnet. Ferner kann damit auch 
sofort der Fehler bei der Messung des Leistungsspektrums angegeben werden. 
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