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Abstract
In this paper, we investigate the error analysis of the derivative of the classical sampling theorem
of bandlimited functions. We consider truncation, amplitude, and time-jitter errors. Both pointwise and
uniform estimates are given. We derive analogues of the results of Piper (1975), Brown (1969), Jagerman
(1966) and Li (1998) in a generalized manner. The amplitude and time-jitter errors are studied in the view
of the works of Butzer (1983) and Butzer et al. (1988), provided that the bandlimited function satisfies some
decay properties.
c⃝ 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Let σ > 0 be fixed and let B2σ be the class of bandlimited functions with bandwidth σ . In
other words, B2σ is the Paley–Wiener space of all entire functions of exponential type σ which
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lie in L2(R) when restricted to R. The classical sampling theorem of Whittaker, Kotelnikov, and
Shannon (WKS) states that, if f (t) ∈ B2σ , then
f (t) =
∞−
n=−∞
f
nπ
σ

Sn(t), t ∈ R, (1.1)
where
Sn(t) := sin c(σ t − nπ) =

sin(σ t − nπ)
(σ t − nπ) , t ≠
nπ
σ
,
1, t = nπ
σ
.
(1.2)
Series (1.1) converges absolutely and uniformly on R; see [10,12,13,19]. Since the WSK
sampling theorem has been extensively used in approximation theory, see, e.g., [24,29,30], the
error analysis associated with (1.1) has also been studied extensively. The first type of error
associated with (1.1) is the truncation error. Let N ∈ Z+ and let fN (t) denote the truncated
sampling series
fN (t) :=
N−
n=−N
f
nπ
σ

Sn(t), t ∈ R. (1.3)
The truncation error associated with (1.1) and (1.3) is defined to be
TN (t) := f (t)− fN (t) =
−
|n|>N
f
nπ
σ

Sn(t), t ∈ R. (1.4)
There are several studies for the derivation of bounds for TN (t), t ∈ R. In the following, we
mention briefly some of these results.
1. Piper [27]. If f (t) ∈ B2π , then, for |t | < N ,
|TN (t)| ≤ | sinπ t | E
π

2N
N 2 − t2
1/2
, E :=
∫ ∞
−∞
| f (t)|2dt . (1.5)
2. Yao and Thomas [31]. Let f (t) ∈ B2λσ , 0 < λ < 1 and M := supt∈R | f (t)|. Then, for|t | < π(N − 1/2)/σ , we have
|TN (t)| ≤ M | sin σ t |2π cos(λπ/2)

1
N + [(σ/π)t + 1/2] +
1
N − [(σ/π)t + 1/2]

. (1.6)
3. Piper [27]. For f (t) ∈ B2λπ , 0 < λ < 1. For |t | < N − 1/2, we have
|TN (t)| ≤ (1+
√
2)E | sinπ t |
π3/2

1
N + m +
1
N − m

, (1.7)
where m is the nearest integer to t , i.e. m := [t + 1/2].
4. Brown [7]. Let f (t) ∈ B2λπ , 0 < λ < 1 and |t | ≤ 1/2. Then
|TN (t)| ≤ 4
√
2E | sinπ t |
π3/2 N

tan

πλ
2

. (1.8)
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5. Jagerman [20]. Let f (t) ∈ B2σ such that tk f (t) ∈ L2(R) for some k ∈ Z+ and
Ek :=
∫ ∞
−∞
tk f (t)2 dµ. (1.9)
Then, for |t | < Nπ/σ , we have
|TN (t)| ≤ σ
k+1/2| sin σ t |Ek
πk+1
√
1− 4−k (N + 1)k

1√
Nπ − σ t +
1√
Nπ + σ t

. (1.10)
We notice that, in the results (1.6)–(1.8), the error bounds are of order N−1, while in (1.5)
the error bound is of order N−1/2. But the condition on the bandwidth in (1.6)–(1.8) is more
restrictive, i.e. the error estimates are improved in the case of oversampling. The error estimate
in (1.10) is of order N−k−1/2, under the smoothness condition tk f (t) ∈ L2(R) for some
k ∈ Z+, while in (1.6)–(1.8) there is a condition on the bandwidth σ . We also notice that the
intervals of t where the results hold are different. Moreover, all error estimates derived above
hold pointwise. Li [23], to the best of our knowledge, was the first to derive uniform bounds
for the truncation error. His results are the following.
6. Li [23]. Let f (t) ∈ B2σ satisfy the condition
| f (t)| ≤ A|t |α+1 , t ∈ R \ {0}, (1.11)
where A and α are fixed positive numbers. Then
|TN (t)| ≤ A
σ
π
α+1 2
2α + 1
1
Nα+1/2
, t ∈ R, N ∈ Z+. (1.12)
Moreover, if N ≥ 8, then
|TN (t)| ≤ 2A
σ
π
α+1 √2 e(π + ln N )
πNα+1
, t ∈ R. (1.13)
Butzer et al. [9] gave the following pointwise estimate under a different type of smoothness
conditions.
7. Butzer et al. [9]. Let F(s) ∈ C (r−1)(R), r ∈ Z+ with F(s) = 0 for |s| > σ . Assume further
that F (r−1)(s) is absolutely continuous and that F (r)(s) is of bounded variation for which
F (r)(s) is continuous at the points s = ±σ . Then the truncation error associated with the
σ -bandlimited function
f (t) =
∫ σ
−σ
F(s)e2π ist ds (1.14)
satisfies the pointwise estimate
|TN (t)| ≤ 2Vr | sin(2σπ t)|
(r + 1)π
σ
π
r+1 1
(N − 2σ |t |)r+1 , |t | <
N
2σ
, (1.15)
where Vr is the variation of F (r) on [−σ, σ ].
For other papers that investigate truncation error, see, e.g., [3,14,18,21].
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Our task in this paper is to study the error analysis associated with the derivative sampling
theorem for f (t) ∈ B2σ , i.e.,
f (r)(t) =
∞−
n=−∞
f
nπ
σ

S(r)n (t), t ∈ R, r ∈ N = Z+ ∪ {0},
f (0)(t) := f (t).
(1.16)
Series (1.16) converges absolutely and uniformly on R; see, e.g., [19, p. 52]. Study of the error
analysis of the derivative sampling theorem is important for practical reasons. In fact, the error
analysis associated with (1.1) is inadequate to establish the error analysis of sampling-based
techniques: for example, for the method of computing eigenvalues of eigenvalue problems when
the eigenvalues are not simple, as in [1,2,5,6]. In the next section, we give some preliminary
results which we will use in what follows. Then the truncation error associated with (1.16) will
be established in Section 3. We will derive analogues of (1.5), (1.7) and (1.10) for pointwise
analysis and analogues of (1.12) and (1.13) for uniform bounds. Since practical applications may
also include amplitude and jitter errors, we will investigate these two types of error associated
with (1.16) in the last section. It is worthwhile mentioning here that our results will be derived
for the best possible decay condition for bandlimited functions. However, this will include the
previously obtained results as special cases. For practical reasons, we use expansion (1.16) for
f (r)(t) rather than the equivalent one,
f (r)(t) :=
∞−
n=−∞
 ∞−
j=−∞
f

j π
σ

δ
(r)
jn

Sn(t), δ
(r)
jn := (σ/π)r S(r)n (t)|t= jπ/σ , (1.17)
given in [29, p. 173].
2. Auxiliary results
In this section, we introduce some introductory lemmas which we will use in our
investigations.
Lemma 2.1. Let r ∈ N, n ∈ Z. Then we have, for t ∈ R,
S(r)n (t) = σ r
r−
j=0
(−1) j

r
j

j ! sin(σ t − (n + ( j − r)/2)π)
(σ t − nπ) j+1 , t ≠
nπ
σ
. (2.1)
Moreover,
S(r)n
nπ
σ

=
(−1)r/2
σ r
r + 1 , r is even,
0, r is odd.
(2.2)
Proof. Let t ∈ R, t ≠ nπ
σ
. Using the Leibniz rule, we obtain
S(r)n (t) =
r−
j=0

r
j

(sin(σ t − nπ))(r− j)

1
σ t − nπ
( j)
. (2.3)
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Since
(sin(σ t − nπ))(r− j) = σ r− j sin (σ t − (n + ( j − r)/2) π) ,
1
σ t − nπ
( j)
= (−1)
j σ j j !
(σ t − nπ) j+1 ,
(2.4)
combining (2.3) and (2.4), we get (2.1). Relation (2.2) is also obtained by direct
computations. 
For convenience, it is practical to distinguish between odd and even r in (2.1). Thus, the
formula for even-order derivatives will be
S(2r)n (t) = σ 2r
r−
j=0
(−1)r− j

2r
2 j

(2 j)! sin(σ t − nπ)
(σ t − nπ)2 j+1
+ σ 2r
r−1
j=0
(−1)r− j

2r
2 j + 1

(2 j + 1)! cos(σ t − nπ)
(σ t − nπ)2 j+2 , t ≠
nπ
σ
, (2.5)
where the second sum is zero when r = 0. The odd case becomes
S(2r+1)n (t) = σ 2r+1
r−
j=0
(−1)r− j

2r + 1
2 j + 1

(2 j + 1)! sin(σ t − nπ)
(σ t − nπ)2 j+2
+ σ 2r+1
r−
j=0
(−1)r− j

2r + 1
2 j

(2 j)! cos(σ t − nπ)
(σ t − nπ)2 j+1 , t ≠
nπ
σ
. (2.6)
Lemma 2.2. Let α > 0 and N ∈ Z+. Then, for |t | < Nπ/σ , we have
1
α(N + 1)α ≤
−
n>N
1
nα+1
≤ 1
α Nα
, (2.7)
−
n>N
1
(nπ − σ t)α+1 <
1
α π(Nπ − σ t)α . (2.8)
Consequently,−
n<−N
1
|nπ − σ t |α+1 <
1
α π(Nπ + σ t)α , |t | < Nπ/σ. (2.9)
Proof. Since, for a fixed t ∈ R, the function 1/(uπ − σ t) is a strictly decreasing for u > σ t/π ,−
n>N
1
(nπ − σ t)α+1 <
∫ ∞
N
du
(σ t − πu)α+1 =
1
απ(Nπ − σ t)α , (2.10)
which is (2.8). Inequality (2.9) can be deduced from (2.8) since the domain of t , i.e., |t | < Nπ/σ ,
is symmetric about t = 0. Inequality (2.7) results directly from∫ ∞
N+1
dx
xα+1
≤
−
n>N
1
nα+1
≤
∫ ∞
N
dx
xα+1
.  (2.11)
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Lemma 2.3. Take p, q > 1, such that 1p + 1q = 1. We have, for j ∈ N,
∞−
n=−∞

1
|n − 1/2|
q( j+1)
< p π ( j+1)q . (2.12)
Proof. Obviously,
∞−
n=−∞

1
|n − 1/2|
q( j+1)
= 2( j+1)q+1 + 2
∞−
n=2
1
(n − 1/2)( j+1)q . (2.13)
Estimating the last sum by an integral, we obtain
∞−
n=2
1
(n − 1/2)( j+1)q <
∫ ∞
1
1
(x − 1/2)( j+1)q dx =
2( j+1)q−1
( j + 1)q − 1 . (2.14)
But, for all x > 1, we have x(2/π)x ≤ 1; see Fig. 1. Therefore,
∞−
n=−∞
1
|n − 1/2|( j+1)q < 2
( j+1)q

2+ 1
( j + 1)q − 1

= 2( j+1)q

1+ ( j + 1)q
( j + 1)q − 1

(2.15)
< π ( j+1)q

1+ ( j + 1)q(2/π)
( j+1)q
( j + 1)q − 1

< p π ( j+1)q .  (2.16)
Remark 2.1. The special case of (2.12) when j = 0 has been considered by Higgins, who
proved in [19, pp.114–115] that
1+ 1
πq
∞−
n=1

1
(n − 1/2)q +
1
(n + 1/2)q

< p. (2.17)
In fact Higgins’s estimate is better than ours when j = 0, because, when j = 0, (2.12) reduces
to 
2
π
q
+ 1
πq
∞−
n=1

1
(n − 1/2)q +
1
(n + 1/2)q

< p. (2.18)
However, estimate (2.12) suffices to establish our results. Now we are ready to prove the
following useful estimate.
Lemma 2.4. Let p, q > 1 such that 1p + 1q = 1. Then, for r ∈ N and t ∈ R, we have ∞−
n=−∞
|S(r)n (t)|q
1/q
< (r + 1)! p σ r . (2.19)
Proof. Let t ∈ R, r ∈ N and p, q > 1, 1p + 1q = 1. It suffices to prove (2.19) on Iσ :=
−π
2σ ,
π
2σ

,
since the sum of (2.19) is periodic with period π
σ
. Indeed, using (2.1), we have
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∞−
n=−∞
S(r)n t + πσ q
=
∞−
n=−∞
σ r r−
j=0
(−1) j

r
j

j ! sin(σ t − (n − 1+ ( j − r)/2)π)
(σ t − (n − 1)π) j+1

q
. (2.20)
Replacing n − 1 by n, we proved the π
σ
-periodicity of the sum of (2.19). We assume now that
t ∈ Iσ . Using (2.1), we obtain ∞−
n=−∞
|S(r)n (t)|q
1/q
≤
|S(r)0 (t)|q + (r ! σ r )q −
n∈Z\{0}

r−
j=0
1
|σ t − nπ | j+1
q1/q
≤

|S(r)0 (t)|q + (r ! σ r )q
∞−
n=1

r−
j=0
1
(nπ − σ t) j+1
q
+

r−
j=0
1
(nπ + σ t) j+1
q1/q
. (2.21)
Noting that [15, p.18]
S0(t) := 12σ
∫ σ
−σ
eit x dx, S(r)0 (t) :=
1
2σ
∫ σ
−σ
(i x)r eit x dx,
then
|S(r)0 (t)| ≤
1
σ
∫ σ
0
xr dx ≤ σ
r
r + 1 . (2.22)
Combining (2.22) and (2.21) implies that ∞−
n=−∞
|S(r)n (t)|q
1/q
≤ r ! σ r

1+
∞−
n=1

r−
j=0
1
(nπ − σ t) j+1
q
+

r−
j=0
1
(nπ + σ t) j+1
q1/q
. (2.23)
Consider the sequence of functions
gn(t) :=

r−
j=0
1
(nπ − σ t) j+1
q
+

r−
j=0
1
(nπ + σ t) j+1
q
, t ∈ Iσ , n ∈ Z+. (2.24)
For n ∈ Z+, gn(t), t ∈ Iσ , is a positive even function which attains its maximum in Iσ at
t = ± π2σ ; see Fig. 2. Substituting in (2.23) with t = π2σ , we obtain ∞−
n=−∞
|S(r)n (t)|q
1/q
≤ r ! σ r

1+
∞−
n=1

r−
j=0
1
π j+1(n − 1/2) j+1
q
+

r−
j=0
1
π j+1(n + 1/2) j+1
q1/q
. (2.25)
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We distinguish between two cases. First when r = 0, (2.25) leads to ∞−
n=−∞
|S(0)n (t)|q
1/q
< p, (2.26)
when (2.27) is used. If r ≥ 1, then we have∑rj=0( 2π ) j+1 > 1, and therefore ∞−
n=−∞
|S(r)n (t)|q
1/q
< r ! σ r
 ∞−
n=−∞

r−
j=0
1
π j+1|n − 1/2| j+1
q1/q
. (2.27)
Applying the Minkowsky inequality r times to (2.27) and using (2.12), we obtain ∞−
n=−∞

r−
j=0
1
π j+1|n − 1/2| j+1
q1/q
<
r−
j=0

1
π ( j+1)q
∞−
n=−∞
1
|n − 1/2|( j+1)q
1/q
< (r + 1)p. (2.28)
Substituting from (2.28) into (2.27), the lemma is proved. 
Remark 2.2. Notice that, letting r = 0 in (2.19), we exactly get an inequality of Splettsto¨sser
et al. [28]; see also [19, pp. 114–115]. Inequality (2.19) when r = 1 is established in [2].
Lemma 2.5. Let a ≥ 1, σ ∈ R+, κ ∈]0, 1[ and N > σ
π
; then we have
∞−
n>N
e−a(
πn
σ )
κ
<
([1/κ]+ 1)! N
κ
e
−a

πN
σ
κ
. (2.29)
Proof. Since the exponential function e−a|t |κ is strictly decreasing for all t ∈ R, a > 0, κ ∈]0, 1[,
we have
∞−
n>N
e−a(
πn
σ )
κ
<
∫ ∞
N
e−a(
π t
σ )
κ
dt = σ
κπ
∫ ∞
πN
σ
κ t 1κ−1e−at dt
≤ σ
κπ
∫ ∞
πN
σ
κ tm◦e−at dt
= σ
κπ

πN
σ
m◦κ
a
+ m◦

πN
σ
(m◦−1)κ
a2
+ · · · + m◦!
am◦+1

e
−a

πN
σ
κ
≤ σ (m◦ + 1)!
κπ a

πN
σ
m◦κ
e
−a

πN
σ
κ
, (2.30)
where m◦ = [ 1κ ]. Since m◦κ ≤ 1, Nπσ > 1 and a ≥ 1, inequality (2.30) leads to (2.29). 
The following Abel summation formula, see [22, p. 313], will be used in what follows. Let an
and bn be two sequences such that limn→∞ bn = 0. Then, for N > 0,
∞−
n=N+1
anbn =
∞−
n=N+1
An(bn − bn+1)− AN bN+1, (2.31)
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Fig. 1. f (t) = t (2/π)t , t ∈ R.
where the sequence of partial sums An := a0+· · ·+an is assumed to be bounded. The properties
of the functions t (2/π)t and gn(t) used to prove the previous results can be easily established
from elementary calculus. Figs. 1 and 2 illustrate these functions.
3. Truncation error estimates
In the following, we will derive estimates for the truncation error associated with the sampling
formula (1.16). For N ∈ Z+, t ∈ R, the truncated series of (1.16) is
f (r)N (t) :=
N−
n=−N
f
nπ
σ

S(r)n (t), (3.1)
and the associated truncation error is
Tr,N (t) := f (r)(t)− f (r)N (t) =
−
|n|>N
f
nπ
σ

S(r)n (t). (3.2)
The following theorem is the first result of our investigations. It is an analogue of the result of
Piper, (1.5), where the truncation error has order N−1/2.
Theorem 3.1. Let f (t) ∈ B2σ , r ∈ N and N ∈ Z+. Then, for t ∈ R, |t | < Nπ/σ , we have
|T2r,N (t)| ≤ σ
2r+1/2(2r)!E | sin σ t |
π
r−
j=0

1
(Nπ − σ t)2 j+1/2 +
1
(Nπ + σ t)2 j+1/2

+ σ
2r+1/2(2r)!E | cos σ t |
π
r−1
j=0

1
(Nπ − σ t)2 j+3/2 +
1
(Nπ + σ t)2 j+3/2

, (3.3)
where the second sum is zero when r = 0 and
|T2r+1,N (t)| ≤ σ
2r+3/2(2r + 1)!E | sin σ t |
π
×
r−
j=0

1
(Nπ − σ t)2 j+3/2 +
1
(Nπ + σ t)2 j+3/2

+ σ
2r+3/2(2r + 1)!E | cos σ t |
π
×
r−
j=0

1
(Nπ − σ t)2 j+1/2 +
1
(Nπ + σ t)2 j+1/2

. (3.4)
Here, E is the constant defined in (1.5).
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Fig. 2. g3(t), q = 2, r = 2, t ∈ Iπ .
Proof. We prove (3.3) and proving (3.4) is similar. Using (2.5) and the triangle inequality, we
obtain
|T2r,N (t)| ≤ σ 2r (2r)! | sin σ t |
r−
j=0
−
|n|>N
 f
 nπ
σ

(σ t − nπ)2 j+1

+ σ 2r (2r)! | cos σ t |
r−1
j=0
−
|n|>N
 f
 nπ
σ

(σ t − nπ)2 j+2
 , |t | < Nπ/σ, (3.5)
where the interchange of the sums is justified by the absolute convergence. Applying the
Cauchy–Schwarz inequality yields for, |t | < Nπ/σ ,
−
n>N
 f
 nπ
σ

(σ t − nπ)2 j+1
 ≤
−
n>N
 f nπ
σ
21/2 −
n>N
1
(σ t − nπ)4 j+2
1/2
. (3.6)
Since f (t) ∈ B2σ ,
E2 =
∫ ∞
−∞
| f (t)|2dt = π
σ
∞−
n=−∞
 f nπ
σ
2 . (3.7)
Making use of (2.8) when α := 4 j + 1 leads to−
n>N
 f
 nπ
σ

(σ t − nπ)2 j+1
 <
√
σ E
π(Nπ − σ t)2 j+1/2 . (3.8)
Similarly,−
n<−N
 f
 nπ
σ

(σ t − nπ)2 j+1
 <
√
σ E
π(Nπ + σ t)2 j+1/2 , |t | < Nπ/σ. (3.9)
Combining (3.9) and (3.8) implies that−
|n|>N
 f
 nπ
σ

(σ t − nπ)2 j+1
 <
√
σ E
π

1
(Nπ − σ t)2 j+1/2 +
1
(Nπ + σ t)2 j+1/2

. (3.10)
Using similar arguments, the second sum of (3.5) can be estimated via−
|n|>N
 f
 nπ
σ

(σ t − nπ)2 j+2
 <
√
σ E
π

1
(Nπ − σ t)2 j+3/2 +
1
(Nπ + σ t)2 j+3/2

. (3.11)
The rest of the proof can be accomplished by combining (3.11), (3.10) and (3.5). 
346 M.H. Annaby, R.M. Asharabi / Journal of Approximation Theory 163 (2011) 336–362
Remark 3.1. Letting r = 0 and σ = π in (3.3), estimate (3.3) turns out to be
|TN (t)| ≤ E | sinπ t |
π
√
N + t +√N − t√
N 2 − t2

≤ E | sinπ t |
π

2N
N 2 − t2
1/2
, (3.12)
|t | < N , which is exactly Piper’s result (1.5).
The above truncation error goes to zero as fast as N−1/2 when N goes to infinity. To improve
this estimate, we may derive analogues to (1.6), (1.7) or (1.8). As in the case r = 0, stated in
Section 1 above, the improvement is achieved when the bandwidth shrinks. Thus the refinement
in truncation error is due to oversampling, i.e., f (t) ∈ B2λσ , 0 < λ < 1. Since these estimates are
similar, we will derive an analogue of (1.8) extending its domain to a larger one.
Theorem 3.2. Let 0 < λ < 1 and f (t) ∈ B2λσ . Then, for |t | < Nπ/σ , we have
|T2r,N (t)| ≤ σ 2r E | sin σ t |

2σ tan

πλ
2
 r−
j=0

2r
2 j

((2 j)!)2π2 j K2 j+1(t)
+ σ 2r E | cos σ t |

2σ tan

πλ
2
 r−1
j=0

2r
2 j + 1

((2 j + 1)!)2π2 j+1 K2 j+2(t), (3.13)
and for the odd case
|T2r+1,N (t)| ≤ σ 2r+1 E | cos σ t |

2σ tan

πλ
2
 r−
j=0

2r + 1
2 j

((2 j)!)2π2 j K2 j+1(t)
+ σ 2r+1 E | sin σ t |

2σ tan

πλ
2
 r−
j=0

2r + 1
2 j + 1

((2 j + 1)!)2π2 j+1 K2 j+2(t), (3.14)
where the Kl(t), l ∈ Z+, are given by
Kl(t) := (Nπ − σ t)
l − 1
(Nπ − σ t)2l−1((Nπ − σ t)− 1) +
1
((N + 1)π − σ t)l
+ (Nπ + σ t)
l − 1
(Nπ + σ t)2l−1((Nπ + σ t)− 1) +
1
((N + 1)π + σ t)l . (3.15)
Proof. From (3.2) and (2.5) and the absolute convergence, we have, for t ∈ R,
T2r,N (t) = σ 2r sin σ t
r−
j=o

2r
2 j

(2 j)!
−
|n|>N
(−1)n f  nπ
σ

(σ t − nπ)2 j+1
+ σ 2r cos σ t
r−1
j=o

2r
2 j + 1

(2 j + 1)!
−
|n|>N
(−1)n f  nπ
σ

(σ t − nπ)2 j+2 . (3.16)
From now on, we assume that |t | < Nπ/σ . We estimate the infinite sums of (3.16). Using the
Abel summation formula (2.31) with an = (−1)n f ( nπσ ) and bn = 1(σ t−nπ)l , l ∈ Z+, we obtain
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−
n>N
(−1)n f  nπ
σ

(σ t − nπ)l =
−
n>N
I0,n

1
(σ t − nπ)l −
1
(σ t − (n + 1)π)l

− I0,N
(σ t − (N + 1)π)l
=
−
n>N
I0,n

(σ t − (n + 1)π)l − (σ t − nπ)l
(σ t − nπ)l(σ t − (n + 1)π)l

− I0,N
(σ t − (N + 1)π)l
=
−
n>N
I0,n
l−1∑
i=0

l
i

(σ t − nπ)i (−π)l−i
(σ t − nπ)l(σ t − (n + 1)π)l −
I0,N
(σ t − (N + 1)π)l , (3.17)
where
Im,n :=
n−
k=m
(−1)k f

kπ
σ

, m, n ∈ Z, n ≥ m. (3.18)
Following the technique of Brown in [7], we can prove that, for f (t) ∈ B2λσ ,
|Im,n| ≤ E
π

2σ tan

πλ
2

, n,m ∈ Z, n ≥ m. (3.19)
Indeed, since f (t) ∈ B2λσ ,
f (t) = 1
2π
∫ λσ
−λσ
F(w)eiwt dw, t ∈ R, (3.20)
where F(w) ∈ L2[−λσ, λσ ]. From (3.18) and (3.20), we obtain, for n,m ∈ Z, n ≥ m,
|Im,n| ≤ 12π
∫ λσ
−λσ
F(w) n−
k=m
(−1)k eiwπk/σ
 dw
= 1
2π
∫ λσ
−λσ
F(w)(−1)m eiwπm/σ + (−1)n eiwπ(1+n)/σ1+ eiwπ/σ
 dw
≤ 1
π
∫ λσ
−λσ
|F(w)|
|1+ eiwπ/σ | dw. (3.21)
Applying the Cauchy–Schwarz inequality and using Plancherel’s theorem, we get
|Im,n|2 ≤ 1
π2
∫ λσ
−λσ
|F(w)|2dw.
∫ λσ
0
dw
1+ cos(πw/σ)
= 2σ E
2
π2
tan

πλ
2

, (3.22)
which is (3.19). Applying the triangle inequality to (3.17), and using (3.19), we arrive at−
n>N
(−1)n f  nπ
σ

(σ t − nπ)l
 ≤ (l − 1)!π l−1 E

2σ tan

πλ
2

×

l−1
i=0
 ∞−
n=N+1
(nπ − σ t)i−l
((n + 1)π − σ t)l

+ 1
((N + 1)π − σ t)l

. (3.23)
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The interchange of summations is again justified by the absolute convergence. Using (2.8), we
get
l−1
i=0
∞−
n=N+1
(nπ − σ t)i−l
((n + 1)π − σ t)l ≤
l−1
i=0
∞−
n=N+1
1
(nπ − σ t)2l−i <
l−1
i=0
1
(Nπ − σ t)2l−i−1
= (Nπ − σ t)
l − 1
(Nπ − σ t)2l−1((Nπ − σ t)− 1) . (3.24)
Therefore,−
n>N
(−1)n f  nπ
σ

(σ t − nπ)l
 ≤ (l − 1)!π l−1 E

2σ tan

πλ
2

Kl(−t), (3.25)
where Kl(t) is defined in (3.15). By the same technique, we will have −
n<−N
(−1)n f  nπ
σ

(σ t − nπ)l
 ≤ (l − 1)!π l−1 E

2σ tan

πλ
2

Kl(t). (3.26)
Substituting from (3.26) and (3.25) into (3.16), we have (3.13). The proof of the odd case could
be achieved similarly. 
In the following theorem, we derive the last pointwise estimate of the truncation error. It is an
analogue of Jagerman’s result (1.10) when tk f (t) ∈ L2(R), for some k ∈ Z+.
Theorem 3.3. Let r ∈ N, f (t) ∈ B2σ and tk f (t) ∈ L2(R), for k ∈ Z+; then we have, for t ∈ R,
|t | < Nπ/σ ,
|T2r,N (t)| ≤ σ
2r+k+1/2(2r)!| sin σ t |Ek
πk+1
√
1− 4−k(N + 1)k
r−
j=0

1
(Nπ − σ t)2 j+1/2 +
1
(Nπ + σ t)2 j+1/2

+ σ
2r+k+1/2(2r)!| cos σ t |Ek
πk+1
√
1− 4−k(N + 1)k
r−1
j=0

1
(Nπ − σ t)2 j+3/2 +
1
(Nπ + σ t)2 j+3/2

, (3.27)
where the second sum of (3.27) is zero when r = 0, and
|T2r+1,N (t)| ≤ σ
2r+k+3/2(2r + 1)!| sin σ t |Ek
πk+1
√
1− 4−k(N + 1)k
×
r−
j=0

1
(Nπ − σ t)2 j+3/2 +
1
(Nπ + σ t)2 j+3/2

+ σ
2r+k+3/2(2r + 1)!| cos σ t |Ek
πk+1
√
1− 4−k(N + 1)k
×
r−
j=0

1
(Nπ − σ t)2 j+1/2 +
1
(Nπ + σ t)2 j+1/2

. (3.28)
Here, Ek is the constant defined in (1.9).
M.H. Annaby, R.M. Asharabi / Journal of Approximation Theory 163 (2011) 336–362 349
Proof. Assume that t ∈ R, |t | < Nπ/σ . Relation (2.5) and the triangle inequality imply that
|T2r,N (t)| ≤
−
|n|>N
 f nπ
σ

S(r)n (t)
 ≤ σ 2r (2r)! | sin σ t | r−
j=0
−
|n|>N
 f
 nπ
σ

(σ t − nπ)2 j+1

+ σ 2r (2r)! | cos σ t |
r−1
j=0
−
|n|>N
 f
 nπ
σ

(σ t − nπ)2 j+2
 . (3.29)
Using the Cauchy–Schwarz inequality, we obtain−
|n|>N
 f
 nπ
σ

(σ t − nπ)2 j+1
 = −
n>N
 f
 nπ
σ

(σ t − nπ)2 j+1
+ −
n<−N
 f
 nπ
σ

(σ t − nπ)2 j+1

≤
−
n>N
 f nπ
σ
21/2 −
n>N
1
(nπ − σ t)4 j+2
1/2
+
 −
n<−N
 f nπ
σ
21/2 −
n>N
1
(nπ + σ t)4 j+2
1/2
. (3.30)
Since f (t) ∈ B2σ and tk f (t) ∈ L2(R), using Jagerman’s estimations, see [20, p. 716],−
n>N
 f nπ
σ
21/2 ≤ σ k+1/2 Ek
πk+1/2
√
1− 4−k(N + 1)k , (3.31) −
n<−N
 f nπ
σ
21/2 ≤ σ k+1/2 Ek
πk+1/2
√
1− 4−k(N + 1)k , (3.32)
we obtain−
|n|>N
 f
 nπ
σ

(σ t − nπ)2 j+1
 ≤ σ k
√
σ Ek√
1− 4−k(N + 1)kπk+1
×

1
(Nπ − σ t)2 j+1/2 +
1
(Nπ + σ t)2 j+1/2

, (3.33)
where we have used (2.8). Also, for the second sum of (3.29), we can prove the similar estimate−
|n|>N
 f
 nπ
σ

(σ t − nπ)2 j+2
 ≤ σ k
√
σ Ek√
1− 4−k(N + 1)kπk+1
×

1
(Nπ − σ t)2 j+3/2 +
1
(Nπ + σ t)2 j+3/2

. (3.34)
The proof of (3.27) arises by substituting from (3.34) and (3.33) into (3.29). Estimation (3.28)
can be proved similarly. 
Remark 3.2. Letting r = 0 in (3.27), we get (1.10). The case of (3.28) when r = 0 is studied
in [1].
In the following corollary we simplify the results in Theorems 3.1–3.3 by expressing the
error bounds in simple forms. In the new forms, we summarize the error bound to be a constant
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multiplied by the major rate of decay N−κ , κ > 0. However, these simple forms will increase
the error bounds. So in the case of computations, the complicated forms are more accurate.
Corollary 3.1. Let r ∈ N, N ∈ Z+. If the hypotheses of Theorem 3.1 hold, then
|Tr,N (t)| ≤ 8 σ
r+1/2r ! E
π3/2
N−1/2, |t | ≤ Nπ
2σ
. (3.35)
If the hypotheses of Theorem 3.2 hold, then
|Tr,N (t)| ≤ 8 σ r E π−1

2σ tan

πλ
2
 r−
j=0
2 j

r
j

(( j)!)2 N−1, |t | ≤ Nπ
2σ
. (3.36)
If the hypotheses of Theorem 3.3 hold, then
|Tr,N (t)| ≤ 8 σ
r+k+1/2 r ! Ek
πk+1
√
1− 4−k N
−k−1/2, |t | ≤ Nπ
2σ
. (3.37)
Proof. By letting |t | ≤ Nπ/2σ in (3.3) and (3.4), and by using the fact that
r−
j=0

2
Nπ
2 j
<
∞−
j=0

2
Nπ
2 j
< 2,
we get (3.35). The proof of (3.37) is similar. Finally, we prove (3.36). Letting |t | ≤ Nπ/2σ in
(3.15), we get
Kl(t) ≤ 4

2
Nπ
l
. (3.38)
Substituting from (3.38) in (3.13) and (3.14) and using (1/N )2 j ≤ 1, j = 0 . . . r , we get
(3.36). 
The previously derived estimates in Theorems 3.1–3.3 are pointwise. The next result gives
uniform bounds for Tr,N (t). We derive results which are more general than (1.12) and (1.13),
provided that a more general decay, (3.39) below, is fulfilled. According to Boas [4], bandlimited
functions cannot decay faster than (3.39).
Theorem 3.4. Let r ∈ N, N ∈ Z+. Suppose that f (t) ∈ B2σ satisfies a decay condition of the
form
| f (t)| ≤ A e
−β|t |κ
|t |α+1 , t ≠ 0, 0 < κ < 1, (3.39)
where A, β, and α are fixed positive numbers. Then, for t ∈ R, we have the global estimate
|Tr,N (t)| ≤ 2A σ r (r + 1)!
σ
π
α+1 2
2α + 1
e
−β

π(N+1)
σ
κ
Nα+1/2
, t ∈ R. (3.40)
Moreover, if N ≥ 8, then
|Tr,N (t)| ≤ A
√
2 eσ r (r + 1)!
σ
π
α+1 e−β π(N+1)σ κ ln N
Nα+1
, t ∈ R. (3.41)
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Proof. Using the Cauchy–Schwarz inequality, (3.39) and (2.19) with p = q = 2, and (2.7), we
obtain, for N ∈ Z+,
|Tr,N (t)| ≤
−
n>N
 f nπ
σ

S(r)n (t)
 ≤  −
|n|>N
 f nπ
σ
21/2  −
|n|>N
|S(r)n (t)|2
1/2
< 2A σ r (r + 1)!
σ
π
α+1 
2
−
n>N
e−2β( πnσ )
κ
n2α+2
1/2
≤ 2A σ r (r + 1)!
σ
π
α+1 2
2α + 1 .
e
−β

π(N+1)
σ
κ
Nα+1/2
, t ∈ R, (3.42)
which is (3.40). Now, let N ≥ 8. Let p, q > 1 such that 1p + 1q = 1. From the Ho¨lder inequality,
(3.39), (2.19) and (2.7), we obtain, for t ∈ R,
|Tr,N (t)| ≤
−
n>N
 f nπ
σ

S(r)n (t)
 ≤  −
|n|>N
 f nπ
σ
p1/p  −
|n|>N
|S(r)n (t)|q
1/q
< A σ r (r + 1)!
σ
π
α+1
p

2
−
n>N
e−p β( πnσ )
κ
n p α+p
1/p
≤ A σ r (r + 1)!
σ
π
α+1  2
p α + p − 1
1/p p e−β π(N+1)σ κ
Nα+1−1/p
. (3.43)
Now, we choose p := ln N . Then, p > 2 and
2
p α + p − 1
1/p
<
√
2, N−1/p = 1
e
. (3.44)
Combining (3.44) and (3.43), the bound (3.41) is proved. 
Remark 3.3. Letting r = 0 and β = 0 in (3.40) and (3.41), we obtain a result similar to that of
Li, (1.12) and (1.13).
In our investigations of the truncation error, we have used (1.16) rather than (1.17). Since
the derivatives of bandlimited functions are also bandlimited, one may use another approach to
tackle this problem by considering the WKS sampling representation,
f (r)(t) =
∞−
n=−∞
f (r)
nπ
σ

Sn(t), t ∈ R. (3.45)
Another approach would be by the use of the fact that B2σ is a Hilbert space with an orthogonal
basis {Sn(t)}n∈Z. Thus,
f (r)(t) =
∞−
n=−∞
an Sn(t), t ∈ R, (3.46)
where the an are the corresponding Fourier coefficients. In each direction, one has to deduce the
properties of f (r)(t) from those of f (t) or to impose conditions on f (r)(t) and use old results.
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4. Amplitude and jitter error analysis
This section is devoted to the investigation of two other types of error analysis associated with
derivative sampling series, namely amplitude and jitter errors. We use the technique established
by Butzer et al. [11], see also [32,33], for the treatment in non-uniform sampling series. The
amplitude error arises if the exact sampling values f (nπ/σ) are replaced by approximate close
ones f (nπ/σ) in the sampling series (1.16). Let εn := f (nπ/σ) − f (nπ/σ) be uniformly
bounded by ε, i.e., |εn| < ε for some ε > 0. The amplitude error is defined in this case to be
(Aε) f (r)(t) :=
∞−
n=−∞

f
nπ
σ

− f nπ
σ

S(r)n (t), r ∈ N, t ∈ R. (4.1)
The case when r = 0 is studied in [11,12], provided that f (t) satisfies a decay condition.
Assuming that bandlimited functions satisfy decay conditions at ±∞ is natural, because
bandlimited functions are entire-L2(R)-functions. The amplitude error depends naturally on the
decay of f (t) together with the bound ε. Butzer et al. assumed that, for f (t) ∈ B2σ , there are
positive constants M f and γ ∈]0, 1] such that
| f (t)| ≤ M f |t |−γ , (|t | ≥ 1), t ∈ R. (4.2)
Moreover, it is assumed that the differences εn satisfy the condition
|εn| ≤ | f (nπ/σ)| , n ∈ Z. (4.3)
Note that limn→±∞ f (nπ/σ) = 0, and, if we take limn→±∞ εn = 0, then equivalently
limn→±∞ f (nπ/σ) = 0. For σ ≥ π , 0 < ε ≤ min{π/σ, 1/√e}, the estimate
‖(Aε) f (t)‖∞ ≤ 4
γ
(
√
3 e +√2M f exp(1/4)) ε log(1/ε), t ∈ R, (4.4)
is established in [12]. For convenience, we let
A f (ε) := 4
γ
(
√
3 e +√2M f exp(1/4)) ε log(1/ε). (4.5)
The next theorem generalizes the above-mentioned result for r ∈ N and for any σ > 0.
Theorem 4.1. Let f (t) ∈ B2σ such that conditions (4.2) and (4.3) hold. Then, for 0 < ε ≤
min{π/σ, σ/π, 1/√e}, we have
‖(Aε)( f (r))(t)‖∞ ≤ (r + 1)! σ rA f (ε), r ∈ N, t ∈ R. (4.6)
Proof. Let p, q > 1 such that 1p + 1q = 1. From the Ho¨lder inequality and using Lemma 2.4, we
obtain, t ∈ R, r ∈ N,
|(Aε) f (r)(t)| ≤
 ∞−
n=−∞
|S(r)n (t)|q
1/q  ∞−
n=−∞
|εn|p
1/p
< (r + 1)! σ r p
 ∞−
n=−∞
|εn|p
1/p
. (4.7)
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Let N0 := [ σπ ], the integer part of σ/π . Applying the Minkowsky inequality, we obtain, for
N ≥ N0, ∞−
n=−∞
|εn|p
1/p
≤
 −
|n|≤N
|εn|p
1/p
+
 −
|n|>N
|εn|p
1/p
. (4.8)
Using (4.2), (4.3), and choosing p > 1 such that γ p ≥ 2, we get −
|n|>N
|εn|p
1/p
≤
 −
|n|>N
 f nπ
σ
p1/p ≤ M f σ
π
γ 
2
−
n>N
1
nγ p
1/p
< M f
σ
π
γ  2
γ p − 1
1/p
N (1−γ p)/p ≤ 2γ /2 M f
σ
π
γ
N (1−γ p)/p. (4.9)
Moreover,
N−
n=−N
|εn|p
1/p
≤ ε(2N + 1)1/p. (4.10)
Combining (4.7)–(4.10), we obtain for N > N0, γ p ≥ 2
|(Aε) f (r)(t)| ≤ (r + 1)! σ r p

ε(2N + 1)1/p + 2γ /2 M f
σ
π
γ
N (1−γ p)/p

. (4.11)
The parameters N and p can to be chosen suitably to obtain the desired estimate. We distinguish
between two cases. First, when σ ≥ π , we take
N :=
[
ε−1/γ
σ
π
 γ p
γ p−1
]
, p = 4
γ
log(1/ε). (4.12)
Since ε ≤ {π/σ, 1/√e}, ( σ
π
)γ ≤ 1
ε
and N ≥ N0. Therefore,
(2N + 1)1/p ≤ 31/pε−1/γ p
σ
π
 γ
γ p−1 ≤ 3γ /2

1
ε
 2γ p−1
γ p(γ p−1)
≤ 3γ /2

1
ε
4/γ p
= 3γ /2 e, (4.13)
where the last equality comes from taking the logarithm of both sides and using (4.12). Also,σ
π
γ
N (1−γ p)/p ≤ e1/4ε. (4.14)
Substituting from (4.13) and (4.14) in (4.11), and noting that p = 4
γ
log(1/ε), we obtain (4.6). If
σ < π , we choose
N :=
[
ε−1/γ
π
σ
 γ p
γ p−1
]
. (4.15)
In this case, N0 = 0, and we proceed as in the previous case. This ends the proof. 
The case when r = 1 is studied in [2], where it is proved that, if f (t) ∈ B2σ and satisfies
condition (4.2), γ = 1, then, also for σ ≥ π , 0 < ε ≤ min{π/σ, 1/√e},
‖(Aε) f (t)‖∞ ≤ 2σA f (ε), t ∈ R. (4.16)
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Theorem 4.1 is derived following the method of [11]. The tail decay of a bandlimited function
depends on the smoothness of its Fourier transform. As has been mentioned before, the fastest
possible decay of a bandlimited function is
f (t) = O(e−β|t |κ ) as |t | → ∞, (4.17)
where β > 0 and κ ∈]0, 1[. Therefore, we can find M f > 0 and T ≥ 1 for which
| f (t)| ≤ M f e−β|t |κ , |t | ≥ T, κ ∈]0, 1[. (4.18)
Let N0 := [ Tσπ ], and assume that
|εn| ≤ | f (nπ/σ)|, |n| ≥ N0. (4.19)
Then we will have the following estimate for the amplitude error.
Theorem 4.2. Let f (t) ∈ B2σ such that conditions (4.18) and (4.19) hold. Then, for 0 < ε ≤
min{π/σ, σ/π, 1/√e}, we have, for r ∈ N, t ∈ R,
‖(Aε)( f (r))(t)‖∞ ≤ 4(r + 1)! eσ r
√
3T +
√
2([1/κ] + 1)! M f n!√
κT βn

ε log(1/ε), (4.20)
where κ ∈]0, 1[ and [nκ] = 1.
Proof. Let p, q > 1 such that 1p + 1q = 1. The Ho¨lder inequality and (2.19) imply that
|(Aε) f (r)(t)| ≤
 ∞−
n=−∞
|S(r)n (t)|q
1/q  ∞−
n=−∞
|εn|p
1/p
< (r + 1)!σ r p
 ∞−
n=−∞
|εn|p
1/p
, t ∈ R, r ∈ N. (4.21)
Letting N ≥ N0, and using Minkowsky inequality, we obtain ∞−
n=−∞
|εn|p
1/p
≤
 −
|n|≤N
|εn|p
1/p
+
 −
|n|>N
|εn|p
1/p
. (4.22)
Using (4.18), (4.19) and (2.29), and letting pβ ≥ 1, p ≥ 2, we get −
|n|>N
|εn|p
1/p
≤
 −
|n|>N
 f nπ
σ
p1/p ≤ M f 2 −
n>N
e−βp(
nπ
σ )
κ
1/p
< M f

2([1/κ] + 1)! N
κ
e
−βp

Nπ
σ
κ1/p
≤
√
2([1/κ] + 1)! M f N 1/p√
κ
e
−β

Nπ
σ
κ
, (4.23)
where κ ∈]0, 1[. Inequality (4.10) and the substitution from (4.23) and (4.22) in (4.21) yield
|(Aε) f (r)(t)| ≤ (r + 1)! σ r p
×

ε(2N + 1)1/p +
√
2([1/κ] + 1)! M f N 1/p√
κ
e
−β

Nπ
σ
κ
. (4.24)
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When σ ≥ π , we choose N and p to be
N :=
[
Tσ
ε π
]
≥ N0, p = 4 log(1/ε). (4.25)
Then p ≥ 2 and N ≥ N0. Since
e−βxκ ≤ n!
βn xnκ
, x > 0, κ ∈]0, 1[,
where [nκ] = 1, we have
N 1/p ≤ √T e, (2N + 1)1/p ≤ √3T e, e−β

Nπ
σ
κ
≤ n!ε
βnT
. (4.26)
Combining (4.26) and (4.24), and noting that p = 4 log(1/ε), we obtain (4.20). If 0 < σ < π ,we
take
N :=
[
Tπ
ε σ
]
≥ N0, (4.27)
and by the same manner we can prove (4.20). 
Corollary 4.1. Let α > 0, β > 0. Assume that f (t) ∈ B2σ such that there exists positive
constants M f > 0 and T ≥ 1 such that
| f (t)| ≤ M f e
−β|t |κ
|t |α , |t | ≥ T, κ ∈]0, 1[. (4.28)
Then
‖(Aε)( f (r))(t)‖∞ ≤ 4(r + 1)! eσ r
√
3T +
√
2([1/κ] + 1)! M f n!√
κT T αβn

ε log(1/ε), (4.29)
where κ ∈]0, 1[ and [nκ] = 1.
Proof. We obtain the proof by noting that
| f (t)| ≤ M f e
−β|t |κ
|t |α ≤
M f
T α
e−β|t |κ , |t | ≥ T .  (4.30)
If f (t) ∈ B2σ satisfies (4.28) with α > 0 and β ≥ 0, we can also derive an estimate for
(Aε)( f (r))(t). It will be the following.
Theorem 4.3. Let f (t) ∈ B2σ satisfy (4.19) and (4.28) with α > 0 and β ≥ 0. Then, for
0 < ε ≤ min{π/σ, σ/π, 1/√e}, r ∈ N and t ∈ R, we have
‖(Aε)( f (r))(t)‖∞ ≤ 4(r + 1)! σ
r T γ /2
γ

(3)γ /2 e + 2
γ /2 M f e
1
4−T κβ
T [α]+γ

ε log(1/ε), (4.31)
where κ ∈]0, 1[, γ := α − [α], and α is not integer.
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Proof. Let α > 0 and γ := α − [α]; then we can write condition (4.28) as
| f (t)| ≤ M f
T [α]
e−β|t |k
|t |γ , |t | ≥ T ≥ 1, κ ∈]0, 1[. (4.32)
Now let p, q > 1 such that 1p + 1q = 1. The Ho¨lder inequality and (2.19) imply that
|(Aε) f (r)(t)| ≤
 ∞−
n=−∞
|S(r)n (t)|q
1/q  ∞−
n=−∞
|εn|p
1/p
< (r + 1)! σ r p
 ∞−
n=−∞
|εn|p
1/p
, t ∈ R, r ∈ N. (4.33)
Using (4.32) and (4.19), and letting γ p ≥ 2, N ≥ N0, we get −
|n|>N
|εn|p
1/p
≤
 −
|n|>N
 f nπ
σ
p1/p ≤ M f
T [α]
σ
π
γ 
2
−
n>N
e−βp( nπσ )
κ
nγ p
1/p
<
M f
T [α]
σ
π
γ
e
−β

(N+1)π
σ
κ  2
γ p − 1
1/p
N (1−γ p)/p
≤ M f 2
1/p
T [α]
σ
π
γ
e
−β

(N+1)π
σ
κ
N (1−γ p)/p. (4.34)
Inequality (4.10) and the substitution from (4.34) in (4.33) yield
|(Aε) f (r)(t)| ≤ (r + 1)! σ r p
×

ε(2N + 1)1/p + M f 2
1/p
T [α]
σ
π
γ
e
−β

(N+1)π
σ
κ
N (1−γ p)/p

. (4.35)
When σ ≥ π , we choose N and p to be
N :=
[
T ε−1/γ
σ
π
 γ p
γ p−1
]
≥ N0, p = 4
γ
log(1/ε). (4.36)
Then γ p ≥ 2 and N ≥ N0. By simple calculations, we have
(2N + 1)1/p ≤ (3T )γ /2e,
σ
π
γ
N (1−γ p)/p ≤ e1/4T−γ /2ε,
e
−β

(N+1)π
σ
κ
≤ e−T κβ .
(4.37)
Combining (4.37) and (4.35), and noting that p = 4
γ
log(1/ε), we obtain (4.31). If 0 < σ < π ,
we take
N :=
[
T ε−1/γ
σ
π
 γ p
γ p−1
]
, (4.38)
and by the same manner we can prove (4.31). 
Asymptotic (4.28) with β ≥ 0 and κ = 1 is a common one in differential equations; see,
e.g., [16,17]. We would like to mention that in [25,26] the amplitude error for the classical
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sampling theorem is studied when εn is a stochastic process. In our approach we have considered
the classical situation, which fits with classical approximation theory problems.
Corollary 4.2. Setting T = 1, 1 < α < 2, and β = 0 in (4.31) yields (4.6).
Now we study the time-jitter error which arises when we reconstruct an approximate function
to f (t) ∈ B2σ from samples taken at points which are perturbed from the exact nodes. In other
words, let δn denote a set of perturbation values; then the time-jitter error Jδ associated with
(1.16) is defined by
(Jδ) f
(r)(t) :=
∞−
n=−∞

f
nπ
σ

− f
nπ
σ
+ δn

S(r)n (t), r ∈ N, t ∈ R. (4.39)
We always assume that the values δn are bounded by a small number δ, i.e., |δn| ≤ δ, n ∈ Z.
The case when r = 0, σ ≥ π , is treated in [8], where it is proved that, if f (t) ∈ B2σ and satisfies
condition (4.2) for some 0 < γ ≤ 1, and δ ≤ min{π/σ, 1/√e}, then
‖(Jδ) f (t)‖∞ ≤ 4
γ
{5γ /2e‖ f ′‖∞ + 2M f 2γ /2e1/4} δ log(1/δ). (4.40)
For convenience, let
J f (δ) := 4
γ
{5γ /2e‖ f ′‖∞ + 2M f 2γ /2e1/4} δ log(1/δ). (4.41)
The following result is a study of the time-jitter error associated with (1.16) where the decay
condition (4.2) is satisfied.
Theorem 4.4. Let f (t) ∈ B2σ such that condition (4.2) holds. Then, for some 0 < γ ≤ 1,
‖(Jδ) f (r)(t)‖∞ ≤ (r + 1)! σ r J f (δ), r ∈ N, (4.42)
provided that δ ≤ min{π/σ, σ/π, 1/√e}.
Proof. Let r ∈ N and p, q > 1 such that 1p + 1q = 1. Applying the Ho¨lder inequality for (4.39)
and using (2.19), we obtain
|(Jδ) f (r)(t)| ≤
 ∞−
n=−∞
 f nπ
σ

− f
nπ
σ
+ δn
p1/p  ∞−
n=−∞
|S(r)n (t)|q
1/q
≤ (r + 1)! σ r p
 ∞−
n=−∞
 f nπ
σ

− f
nπ
σ
+ δn
p1/p , r ∈ N. (4.43)
Applying the mean value theorem, Minkowsky inequality, and (4.2) to (4.43), the estimate ∞−
n=−∞
 f nπ
σ

− f
nπ
σ
+ δn
p1/p ≤ 5γ /2e δ‖ f ′‖∞ + 22γ /2 M f e1/4 (4.44)
is proved when σ ≥ π in [8]; see also [19, pp. 116–117]. Choosing p = 4
γ
log(1/δ), and
substituting from (4.44) in (4.43), we obtain (4.42) when σ ≥ π . Similarly, we can also prove
(4.44) when σ < π . 
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Theorem 4.5. Let f (t) ∈ B2σ satisfy (4.18). Then, for δ ≤ min{π/σ, σ/π, 1/
√
e}, we have
‖(Jδ) f (r)(t)‖∞ ≤ 4(r + 1)! σ r e
×
√
3T ‖ f ′‖∞ + 2
√
2([1/κ] + 1)! M f n!√
κT βn

δ log(1/δ), (4.45)
where κ ∈]0, 1[ and [nκ] = 1.
Proof. As in Theorem 4.2 above, we let N0 := [ Tσπ ]. Applying the Ho¨lder inequality to (4.39)
and using (2.19), we obtain
|(Jδ) f (r)(t)| ≤
 ∞−
n=−∞
 f nπ
σ

− f
nπ
σ
+ δn
p1/p  ∞−
n=−∞
|S(r)n (t)|q
1/q
< (r + 1)! σ r p
 ∞−
n=−∞
 f nπ
σ

− f
nπ
σ
+ δn
p1/p , r ∈ N. (4.46)
Using the mean value theorem, N ≥ N0, we obtain −
|n|≤N
 f nπ
σ

− f
nπ
σ
+ δn
p1/p =  −
|n|≤N
| f ′(tn)δn|p
1/p
≤ δ‖ f ′‖∞ (2N + 1)1/p, (4.47)
where tn ∈ [ nπσ , nπσ + δn], |n| ≤ N . Applying the Minkowsky inequality, using (4.18), (4.19)
and (2.29), similar calculations to that used in deriving (4.23), we obtain −
|n|>N
 f nπ
σ

− f
nπ
σ
+ δn
p1/p ≤  −
|n|>N
 f nπ
σ
p1/p
+
 −
|n|>N
 f nπ
σ
+ δn
p1/p
≤ 2
√
2([1/κ] + 1)! M f N 1/p√
κ
e
−β

Nπ
σ
κ
, (4.48)
where we used that |δn| ≤ δ < 1. Combining (4.48), (4.47) and (4.46), we obtain
|(Jδ) f (r)(t)| ≤ (r + 1)! σ r p
×

δ‖ f ′‖∞ (2N + 1)1/p + 2
√
2([1/κ] + 1)! M f N 1/p√
κ
e
−β

Nπ
σ
κ
. (4.49)
If σ ≥ π , we choose
N :=
[
σT
δ π
]
≥ N0, p := 4 log(1/δ). (4.50)
Therefore, as in (4.26),
N 1/p ≤ √T e, (2N + 1)1/p ≤ √3T e, e−β

Nπ
σ
κ
≤ n!δ
βnT
, (4.51)
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where κ ∈]0, 1[ and [nκ] = 1. Substituting from (4.51) in (4.49) and noting that p = 4 log(1/δ),
we obtain (4.45). When σ < π , we take
N :=
[
πT
δ σ
]
≥ N0.  (4.52)
Corollary 4.3. Let α > 0, β > 0. Assume that f (t) ∈ B2σ such that condition (4.28) holds. Then
‖(Jδ) f (r)(t)‖∞ ≤ 4(r + 1)! σ r e
×
√
3T ‖ f ′‖∞ + 2
√
2([1/κ] + 1)! M f n!√
κT T αβn

δ log(1/δ), (4.53)
where κ ∈]0, 1[ and [nκ] = 1.
Theorem 4.6. Let f (t) ∈ B2σ satisfy (4.28) with α > 0 and β ≥ 0. Then, for δ ≤
min{π/σ, σ/π, 1/√e}, we have
‖(Jδ) f (r)(t)‖∞ ≤ 4(r + 1)! σ
r T γ /2
γ
×

(3)γ /2 e‖ f ′‖∞ + 2M f [2([1/κ] + 1)!]
γ /2 e
1
4−T κβ
T [α]+γ

δ log(1/δ), (4.54)
where γ := α − [α] and α is not integer.
Proof. Let α > 0, γ := α − [α] and N0 := [ Tσπ ]. Applying the Ho¨lder inequality to (4.39) and
using (2.19), we obtain
|(Jδ) f (r)(t)| ≤
 ∞−
n=−∞
 f nπ
σ

− f
nπ
σ
+ δn
p1/p  ∞−
n=−∞
|S(r)n (t)|q
1/q
< (r + 1)! σ r p
 ∞−
n=−∞
 f nπ
σ

− f
nπ
σ
+ δn
p1/p , r ∈ N. (4.55)
It is clear that, N ≥ N0, −
|n|≤N
 f nπ
σ

− f
nπ
σ
+ δn
p1/p ≤ δ‖ f ′‖∞ (2N + 1)1/p.
From (4.32), (4.34), and using |δn| ≤ δ < 1, we obtain −
|n|>N
 f nπ
σ

− f
nπ
σ
+ δn
p1/p ≤  −
|n|>N
 f nπ
σ
p1/p
+
 −
|n|>N
 f nπ
σ
+ δn
p1/p
≤ 2M f (2([1/κ] + 1)!)
1/p
T [α]
σ
π
γ
× e−β

(N+1)π
σ
κ
N (1−γ p)/p. (4.56)
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Combining (4.55) and (4.56) and using the estimations in (4.37) with p := 4
γ
log(1/δ) yields
(4.54). 
Corollary 4.4. Letting T = 1, 1 < α < 2, and β = 0 in (4.54), we obtain (4.42).
Note that in Theorems 4.4–4.6 and their Corollaries 4.3 and 4.4 we used the same technique
as that established by Butzer [8], and we get the bound of the time-jitter error of order
O(δ log(1/δ)). In the following theorem, we will use new technique to study the bound of the
time-jitter error without using the decay condition (4.2). In other words, the assumptions of this
theorem are weaker than those in previous theories, which study the time-jitter error. Using this
technique, we will get a bound of order O(δ), and this bound is clearly better than the former
one.
Theorem 4.7. Let f (t) ∈ B2σ . Then
‖(Jδ) f (r)(t)‖∞ ≤ 2
√
2 σ r+1/2 (r + 1)! ‖ f ′‖2√
π
δ, r ∈ N, (4.57)
where 0 < δ < 1.
Proof. Let r ∈ N. Applying the Cauchy–Schwarz inequality for (4.39) and using (2.19), we
obtain
|(Jδ) f (r)(t)| ≤
 ∞−
n=−∞
 f nπ
σ

− f
nπ
σ
+ δn
21/2  ∞−
n=−∞
|S(r)n (t)|2
1/2
≤ 2σ r (r + 1)!
 ∞−
n=−∞
 f nπ
σ

− f
nπ
σ
+ δn
21/2 , r ∈ N. (4.58)
Applying the fundamental theorem of calculus and the Cauchy–Schwarz inequality, we get, for
f (t) ∈ B2σ ,
∞−
n=−∞
 f nπ
σ

− f
nπ
σ
+ δn
2 = ∞−
n=−∞
∫ δn
0
1 · f ′
nπ
σ
+ t
2
≤
∞−
n=−∞
δ
∫ δ
−δ
 f ′ nπ
σ
+ t
2
= 2δ2 σ
π
‖ f ′‖22, (4.59)
where we used the assumption that |δn| ≤ δ. Substituting from (4.59) in (4.58), we obtain
(4.57). 
Acknowledgments
The authors thank the referees for their constructive comments. In particular, the authors are
indebted to the referees for suggesting the derivation of (3.35) and (4.57) and for mentioning the
approach of [25,26]. Special thanks are given to the referee who brought to the authors’ attention
the best possible decay of bandlimited functions.
M.H. Annaby, R.M. Asharabi / Journal of Approximation Theory 163 (2011) 336–362 361
References
[1] M.H. Annaby, R.M. Asharabi, On sinc-based method in computing eigenvalues of boundary-value problems, SIAM
J. Numer. Anal. 46 (2008) 671–690.
[2] M.H. Annaby, R.M. Asharabi, Approximating eigenvalues of discontinuous problems by sampling theorems, J.
Numer. Math. 16 (2008) 163–183.
[3] F.J. Beutler, On the truncation error of the cardinal sampling expansion, IEEE Trans. Inform. Theory IT-22 (1976)
568–573.
[4] R.P. Boas, Entire Functions, Academic Press, New York, 1954.
[5] A. Boumenir, Sampling and eigenvalues of non self adjoint Sturm–Liouville problems, SIAM. J. Sci. Comput. 23
(2001) 219–229.
[6] A. Boumenir, Computing eigenvalues of a periodic Sturm–Liouville problem by the Shannon Whittaker sampling
theorem, Math. Comp. 68 (1999) 1057–1066.
[7] J.L. Brown Jr., Bounds for truncation error in sampling expansion of bandlimited signals, IEEE Trans. Inform.
Theory IT-15 (1969) 440–444.
[8] P.L. Butzer, A survey of the Whitteker–Shannon sampling theorem and some of its extensions, J. Math. Res.
Exposition 3 (1983) 185–212.
[9] P.L. Butzer, W. Engels, U. Scheben, Magnitude of the truncation error in sampling expansions of bandlimited
signals, IEEE Trans. Acoust. Speech Signal Process. ASSP-30 (1982) 906–912.
[10] P.L. Butzer, J.R. Higgins, R.L. Stens, Sampling Theory of Signal Analysis, Development of Mathematics
1950–2000, Birkha¨user, Basel, 2000, pp. 193–234.
[11] P.L. Butzer, W. Splettsto¨sser, On quantization, truncation and jitter errors in the sampling theorem and its
generalizations, Signal Process. 2 (1980) 101–112.
[12] P.L. Butzer, W. Splettsto¨sser, R.L. Stens, The sampling theorem and linear prediction in signal analysis, Jahresber.
Deutsch. Math.-Verein. 90 (1988) 1–70.
[13] P.L. Butzer, G. Schmeisser, R.L. Stens, An introduction to sampling analysis, in: F. Marvasti (Ed.), Non Uniform
Sampling: Theory and Practices, Kluwer, New York, 2001, pp. 17–121.
[14] S. Cambanis, E. Masry, Truncation error bounds for the cardinal sampling series of bandlimited signals, IEEE
Trans. Inform. Theory IT-28 (1982) 605–612.
[15] K. Chandrasekharan, Classical Fourier Transforms, Springer-Verlag, Berlin Heidelberg, 1989.
[16] C.T. Fulton, An integral equation iterative scheme for asymptotic expansions of spectral quantities for regular
Sturm–Liouville problems, J. Integral Equations 4 (1982) 163–172.
[17] C.T. Fulton, S.A. Pruess, Eigenvalue and eigenfunction asymptotics for regular Sturm–Liouville problems, J. Math.
Anal. Appl. 188 (1994) 297–340.
[18] H.D. Helms, J.B. Thomas, Truncation error of sampling expansions, Proc. IRE 50 (1962) 179–184.
[19] J.R. Higgins, Sampling Theory in Fourier and Signal Analysis: Foundations, Oxford University Press, Oxford,
1996.
[20] D. Jagerman, Bounds for truncation error of the sampling expansion, SIAM. J. Appl. Math. 14 (1966) 714–723.
[21] A.J. Jerri, I.A. Joslin, Truncation error for the generalized Bessel type sampling series, J. Franklin Insti. Pergamon
Press Ltd. 314 (1982) 714–723.
[22] K. Knopp, Theory and Application of Infinite Series, Hafner Publishing Company, New York, 1971.
[23] Xin Min Li, Uniform bounds for sampling expansions, J. Approx. Theory 93 (1998) 100–113.
[24] J. Lund, K. Bowers, Sinc Methods for Quadrature and Differential Equations, SIAM, Philadelphia, 1992.
[25] M. Pawlak, U. Stadtmu¨ller, Signal sampling and recovery under dependent errors, IEEE Trans. Inform. Theory 53
(2007) 2526–2541.
[26] M. Pawlak, U. Stadtmu¨ller, Statistical aspects of sampling for noisy and grouped data, in: J. Benedetto, J. Ferreira
(Eds.), Modern Sampling Theory: Mathematics and Applications, Birkhauser, 2001, pp. 317–342.
[27] H.S. Piper Jr., Bounds for truncation error in sampling expansions of finite energy bandlimited signals, IEEE Trans.
Inform. Theory IT-21 (1975) 482–485.
[28] W. Splettsto¨sser, R.L. Stens, G. Wilmes, On approximation by the interpolation series of G. Valiron, Funct. Approx.
Comment. Math. 11 (1981) 39–56.
[29] F. Stenger, Numerical methods based on Whittaker cardinal, or sinc functions, SIAM Rev. 23 (1981) 156–224.
[30] F. Stenger, Numerical Methods Based on Sinc and Analytic Functions, Springer-Verlag, 1993.
[31] K. Yao, J.B. Thomas, On truncation error bounds for sampling representations of bandlimited signals, IEEE Trans.
Aerospace Electronic Syst. AES-2 (1966) 640–647.
362 M.H. Annaby, R.M. Asharabi / Journal of Approximation Theory 163 (2011) 336–362
[32] M. Zwaan, Bounds for the aliasing error in non-uniform sinc interpolation, in: M.E.H. Ismail, et al. (Eds.),
Mathematical Analysis, Wavelets and Signal Processing, Contemp. Math. 190 (1995), 241–252.
[33] M. Zwaan, Bounds for the errors in non-uniform sinc interpolation, in: Proceedings of the 1995 Works on Sampling
Theory and Applications, Jurmala, Latvia, 1995, pp. 55–58.
