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Resumen
En la presente investigación se parte de la determinación de un problema 
que se encuentra hoy en día en muchos campos de las organizaciones que 
se dedican a la investigación, como lo es la Universidad de la Amazonia, 
en la cual existen grupos de investigación que generan altos volúmenes 
de información gráica. Estos fueron tomados como base para realizar un 
procesamiento inteligente que permita clasiicar los tipos de agua en su 
nivel primario y determinar si se puede llevar esta clasiicación a un ser-
vicio web desplegado en la nube y consumido desde una aplicación móvil 
desarrollada para dispositivos con sistema operativo Android.
Palabras clave: servicio web, Android, red neuronal, ecosistemas acuáti-
cos, Amazonia. 
Abstract
In the present research is part of the determination of a problem found 
today in many ields of organizations dedicated to the research, such as 
the University of Amazonia, where there are research groups that gene-
rate high graphical information volumes. hese were taken as a basis for 
intelligent processing for classifying water types at the primary level and 
determine if you can carry this classiication to a web service deployed in 
the cloud and consumed from a mobile application developed for devices 
with Android OS.
1 Artículo de investigación. Proyecto desarrollado en el marco del proyecto de investigación para optar al título de doctor en Ingeniería 
de la Universidad Distrital Francisco José de Caldas.
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Resumo
Na presente pesquisa faz parte da determinação de um problema encon-
trado hoje em muitos campos de organizações dedicadas à pesquisa, 
como a Universidade da Amazônia, onde existem grupos de pesquisa 
que geram grande volumes de informação gráica. Estes foram tomados 
como base para o processamento inteligente de classiicação de tipos de 
água no nível primário e determinar se é possível realizar essa classiica-
ção a um serviço da Web implementado na nuvem e consumida a par-
tir de um aplicativo móvel desenvolvido para dispositivos com sistema 
operacional Android.
Palavra-Chave: serviço web, Android, neural rede, os ecossistemas aquá-
ticos, Amazon.
Introducción
Los últimos años han visto un rápido incremento 
del tamaño de las colecciones de imágenes digita-
les (médicas, históricas, policiales, pictóricas, etc.). 
Esta situación plantea una necesidad básica: proce-
samiento y clasiicación de las imágenes deseadas 
entre una extensa colección.
Los métodos tradicionales de procesamiento y 
clasiicación de la información se muestran insui-
cientes e inadecuados por falta de tiempo, recurso 
de cómputo, espacio de almacenamiento, entre 
otros diversos motivos. En este campo, aparecen 
los conceptos de procesamiento inteligente, mallas 
computacionales (computación grid) e imágenes 
digitales, que pretenden dar un mayor alcance al 
proceso de clasiicación y ayudan a tener la infor-
mación con los parámetros solicitados por los 
usuarios expertos.
En la presente investigación se desarrolla una solu-
ción a la clasiicación de imágenes digitales a partir 
de la utilización de un algoritmo inteligente. Esta 
información posee un volumen de datos necesa-
rios en los procesos de investigación, como lo son 
las imágenes digitales tomadas a los ecosistemas 
acuáticos amazónicos, las cuales pueden ayudar 
a determinar especies y elementos nuevos en el 
campo de la biología animal o vegetal.
Usando una red neuronal y entrenándola para des-
plegar la aplicación realizada en Java en un servi-
dor apache ubicado en la nube para desplegar un 
servicio web que pueda ser consumido por una 
aplicación Android desde cualquier celular, tableta 
o dispositivo móvil que posea este sistema opera-
tivo, esta interface se desarrolló en el IDE de eclipse 
usado por Android, el cual cuenta con todas las 
herramientas necesarias para realizar esta labor.
Utilizando el algoritmo desplegado, se demostró 
que sí es posible mejorar los tiempos de clasiica-
ción cuando se presentan elevados volúmenes de 
información, en nuestro caso imágenes de ecosis-
temas acuáticos amazónicos.
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Materiales y métodos
Zona de estudio de los ecosistemas acuáticos 
amazónicos del departamento del Caquetá
Ubicación
El departamento de Caquetá (igura 1) está situado 
en el noroeste de la región amazónica, al sur 
de Colombia, sobre la margen izquierda del río 
Caquetá, entre los 2º58´ N y 0º40´S y los 71º30´ 
y 76º15´ O (Gobernación de Caquetá, 2008). 
Con un área de 88 965 km2, posee una población 
aproximada de 420 337 hab, 54 % de ellos como 
población rural, quienes destinan solo 0.5 % del 
territorio departamental para la producción agrí-
cola —0.10 % en cultivos transitorios y barbechos 
y 0.40 % en cultivos permanentes o semiperma-
nentes— y lo demás para el establecimiento de pas-
turas para la producción ganadera (Gobernación 
de Caquetá, 2008). El sur de la Amazonía colom-
biana posee dos grandes vertientes que desem-
bocan en el río Amazonas. La primera, la del 
río Caquetá, posee a lo largo de su canal princi-
pal 2280 km (Duivenvorden y H. Lips, 1993). La 
segunda cuenca, la del río Putumayo, tiene una 
longitud aproximada de 2000 km y recorre el terri-
torio colombiano en 1550 km. Además, hallamos 
las cuencas de los ríos Vaupés, Guanía y en el sur 
de la región se encuentra 176 km de río Amazonas 
(Gobernación de Caquetá, 2008).
Figura 1. Localización geográica del departamento 
del Caquetá (zona de estudio).
 Fuente: Universidad de la Amazonia (2011).
Clasiicación general del tipo de agua
La importancia de los sistemas hídricos o acuáticos 
de la región es vital como parte sustantiva del ciclo 
climático mundial, así como por ser una de las 
principales fuentes de recursos hídricos, hidrobio-
lógicos y económicos de la región. A continuación 
se menciona la clasiicación menciona la clasiica-
ción detallada de las fuentes hídricas.
Descripción de la clasiicación 
general del tipo de agua
1. Aguas quietas o lénticas:
Profundidad, tamaño y periodos de retención de 
agua.
1.1. Lagos: profundidades considerables 
Origen: 
Disolución de sustrato: circulación de aguas subte-
rráneas, regiones de alta precipitación 
1.1.1. Acumulación de materia orgánica:
 • Originados por avalanchas 
 • Formación de represas
 • Propósitos hidroeléctricos, suministro de 
agua potable, control de inundaciones, 
recreación.
1.1.2. Acción de los ríos: los brazos de los ríos for-
man ciénagas
1.1.2.1. Ciénagas:
 • Conexión (directa al río, indirecta, sin 
conexión)
 • Zonas (profundidad, ubicación de vegetación)
 • Inundaciones: excesos de aguas 
 • Variaciones de niveles de agua 
 • Interconexión entre ríos y lagos
1.1.3. Tipos de aguas:
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1.1.3.1. Aguas blancas (varzeas)
1.1.3.2. Aguas negras (igapos)
1.2. Lagunas: poca profundidad, 
Partes bajas de los ríos 
Inundaciones de los ríos.
2. Aguas corrientes o lóticas:
Riachuelos, ríos, arroyos y quebradas profundidad, 
longitud, anchura, caudal y extensión de la orilla.
2.1. Clasiicación de la corriente:
 • Tipo uno (no tributarios). 
 • Tipo dos (dos tributarios de tipo uno).
 • Tipo tres (tipo uno y dos).
2.1.1. Tipo de corrientes: 
 • Permanentes: nacimientos subterráneos, caí-
das de agua, nivel de cauce>nacimiento
 • Intermitentes: reciben agua de escorrencia su-
pericial, pueden disminuir su nivel en sequías)
 • Interrumpidas: alternan cauces supericiales y 
subterráneos.
2.1.2. Flujo: 
 • Laminar: lento
 • Turbulento: alta velocidad movimiento irregular
2.1.3. Transporte: 
 • Disuelto
 • Suspendidos (restos de arcilla, arena y 
similares)
2.1.4. Riachuelos: 
 • Ubicados en partes altas de montaña
 • Aguas claras y transparentes
 • Poco caudal
 • Corren por lechos rocosos, pedregosos o 
arenosos.
2.1.5. Quebradas:
 • Unión de riachuelos 
 • Más sólidos suspendidos que riachuelos
 • Las torrentosas a veces forman caídas de agua
2.1.6. Ríos: 
 • Unión de las quebradas
 • Aumentan sólidos suspendidos y disueltos más 
productividad, menos diversidad de especies
 • Caudales corren a velocidad más lenta, ser-
pentean formando meandros.
Para el desarrollo inicial de la investigación, se 
tomaron de la anterior clasiicación general dos 
parámetros para determinar inicialmente una 
clasiicación primaria y luego profundizar con 
trabajos futuros en cada una de las ramas que se 
extienden. Esta clasiicación se basa en determinar 
si una fuente hídrica es léntica o lótica. Con este in 
se realizaron diferentes tomas a los aluentes para 
realizar inicialmente una clasiicación manual. Los 
lugares que se visitaron fueron:
 • Cananguchales Morelia
 • Humedal San Luis
 • Río Bodoquero Morelia
 • Río El Pescado
 • Río El Sarabando 
 • Río Fragua Chorroso
 • Río Hacha
 • Río Caraño
 • Cascada
 • Madre Vieja Aeropuerto
 • Puente Venecia
 • Río Orteguaza
Listado de ecosistemas acuáticos visitados, de los 
cuales se poseen imágenes digitales de aproxima-
damente 1000 muestras. Un ejemplo de aguas lóti-
cas y lénticas se ven en la igura 2:
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Figura 2. Ejemplos de imágenes de ecosistemas 
acuáticos.
Red neuronal backpropagation
Algoritmo
Se establecieron los criterios por los cuales la red 
neuronal con el algoritmo de propagación hacia 
atrás se usó como la técnica adecuada para cons-
truir el servicio sobre la plataforma de computa-
ción distribuida, para profundizar en los conceptos 
de la unidad básica de una red neuronal, y se lleva a 
cabo un recorrido por el algoritmo de propagación 
hacia atrás, y desde la óptica del cálculo se puede 
analizar para luego llevar el algoritmo a un len-
guaje de programación.
Se escogió la técnica de redes neuronales con el 
algoritmo de propagación hacia atrás (backpropa-
gation) de acuerdo con los siguientes criterios:
 • Las redes neuronales son la técnica de la inte-
ligencia artiicial más usada para la clasiica-
ción y determinación de formas en imágenes 
digitales, como se demuestra en la alta docu-
mentación sobre este tema.
 • El algoritmo de propagación hacia atrás se 
basa en un entrenamiento supervisado que 
para el caso de estudio se puede determinar 
mediante las variables de entradas al sistema e 
inicializarlo de forma controlada, veriicando 
en el sistema la respuesta de aquel.
 • La investigación busca establecer si se pueden 
mejorar los tiempos de clasiicación usan-
do la computación en la nube, a través de un 
servicio computacional, por lo cual las redes 
neuronales se ajustan a los requerimientos de 
un alto coste computacional para el procesa-
miento de la información, elemento funda-
mental para corroborar su eiciencia y rendi-
miento (Pajares, 2002). 
 • Con las redes neuronales supervisadas, se 
puede dividir en dos momentos su entrena-
miento y el procesamiento de la información. 
La mayoría de las técnicas de procesamiento 
inteligente estudiadas conllevan entrelazar el 
aprendizaje con el procesamiento, y esto se 
convierte en un problema para el investiga-
dor, debido a que puede generar resultados 
inesperados. Con la técnica de la red neu-
ronal supervisada, se puede controlar en un 
tiempo prudencial los resultados de la etapa 
de entrenamiento, para luego pasar a la etapa 
de clasiicación.
Amazon Web Service (AWS)
Amazon Web Services (AWS) es una unidad de 
negocio de Amazon.com dinámica y en creci-
miento. Amazon Web Services lleva desde princi-
pios de 2006 proporcionando a empresas de todas 
las magnitudes una plataforma de servicios web de 
infraestructura en la nube (Amazon.com, 2013).
Para el desarrollo del servicio se utilizó la plata-
forma de Amazon, la cual permite tener acceso 
desde la nube al recurso y se puede usar en dife-
rentes aplicaciones. Esto toma importancia debido 
al trabajo de los investigadores, quienes deben ir al 
terreno para poder realizar la captura de datos y rea-
lizar una clasiicación primaria de la información. 
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Aquí es donde los dispositivos móviles y sus apli-
caciones entran a desempeñar un papel estratégico 
para apoyar las investigaciones.
Se escogió la plataforma AWS por su condición de 
disponibilidad, durabilidad, capacidad de autenti-
cación de usuarios, reducción en la redundancia 
en el almacenamiento y porque se puede trabajar 
conectado o desconectado.
Herramientas de desarrollo
Análisis y diseño
Para estas etapas se usaron las técnicas tradiciona-
les de elicitación en la ingeniería de requerimientos, 
como entrevistas, arqueología de documentos, etc. 
Para sistematizar la información obtenida se utilizó 
visual-paradigm.com, que permite la captura de 
requerimientos, la consolidación de aquellos y la ela-
boración de los diseños usando lenguaje de mode-
lamiento uniicado (UML, por su sigla en inglés), 
así como se cuenta con la posibilidad de generar la 
estructura básica en el lenguaje que se desee, permi-
tiendo ahorrar tiempo en la escritura de código.
Implementación
Se utilizó el IDE de NetBeans 7.1, el cual a través de 
su módulo de desarrollo EE permite realizar apli-
caciones web y desplegar servicios web para poder 
ser consumidos en aplicaciones móviles. 
Metodología
Para solucionar los objetivos propuestos, se ha 
deinido una metodología enmarcada dentro de 
dos fases: una fase teórica que pretende seleccionar 
un algoritmo para la clasiicación automática de 
imágenes, apropiadas al contexto de implementa-
ción del servicio y una fase de desarrollo que pre-
tende implementar en una plataforma en la nube 
un servicio que aplique el algoritmo adaptado para 
la clasiicación de imágenes digitales (tabla 1).
Fase teórica Fase de desarrollo
Explorar los conceptos de ecosistemas acuáticos, ecosistemas acuáticos 
amazónicos, imágenes digitales, modelo RGB (red, green, blue), programa-
ción inteligente y algoritmos de clasiicación.
Desarrollo de una aplicación que use el algoritmo bac-
kpropagation para la clasiicación de imágenes digitales 
(Martínez et al., 2009).
Explorar los conceptos de ecosistemas acuáticos, ecosistemas acuáticos 
amazónicos, imágenes digitales, modelo RGB (red, green, blue), programa-
ción inteligente y algoritmos de clasiicación.
Realizar un preprocesamiento de las imágenes.
Explorar los conceptos de ecosistemas acuáticos, ecosistemas acuáticos 
amazónicos, imágenes digitales, modelo RGB (red, green, blue), programa-
ción inteligente y algoritmos de clasiicación.
Diseño de la red neuronal con el algoritmo seleccionado 
(backpropagation).
Seleccionar un algoritmo para la clasiicación automática de imágenes, apropia-
das al contexto de implementación del servicio.
Realizar aplicaciones para el entrenamiento del algo-
ritmo seleccionado.
Establecer los criterios de selección del algoritmo requerido para el desarro-
llo del proyecto.
Procedimiento para la construcción del ambiente en la 
nube.
Desarrollar el servicio aplicándolo a un caso de estudio: 
colección digital de imágenes de ecosistemas amazónicos.
Deinir la interfaz del servicio.
Implementar el servicio
Deinir los parámetros de despliegue.
Compilar todo y generar el archivo WSDL*
Implementar el servicio.
*WSDL: web services description language.
Tabla 1.
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Diseño e implementación
Desarrollo de una aplicación usando 
el algoritmo backpropagation para la 
clasiicación de imágenes digitales
Preprocesamiento de las imágenes
Se desarrolló un servicio web para tomar una subima-
gen de 3 × 3 pixeles de cada imagen y descomponer 
esta muestra, obteniendo de esta forma tres matrices 
(rojo, verde y azul), las cuales fueron procesadas por 
separado con el objeto de determinar cuál de los tres 
rangos era más acertado. Esto se realizó a partir de 
una variable de entrada, la cual determina la ruta del 
directorio donde se encuentran las imágenes que pre-
viamente se deben etiquetar con el siguiente formato 
de nombre/directorio/imágenes/img(No).jpg.
Para llevar a cabo este procedimiento, se estable-
cieron los siguientes procesos: gestionar trata-
miento de imagen, obtener vector imagen, abrir 
imagen, dibujar imagen, pintar región, obtener 
región, detectar región, iltrar Quicksort, obtener 
bordes, salvar imagen, obtener escala de grises, 
binarizar (igura 3). 
En img(N).jpg, N es el valor que cambia en el direc-
torio para ser procesados de forma secuencial y no 
requerir subir cada una de las imágenes. Como 
resultado de este servicio se obtienen dos archivos 
.txt, los cuales devuelven la media y la mediana de 
una muestra de pixeles de 3 × 3 tomada del centro 
de la imagen.
Figura 3. Diagrama casos de uso de preprocesamiento.
Fuente: Visual paradigm 6.4.
Una vez implementada la aplicación procedemos a 
obtener los vectores de las muestras de la imagen en 
un conjunto de matrices que nos relejan los valores 
en rojo (red), azul (blue) y verde (green) (igura 4).
Figura 4. Imagen preprocesada en formato RGB  
de 3 × 3 pixeles.
Fuente: elaboración propia.
Este mismo procedimiento se realizó con 20 con-
juntos de más de 50 imágenes cada uno, dando 
como resultado el procesamiento de 1000 mues-
tras, las cuales fueron sometidas a un análisis de 
varianza o Anova que permitió estudiar si existía 
una variabilidad en el conjunto de datos en cada 
una de las matrices deinidas RGB.
Componentes Rojo (R) Verde (G) Azul (B)
Imágenes Media Mediana Media Mediana Media Mediana
Img1 147 253 147 253 146 253
Img2 147 253 147 253 146 253
Img3 178 224 181 224 183 222
Img4 196 216 193 215 203 233
Img5 131 111 137 124 139 133
Img6 130 72 129 92 121 81
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Img7 171 235 178 242 177 250
Img8 167 192 167 203 172 221
Img9 209 237 210 238 214 243
Img10 160 161 164 189 121 131
Img11 217 253 217 253 209 253
Img12 91 131 94 133 42 58
Img13 132 48 151 65 134 47
Img14 169 200 179 224 186 250
Img15 176 235 174 253 160 255
Img16 122 169 137 185 132 198
Img17 82 146 106 190 128 227
Img18 173 213 171 223 187 250
Img19 93 84 133 137 150 207
Img20 149 72 163 91 107 59
Img21 142 166 135 154 102 112
Img22 85 92 103 110 86 94
Img23 108 107 127 125 147 147
Img24 186 214 186 215 187 220
Img25 208 255 208 255 206 255
Img26 204 255 200 255 191 255
Img27 234 255 231 255 234 255
Img28 70 32 74 38 65 28
Img29 64 39 81 62 59 18
Img30 54 11 55 13 54 10
Img31 169 170 187 18 197 198
Img32 126 205 137 222 145 240
Img33 73 66 81 82 58 55
Img34 167 188 193 222 172 255
Img35 173 160 186 192 120 127
Img36 168 156 168 172 180 159
Img37 94 33 91 12 105 27
Img38 94 15 99 15 106 13
Img39 227 255 222 255 221 255
Img40 206 225 210 233 214 244
Img41 194 236 195 245 191 252
Img42 174 225 179 233 179 236
Img43 42 18 49 26 39 46
Img44 44 17 50 25 61 34
Img45 164 98 164 119 107 109
Img46 171 235 178 242 177 250
Img47 186 214 186 215 187 220
Img48 188 210 189 211 189 216
Img49 147 255 147 255 145 255
Img50 88 210 189 211 189 216
Tabla 2. Valores de media y mediana tomados de una matriz de 3 × 3 pixeles en RGB de cada imagen.
Fuente: elaboración propia.
S
e
c
c
ió
n
 c
ie
n
c
ia
 e
 i
n
g
e
n
ie
rí
a
112
REVISTA CIENTÍFICA / ISSN 0124 2253/ MAYO - AGOSTO DE 2014 / No. 19 / BOGOTÁ, D.C.
EDWIN EDUARDO MILLÁN ROJAS, JOSÉ NELSON PÉREZ CASTILLO
Realizados los análisis y encontrados los conjuntos 
que permitieron ijar el posible comportamiento del 
agua, se halló que al determinar la suma de los cua-
drados de los grupos (lóticos y lénticos), se estable-
ció que el mejor comportamiento de las muestras se 
presentaba en la banda verde G, donde se deinieron 
unos rangos que permitieron establecer en 92 % la 
variabilidad de las muestras en la media y la mediana.
Este comportamiento determina que existe un 
rango uniforme dentro de la distribución de las 
muestras para determinar un techo donde se 
deina la imagen representativa de una de las dos 
salidas que se pretenden obtener. Los intervalos 
de conianza que se determinaron se muestran 
en la tabla 3.
Valor 
clasiicación
Límite 
inferior
Límite 
superior
Media rojo Lénticos 86.06 89.07
Loticos 85.05 88.09
Mediana rojo Lénticos 63 71
Loticos 62.3 70
Media verde Lénticos 22.6 88.7
Lóticos 100.45 189.6
Mediana verde Lénticos 33.45 99.67
Lóticos 110.8 200.02
Media azul Lénticos 18 22
Lóticos 30.3 44.6
Mediana azul Lénticos 18 22
Lóticos 18.06 21
Tabla 3. Intervalos de distribución de la media y la 
mediana en la matriz RGB.
Fuente: elaboración propia.
Por el análisis estadístico se estableció que la matriz en 
verde es la que permite obtener un rango de separación 
coniable para determinar el tipo de clasiicación con 
la imagen, por lo cual las entradas de la red neuronal 
serán los valores de la media y la mediana en el compo-
nente G (verde) de la imagen en formato jpg.
Diseño de la red neuronal con el algoritmo 
seleccionado (backpropagation)
Se determinó construir una red neuronal backpro-
pagation con entrenamiento supervisado en el len-
guaje de programación Java, para poder llevar el 
prototipo a un servicio web y luego implementarlo 
sobre la nube. Para tal in es necesario determinar 
qué se debe modiicar del algoritmo inicial de la 
red neuronal establecida para adaptarlo a un ser-
vicio web. Así, se partió de una red neuronal bac-
kpropagation ya establecida en Java, la cual estaba 
disponible en la web, cuyo autor se referencia en 
Código (2013), el cual autoriza públicamente usar 
su código fuente.
Tomando este algoritmo en Java como base, se 
procedió a establecer la arquitectura posible para 
determinar el tipo de ecosistema acuático que se 
presentaba en las imágenes tomadas como mues-
tras para la ejecución del servicio. La red neuronal 
seleccionada consta de la siguiente arquitectura 
2:25:25:2 (igura 5), donde se determina la clasiica-
ción primaria de los ecosistemas acuáticos amazóni-
cos de aguas quietas (lénticos) o de aguas corrientes 
(lóticas).
Figura 5. Arquitectura red neuronal.
Fuente: elaboración propia.
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Elaboración de una aplicación en Java para 
el entrenamiento de la red neuronal
Deinidas las entradas de la red neuronal como los 
elementos de la media o promedio y la mediana 
del componente G de la imagen RGB, se procedió 
a establecer la mejor arquitectura posible reali-
zando múltiples ensayos y logrando obtener una 
red de 2:25:25:2, la cual se realizó en Java con el 
IDE NetBeans, para obtener el conjunto de los 
wi que permitieran poner a funcionar de forma 
correcta la red neuronal en el servicio. El diseño 
de la aplicación basado en casos de uso se puede 
ver en la igura 6.
Figura 6. Modelo de los casos de uso de la red 
neuronal.
Fuente: elaboración propia.
Elaboración de la aplicación para el 
entrenamiento del algoritmo seleccionado
El entrenamiento consta de los datos de entrada con-
igurados en el promedio y la mediana de la matriz G 
de la imagen RGB y una matriz objetivo establecida 
previamente a partir de los ejercicios de clasiicación 
visual realizado por un experto y comparados con los 
patrones de salida de la red (igura 7).
Así es como tenemos un conjunto de datos de 
entrada y unos valores de salida (tabla 4).
Figura 7. Diagrama de clases de la aplicación 
de entrenamiento.
Fuente: elaboración propia.
Valores de entrada
Imagen Media Mediana Valores de salida Clasiicación
Img1 147 253 1 0 Lóticas
Img2 147 253 1 0 Lóticas
Img3 181 224 1 0 Lóticas
Img4 193 215 1 0 Lóticas
Img5 137 124 1 0 Lóticas
Img6 129 92 1 0 Lóticas
Img7 178 242 1 0 Lóticas
Img8 167 203 1 0 Lóticas
Img9 210 238 1 0 Lóticas
Img10 164 189 1 0 Lóticas
Img11 217 253 1 0 Lóticas
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Img12 94 133 1 0 Lóticas
Img13 151 65 1 0 Lóticas
Img14 179 224 1 0 Lóticas
Img15 174 253 1 0 Lóticas
Img16 137 185 1 0 Lóticas
Img17 106 190 1 0 Lóticas
Img18 171 223 1 0 Lóticas
Img19 133 137 1 0 Lóticas
Img20 163 91 1 0 Lóticas
Img21 135 154 1 0 Lóticas
Img22 103 110 1 0 Lóticas
Img23 127 125 1 0 Lóticas
Img24 186 215 1 0 Lóticas
Img25 208 255 1 0 Lóticas
Img26 200 255 1 0 Lóticas
Img27 231 255 1 0 Lóticas
Img28 74 38 0 1 Lénticos
Img29 81 62 0 1 Lénticos
Img30 55 13 0 1 Lénticos
Img31 187 188 1 0 Lóticas
Img32 137 222 1 0 Lóticas
Img33 81 82 0 1 Lénticos
Img34 193 222 1 0 Lóticas
Img35 186 192 1 0 Lóticas
Img36 168 172 1 0 Lóticas
Img37 91 12 0 1 Lénticos
Img38 99 15 0 1 Lénticos
Img39 222 255 1 0 Lóticas
Img40 210 233 1 0 Lóticas
Img41 195 245 1 0 Lóticas
Img42 179 233 1 0 Lóticas
Img43 49 26 0 1 Lénticos
Img44 50 25 0 1 Lénticos
Img45 164 119 1 0 Lóticas
Img46 178 242 1 0 Lóticas
Img47 186 215 1 0 Lóticas
Img48 189 211 1 0 Lóticas
Img49 147 255 1 0 Lóticas
Img50 189 211 1 0 Lóticas
Tabla 4. Datos de entrada, matriz objetivo y valor de la clasiicación.
Fuente: elaboración propia.
Realizando el entrenamiento se obtuvo un factor de 
aprendizaje de 5, un error mínimo por patrón de 1 % 
con 2345 iteraciones, alcanzando un error global de 
6.97 %. Esto permitirá dar como resultado el conjunto 
de los wi y wo de la red neuronal, los cuales se usaron 
para iniciar la red neuronal en el servicio.
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Desarrollo del servicio aplicándolo a 
un caso de estudio: colección digital de 
imágenes de ecosistemas amazónicos
Una vez obtenidos los valores de los wi y los wo 
en el proceso de entrenamiento, se realizará una 
adaptación del algoritmo de la red neuronal para 
poder recibir de forma masiva la información de 
las imágenes ya procesadas. Utilizando la aplica-
ción mencionada se puede obtener el conjunto de 
los valores para ser ingresados a la red.
Para lo anterior se construyó un servicio web en 
Java a través de un proyecto web realizado en el IDE 
de NetBeans y una aplicación cliente por medio de 
la cual se puede consumir el servicio; para esto se 
generó el esquema y el archivo WSDL.
Procedimiento para la construcción 
del ambiente en la nube
A través de una cuenta de correo electrónico se rea-
liza la inscripción en Amazon para acceder a los 
servicios en la Nube. Una vez ahí se despliega la 
aplicación en un servidor apache con el servicio de 8 
en la consola de aws archivo .war desplegado previa-
mente en el IDE de NetBeans (igura 8). 
Figura 8. Seleccionar el servidor web.
Una vez cargado el archivo, se procede a realizar el 
despliegue para poder usar la aplicación desde la nube 
(igura 9).
Figura 9. Despliegue de la aplicación
Luego de cargada la aplicación, veriicamos que el 
dominio está en uso y que se puede acceder desde 
cualquier navegador.
Desarrollo del cliente en Android
Utilizando el IDE de eclipse para desarrollar apli-
caciones Android, construimos el sotware para 
móviles que consumirá el servicio de clasiicación, 
para ello se realizó una interfaz gráica para capturar 
imágenes, ya sea a través de la cámara del dispositivo 
o cargar imágenes de la galería para luego preproce-
sarlas y conseguir la matriz de muestras (igura 10).
Figura10. Interfaz del cliente móvil.
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Una vez tomada la imagen o cargada de la galería 
de imágenes del dispositivo, se procede a clasii-
carla. Para lo cual el usuario debe activar el botón 
de clasiicación para que el algoritmo proceda a 
descomponer la imagen, obtener la media y la 
mediana de la muestra y enviar estos valores a tra-
vés del método clasiicar del servicio web, transmi-
tiendo estos valores al servidor y a la red neuronal 
que está en la aplicación retornando el valor de la 
clasiicación.
Figura 11. Interfaz consumiendo el servicio.
Como se puede observar en la igura 10, el servicio 
clasiica la imagen en este caso como lóticos en un 
porcentaje de 0.98 y como léntico 0.46, por lo cual 
se puede manifestar que esta imagen es de un eco-
sistema lótico o de agua corriente.
Conclusiones
Se determinó que a partir de los autores estudiados 
no hay un modelo de clasiicación que use la nube 
para determinar los estados de las colecciones de 
imágenes digitales de ecosistemas acuáticos amazó-
nicos usando una técnica, como las redes neuronales.
Se pueden aplicar servicios web a todos los procesos 
de clasiicación en los diferentes niveles de la tabla 
para intercambiar entre servicios la clasiicación.
Se puede liberar la aplicación a los usuarios de telé-
fono celular con sistema operativo Android para 
ayudar a clasiicar todos los ecosistemas que se 
encuentran en el piedemonte amazónico, y de esta 
forma contribuir a la recolección de la información 
de la Amazonía continental.
El desarrollo de los servicios web se puede imple-
mentar en sistemas ya creados; solo es necesario 
realizar la interfaz de servicio.
Se puede entrenar la red neuronal en trabajos futu-
ros para que clasiique otros elementos hídricos en 
el sistema ambiental.
El tiempo que consume es mínimo en relación con 
otras aplicaciones de clasiicación; esto se debe a 
su preprocesamiento que realiza el móvil antes de 
enviar los parámetros a la red neuronal.
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