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Abstract
First-passage percolation is the study of the metric space (Zd, T ), where T is a ran-
dom metric defined as the weighted graph metric using random edge-weights (te)e∈Ed
assigned to the nearest-neighbor edges Ed of the d-dimensional cubic lattice. We study
the so-called critical case in two dimensions, in which P(te = 0) = pc, where pc is
the threshold for two-dimensional bond percolation. In contrast to the standard case
(< pc), the distance T (0, x) in the critical case grows sub linearly in x and geodesics
are expected to have Euclidean length which is superlinear. We show a strong version
of this super linearity, namely that there is s > 1 such that with probability at least
1− e−‖x‖c1 , the minimal length geodesic from 0 to x has at least ‖x‖s1 number of edges.
Our proofs combine recent ideas to bound T for general critical distributions, and mod-
ifications of techniques of Aizenman-Burchard to estimate the Hausdorff dimension of
random curves.
1 Introduction
1.1 Main result
We study critical first-passage percolation (FPP) in two dimensions. This is a special case
of general FPP, which is a stochastic growth model introduced in the ’60s by Hammersley
and Welsh [7]. The setup is as follows: on the square lattice Z2 with nearest-neighbor edges
E2, we assign i.i.d. nonnegative passage times (te)e∈E2 to the edges and define the induced
random metric
T (x, y) = inf
pi:x→y
T (pi), for x, y ∈ Z2,
where the infimum is over all lattice paths pi from x to y, and T (pi) =
∑
e∈pi te. If none of
the te’s are zero, then T is a metric (generally a pseudometric), and FPP is the study of
geometric and probabilistic properties of the metric space (Z2, T ).
∗The research of M. D. is supported by NSF grant DMS-0901534 and an NSF CAREER award.
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Instead of assuming that no te’s are zero, one typically assumes that the common distri-
bution function F of the weights does not give too much mass to zero: F (0) < 1/2, as 1/2
is the critical threshold for Bernoulli percolation in two dimensions, and this ensures that
a.s. there is no infinite component of zero-weight edges (edges which we can traverse in zero
time). Under this assumption and some mild integrability constraint, there is a type of law
of large numbers for T , called the shape theorem, which states that T (0, x) grows linearly
as ‖x‖1 →∞: there is a deterministic norm g on R2 such that a.s.,
lim sup
‖x‖1→∞
|T (0, x)− g(x)|
‖x‖1 = 0. (1.1)
So on large scales, the metric T is comparable to the Euclidean one.
The focus of this paper is geodesics, specifically their (Euclidean) lengths. A geodesic
from x to y is a minimizer for T : a lattice path pi from x to y with T (pi) = T (x, y). It
has been shown [18] that for any F , a.s. there is a geodesic between any x and y, although
uniqueness of geodesics is equivalent to continuity of F . In the general case stated above,
F (0) < 1/2, it is known that the comparability of T to the Euclidean norm extends in a
sense to geodesics, which have a linear number of edges. Specifically, [2, Theorem 4.6] if
F (0) < 1/2, then there are c1, c2 > 0 such that for any x,
P(m(x) ≥ c1‖x‖1) ≤ c1e−c2
√
‖x‖1 , (1.2)
where m(x) is the maximal number of edges in any geodesic from 0 to x.
If F (0) > 1/2, there is a.s. an infinite component of zero-weight edges, and T (0, x) is
stochastically bounded in x, so the function g in (1.1) is identically zero. In this case, one
can also show that the minimal length geodesic between two points has a linear number of
edges [19, Theorem 4]. The so-called critical case, when F (0) = 1/2, is considerably more
complicated, and has only recently been significantly explored. Although there is no infinite
cluster of zero-weight edges, the clusters are large enough to force g ≡ 0. The precise behavior
of T (0, x) as ‖x‖1 →∞ was quantified in [4], with necessary and sufficient conditions on F
for stochastic boundedness of T (0, x) in x (and whether boundedness indeed holds depends
on F in the critical case, as discovered by Zhang [20]). Because geodesics can take paths
in large critical zero-weight clusters, and these clusters have irregular structure, Kesten [9,
p. 259] was led to ask a version of the following (see also [17, p. 1029]):
Question 1.1. In the critical case, is there s > 1 such that a.s., N0,x ≤ ‖x‖s1 holds for only
finitely many x ∈ Z2?
In this paper, we give a positive answer to this question, with a stretched exponential
estimate similar to (1.2). For any x, y ∈ Z2, let Nx,y be the minimal number of edges in an
geodesic between x and y. From this point forward, we assume that F is critical:
F (0−) = 0 and F (0) = 1/2. (1.3)
Theorem 1.2. Assuming (1.3), there exist c > 0, s > 1 such that for all nonzero x ∈ Z2,
P(N0,x ≤ ‖x‖s1) ≤ (1/c) exp (−‖x‖c1) . (1.4)
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We end this section with various remarks about the main result. First, our proof works on
lattices where near-critical percolation estimates hold, and this includes most regular planar
lattices, including edge or site FPP on the hexagonal lattice, square lattice, triangular lattice,
etc. The main difference is that one must assume that F (0) = pc, where pc is the critical
threshold for percolation on that lattice. Next, it is important to point out that using the
work of Aizenman-Burchard, we can give a simple proof for Question 1.1 (see Section 1.3),
but this argument only gives a small polynomial decay of the probability in (1.4). Our main
inequality is sufficient (but polynomial decay is not) to, for example, bound the length of all
geodesics simultaneously between points sufficiently far apart in a box.
Last we briefly remark on the proof; a full outline of it appears in Section 1.3. The strategy
is to combine a block argument from Pisztora [15] with the Aizenman-Burchard technique.
The block argument is quite similar to [15]. The main difficulty is in the Aizenman-Burchard
technique: the hypothesis of [1] does not hold for our model. Their method relies on a strong
independence assumption: to apply their theorem one would need to know that there is ρ < 1
such that for any number of thin cylinders C1, . . . , Ck which are sufficiently separated, the
probability that a geodesic crosses all of these cylinders in the long direction (has a “straight
run” in each cylinder) is at most ρk. Under this assumption, we could copy their arguments
to conclude that straight runs are sufficiently sparse globally to deduce a superlinear lower
bound for geodesic length. Although FPP is built on i.i.d. weights, segments of geodesics
are highly correlated, and such an independence assumption is not obviously true (and is
actually false in the non-critical case). So we need to show differently that hierarchies of
nested cylinders cannot contain too many straight runs by geodesics. The approach is to
show that if geodesics do cross too many such cylinders, there is a high probability that
many of these cylinders are “slow” (in a sense described by near-critical percolation paths)
and force the passage time of geodesics to be large. We combine this with new upper bounds
on passage times of geodesic segments using ideas from [4] to conclude that straight runs are
sparse.
1.2 Notation and tools from percolation
We will couple the FPP model to various percolation models. To do this, we let (ωe) be
a collection of i.i.d. uniform (0, 1) random variables and te = F
−1(ωe), where F−1 is the
generalized inverse
F−1(t) = sup{s : F (s) < t}, t ∈ (0, 1).
Then the variables (te) are i.i.d. with distribution F . For p ∈ [0, 1], an edge e is called
p-open if ωe ≤ p and p-closed otherwise. A path is a sequence of edges (or their endpoints,
or both) such that each consecutive pair of edges shares an endpoint, and a circuit is a path
which starts and ends at the same point. If Γ is a path, we write #Γ for the number of edges
in it. For n ≥ 1, the box B(n) is defined as [−n, n]2.
Next we define the dual lattice, which is used in Section 2. It is (Z2)∗ = Z2 + (1/2, 1/2)
with its set of nearest-neighbor edges (E2)∗. An edge e has exactly one dual edge e∗ that
bisects it. We define variables (ωe∗) by the rule ωe∗ = ωe and correspondingly use the terms
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p-open and p-closed. Thus a pc-closed dual path is a path of edges e
∗ on the dual lattice
each with ωe∗ > pc.
Last we give properties of correlation length, which will be vital for our work. For  > 0
and p > pc, we define
L(p, ) = min{m ≥ 1 : P(σ(p,m,m)) > 1− },
where σ(p,m,m) is the event that the box B(m) has a p-open left-right crossing. This is a
path, all of whose edges are p-open and in B(m), which touches the left and right sides of
the box. It is shown in [10, Eq. (1.24)] that for some 0 and any 1, 2 ∈ (0, 0], one has
L(p, 1)  L(p, 2) as p ↓ pc,
so we just set L(p) = L(p, 0). (The notation  means that L(p, 1)/L(p, 2) is bounded
away from 0 and ∞ as p ↓ pc.) We will use the following properties of correlation length.
Setting
pm = min{p : L(p) ≤ m},
• (see [8, Eq. (2.10)]) there exists c1 ∈ (0, 1) such that for all m ≥ 1,
c1m ≤ L(pm) ≤ m, (1.5)
• (see [5, Sec. 2.1]) for positive integers k and l, there exists δk,l > 0 such that for any
positive integer n and for all p ∈ [pc, pn],
P(there is a p-open horizontal crossing of [0, kn]× [0, ln]) > δk,l
and
P(there is a p-closed horizontal dual crossing of [0, kn]× [0, ln]) > δk,l. (1.6)
Using these inequalities and a gluing construction involving the FKG inequality [6,
Theorem 2.4], one can construct open or closed circuits in annuli around 0. For exam-
ple, uniformly in n and p ∈ [pc, pn],
P(there is a p-open circuit around 0 in B(2n) \B(n)) > 0.
We will use similar statements throughout the paper. See [6] for the relevant techniques
and background.
• in the proof of Lemma 2.2 we will use “quasi-multiplicativity” of certain events. Gen-
erally this means that probabilities of arm events factor up to a constant. We will
use this for 3-, 4-, and 5-arm events in both the full- and half-planes, for near criti-
cal values of p. One example of this property is the following: for n1 ≤ n2, and p, q
with L(p), L(q) ≥ n2, let A(n1, n2, p, q) be the event that there are two p-open disjoint
paths from ∂B(n1) to ∂B(n2) and two q-closed dual paths from ∂B(n1) to ∂B(n2) so
that the open and closed paths alternate. Then there is a constant c such that for all
0 ≤ n1 ≤ n2 ≤ n3 and q, p > pc with L(p), L(q) ≥ n3,
P(A(n1, n3, p, q)) ≥ cP(A(n1, n2, p, q))P(A(n2, n3, p, q)). (1.7)
(See [14] for more background on arm events and their properties, like quasi-multiplicativity.)
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1.3 Sketch of proof and outline of paper
1.3.1 Argument for Question 1.1
We begin with a simple proof of the following statement: there exists s > 1 such that a.s.,
N0,x ≤ ‖x‖s1 for only finitely many x ∈ Z2. (1.8)
This essentially follows from the FKG inequality, the Russo-Seymour-Welsh theorem [6,
Ch. 11] and the work of Aizenman-Burchard. The latter implies (see a discussion in [3,
p. 3597]) that there is s > 1 such that
lim
n
P
(∃ a pc-open path Γ crossing B(34n) \B(n) with #Γ ≤ ns) = 0. (1.9)
Next, for k ≥ 0, let Ek be the event that the follow conditions hold: putting Annm =
B(3m+1) \B(3m),
1. there is an pc-open circuit around 0 in Ann3k,
2. there is an pc-open circuit around 0 in Ann3k+2,
3. there is an pc-open path crossing the rectangle [3
3k, 33k+3] × [−33k, 33k] from the left
side to the right, and
4. any pc-open path Γ crossing the annulus Ann3k+1 satisfies #Γ ≥ 33ks.
(See Figure 1 for an illustration.) By the RSW theorem, the FKG inequality, and (1.9),
there exists a constant c1 > 0 such that for all k
P(Ek) ≥ c1.
For k with 33k+3 ≤ n, if Ek occurs, then any geodesic from the origin to x /∈ B(n) must
use the pc-open path from item 3 to cross the annulus Ann3k+1. Thus if Γ is any such
geodesic,
#Γ ≥
b 1
3
log3 nc−1∑
k=1
33ks1Ek . (1.10)
Note that the Ek’s are independent for different k’s. Fixing 1 < s
′ < s then, there exists
c > 0 such that
P
(
min
x/∈B(n)
N0,x ≤ ns′
)
≤ P
 b 13 log3 nc−1⋂
k=d s′
3s
log3 ne+1
Eck
 ≤ (1− c1) s−s′3s log3 n−2
≤ n−c.
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Figure 1: Illustration of the event Ek. The boxes B(3
3k), . . . , B(33k+3) are in increasing
order. The curves represent the pc-open circuits from items 1, 2, and the pc-open path
from item 3. By planarity, each of these curves overlap, and any geodesic from ∂B(33k) to
∂B(33k+3) must therefore cross Annk+1 through a pc-open circuit.
The bounds on k in the above intersection are to ensure that 33k+3 ≤ n and 33ks > ns′ .
Applying this to n which are powers of 3 and using Borel-Cantelli, we find that a.s. for all
large m,
min
x/∈B(3m)
N0,x > 3
ms′ .
For x ∈ Z2 with ‖x‖∞ large, picking k = blog3 ‖x‖∞c − 1, we have (noting 2 ≥ s > s′)
N0,x ≥ min
y/∈B(3k)
N0,y > 3
ks′ ≥ c2‖x‖s′∞
for some c2 > 0. Decreasing s
′ and relabeling it as s gives (1.8).
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1.3.2 Outline of proof of Theorem 1.2
Here we give a brief outline of the proof of Theorem 1.2. There are two parts: a block
estimate, stated in Theorem 2.1, and a block argument which upgrades this estimate to the
stretched-exponential convergence in Theorem 1.2. The block argument is an adaptation of
the idea of Pisztora from his extension (and improvement) of ideas of Aizenman-Burchard
in the near-critical percolation setting [15]. Since this part is more standard, we focus here
on the block estimate, Theorem 2.1.
Two important things to notice about the statement in Theorem 2.1 are that (a) the
geodesics referred to there are T (n)-geodesics; that is, they are minimal-weight paths re-
stricted to a box B(3n+3) and crossing the annulus B(3n+3) \ B(3n) (this restriction is
needed in the block argument), and (b) the estimate holds almost surely for all large n.
This second point is an upgrade from the argument given in the last subsection for (1.8):
the event Ek there only holds with positive probability. This means that, for example, we
need to control geodesic lengths even on rare events in which no pc-open paths (or even near-
critical paths) cross the annulus. This makes a considerable difficulty, since the arguments
of Aizenman-Burchard do not apply for highly supercritical paths.
The proof of Theorem 2.1 is itself split into two parts. The first is an almost sure
bound on the passage time of paths that cross annuli, stated in Proposition 2.4. The main
estimate there is that a type of maximal passage time Tmax(n) of paths crossing the annulus
Annn+1 = B(3
n+2) \B(3n+1) satisfies
Tmax(n) ≤ CF−1(qn) log3 n for large n, (1.11)
where qn > pc is a certain near-critical percolation parameter. Similar bounds were shown
in [4] for T (0, ∂B(n)), the minimal passage time from 0 to points on the boundary of B(n),
but we cannot use them for an annulus estimate. The reason is that if F is critical and
such that T (0, x) is stochastically bounded in x, then the passage time of segments far from
0 are dominated heavily by those of segments near the origin. So we need to adapt their
arguments to the annulus setting.
The proof of (1.11) involves showing that with high probability, there are qn-open circuits
around 0 in Annn and Annn+2, with a qn-open path connecting them. Any geodesic crossing
B(3n+3) \ B(3n) can be modified, replacing a portion of it with the union of these qn-open
paths, and we obtain an upper bound for Tmax(n) by the passage time of these paths. To
bound the passage time of these paths, we show in Lemma 2.1 (as in [4]) that the only edges
contributing to the passage time of these paths are ones which are qn-open but pc-closed,
and which are associated to certain 4-arm events. Then we adapt moment bounds from [12]
for arm events in Lemma 2.2 to bound the number of such edges.
Once we have (1.11), we dive into the machinery of Aizenman-Burchard, analyzing the
number of “straight runs” for geodesics. Roughly speaking, for the length of a geodesic
to be linear, it must pass clear (have a straight run) through many long thin cylinders at
successively decreasing scales (starting from scale 3n). The main inequality from Aizenman-
Burchard, stated as Proposition 2.6, gives a lower bound for the s; `-capacity of a path given
that it does not have too many straight runs. This capacity is related to the length of
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the curve in Lemma 2.3, and thus what we must show is that with high probability, no
geodesic crossing the annulus Annn+1 has straight runs through cylinders at more than half
of the scales of the form Lk = γ
k3n from 3n down to 1, where γ > 1 is some large number.
The difficulty here is that we do not have any precise description of geodesics in this model
(including their geometry), and the only information we have is the bound on Tmax(n) above.
To show that geodesics have “sparse” straight runs, in Section 2.3.2, we prove that if
a geodesic passes through a long thin cylinder, this cylinder has a high probability to be
“slow.” In other words, it is likely that the cylinder is crossed in the short direction by at
least 4 dual paths which are well-separated and have weight at least pm, where m is related
to the scale of the rectangle. By choosing this pm properly, we show in Proposition 2.7
that such a path would pass through enough slow cylinders at successive scales to have total
passage time at least (1/8)(log4 n)F−1(qn) (see (2.8)), where qn is the near-critical parameter
above in (1.11), giving a contradiction. In short, if a geodesic does not have sparse straight
runs, its passage time violates (1.11). We combine these tools in Section 2.4 to conclude the
block estimate.
2 Block estimate
For n ≥ 1 and x, y ∈ B(3n+3) = [−3n+3, 3n+3]2, let T (n)(x, y) be the minimal passage time
of all paths from x to y that stay in B(3n+3). Let N
(n)
x,y be the minimal number of edges in
any T (n)-geodesic from x to y. We aim to show here:
Theorem 2.1. There exists s > 1 such that almost surely, the following holds for all large
n:
N (n)x,y ≥ 3ns for all x ∈ B(3n), y ∈ ∂B(3n+3).
The proof is split into several sections. In Section 2.1, we use tools from [4] to estimate
the minimal passage time across cylinders and then in Section 2.2, paste these together to
get bounds for the passage time across annuli. In Section 2.3, we use the machinery of
Aizenman-Burchard to get lower bounds on the dimension of geodesics by estimating the
number of “straight runs” they have: if they have too few, then they are forced to go through
too many edges of nonzero passage time and they violate the passage time estimates from
Section 2.2. We bring this all together in Section 2.4 to prove Theorem 2.1.
2.1 A bound for cylinder times
In this section we would like to estimate the minimal passage time of any path crossing
the rectangle R(n) = [−2n, 2n] × [−n, n] in the first coordinate direction. So let T (n) be
the minimal passage time among all paths which remain in R(n) and connect the left side
{−2n} × [−n, n] to the right side {2n} × [−n, n]. The main result of this section is a bound
on T (n):
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Proposition 2.2. There exists C > 0 such that for all n ≥ 1 and p > pc with L(p) ≤ n,
P
(
T (n) ≥ λF−1(p)
(
n
L(p)
)2)
≤ e−Cλ + exp
(
−C n
L(p)
)
for λ ≥ 0.
For any p, let Ep(n) be the event that there is a p-open path in S(n) := [−4n, 4n]×[−n, n]
connecting the left side {−4n} × [−n, n] to the right side {4n} × [−n, n]. By [8, Eq. (2.8)]
and the RSW theorem [6, Sec. 12.7], one has the bound
P(Ecp) ≤ exp
(
−C n
L(p)
)
(2.1)
for some C > 0 and all p > pc, n ≥ 1. The above proposition follows immediately from this
bound, (2.2), and the two lemmas below.
On Ep(n), we define Tp(n) as the minimal passage time among all paths which remain
in S(n), are p-open, and connect the left side to the right side. Then we put
Tˆp(n) = max
Γ
∑
e∈Γ∩R(n)
te,
where the maximum is over paths Γ in S(n) connecting the left side to the right side, which
are p-open and have T (Γ) = Tp(n). Note that on Ep(n), one has
T (n) ≤ Tˆp(n). (2.2)
The next result characterizes the nonzero-weight edges that contribute to Tˆp(n). For e
with both endpoints in R(n) and p > pc, let An(p, e) be the event that all of the following
occur:
1. ωe ∈ (pc, p],
2. there are two (vertex) disjoint p-open paths in S(n) from e to ∂B(e, n/2), the translate
of the box B(n/2) centered at the midpoint of e, and
3. there are two (vertex) disjoint pc-closed dual paths from e
∗ to ∂S(n), one touching the
top side and one touching the bottom.
Define
Nn(p) =
∑
e⊂R(n)
1An(p,e).
Lemma 2.1. For all p > pc and n ≥ 1,
Tˆp(n)1Ep(n) ≤ F−1(p)Nn(p)1Ep(n).
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Proof. The proof is quite similar to [4, Lemma 5.2]. If the event Ep(n) does not happen,
then both sides are zero, the inequality holds. Thus we suppose the Ep(n) happens.
Suppose Γ is a path which remains in S(n), is p-open, connects the left side to the right
side of S(n) and is such that Tˆp(n) =
∑
e∈Γ∩R(n) te. Note if ωe ≤ pc, then te = F−1(ωe) = 0.
Hence
Tˆp(n) =
∑
e∈Γ∩R(n),ωe>pc
te
Since Γ is p-open, we have te ≤ F−1(p) for all e ∈ Γ ∩R(n). Then we have
Tˆp(n) ≤ F−1(p)#{e ∈ Γ ∩R(n) : ωe ∈ (pc, p]}
Thus it suffices to show that for each e ∈ Γ ∩ R(n) with pc < ωe ≤ p, the event An(p, e)
occurs.
The first condition is obvious, and the second follows from that e ∈ Γ and Γ connects the
left side to the right side of S(n). For the third condition, if it does not hold, then by duality
we can find a pc-open path that connects Γ to itself, and the path Γ
′ formed by replacing
the portion of Γ with this pc-open path will avoid e. Since these pc-open edges have zero
passage time, this contradicts extremality of Γ.
The next lemma gives a tail bound on the distribution of the number Nn(p).
Lemma 2.2. There exists C > 0 such that for all n ≥ 1 and p > pc with L(p) ≤ n,
P
(
Nn(p) ≥ λ
(
n
L(p)
)2)
≤ e−Cλ.
Proof. We follow the argument of Kiss [12, Sections 2, 3] and much of what follows is copied
from there. Since the proof is similar to that of [12, Eq. (3.11)], we just outline the main
modifications necessary. For n ≥ 1 and p > pc with L(p) ≤ n given, let Vn be the set of
edges e in R(n) such that An(p, e) occurs. Let k ∈ N and
X = {e1, . . . , ek} ⊂ R(n).
We give a bound on the probability of the event {Vn ⊇ X}, but first some definitions. Let
T0 denote the empty graph on X. Let us start blowing a box at each edge e ∈ X at unit
speed (starting at the midpoint of the edge). That is, at time t ≥ 0, we have the boxes
Bt(e) = B(e, t), e ∈ X. We will stop at time t = 2n, and at this time, all boxes touch.
For small values of t, these boxes are pairwise disjoint. As t increases, more and more
of these boxes intersect each other. Let r1 denote the smallest t when the first pair of
boxes touch. We pick one such pair of boxes in some deterministic way, with central edges
e1, f1 ∈ X. We draw an edge eˆ1 between e1 and f1 and label it with l(eˆ1) := r1, and get the
graph T1. Note that dist(e1, f1) = 2r1. (Here, dist refers to the `∞ distance between the
midpoints of the edges.) Then we continue with the growth process, and stop at time r2 if
we find a pair of edges e2, f2 ∈ X such that e2, f2 are in different connected components of T1
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and Br2(e2) and Br2(f2) touch. Then we draw an edge eˆ2 between one such deterministically
chosen pair with the label l(eˆ2) := r2 and get T2. Note that it can happen that r1 = r2. We
continue with this procedure until we arrive to the tree Tk−1. Let R(X) denote the multiset
(a set where elements can appear multiple times) containing ri ≤ 2n for i = 1, . . . , k − 1.
The induction argument of [13, Prop. 14] implies the following product statement about
our 4-arm events. To state it, we need to define a slightly modified 4-arm event. For r ≤ 2n
and an edge e ⊂ R(n), let pˆi4(p; e, r) be the probability that the following conditions hold:
1. e is connected inside S(n) to ∂B(e, s1) by two disjoint p-open paths, where
s1 = min {L(p), r} ,
2. e∗ is connected inside S(n) to ∂B(e, s2) by a pc-closed dual path, where
s2 = min {dist(e, ∂S(n)), r} ,
3. and e∗ is connected inside S(n) to ∂B(e, s3) by another disjoint pc-closed dual path,
where
s3 = min{r, n}.
Furthermore the paths in items 2 and 3 are alternating (open, closed, open). Set pˆi4(p; r) =
maxe⊂R(n) pˆi4(p; e, r). Then for some C3 independent of n, k, p, and the ei’s,
P(Vn ⊇ X) ≤ C3(p− pc)kpˆi4(p;n)
∏
r∈R(X)
(C3pˆi4(p; r)) . (2.3)
The proof of this statement is similar to that of [12, Prop. 2.2], and the main ingredient
is that our connection probabilities pˆi4 have a quasi-multiplicative property that holds for
general arm events. (See the discussion around (1.7) above.)
Continuing from (2.3), one can show that there is C6 > 0 independent of n, p, such that
for r ≤ 2n,
pˆi4(p; r) ≤ C6pi4(s1), (2.4)
where pi4(s) is critical four-arm probability; that is, the probability of the event that the edge
f = {0,−→e1} has two disjoint pc-open paths to distance s (to ∂B(f, s)) and f ∗ has two disjoint
pc-closed dual paths to distance s. To prove (2.4), note that since L(p) ≤ n, the event in
pˆi4(p; e, r) for e ⊂ R(n) implies that e is connected to distance s1 by two disjoint p-open
paths, e∗ is connected to distance s1 by one disjoint pc-closed dual path, and e∗ is connected
to distance min{dist(e, ∂S(n)), s1} by another disjoint pc-closed dual path (alternating). By
independence, this probability is bounded by
pi′4(p,min{dist(e, ∂S(n)), s1})piH3 (p,min{dist(e, ∂S(n)), s1}, s1),
where pi′4(p,m) is the probability that f is connected by two disjoint p-open paths to distance
m and f ∗ is connected by two disjoint pc-closed dual paths to distance m (alternating), and
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piH3 (p,m1,m2) is the probability that ∂B(m1) is connected to ∂B(m2) in the upper half-
plane by two disjoint p-open paths and a disjoint pc-closed dual path (alternating). By [5,
Lemma 6.3], there is D1 > 0 such that
pi′4(p,min{dist(e, ∂S(n)), s1}) ≤ D1pi4(min{dist(e, ∂S(n)), s1}).
A similar argument as in [5, Lemma 6.3] also holds for half-plane 3-arm (annulus) events,
and we find
piH3 (p,min{dist(e, ∂S(n)), s1}, s1) ≤ D2piH3 (min{dist(e, ∂S(n)), s1}, s1),
where piH3 (m1,m2) is the probability that ∂B(m1) is connected by two disjoint pc-open
paths and a pc-closed dual path to ∂B(m2) (alternating). Using [14, Theorem 24 (2)]
and quasi-multiplicativity, one has for some D3, pi
H
3 (m1,m2) ≤ D3(m1/m2)2, and by quasi-
multiplicativity and [14, Theorem 24 (3)], one has pi4(m1,m2) ≥ D4(m1/m2)2. In total, we
can bound piH3 (p,m1,m2) above by a multiple of pi4(m1,m2), giving uniformly in e, a constant
D5 such that
pi4(p; e, r) ≤ D5pi4(min{dist(e, ∂S(n)), s1})pi4(min{dist(e, ∂S(n)), s1}, s1),
which by quasi-multiplicativity is bounded by D6pi4(s1), showing (2.4).
Given (2.4) and (2.3), we obtain
P(Vn ⊇ X) ≤ C7(p− pc)kpi4(L(p))
∏
r∈R(X)
(C7pi4(min{L(p), r})) .
To give a bound on moments of Nn(p) = #Vn, we need to bound the number of sets X
such that R(X) = R for a given R. By arguments analogous to the proof of [13, Prop. 15]
we get the following. There is a universal constant C8 such that for all multisets R with
k − 1 elements, we have
#{X ⊂ R(n) : |X| = k, R(X) = R} ≤ C8O(R)n2
∏
r∈R
(C8r),
where O(R) denotes the number of different ways the elements of R can be ordered.
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Now compute
E
(|Vn|
k
)
=
∑
X⊆R(n)
P(Vn ⊇ X)
=
∑
X⊆R(n)
∑
R
P(Vn ⊇ X)1R(X)=R
≤
∑
R
[
C8O(R)n2C7(p− pc)kpi4(L(p))
∏
r∈R
(C8C7rpi4(min{L(p), r}))
]
≤ Ck9n2(p− pc)kpi4(L(p))
∑
R
[
O(R)
∏
r∈R
rpi4(min{L(p), r})
]
= Ck9n
2(p− pc)kpi4(L(p))
∑
R˜
∏
r˜∈R˜
r˜pi4(min{L(p), r˜}
= Ck9n
2(p− pc)kpi4(L(p))
(
n∑
r=1
rpi4(min{L(p), r})
)k−1
,
where R is a multiset of with k−1 elements from the set {1/2, 1, . . . , 2n} and R˜ is a sequence
of length k − 1 from the set {1/2, 1, . . . , 2n}. Last, we estimate
n∑
r=1
rpi4(min{L(p), r}) ≤
L(p)∑
r=1
rpi4(r) + n
2pi4(L(p)).
For any r ≤ k, one has pi4(r)
pi4(k)
≤ C12(k/r)α for some α < 2 (this follows from Reimer’s
inequality [16] and the known value of the 5-arm exponent (from [14, Theorem 24(3)], which
references [11, Lemma 5])), so
k∑
r=1
rpi4(r) = pi4(k)
k∑
r=1
r
pi4(r)
pi4(k)
≤ C12pi4(k)
k∑
r=1
r(k/r)α
= C12k
αpi4(k)
k∑
r=1
r1−α
≤ C13k2pi4(k).
We thus obtain
n∑
r=1
rpi4(min{L(p), r}) ≤ C14n2pi4(L(p)),
and therefore
E
(|Vn|
k
)
≤ (C15n2(p− pc)pi4(L(p)))k .
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Since the product L(p)2(p − pc)pi4(L(p)) is bounded uniformly in p > pc [14, Prop 34], we
finish with
E
(|Vn|
k
)
≤
(
C16
n
L(p)
)2k
.
Now we turn the above into a tail bound. For t = 1 + a > 1,
Et|Vn| =
∞∑
k=1
(t− 1)kE
(|Vn|
k
)
≤
∞∑
k=1
(
aC16
(
n
L(p)
)2)k
≤ 1,
if a is chosen to be
(
2C16
(
n
L(p)
)2)−1
. This implies that for some C17 > 0,
E exp
C17 |Vn|(
n
L(p)
)2
 ≤ 1,
and so by Markov,
P
(
Nn(p) ≥ λ
(
n
L(p)
)2)
≤ e−C17λ.
Corollary 2.3. Given an integer K ≥ 2, there exists C > 0 such that for all n and p with
L(p) ≤ n,
P
(
TK(n) ≥ λF−1(p)
(
n
L(p)
)2)
≤ e−Cλ + exp
(
−C n
L(p)
)
for λ ≥ 0,
where TK(n) is the corresponding minimal passage time between the left and right sides of
[−Kn,Kn]× [−n, n] among all paths that remain in this rectangle.
Proof. Let Γ1, . . . ,ΓK−1 be paths such that Γi is in [−Kn+2(i−1)n,−Kn+2(i+1)n]×[−n, n],
connects the left side of the rectangle to the right side, and has minimal passage time among
all such paths. Let Γˆ1, . . . , ΓˆK−2 be paths such that Γˆi is in [−Kn+ 2in,−Kn+ 2(i+ 1)n]×
[−n, 3n], connects the top side of the rectangle to the bottom side, and has minimal passage
time among all such paths. By planarity, there is a path remaining in [−Kn,Kn]× [−n, n]
which starts on the left side of this rectangle, ends on the right, and is contained in the
union
(∪K−1i=1 Γi) ∪ (∪K−2i=1 Γˆi). Applying Proposition 2.2 and a union bound completes the
proof.
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2.2 Bounds for annulus crossing times
Using the results of the last section, we will give our main bound on types of maximal annulus
crossing times.
For any n ≥ 1, x, y ∈ B(3n+3), and S a subset of the edges of B(3n+3), define
T (n)(x, y, S) = max
{ ∑
e∈Γ∩S
te : Γ ⊂ B(3n+3), T (Γ) = T (n)(x, y), Γ : x→ y
}
.
We will be concerned with a type of annulus-crossing time. For n ≥ 2, define
Tmax(n) = max
x∈∂B(3n),y∈∂B(3n+3)
T (n)(x, y, Annn+1).
(Here, we think of Annn+1 := B(3
n+2) \ B(3n+1)) as an edge set by considering all edges
with both endpoints in Annn+1.)
The main result is:
Proposition 2.4. There exist C,C such that almost surely
Tmax(n) ≤ CF−1 (qn) log3 n for large n,
where qn = pb 3n
C logn
c.
Proof. We will build two circuits around the origin – one in Annn and one in Annn+2, and a
path connecting them, using only crossings in the “long direction” of minimal passage time
of translates and rotates of rectangles of the form [−3n+3, 3n+3] × [−3n, 3n] (they start on
the left side, end on the right, and remain in the rectangle). One can do this using 9 such
crossings. (Refer back to Figure 1 for a similar construction. One uses 8 such crossings to
build the circuits, and one to build the path connecting them.) So letting Sn be the union
of all the edges in these crossings, a union bound along with Corollary 2.3 shows for some
C,C large enough and all n,
P
(∑
e∈Sn
te ≥ CF−1(qn) log3(n)
)
≤ n−2.
In deriving this, one needs to use (1.5) applied to L(qn). Borel-Cantelli implies that almost
surely, ∑
e∈Sn
te < CF
−1(qn) log
3 n for all large n.
If x ∈ ∂B(3n) and y ∈ ∂B(3n+3), then let Γ be a T (n)-geodesic from x to y. The path Γ
has a first intersection z with Sn (which must be in Annn) and a last intersection w with Sn
(which must be in Annn+2). One then has
T (n)(x, y, Annn+1) ≤ T (n)(z, w) ≤
∑
e∈Sn
te.
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This is true for all x, y, so almost surely, for all large n
Tmax(n) ≤
∑
e∈Sn
te ≤ CF−1(qn) log3 n.
2.3 Dimension bounds
2.3.1 Tools from Aizenman-Burchard
In this section, we recall and use some results from Aizenman-Burchard. To do this, we will
think of the box B(3n+3) scaled down to unit size; that is, to the box B(1). The lattice
spacing in B(1) will be 1/3n+3, so that our geodesics are polygonal paths of step-size 1/3n+3.
The lower bounds on dimension of random curves of [1] are derived using a truncated form
of capacity.
Definition 2.1. For s > 0 and ` ≥ 0, the capacity Caps;`A of a subset A of Rd is
1
Caps;`A
= inf
µ≥0:∫A dµ=1
∫ ∫
A×A
µ(dx)µ(dy)
max{|x− y|, `}s .
(The standard definition of capacity does not include the term ` in the denominator, but
this term helps to deal with the fact that our paths have stepsize > 0.) We will take A to be
a geodesic Γ in B(1) from x ∈ B(1/27) to y ∈ ∂B(1). The relationship between the length
of Γ and its capacity is given by the following lemma.
Lemma 2.3. For every collection of sets {Bj} covering A with minj diam(Bj) ≥ `,∑
j
(diam Bj)
s ≥ Caps;`A.
Taking {Bj} to be a collection of boxes of size C/3n centered on the edges of Γ, we then
obtain
#ΓCs
3ns
=
∑
j
(diam Bj)
s ≥ Caps;`Γ. (2.5)
Therefore Theorem 2.1 follows directly from this inequality and the following proposition,
which we will show in Section 2.4:
Proposition 2.5. There exist C1, C2, C3 > 0 and s > 1 such that the following holds for all
large n. For all T (n)-geodesics Γ in B(1) connecting a point in B(1/27) to a point in ∂B(1),
Caps;`Γ
′ ≥ C1 exp(−C2 log4 n),
where ` = `(n) satisfies 1/3n+3 ≤ ` ≤ C3/3n+3 and Γ′ is the portion of Γ from its last
intersection with B(1/9) to its first intersection with ∂B(1/3).
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2.3.2 Geodesics have sparse straight runs
Aizenman-Burchard gave a general theorem to lower bound the capacity of curves using the
idea of “straight runs.” Roughly speaking, if a path does not cross too many thin cylinders
(on successively decreasing scales) in the long direction, then its capacity, and therefore
length, is large. We begin by recalling the definition of sparse straight runs.
Given γ > 1 (which will be taken to be large), define a sequence of successive scales Lk
by
Lk = γ
−k, for k = 0, . . . , kmax,
where kmax = kmax(γ, n) is chosen so that Lkmax is of order 1/3
n. That is, we set kmax as
kmax = max{k ≥ 0 : Lk ≥ 1/3n+3}.
Definition 2.2. A path Γ in B(1) is said to exhibit a straight run at scale L (= Lk for
some k) if it traverses some cylinder of length L and cross sectional diameter (9/
√
γ)L in
the “length” direction, joining the centers of the corresponding sides. Two straight runs are
nested if one of the defining cylinders contains the other.
For a given integer k0 and γ > 1, we say that straight runs for Γ are (γ, k0)-sparse, down
to the scale `, if Γ does not exhibit any nested collection of straight runs on a sequence of
scales Lk1 > · · · > LkN with LkN ≥ ` and
N ≥ 1
2
max{kN , k0}.
The next result says that to show our needed capacity bound for T (n)-geodesics Γ, it
suffices to prove that straight runs for Γ are sparse. Note that in the next proposition, `
satisfies
1/3n+3 ≤ ` = Lkmax ≤ C/3n+3 (2.6)
for some C = C(γ) independently of n, as required in Proposition 2.5.
Proposition 2.6. Let Γ be a path in B(1), let γ > 1 and set m ∈ [γ/2, γ) with  = γ −m.
If straight runs for Γ are (γ, k0)-sparse down to the scale ` = Lkmax, then for s > 0 such that
γs < β :=
√
m(m+ 1), one has
Caps;`Γ ≥ s
[
γsk0 +
β
1− β−1γs
]−1
.
Proof. This is the bound [1, Eq. (5.14)] applied in our context. (See also a similar bound
and explanation above [1, Eq. (5.22)] with the same choice of β.)
We now address sparsity of straight runs for geodesics. In the next section we use the
above proposition to show Proposition 2.5 and conclude Theorem 2.1. To show that geodesics
must leave cylinders, we will show that many cylinders are slow in the following sense:
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Definition 2.3. For a ∈ (0, 1) and L ≤ 1, an L× aL cylinder in B(1) is said to be slow if
it is traversed in the aL-direction by two paL3n+3-closed dual paths P1, P2 such that
min{|x− y| : x ∈ P1, y ∈ P2} ≥ aL.
A cylinder that is not slow is fast.
Lemma 2.4. For any large enough γ > 1, the following occurs almost surely for all large n.
One cannot find a nested collection of fast cylinders R1, . . . , RN at scales Lk1 > · · · > LkN
with kN ≤ kmax and
N ≥ 1
4
max{kN , k0},
where k0 = dlog4 ne.
Proof. We follow the proof in Aizenman-Burchard. We first give a bound on the probability
that for any fixed sequence k1 < · · · < kN ≤ kmax there is a sequence R1, . . . , RN of nested
cylinders at scales Lk1 > · · · > LkN all of which are fast. Specifically, we will first show:
P(there is a nested sequence of fast cylinders at scales Lk1 , . . . , LkN )
≤C1γ4kN exp (−cN√γ) . (2.7)
If an L × (9/√γ)L cylinder is fast, then if γ is large, (independent of L), we can find a
cylinder of width (10/
√
γ)L and length L/2 centered at a line segment joining discretized
points in L′Zd (with L′ ≤ L/γ) that cannot be traversed in the (10/√γ)L-direction by two
disjoint p(9/√γ)L3n+3-closed dual paths P1, P2 with min{|x− y| : x ∈ P1, y ∈ P2} ≥ (9/√γ)L.
As in [1, Eq. (6.2)], the number of positions of N nested cylinders at scales Lk1 , . . . , LkN is
bounded by
C1γ
4k1γ4(k2−k1) · · · γ4(kN−kN−1) ≤ C1γ4kN .
Fix now such a sequence Ri, i = 1, . . . , N of nested cylinders of length Lki/2 and
width (10/
√
γ)Lki . Cut each of the cylinders into b
√
γ/18c shorter cylinders of dimensions
(9/
√
γ)Lki × (10/
√
γ)Lki (plus a possible remaining one of smaller length which we do not
consider) and pick a maximal number of disjoint cylinders from this collection. For γ large,
each Ri+1 intersects at most two of the shorter cylinders obtained by subdividing Ri, so the
number of cylinders at scale Lki in a maximal collection is at least b
√
γ/18c−2. By (1.6), the
probability that a (9/
√
γ)Lki× (10/
√
γ)Lki cylinder is traversed in the (10/
√
γ)Lki-direction
by a p(9/√γ)Lki3n+3-closed dual path is bounded below by some constant uniformly in n, γ,
and the choice of the ki’s. By standard large deviations for sums of Bernoulli random vari-
ables, there is a universal constant c > 0 such that probability that at least four cylinders
from the maximal collection at scale Lki are traversed by such closed dual paths is at least
1− exp(−c√γ). If four distinct such cylinders have this property at scale Lki and γ is large,
then the original cylinder Ri is slow. These events are independent at distinct scales, so
P(R1, . . . , RN are fast) ≤ exp (−cN√γ) .
Summing over positions of the original cylinders gives the bound (2.7).
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Now we sum (2.7) over choices of cylinders to show the lemma. Namely, for a given n and
k = kN ≤ kmax, the probability that there is a nested sequence of fast cylinders R1, . . . , RN
at some scales Lk1 > · · · > LkN with kN ≥ N ≥ kN/4 is bounded by
k∑
N=dk/4e
(
k
N
)
C1γ
4k exp (−cN√γ) ≤ C1k2kγ4k exp (−ck√γ/4) .
Taking γ large, this is bounded by c2 exp (−c2k). Summing over k = kN ≥ N ≥ 14dlog4 ne
gives a probability which is summable in n and Borel-Cantelli finishes the proof.
From the existence of many slow cylinders, we can prove that geodesics have sparse
straight runs.
Proposition 2.7. For any sufficiently large γ > 1, almost surely, the following occurs for
all large n. For any T (n)-geodesic Γ from a vertex x ∈ B(1/27) to a vertex y ∈ ∂B(1), Γ′
has (γ, dlog4 ne)-sparse straight runs down to the scale ` = Lkmax. Here Γ′ is the portion of
Γ from its last intersection with B(1/9) to its first intersection with ∂B(1/3).
Proof. Take γ > 1 large enough so that the event (call it En) in Lemma 2.4 holds almost
surely for all large n. Take ω ∈ En, k0 = dlog4 ne, and suppose for the sake of contradiction
that R1, . . . , RN is a nested collection of cylinders at scales Lk1 > · · · > LkN with kN ≤ kmax
and N ≥ 1
2
max{kN , k0} for which a Γ′ has straight runs in each of the Ri’s. Suppose
that some dN/2e of these cylinders are fast and label them in order of decreasing scales as
Rj1 , . . . , RjdN/2e . Then jdN/2e ≤ kN ≤ kmax and
N/2 ≥ 1
4
max{kN , k0} ≥ 1
4
max{jdN/2e, k0},
contradicting ω ∈ En. Thus at least dN/2e of these cylinders are slow. Let Rˆ1, . . . , RˆdN/4e
be the dN/4e slow cylinders at the smallest scales in the sequence R1, . . . , RN . In each slow
cylinder, there are two dual paths as in the definition of slow. If γ is large enough, then each
cylinder Rˆi+1 can intersect at most one of the two closed dual paths in Rˆi. Therefore, as Γ
′
crosses each of these cylinders, it must intersect a distinct edge from at least one dual path
in each Rˆi. This means that if e1, . . . , eN/4 are such edges, then T (Γ
′) ≥ te1 + · · ·+ tedN/4e . If
the cylinder Rˆi is at scale Lkˆi , then kˆi ≥ bN/4c, so because Rˆi is slow,
tei ≥ F−1
(
p(9/√γ)Lkˆi3
n+3
)
≥ F−1
(
p(9/√γ)LbN/4c3n+3
)
.
As N ≥ k0/2 ≥ 12dlog4 ne, one has for large n
9√
γ
LbN/4c3n+3 ≤
⌊
3n
C log n
⌋
,
where C is from Proposition 2.4. Therefore
T (Γ′) ≥ dN/4eF−1(pb 3n
C logn
c) ≥
1
8
(log4 n)F−1(qn), (2.8)
where qn = pb 3n
C logn
c, and this contradicts Proposition 2.4 for large n.
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2.4 Proof of Theorem 2.1
We prove Theorem 2.1 by showing Proposition 2.5. As before, we shrink the lattice so
that B(3n+3) is shrunk to B(1). Choose γ > 1 large enough for Proposition 2.7 and so
that if m = bγc, then √m(m+ 1) > γ. This means in particular that if we define s by
γs =
√
m(m+1)+γ
2
, then s > 1.
We now apply Proposition 2.7 along with the capacity lower bound Proposition 2.6. The
first says that if Γ is a T (n)-geodesic from a vertex x ∈ B(1/27) to a vertex y ∈ ∂B(1), then
Γ′ has (γ, dlog4 ne)-sparse straight runs down to scale ` = Lkmax , a number satisfying (2.6).
In this setting, Proposition 2.6 gives for  = γ −m, L0 = 1, and β =
√
m(m+ 1),
Caps;`Γ
′ ≥ s
[
γsdlog
4 ne +
β
1− β−1γs
]−1
≥ C1 exp(−C2 log4 n).
This proves Proposition 2.5.
Last we combine this bound with equation (2.5), applied to Γ′. Putting {Bj} as a collec-
tion of boxes of size C3/3
n+3 centered on the edges of Γ′ (where C3 is from Proposition 2.5),
one has #Γ ≥ C1
Cs3
3ns exp
(−C2 log4 n), so
min
x∈B(3n),y∈∂B(3n+3)
N (n)x,y ≥
C1
Cs3
3ns exp(−C2 log4 n).
Since exp(C2 log
4 n) = o(3δn) for each δ > 0, we can slightly decrease s > 1 to obtain
Theorem 2.1.
3 Block argument: proof of Theorem 1.2
Let m be such that 3m−1 ≤ ‖x‖∞ < 3m and set s > 1 as the constant in Theorem 2.1. Fix
s′ ∈ (1, s), and let n = dm s′
s
e, so that 3ns ≥ 3ms′ .
Definition 3.1. For y ∈ Z2, define the annulus A(y, n) := 2 · 3ny + B(3n+3) \ B(3n). For
z, w ∈ y +B(3n+3), define T (n)y (z, w) as the minimal passage time from z to w among paths
remaining in y + B(3n+3) and N
(n)
y (z, w) the minimal number of edges in any T
(n)
y -geodesic
from z to w. Call A(y, n) bad if
min
z∈y+∂B(3n),w∈y+∂B(3n+3)
N (n)y (z, w) < 3
ns
By stationarity, pˆn := P(A(y, n) is bad) depends only on n, and by Theorem 2.1, it
approaches 0 as n→∞.
For a geodesic Γ from 0 to x, we may follow Γ, marking each box of the form y +B(3n)
that it touches inside the box B(3m). Note that if ‖x‖∞ is large enough, Γ must cross the
annulus A(y, n) surrounding the box. By standard arguments, we can extract a sequence
γ = (A1, . . . , Ar) of these “crossed” annuli satisfying the following properties: for universal
constants c1, c2 > 0,
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1. Ai and Aj are disjoint for i 6= j,
2. if |i− j| = 1 and Ai = A(yi, n), Aj = A(yj, n), then ‖yi − yj‖∞ ≤ c1,
3. ‖y1‖∞ ≤ c1, and
4. r ≥ c23m−n.
Note that if any one of these annuli A(y, n) is not bad, then defining z to be the first
entrance of Γ to y +B(3n) and w the last entrance of Γ to y +B(3n+3) before z, then
#Γ ≥ N (n)y (z, w) ≥ 3ns ≥ 3ms
′
.
Hence, letting c3 > 0 be such that, given y, there are at most c3 choices of y
′ with ‖y−y′‖∞ ≤
c1, one has
P(N0,x < ‖x‖s′∞) ≤ P(N0,x < 3ms
′
) ≤
∑
r≥c23m−n
∑
#γ=r
P(all Ai ∈ γ are bad)
≤
∑
r≥c23m−n
∑
#γ=r
pˆrn
≤
∑
r≥c23m−n
(c3pˆn)
r
By Theorem 2.1, there exists constant N > 0 such that when n ≥ N , c3pˆn ≤ 1/2. So
choosing ‖x‖∞ large enough so that n ≥ N , we obtain constants c4, c5 > 0 such that
P(N0,x < ‖x‖s′∞) ≤
∑
r≥c23m−n
2−r ≤ c4e−c53m−n . (3.1)
This implies Theorem 1.2, since 3m−1 ≤ ‖x‖∞ < 3m.
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