Abstract-Wireless network virtualization has been advocated as one of the most promising technologies to provide multifarious services and applications for the future Internet by enabling multiple isolated virtual wireless networks to coexist and share the same physical wireless resources. Based on the multiple concurrent virtual wireless networks running on the shared physical substrate, service providers can independently manage and deploy different end-users services. This paper proposes a new formulation for bandwidth allocation and routing problem for multiple virtual wireless networks that operate on top of a single substrate network to minimize the operation cost of the substrate network. We also propose a preventive traffic disruption model for virtual wireless networks to minimize the amount of traffic that service providers have to reduce when substrate links fail by incorporating 1 -norm into the objective function. Due to the large number of constraints in both normal state and link failure states, the formulated problem becomes a largescale optimization problem and is very challenging to solve using the centralized computational method. Therefore, we propose the decomposition algorithms using the alternating direction method of multipliers that can be implemented in a parallel and distributed fashion. The simulation results demonstrate the computational efficiency of our proposed algorithms as well as the advantage of the formulated model in ensuring the minimal amount of traffic disruption when substrate links fail.
the inherent design, the current wireless networks and Internet can hardly meet such great expectations without fundamentally changing network architectures [3] , [4] . Recently, wireless network virtualization has been proposed as one of the key enablers to overcome the ossification of the current Internet by allowing diverse services and applications coexist on the same infrastructure [5] [6] [7] [8] . In wireless network virtualization, the traditional Internet service providers are decoupled into infrastructure providers (InPs) who own and manage only infrastructure resources, and service providers (SPs) who lease resources from InPs and concentrate on providing services to subscribers [9] . The physical resources that belong to different InPs are virtualized into a single physical substrate network. Consequently, multiple virtual wireless networks are deployed and operated on top of the single substrate network [10] . As a result, multiple experiments can be performed and tested simultaneously on isolated virtual networks without affecting the operation of the others. Therefore, wireless network virtualization offers great opportunities to shorten the process of evaluating and deploying innovative technologies. Moreover, by sharing the same infrastructure resources, expenses of wireless network expansion and operation can be significantly reduced [11] .
Despite wireless network virtualization has been advocated as a viable technology to enhance resource utilization [12] , several research challenges remain to be studied [13] . One of the important challenges lies in how to efficiently allocate physical resources to multiple virtual wireless networks and find the optimal routing solution in each virtual network operated by SPs [14] . While the problem of resource allocation for wired network virtualization has been extensively studied in the literature (see [15] and references therein), recent research has tried to extend to wireless scenario. The work in [16] models the resource allocation problem for wireless network virtualization using6 a stochastic game, in which SPs bid for the resources to satisfy their service objectives. In [17] , a wireless resource allocation problem in terms of transmit power and wireless spectrum is studied using game theory to maximize the aggregate spectrum efficiency. A resource allocation in virtualized small cell networks with full duplex self-backhauls is formulated in [18] as a mixed combinatorial optimization problem to maximize the total utility of all mobile virtual network operators. Zhu and Hossain [19] design a hierarchical combinatorial auction mechanism for the resource allocation problem in wireless virtualization. A resource allocation 0090-6778 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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problem for virtualized full-duplex relaying networks is formulated in [20] to maximize the total utility. In [21] , the design and implementation of a network virtualization substrate in cellular networks is described. The problem of deriving the optimal resource allocation and routing for wireless networks has been widely addressed in the literature [22] , [23] . The work in [24] studies the simultaneous routing and resource allocation problem in wireless data networks and derives the optimal solution using dual decomposition framework [25] . By using the similar methodology, [26] proposes a fully distributed algorithm for the optimal routing, relay selection, and power allocation in multihop wireless networks. Recently, the alternating direction method of multipliers (ADMM) has attracted much of interest in the field of distributed and large-scale optimization due to its advantageous convergence property [27] . For instance, Tabrizi et al. [28] propose a semi-distributed algorithm for optimizing resource utilization in dense wireless areas using ADMM by simplifying the original non-convex problem into a convex form. A problem of joint resource allocation and routing optimization in wireless sensor networks is formulated and a distributed algorithm based on ADMM decomposition is proposed in [29] . The authors also demonstrate the faster convergence speed of the ADMM against the dual decomposition method through extensive simulation results.
Unpredictable wireless network events such as link failures may happen frequently. Any substrate link failure will affect the services of SPs, who have virtual wireless networks that operate on top of that substrate link. In order to guarantee for nonstop services even after substrate link failures, resource allocation and routing problems for virtual wireless networks need to take into account the requirement for maintaining QoS of SPs. This motivates us to consider a resource allocation and routing problem for multiple virtual wireless networks to achieve efficient resource utilization for InPs as well as ensure QoS for SPs. Even though incorporating QoS requirements for SPs against network failures can be applied for both wired and wireless networks, we primarily focus on resource allocation with QoS constraints for wireless network virtualization in this paper due to the distributed topology and independent operation nature of SPs, which make the preventive traffic disruption model is more suitable for wireless applications.
While resource allocation and routing problem may involve the optimization process from different layers such as power control, channel assignment, etc., to cope with the rapid variation of wireless resources, we instead focus on the preventive traffic disruption perspective from the unique characteristic of the resource allocation problem in wireless network virtualization since any physical network failure will affect multiple virtual networks simultaneously. Particularly, the objective is to minimize the operation cost of the substrate network. Moreover, we incorporate the preventive traffic disruption model into the resource allocation and routing problem to ensure the minimal amount of traffic reduction of SPs when substrate links fail. Due to the large number of constraints incorporated into the model, the formulated problem becomes a large-scale optimization problem, and can be intractably solved by the centralized computational framework. Therefore, we apply the ADMM-based decomposition technique to efficiently solve the problem. By jointly tackling the above discussed challenges, the proposed model in this paper lays a fundamental theoretical framework for ensuring the QoS in resource allocation for multiple virtual wireless networks operated on top a single substrate network. In addition, the proposed distributed implementation facilitates for the practical deployment of large-scale virtual wireless networks. Specifically, in realistic applications, different SPs provide different types of services and target different endusers, and therefore will have different requirements for QoS. By applying our proposed model, the predetermined QoS levels of different virtual networks can be satisfied while still guarantee the isolating operation between different entities in wireless virtualization, i.e., each SP dictates the optimization criterion independently when participating in the resource allocation problem with InPs. The main technical contributions of this paper can be summarized as follows:
• Preventive Traffic Disruption Modeling: We propose a preventive traffic disruption model for virtual networks when a substrate link failure event happens. We also incorporate 1 -norm into the objective function to ensure the minimal amount of traffic reduction of SPs.
• Parallel and Distributed Implementation: We propose two algorithms based on the ADMM decomposition technique. The first algorithm provides a parallel computational framework that can be solved concurrently at different computing nodes, and the second algorithm allows SPs and substrate links distributively solve local problems to achieve the global optimal solution.
• Performance Evaluation: We evaluate the performance of our proposed algorithms using various system parameters. We also demonstrate the efficacy of our preventive model in reducing the amount of traffic reduction. The remainder of this paper is organized as follows. We explain the network model and assumptions in Section II. The resource allocation and routing problem for virtual wireless networks is formulated in Section III. Section IV describes the preventive traffic disruption model with link failures for virtual networks. We propose two decomposition algorithms using ADMM in Section V. Simulation results are presented in Section VI. We provide some discussions about handling network failure mechanisms between wired and wireless networks in Section VII, and Section VIII concludes the paper. The key notations of our paper are summarized in Table I .
II. NETWORK MODEL AND ASSUMPTIONS

A. Wireless Network Virtualization
We consider a wireless network with a set of InPs. Each InP possesses and operates a physical network, also call substrate network. The physical network is composed of physical nodes connected by physical links that form the physical topology. Based on the virtualization frameworks, the physical networks of all InPs are virtualized into a unique physical topology, denoted by a directed graph G s = (N s , L s ), where N s is the set of physical nodes and L s is the set of physical links. 
K virtual networks coexist and operate over the same physical network as illustrated in Fig. 1 . In this paper, we assume the virtual network mapping result from each G k to G s is already known and focus on resource allocation for virtual networks.
Depending on the resource request from SPs, InPs will allocate bandwidth capacity of each substrate link l ∈ L s to virtual links of SPs. For each substrate link l ∈ L s , let w l,k be the bandwidth that substrate link l allocates to virtual link of 1 Since each virtual network is operated by each SP, we use virtual network index and SP index interchangeably virtual network k. Then, we have bandwidth allocation vector
For any virtual network k that does not have virtual link operates on top of the substrate link l, the bandwidth allocation must be equal to zero
The total bandwidth allocated to all virtual links must be less than the bandwidth capacity of the physical link, which can be expressed as the following constraint
where W l is the maximum capacity of physical link l. Note that the capacity of each physical link will change over time, which depends on the power control and adaptive modulation scheme deployed at the physical layer. However, we consider capacity of physical links as the achievable average capacity, which is assumed to achieve through optimizing the physical layer. Therefore, the maximum capacity of each physical link changes slowly and is treated as a constant during the period of study.
B. Routing Model for Virtual Network
, has a collection of N k virtual nodes that can send, receive, and relay data across virtual communication links. The network topology with respect to the interactions between virtual nodes and virtual links of virtual network k can be compactly represented by a node-link incidence matrix
if node n k is the start node of link l k , −1 if node n k is the end node of link l k , 0 otherwise.
We consider a network flow model for routing data to a single destination in each virtual network. The data flows are assumed to be lossless in each virtual link and flow conservation law is assumed to be satisfied at each virtual node in each virtual network. In addition, a virtual source node may need a number of relay nodes to route the data stream to its destination node. We assume each SP uses multi-path routing protocol where the traffic from each virtual source node is split into several flows which follow different multi-hop paths to reach the desired destination.
We assume that d k is the destination node of virtual network k. Each source node n k ∈ N k (n k = d k ) generates data with an average rate of r n k to destination d k . Then the total data rate at the destination node d k is
For each virtual network k ∈ K , we also define a sourcesink vector r r r k ∈ R N k as
whose the n k -th (n k = d k ) entry r n k denotes the amount of data that virtual source node n k injects into the network and destined for virtual destination nodes d k , and the d k -th entry is the total data rate at the destination node d k , determined as in (5).
On each virtual link l k ∈ L k of virtual network k, we let f k,l k ≥ 0 be the aggregate flow for destination node d k . The aggregate on each link may come from different virtual source nodes under the multi-path routing model. At each virtual node n k ∈ N k , the total flow going into a virtual node is the same as the total flow going out of that virtual node
where O(n k ) be the set of outgoing links of node n k , and I (n k ) be the set of incomming links to virtual node n k . The compact expression for the flow conservation law across the whole virtual network k can be expressed as
where f f f k be the flow vector in virtual network k, which can be defined as
The total amount of traffic on each virtual link must be no more than the bandwidth that substrate link allocates to virtual links in virtual network k
III. JOINT RESOURCE AND ROUTING OPTIMIZATION FOR VIRTUAL WIRELESS NETWORKS Based on the above definitions, a resource and routing optimization problem for multiple virtual networks operate on top of a single substrate network can be formulated. In the considered system, each InP has a cost function for operating substrate link l ∈ L s , which is assumed to be a strictly convex function on the total bandwidth, motivated by energy consumption cost [30] . Then the total cost for operating the substrate network is Given K virtual networks operate on top of the substrate network and fixed traffic demand from source nodes of each virtual network, the objective is to find an optimal bandwidth allocation for virtual links such that all traffic demand injected from source nodes is delivered to the desired destination in each virtual network with a minimum operation cost of the substrate network. The operation cost minimization problem can be formulated as
variables:
The constraints in (12) represent the flow conservation low for each virtual network. The constraints in (13) ensure the amount of traffic on each virtual link to be less than the bandwidth that substrate link allocates for that virtual link, and the constraints in (14) represent the maximum amount of bandwidth of each substrate link.
Remark 1: The optimization problem in (11)- (14) involves resource allocation and routing, which may be executed at different time scales. Traditionally, the resource allocation process needs to run at a fast time scale due to the rapid time-variation of wireless channels. The routing process, by contrast, may have a slower time scale due to the low dynamic of data traffic flows. However, the underlying channel capacity in this paper is treated as the achievable average capacity, which changes slowly and is assumed to be constant during the period of study. Therefore, the joint resource allocation and routing can be performed on the same time scale as in [31] , [32] .
The problem in (11)- (14) is convex and can be solved using the convex optimization techniques to obtain the optimal solution. The optimal solution will fully satisfy for all traffic demands to be delivered from sources to destinations in all virtual networks. However, when there is a substrate link fails, all traffic on virtual links that operate on top of that substrate link will be disrupted. This influences multiple virtual networks that have virtual links mapped on the failure link, and leads to discontinuation on service to end-users. In the next section, we will address how SPs can avoid this service discontinuation when substrate links fail.
IV. PREVENTIVE TRAFFIC DISRUPTION WITH LINK FAILURES
The bandwidth allocation model in previous section can satisfy traffic demands for all virtual networks only when all substrate links are fully available, which we will refer as the normal state. However, unpredictable wireless network events such as link failures may occur anytime. Although when a link failure event happens, the network controller can reformulate the problem in (11)- (14) with new system parameters to reallocate bandwidth for all virtual networks, it will take a certain amount of time to wait for network re-convergence. Since different SPs target different types of services and may have stringent reliability and QoS requirements, this performance degradation and severe discontinuation will be intolerable to end-users. Therefore, in this section, we propose a preventive traffic disruption model for virtual networks to provide nonstop reliable services to end-users. Particularly, the system allows virtual networks to continue operation, possibly at an allowable reduced performance level, rather than failing completely, when some part of substrate links fail.
Let J be a set of substrate links may possibly be failed. When a substrate link in the substrate network fails, all virtual links that operate on top of that substrate link are no longer available. Consequentially, the physical topology of each virtual network also changes. SPs have to find another routing path to carry data traffic across virtual networks as illustrated in Fig. 2 . However, SPs may not be able to fully satisfy all data demand as in the normal state. Therefore, SPs may reduce a fraction amount of traffic demand.
Let A j k be the node-link incidence matrix of virtual network k when substrate link j fails. 2 In this paper, we consider a set of J |J| substrate links can be possibly failed. However, we assume that only one substrate link fails at a time. Multiple-link failure scenarios can be applied without changing the structure of this paper by constructing all corresponding constraints associated with multiple-link failure scenarios and incorporating into the original problem. The only difference is the node-link incidence matrix will be more sparse, which makes the routing solution has limited routing paths to carry data traffic from the source to the destination, and consequently may lead to the larger amount of traffic disruption. We define r r r j k be the new traffic demand vector that SP k can support when substrate link j fails. Similar to the normal state, the new traffic demand must satisfy flow conservation law in all virtual networks as
Moreover, the new traffic flow across each virtual network must satisfy virtual link capacity in the normal state, i.e.,
Note that, in constraints (15) and (16), only traffic demand and flow across virtual links change. The bandwidth that substrate links allocate to virtual links does not change since when a substrate link fails, SPs still use the existing available resource that has been already allocated to virtual networks in the normal state to continue operation in failure states. Since SPs have to decrease demand to satisfy with the current available resource, we can calculate the amount of traffic reduction at each virtual network k ∈ K when substrate link j fails as
2 We use superscript j to denote all variables and system parameters associated with link j failure event, which we also refer as link failure state j.
We further define the traffic reduction vector of all virtual networks when substrate link j fails as
Since SPs target different services and typically have different requirements for traffic satisfaction when a substrate link fails, each SP has a predefined maximum threshold for data reduction. Let max k be the maximum allowable traffic reduction of SP k. Then we have a constraint for SP k when substrate link j fails
We can express the above constraint for all SPs compactly in vector-form as
The objective is to find the optimal resource allocation that can minimize the cost of operating substrate network in the normal state. Moreover, when any substrate link fails, we also want to guarantee for minimal amount of traffic disruption in virtual networks. The optimization problem for the preventive traffic disruption model can be formulated as
where τ is a positive parameter to capture the trade-off between cost minimization and minimal traffic disruption. The second term in (21), j 0 , is 0 -norm of vector j , which determines the number of nonzero entries in
Incorporating 0 -norm j 0 into the objective function allows us to obtain the optimal solution that leads to a minimal number of SPs have to reduce traffic in link failure states. Constraints (22) , (23) , and (24) are for the normal state, while constraints (25) , (26) , (27) , and (28) are for all link failure states.
Due to the non-convexity of j 0 , exactly solving the problem in (21) is computationally difficult. To avoid computational burdens, we use 1 -norm, which is the convex approximation to 0 -norm
The problem in (21)- (27) can be reformulated as
s.t. (22), (23), (24), (25), (26), (27) , (28) .
The problem in (31) is convex and can be solved using several convex optimization techniques. However, directly solving (31) can be intractable due to the large-scale nature of the original problem. Remark 2: By incorporating the preventive traffic disruption constraint into the resource allocation and routing problem in (31), the optimal solution provides a proactive mechanism to cope with physical network failures, i.e., reserves the backup resource before any failure happens. Specifically, InPs will allocate a certain amount of redundant bandwidth for virtual links so that when physical links fail, SPs still can use the redundant bandwidth from the other virtual links to flow the data traffic.
V. DECOMPOSITION ALGORITHMS USING ADMM
In this section, we propose two algorithms to solve the centralized problem in (31) using the ADMM-based decomposition technique. The first algorithm provides a parallel computational framework, and the second one can be implemented in a distributed fashion at each SP and each substrate link.
A. Parallel Algorithm Using ADMM
In this subsection, we use the ADMM decomposition method to propose a parallel algorithm. This algorithm decomposes the original problem in (31) into a master problem corresponding to the normal state, and J problems corresponding to J link failure states, which can be solved concurrently at different computing facilities.
The problem in (31) contains a large number of constraints. However, we realize that almost all the constraints are separable into the normal state and different link failure states. Particularly, constraints (22) , (23) , and (24) are associated with the normal state only, while constraints (25) , (26), (27) , and (28) can be separated into each link failure state, except for variables {w l,k } ∀l,∀k belong to the normal state. In order to make constraints (26) to be separable from the normal state, we define auxiliary variables
where each auxiliary variable w w w j l can be interpreted as the local copies of w w w l in the normal state at each link j failure state. We now can rewrite constraint (26) with respect to only local variables at each link failure state as
The link failure state constraints (25) , (27) , (28) , and (33) are now decoupled from the normal state. To facilitate for presentation, we further define the feasible set for the normal state, F 0 , and each link failure state, F j as (23) , (24)}, (27) , (28), (33)}, ∀ j ∈ J.
Then the problem in (31) can be rewritten as
The set of equality constraints in (35) represents the consensus constraints, i.e., it enforces the local copies of bandwidth allocation variables to be agreement with the corresponding variables in the normal state. The augmented Lagrangian function of problem in (34) with respect to consensus constraints in (35) is given by
where {λ λ λ j l } ∀l,∀ j is the Lagrangian multiplier, and ρ > 0 is a penalty parameter.
Defining the primal variables x x x = ({ f f f k } ∀k , {w w w l } ∀l ), which is the decision variable vector in the normal state, and z z z j = ({ f f f j k ,r r r j k } ∀k , {w w w j l } ∀l ) is the decision variable vector in link j failure state. Then the ADMM decomposition technique can be used to solve the problem in (34) in an iterative procedure. Specifically, at the t-th iteration, the primal variables and dual variables are updated sequentially as
Based on the Lagrangian function (36), we decompose the problem in (34) into the following J + 1 optimization problems. The first sub-problem is associated with variables in the normal state only and corresponding to the primal variables update in (37) The remaining J sub-problems are associated with variables in link failure states and corresponding to primal variables update in (38) . For each link j ∈ J failure state, we decompose into the following problem
By fixing (w w w l , λ λ λ The amount of information exchange between the master node and distributed computing nodes is depicted in Fig. 3 . The master node broadcasts the bandwidth allocation solution in the normal state, which is same to all distributed nodes. Each distributed node needs to send the local information including dual variable {λ λ λ j l } ∀l and {w w w j l } ∀l to the master node. This can be done by using Message Passing Interface (MPI), which is widely used for high-performance computing paradigm [33] . Note that in Algorithm 1, all SPs and InPs need to exchange information with the master computing node to perform computation in each sub-problem. This can be done via certain entities that are proposed to operate the wireless network virtualization such as mobile virtual network operators (MVNOs), who lease the network resources from -----------------
11:
At each distributed computing node: 12: repeat 13: wait 14: until receive the update {w w w l } ∀l from the master InPs and create virtual resources based on the requests from SPs [5] .
B. Distributed Algorithm Using ADMM
Even Algorithm 1 decomposes the original problem in (31) into J + 1 sub-problems and provides a parallel computational framework, it requires to have a central controller to collect all information of the whole network to solve each sub-problem. However, in practice, it is hard to be fulfilled due to enormous amount of signaling. Therefore, in this subsection, we propose a fully decentralized algorithm for solving the problem in (31) , in which each SP and each substrate link independently solve their own problems to obtain the optimal solution, while requires a limited amount of information exchange between SPs and substrate links.
The objective function in (31) involves operation cost of substrate links and amount of traffic reduction of SPs. However, we can separate into the individual cost for each substrate link as well as the amount of traffic reduction of each SP. Besides, constraints (22) , (23), (25) , (26), (27) , and (28) are separable into each SP. The only constraints in (24) are coupled between substrate links and SPs. In order to make the constraints in (24) are decoupled between individual substrate link and SPs, we consider w l,k as the local variables at SP k and define auxiliary variables as
Each w l,k has a local copy w s l,k at the substrate link, as illustrated in Fig. 4 . We can interpreter w l,k as the bandwidth that virtual link requests to satisfy its service, while w s l,k as the true bandwidth that the substrate link can allocate to virtual link. Then, by adding consensus constraints, the requested bandwidth and allocated bandwidth reach an agreement.
The problem in (31) can be rewritten as
The cost function in (43) is substituted by local variables of each substrate link. The equality constraints in (50) represent the consensus constraints. Constraints (51) is maximum bandwidth capacity constraints with local variables at each substrate link. We further define feasible set for each SP as
The Lagrangian function of the problem in (52) with respect to consensus constraints is given by
where {μ μ μ l } ∀l is the Lagrangian multiplier, and γ > 0 is a penalty parameter.
∀k , which is the decision variable vector for SPs, and v v v = {w w w l } ∀l , which is the decision variable vector for substrate links. Then the ADMM decomposition technique can be applied to solve the problem in (52) in an iterative procedure. Specifically, at the t-th iteration, the primal variables and dual variables are updated sequentially as
From the Lagrangian function in (53), we decompose the problem in (52) into the service provider-level problem and substrate link-level problem. The service provider-level problem is associated with primal variable update in (54) and can be expressed as
The substrate link-level problem is associated with primal variable update in (55) and can be expressed as
After solving (57) and (58), the dual variable is update as in (56). Moreover, we realize that the problem in (57) is completely separable into each SP and can be solved by each individual SP. Each SP k ∈ K solves it own problem as follow 1) solve (59) 8: 2) broadcast w l,k to substrate link 9:
--------------
10:
At each substrate link: 11: repeat 12: wait 13: until receive the update w l,k from all SPs 2) update dual variables:
3) send μ μ μ l , w w w s l to SPs 17:
-------------- 18: t ← t + 1 19: until a stopping criterion is met Similarly, the problem in (58) can be decomposed to solve at each substrate link as
Algorithm Implementation: We propose a distributed algorithm to solve the problem in (31) as in Algorithm 2. The decomposition structure of the solution process is clearly visible: SPs and substrate links perform optimization independently. Particularly, SPs solve optimization problem in (59) simultaneously and send the updated value of w l,k to the corresponding substrate link. Each substrate link will solve its local optimization problem in (60) after receiving all information from SPs, and then updates dual variable μ μ μ l .
The new values of {w w w s l , μ μ μ l } will be sent to SPs. This process is repeated until convergence. Note that, each substrate link sends exchange information to only SPs who have virtual links operate on top of it. The distributed nature of Algorithm 2 in which substrate links and SPs are completely decoupled facilitates for the capability of adapting the dynamic behavior of wireless links. When physical link capacity varies, each substrate link updates the constraint in sub-problem (60) and performs the calculation independently. SPs continue executing the computation in (59) without any modification.
VI. SIMULATION RESULTS
In this section, we use the computational experiment to evaluate the performance of our proposed algorithms. We generate a random substrate network topology comprising 20 physical nodes and 70 physical links. The bandwidth capacity of substrate links are generated randomly with a uniform distribution from [50, 100] Mb/s. We also deploy 10 virtual networks on top of the substrate network, each virtual network has the random number of nodes from [5, 10] , and the random number of links from [10, 15] . We select one node as a destination for each virtual network, and source nodes inject data with an average rate randomly generated from [10, 15] Mb/s. We assume the convex operating cost function of each substrate link is
where a l is generated randomly for each substrate link from a uniform distribution a l ∈ [0.002, 0.004] $/Mb 2 . The link failure set J is selected randomly from 10% of the total substrate links and τ = 0.3 in all simulations, unless otherwise stated. Virtual networks are allowed to reduce half of the traffic data when substrate links fail. All tests are conducted on a Windows 7 64-bit personal computer with Intel i7-4770 3.4 GHz CPU and 16GB of RAM. Each sub-problem in our proposed algorithms is solved using CVX [34] .
A. Convergence and Computational Performance
We show the convergence behavior of our proposed algorithms in Fig. 5 . Since both algorithms are implemented and performed on a single computer, the delay time due to local information exchange can be ignored. We plot the relative error of the objective function versus the number of iterations without applying any specific termination condition for the proposed algorithms. For parallel Algorithm 1, the relative error approaches to 10 −3 in about 15 iterations, while distributed Algorithm 2 needs about 20 iterations to yield the same relative error. The faster convergence behavior of Algorithm 1 is due to the smaller number of sub-problems compared to those of distributed Algorithm 2, and consequently reach to an agreement at a faster speed. Specifically, in this simulation, Algorithm 1 produces a master problem and 7 parallel problems corresponding to 7 link failure states, while for Algorithm 2, the number of decomposed problems is 80 (10 problems for SPs and 70 problems for substrate links).
A larger set of link failure J leads to a greater number of constraints in the optimization problem, and generally increases the computation time of two algorithms. Therefore, we investigate the computation time of the proposed algorithms by varying the percentage of link failure. For each percentage of link failure, we select the set of substrate links can possibly failed randomly and run 100 realizations to average out the result. In Fig. 6 , we plot the computation time of two algorithms to reach the relative error < 10 −2 . Since Algorithm 1 is proposed to be implemented in a parallel fashion, the total computation time of each iteration is determined as the total computation time in the normal state sub-problem and the maximum amount of computation time among J different link failure sub-problems. For Algorithm 2, the computation time of each iteration is the maximum amount of computational time among SPs and the maximum computation time among substrate links. We ignore the delay time due to information exchange. From the result in Fig. 6 , a higher percentage of link failure increases the computational time of both algorithms, especially in Algorithm 1. This due to the fact that a larger percentage of link failure does not increase the number of consensus constraints in Algorithm 2; while in Algorithm 1, the number of consensus variables increases significantly. Therefore, much more iterations are required to reach the global solution.
We further plot the computation time for different layers of decomposition structure in two algorithms versus the percentage of link failure. In Fig. 7 , we show the average computation time of the master node, who solves the normal state problem, and average computation time of distributed computing nodes, who solve the link failure state problems in parallel fashion. As it can be seen in Fig. 7 , the computation time of the master node increases as the percentage of link failure increases, while the computation time at each distributed computing node is not affected. This can be explained by the decomposition structure in Algorithm 1, when the number of link failure states increase, the number of consensus constraints in (35) increase accordingly. This leads to a higher complexity of the normal state problem in (40), and a larger number of sub-problems in (41). However, J sub-problems in (41) are performed in parallel fashion by distributed computing nodes, the complexity does not grow.
A similar behavior can be observed for Algorithm 2 in Fig. 8 , we can see that the computation time at each substrate link is not affected by the percentage of link failure, while the computation time for each SP increases accordingly. This can be explained by the independence of the substrate link-level problem in (60) to link failure states. Particularly, the decomposition structure in Algorithm 2 produces the optimization problem for each substrate link in (60) whose complexity does not depend on the percentage of link failure. In contrast, the optimization problem that each SP performs in (59) grows the complexity as the percentage of link failure increases. Note that, this property can facilitate for the practical implementation of Algorithm 2 since each substrate link normally has less computation capability, while SPs with better computation capability can perform higher complexity computing tasks.
B. System Performance
We evaluate the efficacy of our model in guaranteeing the minimal amount of traffic reduction when substrate links fail by plotting the percentage of traffic reduction of individual SP in Fig. 9 . We compare the result with and without incorporating preventive traffic disruption model into the resource Furthermore, we examine the effect of preventive traffic disruption model to the operation cost of the substrate network. Note that the problem in (11)- (14) and the problem in (31) can both fully satisfy for traffic demand of all virtual networks in the normal state, i.e., all substrate links are fully operational. However, the problem in (31) takes into account the constraints that ensure the minimal amount of traffic disruption of SPs when substrate links fail. This enforces the substrate network to allocate a certain amount of surplus bandwidth to some virtual links in each virtual network so that when substrate links fail, SPs can find another routing path to deliver data from source to destination. Table II lists the operation cost of the substrate network, the total bandwidth capacity allocated to virtual networks for the optimization problem in (11)- (14) and the problem in (31) . It can be easily inferred from Table II that the optimal solution of the problem in (11)-(14) utilizes less bandwidth capacity, and consequently the lower operation cost of the substrate network is achieved.
We next evaluate the effect of parameter τ on the operation cost of the substrate network as well as the amount of traffic disruption of SPs. In general, higher values of τ increase the weight for 1 -norm term in the objective function, and the resultant optimal solution will ensure smaller amount of traffic disruption of SPs when substrate links fail as illustrating in Fig. 10 . However, it also leads to higher operation costs for the substrate network. Based on the result from the figure, the network operator can select appropriate values of τ to satisfy the design criteria for the whole system. The selection will obtain the trade-off between the operation cost for InPs and quality of service for SPs.
Finally, we study the effect of percentage of link failure on the operation cost of the substrate network. Although incorporating a higher percentage of link failure will provide a better preventive level for traffic reduction, it may incur in general a higher operation cost in the normal state. In Fig. 11 , we show the amount of surplus bandwidth that the substrate network allocates to virtual networks when we increase the percentage of link failure. We can see from Fig. 11 that the larger amount of surplus bandwidth the substrate network has to allocate to virtual networks to ensure the minimal amount of traffic disruption when we incorporate higher percentage of link failure. However, the operation cost of the substrate network increases accordingly.
VII. DISCUSSIONS
Link failure survivability and survivable routing for network virtualization (both wired and wireless networks) has been an important problem to ensure the quality of service for endusers. Due to the coexistence of multiple virtual networks on the same substrate network, even a single failure in the substrate network can affect a large number of virtual
