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The Cayley-Hamilton problem of expressing functions of matrices in terms of only their eigenvalues
is well-known to simplify to finding the inverse of the confluent Vandermonde matrix. Here, we give
a highly compact formula for the inverse of any matrix, and apply it to the confluent Vandermonde
matrix, achieving in a single equation what has only been achieved by long iterative algorithms until
now. As a prime application, we use this result to get a simple formula for explicit exponential oper-
ators in terms of only their eigenvalues, with an emphasis on application to finite discrete quantum
systems with time dependence. This powerful result permits explicit solutions to all Schro¨dinger
and von Neumann equations for time-commuting Hamiltonians, and explicit solutions to any degree
of approximation in the non-time-commuting case. The same methods can be extended to general
finite discrete open systems to get explicit quantum operations for time evolution using effective
joint systems, and the exact solution of all finite discrete Baker-Campbell-Hausdorff formulas.
I. INTRODUCTION AND MAIN RESULTS
An important problem encountered in many situations
is to find an exact expression for any analytic function
f(x) ≡∑∞j=0 ajxj of an n×n matrix A as f(A) in terms
of only the eigenvalues of A. While this problem has al-
ready been solved through the Cayley-Hamilton theorem
[1–7], its solution requires an explicit form of the inverse
confluent Vandermonde matrix. In this work, we present
a compact, exact form for the inverse confluent Vander-
monde, thus explicitly solving all analytical functions of
n× n operators as f(A). While many others have found
solutions to this problem [8–12], the solution presented
here is more compact and easily implemented.
As our focus for applications, we compute exponential
operators in all cases of finite-dimensional A, including
time-dependent and non-time-commuting A. Exponen-
tial operators are of prime importance in many fields,
the simplest cases arising from the equation of motion
∂tx(t) =Ax(t), where∂t ≡ ∂∂t , with solutionx(t)≡ x(t, t0)
subject to initial condition x(t0), and operator A, repre-
sented by a complex-valued n× n matrix. For constant
A, the well-known solution is x(t) = e(t− t0)Ax(t0), thus
requiring exponential operator e(t− t0)A. A key example is
the Schro¨dinger equation ∂t|ψ(t)〉=− i~H|ψ(t)〉 [13, 14].
For the most general operator-function problem, given
an n × n square matrix A, with M distinct eigen-
values λ ≡ (λ1, . . . , λM ) where 1 ≤ M ≤ n, so that
M ≡ dim(λ), with multiplicities µ ≡ (µ1, . . . , µM ) such
that
∑M
k=1 µk = n, for any analytic function f(x) ≡∑∞
j=0 ajx
j , we can obtain the operator function f(A) as
f(A) =
n∑
k=1
bkA
k−1, (1)
with A0 = I, and scalars bk given by elements of vector
b = V −1f˜ , where f˜cα,β ≡ f (β−1)(x)|λα , (2)
where b ≡ (b1, . . . , bn)T , f˜ ≡ (f˜1, . . . , f˜n)T , and
f (m)(x)|y ≡ (dmf (x)dxm )|x= y, with indical register function
cα,β ≡ (
∑α−1
j=1 µj) + β forα ∈ 1, . . . ,M and β ∈ 1, . . . , µα,
and confluent Vandermonde matrix V , with elements
Vcα,β ,d ≡ ∂β−1λα λd−1α =
{
0; d < β
(d−1)!
(d−β)!λ
d−β
α ; d ≥ β. (3)
Due to the appearance of V −1 in (2), the problem of
(1) reduces to finding an explicit form for V −1. Several
formulas for this have already been discovered [8–12], but
they are generally recursive, algorithmic, and not com-
pact, often taking many pages to describe. Here, we give
a relatively simple expression for V −1 in terms of V as
V −1 =
(−1)n+1
n+1
n∑
k=1
V k−1
n∑
j=0
ei
2pi
n+1 jk det(e−i
2pi
n+1 jI −V )
det(V )
,
(4)
where i≡√−1, and the dependency on eigenvalues of A
is seen by putting (3) into (4). See App. A for a deriva-
tion of (4). Note that (4) holds for any n-level square
matrix V for which det(V ) 6= 0, so it is also a general
closed form for the inverse of a matrix. For the confluent
Vandermonde V , det(V ) 6= 0 always, and we can get V −1
in terms of either elements of V or eigenvalues λ of A,
as shown in App. B. See App. C for a symbolic-software-
friendly V −1 without the complex exponentials.
The benefits of (4) over other matrix inverse forms are
that (4) does not require recursive determinants of sub-
matrices [see (7)], and it has no constrained indices, un-
like other forms such as those involving Bell polynomials.
Thus, (4) may be easier to use when we need to see the
eigenvalues λ of A or the elements of V in V −1 explicitly.
This closed form in (4) is just the definition of a matrix
inverse with discrete Fourier orthogonality applied to the
Cayley-Hamilton theorem’s formula [1–7] (see App. A)
for the adjugate of a matrix. Compartmentalizing,
V −1 =
adj(V )
det(V )
; adj(V ) = (−1)n+1
n∑
k=1
ckV
k−1, (5)
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2where the coefficients in the adjugate adj(V ) are
ck =
1
n+ 1
n∑
j=0
ei
2pi
n+1 jk det(e−i
2pi
n+1 jI − V ). (6)
Furthermore, the determinant of any n× n matrix B is
det(B) =
n,...,n∑
k1,...,kn=1,...,1
εk1,...,kn
n∏
q=1
Bq,kq , (7)
where εk1,...,kn is the Levi-Civita symbol [15], given by
εk1,...,kn =
n−1,n∏
a=1,b=a+1
sgn(kb − ka). (8)
Thus, (7) and (8) show that we can indeed express (4)
explicitly in terms of the elements of V and therefore also
in terms of the λ of A from (3) (see App. B).
As our main example, we use f(A) = etA for scalar t, a
function of much interest [10, 16–19], given here by (1) as
etA =
n∑
k=1
Ak−1
M∑
α=1
µα∑
β=1
(V −1)k,cα,β t
β−1eλαt, (9)
with V −1 from (4) and cα,β from (2). For A 6= A(t), (9)
solves ∂tx(t) = Ax(t) as mentioned earlier, but (9) is true
in general, regardless of any variables in A (dependencies
would only affect which differential equations it solves).
We will elaborate on the many uses of (9) in Sec. II,
but for now we list a few special cases that arise due to
particular eigenvalue conditions.
A. Special Case of n Distinct Eigenvalues
When A has all n eigenvalues different from each other
λ1 6= · · · 6= λn so that M = n and µ = (11, . . . , 1n), then
the elements of the inverse confluent Vandermonde are
V −1a,b =
(−1)n−aen−a({λ}\λb)
n∏
c=16=b
(λb − λc)
, (10)
where the notation {λ}\λb means all distinct eigenvalues
except λb (so dim({λ}\λb) = n−1), and ej(x) are elemen-
tary symmetric polynomials of m variables, given by
ej(x) ≡

1; j = 0∑
1≤k1<···<kj≤m
xk1 · · ·xkj ; j ∈ 1, . . . ,m
0; j > m,
(11)
where m ≡ dim(x). An easier form to implement may be
ej(x) =
(−1)j
m+ 1
m∑
k=0
ei
2pi
m+1k(m−j)
m∏
l=1
(e−i
2pi
m+1k − xl),
(12)
for j ∈ 0, . . . ,m and m ≡ dim(x), derived in App. D. See
App. C for a symbolic-software-friendly version of ej(x).
Using (10) in (9) gives the n-distinct case of (9) as
etA =
n∑
k=1
Ak−1
n∑
α=1
(−1)n−ken−k({λ}\λα)
n∏
c=16=α
(λα − λc)
eλαt. (13)
B. Special Case of n Degenerate Eigenvalues
When all n eigenvalues of A are the same λ1 = · · · = λn
so that M = 1 and µ = (n), then V −1 has elements
V −1a,b =
Va,b(−λ1)
Va,aVb,b
=
{
0; b < a
(−λ1)b−a
(b−a)!(a−1)! ; b ≥ a.
(14)
Using (14) in (9) gives the n-degenerate case of (9) as
etA = eλ1t
n−1∑
k=0
(tA)k
k!
n−k−1∑
β=0
(−λ1t)β
β!
, (15)
where, whether the eigenvector matrix U of A is unitary
or not, since A = Uλ1IU
−1 = λ1I, we get etA ∝ I as
etA =
(
eλ1t
n−1∑
k=0
(λ1t)
k
k!
n−k−1∑
β=0
(−λ1t)β
β!
)
I = eλ1tI, (16)
and the unique eigenvalue of etA is eλ1t. This also yields
the identity
∑m
a=0
za
a!
∑m−a
b=0
(−z)b
b! = 1, for m ∈ 0, . . . ,∞.
C. Intermediate Cases
In general, (9) with input from (4) constructed using
(3) solves all cases of etA, for any multiplicity structure.
For a given n, the number of different cases of multi-
plicities is given by the partition function p(n), the num-
ber of ways of writing any integer n as a sum of positive
integers ignoring summand order, given by Euler’s recur-
sion formula [20, 21] (modified here to accept all n),
p(n) = δn,0 +
n∑
k=1
(−1)k+1[p(q+n,k) + p(q−n,k)], (17)
where q±n,k ≡ n− 12k(3k± 1), and by its definition p(n <
0) = 0, and by convention p(0) ≡ 1.
For example, for n = 4, µ can be µ = (1, 1, 1, 1), µ =
(1, 1, 2), µ = (2, 2), µ = (1, 3), or µ = (4), so that λ′ =
(λ1, λ2, λ3, λ4), λ
′ = (λ1, λ2, λ3, λ3), λ′ = (λ1, λ1, λ2, λ2),
λ′ = (λ1, λ2, λ2, λ2), or λ′ = (λ1, λ1, λ1, λ1), respectively,
giving p(4) = 5 cases, where λ′≡ (λ′1, . . . , λ′n) is the set of
all eigenvalues including repetitions while the unprimed
λk are distinct eigenvalues. Since Sec. I A and Sec. I B
give special forms for the two extreme cases, there are
p(n)− 2 cases left for each n where further simple forms
may exist. However, since p(n)−2 grows quickly with n,
it may be generally easier to use (9) with (4).
3II. IMPORTANT APPLICATIONS
A. Time-Evolution Operations
A central task of quantum mechanics is to solve an
equation of motion, such as the Schro¨dinger equation
∂t|ψ(t)〉 = − i~H|ψ(t)〉 or the von Neumann equation
∂tρ(t) =−[ i~H, ρ(t)], for the quantum state of a system
as function of time, given some Hamiltonian operator H
for the energy. For the von Neumann equation, states
are represented as density operators ρ(t) ≡ ρ(t, t0) ≡
|ψ(t)〉〈ψ(t)| with the most general initial state being a
mixture ρ(t0) =
∑
j pj |ψj(t0)〉〈ψj(t0)|, where
∑
j pj = 1
such that pj ∈ [0, 1], and |ψj(t0)〉 are different pure states
with 〈ψj(t0)|ψj(t0)〉 = 1, and [A,B] ≡ AB −BA.
Generally, the solution for all closed and some open
systems has the form ρ(t, t0) = U(t, t0)ρ(t0)U
†(t, t0), or
if the initial state is pure it may also be represented
as |ψ(t)〉 = U(t, t0)|ψ(t0)〉, where in both cases U(t, t0)
is the unitary time-evolution operator. Another popu-
lar similar equation of motion is the Heisenberg equa-
tion, where time-dependence is grouped with observables
rather than the state, but in both Heisenberg and von
Neumann pictures, all essential dynamics are contained
in the Schro¨dinger equation for the time-evolution oper-
ator (SETEO) ∂tU(t, t0) = − i~HU(t, t0).
More generally, all open-system time evolution can be
expressed as quantum operations [22–25] of the form
ρ(t, t0)=
∑
k Ek(t, t0)ρ(t0)E
†
k(t, t0), where Ek(t, t0) are
time-dependent Kraus operators in the Hilbert space of the
system, satisfying
∑
kE
†
k(t, t0)Ek(t, t0) = I. In this case,
it is possible to find a larger effective joint closed system
that evolves with a joint-system unitary of some effective
joint-system Hermitian Hamiltonian [26]. Therefore, we
will focus only on unitary evolution operators here, since
they can model open systems as just described.
Thus, we now show how to apply the exponential oper-
ator formulas of this paper to the three types of unitary
time-evolution operators [27], followed by examples.
1. Time-Independent Hamiltonian
If H 6= H(t), then the solution to the SETEO,
U(t, t0) = e
− i~ (t−t0)H , (18)
is given explicitly by etA from (9) with t→ − i~ (t−t0) and
A→ H with n = dim(H), yielding (using ∆t ≡ t− t0),
U(t, t0) =
n∑
k=1
Hk−1
M∑
α=1
µα∑
β=1
V −1k,cα,β (− i~∆t)β−1e−
i
~λα∆t,
(19)
where {λα} are now the distinct eigenvalues of H (which
are often known), and M,µ, cα,β , V are as given in (1–4).
2. Time-Dependent, Time-Commuting Hamiltonian
If H = H(t) and [H(t), H(t′)] = 0 for t 6= t′, then
U(t, t0) = e
− i~
∫ t
t0
H(t′)dt′
(20)
is given by etA from (9) with t → − i~ and A → H˜ ≡
H˜(t) ≡ H˜(t, t0) ≡
∫ t
t0
H(t′)dt′ with n = dim(H) so that
U(t, t0) =
n∑
k=1
[H˜(t)]k−1
M(t)∑
α=1
µ(t)α∑
β=1
V
−1(t)
k,cα,β
(− i~ )β−1e−
i
~ λ˜
(t)
α ,
(21)
where we also put λα→ λ˜α≡ λ˜α(t, t0)≡ λ˜(t)α and V −1 →
V −1(t)≡V −1(λ˜(t)), where λ˜(t)≡(λ˜(t)1 , . . . , λ˜(t)M(t)) are the
distinct eigenvalues of H˜ and can vary in time as can
their multiplicities µ(t)≡(µ(t)1 , . . . , µ(t)M(t)) and their total
number M(t), where arguments are in superscripts to
avoid confusing them as factors. Thus, at each time, the
multiplicity structure of the eigenvalues of H˜ must be
redetermined, and the structure of V adapts accordingly.
3. Time-Dependent, Non-Time-Commuting Hamiltonian
If H = H(t) and [H(t), H(t′)] 6= 0, then the Suzuki-
Trotter formula [28] for time-ordered exponentials is
U(t, t0) = lim
N→∞
←∏
N
r=1e
−i
~ H(tr)∆tN
≈ e−i~ H(tN )∆tN · · · e−i~ H(t2)∆tN e−i~ H(t1)∆tN
≈ U ′(tN , tN−1) · · ·U ′(t2, t1)U ′(t1, t0),
(22)
where the product’s arrow means it grows leftwards, and
∆tN ≡∆tN (t)≡ t− t0
N
and tr≡ tr(t)≡ t0+r∆tN , (23)
where N ≥ 1 is as large as it needs to be for convergence,
and U ′(tr, tr−1) ≡ e−i(tr−tr−1)H(tr)/~.
Here, each factor of e−iH(tr)∆tN/~ in (22) is given by
etA from (9) with t→ − i~∆tN and A→ H(tr), so
U(t, t0) ≈
←
N∏
r=1
(
n∑
k=1
[H(tr)]
k−1
×
M(tr)∑
α=1
µ(tr)α∑
β=1
V
−1(tr)
k,cα,β
(−i~ ∆tN )
β−1e
−i
~ λ
(tr)
α ∆tN
)
,
(24)
where λα→λα(tr)≡ λ(tr)α , V −1→V −1(tr) ≡ V −1(λ(tr)),
and λ(tr)≡(λ (tr)1 , . . . ,λ(tr)M(tr)) are the M(tr) distinct eigen-
values of H(tr), where µ(tr)≡(µ (tr)1 , . . . , µ(tr)M(tr)). Thus,
we can get a symbolic expression forU(t, t0) to any degree
of approximation. Convergence is discussed in Sec. III.
This same procedure applies to general time-ordered
exponentials τ{e
∫ t
t0
A(t′)dt′} where τ{·} is the time order-
ing operator, with −i~ → 1 and H(tr)→ A(tr) in (24).
Time-ordered exponentials arise in many areas, such as
in linearized quantum Langevin equations [29, 30]. See
[31] for an intriguing method to get explicit time-ordered
exponentials with path integrals.
44. Example: Exact Solution of All Single-Qubit
Schro¨dinger and von Neumann Equations
For a single qubit, n = 2, given a Hermitian Hamilto-
nian H, there are two multiplicity cases for eigenvalues
of H; λ1 6= λ2 and λ1 = λ2. If the time evolution of the
system is unitary then there are three main cases.
Case 1: If H 6= H(t), then in subcases where λ1 6= λ2,
U(t, t0) =
1
λ1−λ2
[
(λ1e
−i
~ (t−t0)λ2 − λ2e−i~ (t−t0)λ1)I
+(e
−i
~ (t−t0)λ1 − e−i~ (t−t0)λ2)H
]
,
(25)
and in subcases where λ1 = λ2,
U(t, t0) = e
−i
~ (t−t0)H1,1I. (26)
In both of the above subcases, since n < 5, we can get
the eigenvalues explicitly in terms of elements of H as
λ 1
2
= tr(H)2 ±
√
( tr(H)2 )
2 − det(H)
=
H1,1+H2,2±
√
(H1,1−H2,2)2+4|H1,2|2
2 ,
(27)
in which case the condition λ1 6= λ2 becomes H 6= H1,1I,
and the condition λ1 = λ2 becomes H = H1,1I. Thus,
putting (27) into (25) gives
U(t, t0) = e
− i~ (t−t0)
H1,1+H2,2
2
(
a b
−b∗ a∗
)
, (28)
where a and b automatically obey |a|2+|b|2 =1, given by
a ≡ cos(ωH∆t)− i ∆H~ωH+δωH,0 sin(ωH∆t)
b ≡ −i H1,2~ωH+δωH,0 sin(ωH∆t),
(29)
with ∆t ≡ t− t0, and using abbreviations
ωH ≡ 1~
√
|∆H |2 + |H1,2|2 and ∆H ≡ H1,1−H2,22 , (30)
and the δωH ,0 in (29) lets (28) hold for both multiplicities.
Therefore, (28) exactly solves all Schro¨dinger and von
Neumann equations for constant H. Thus, (28) lets us
design any single-qubit unitary gate we want.
As an elementary example of gate design, to get
a Hadamard gate UH =
1√
2
(1 11 −1), setting U(t, t0) =
UH in (28) shows that, up to global phase, this
can be exactly achieved with H = ~(1 11 −1) at times
t = t0 +
1√
2
(pi2 + 2pik) for k ∈ {0, 1, 2, . . .}. Similarly,
a phase gate Uφ = (
1 0
0 eiφ) can be exactly achieved, up
to global phase, by H = ~(∆ 00 −∆) with ∆ > 0 at times
t = t0 +
1
∆ (
φ
2 + 2pik). Together, these two kinds of gates
can be combined to produce arbitrary single-qubit gates.
Case 2: If H = H(t) and [H(t), H(t′)] = 0 for t 6= t′,
then U(t, t0) is given by (25–30) with (t− t0)→ 1, H →
H˜, and λα → λ˜(t)α where H˜ ≡ H˜(t, t0) ≡
∫ t
t0
H(t′)dt′ with
distinct eigenvalues λ˜
(t)
α , which applied to (28), yields
U(t, t0) = e
− i~
H˜1,1+H˜2,2
2
(
a˜ b˜
−b˜∗ a˜∗
)
, (31)
where (29) is likewise modified to give
a˜ ≡ cos(ωH˜)− i
∆
H˜
~ω
H˜
+δω
H˜
,0
sin(ωH˜)
b˜ ≡ −i H˜1,2~ω
H˜
+δω
H˜
,0
sin(ωH˜),
(32)
where ωH˜ ≡ 1~
√
|∆H˜ |2 + |H˜1,2|2 and ∆H˜ ≡ H˜1,1−H˜2,22 .
Case 3: If H = H(t) and [H(t), H(t′)] 6= 0, then in the
H 6= H1,1I subcase, U(t, t0) is given by (22), where each
factor of the form e−iH(tr)∆tN/~ is given by (28–30) with
(t− t0)→ ∆tN , H → H(tr), where ∆tN and tr are from
(23), and λα → λ(tr)α are distinct eigenvalues of H(tr), all
of which, when put into (28) and then (22), yields
U(t, t0) ≈
←
N∏
r=1
e−
i
~∆tN
H
(tr)
1,1 +H
(tr)
2,2
2
(
ar br
−b∗r a∗r
)
, (33)
where (29) is likewise modified to become
ar ≡ cos(ωH(tr)∆tN )− i∆H(tr) sin(ωH(tr)∆tN )~ωH(tr)+δωH(tr),0
br ≡ −iH
(tr)
1,2 sin(ωH(tr)∆tN )
~ωH(tr)+δωH(tr),0
,
(34)
s.t. ωH(tr)≡ 1~
√
|∆H(tr)|2+|H(tr)1,2 |2, ∆H(tr)≡
H
(tr)
1,1 −H(tr)2,2
2 .
For details on the convergence of (33), see Sec. III.
When H(t) = H1,1(t)I, the Hamiltonian is automati-
cally time-commuting, and so even though we could use
Case 3, an exact answer is assured more simply by us-
ing Case 2. For n-level systems, U(t, t0) has a general
hyperspherical form analogous to (28), as shown in [32].
Figure 1 plots the time evolution of a pure state on its
Bloch sphere [33, 34], for the Hadamard and phase gate.
(a) (b)
x
y
z
|ψ0〉= |1〉
AU
|ψ(t)〉= 1√
2
(|1〉 + |2〉)
- x
y
z
|ψ0〉= cos( θ2 )|1〉+ sin( θ2 )|2〉
-
|ψ(t)〉= cos( θ
2
)|1〉+eiφ sin( θ
2
)|2〉
-
FIG. 1: (color online) Exact evolution |ψ(t)〉 = U(t, t0)|ψ0〉
of a pure qubit with a constant Hamiltonian H represented
on the Bloch sphere, with the path colored to show the pas-
sage of time, with red as the final time. (a) shows the ef-
fects of H = ~(1 11 −1) from t0 to t = t0 + 1√2
pi
2
at which time
the Hadamard gate’s action is achieved, changing initial state
|ψ0〉= |1〉 into |ψ(t)〉= 1√2 (|1〉 + |2〉). (b) shows the effects of
H = ~(∆ 00 −∆) with ∆ > 0 from t0 to t = t0 + 1∆
φ
2
where φ =
0.85(2pi) at which time the phase gate’s action is achieved,
changing initial state |ψ0〉 = cos( θ2 )|1〉+ sin( θ2 )|2〉 where θ =
0.31pi into |ψ(t)〉 = cos( θ
2
)|1〉+ eiφ sin( θ
2
)|2〉. Bloch coordi-
nates are (x, y, z)≡(2x1x2, 2x1x3, 2x21−1), where (x1, x2, x3)≡
(〈1|ψ′〉,Re[〈2|ψ′〉], Im[〈2|ψ′〉]), with |ψ′〉≡e−i arg[〈1|ψ(t)〉]|ψ(t)〉.
5B. Baker-Campbell-Hausdorff (BCH) Formula
For operators A and B and scalar s, where A, B, and
s can be time-dependent, the BCH formula [27, 34] is
esABe−sA =
∞∑
k=0
sk
k! ([A, )
kB(])k
= B + s[A,B] + s
2
2! [A, [A,B]] + · · · ,
(35)
where, for example, ([A, )0B(])0 = B, and ([A, )1B(])1 =
[A,B], and ([A, )2B(])2 = [A, [A,B]], etc. The nested
commutators in (35) are a common source of difficulty.
However, with our results, it is always possible to ex-
press this quantity exactly as a product of three matrices,
esA, B, and e−sA. In particular, in all cases of time-
dependence, the explicit forms of e±sA are given by etA
from (9) with t→ ±s, which leads to the finite sum,
esABe−sA =
n∑
k=1
Ak−1B
M∑
α=1
µα∑
β=1
V −1k,cα,βs
β−1eλαs
×
n∑
k′=1
Ak
′−1 M∑
α′=1
µα′∑
β′=1
V −1k′,cα′,β′(−s)β
′−1e−λα′s,
(36)
where A is allowed to be time-dependent, as are s and
B, cα,β is as defined for (2), n = dim(A), and λα are the
distinct eigenvalues of A, all as in Sec. I. Thus, the com-
putation of all the commutators can always be avoided
and we always get an explicit solution, provided that we
know the eigenvalues of A.
Note that the quantity τ{e
∫ t
t0
A(t′)dt′}B[τ{e
∫ t
t0
A(t′)dt′}]†,
with time ordering operator τ{·}, is not solved by the
BCH formula. However, in this case we can still solve
this as a product of three operators, where τ{e
∫ t
t0
A(t′)dt′}
is approximated as an explicit function to any conver-
gence for N exponential operators, as in Sec. II A 3, with
the same convergence problems that all Suzuki-Trotter
approximations have. However, such difficulties may be
able to be avoided completely using effective joint sys-
tems, as mentioned in Sec. III.
C. Alternative Forms and General Examples
The version of V −1 in (4) can be expressed (using par-
enthetical superscripts as arguments) as
V −1 =
∑n
l=1q
(V )
l V
l−1, (37)
with q(V ) ≡ (q(V )1 , . . . , q(V )n )T where
q(V ) ≡Wd(V ); so q(V )l =
∑n+1
m=1Wl,md
(V )
m , (38)
where d(V ) ≡ (d(V )1 , . . . , d(V )n+1)T and W is an n× (n+ 1)
matrix, each with elements
Wl,m ≡ 1√n+1ei
2pi
n+1 l(m−1)
d
(V )
m ≡ (−1)
n+1
det(V )
√
n+1
det(e−i
2pi
n+1 (m−1)I − V ), (39)
for l ∈ 1, . . . , n and m ∈ 1, . . . , n+ 1, all of which
allow (37) to compactly represent elements of V −1
as V −1a,b =
∑n
l=1 q
(V )
l (V
l−1)a,b =
∑n
l=1 q
(V )
l 〈a|V l−1|b〉=∑n
l=1 q
(V )
l tr(V
l−1|b〉〈a|) where {|1〉, . . . , |n〉} is the com-
plete orthonormal standard basis.
Then, using the indical register function cα,β from (2),
we can express the general result from (1) as
f(A) =
n∑
k=1
Ak−1
M∑
α=1
µα∑
β=1
V −1k,cα,β f˜cα,β
=
n∑
k=1
Ak−1
M∑
α=1
µα∑
β=1
n∑
l=1
q
(V )
l (V
l−1)k,cα,β f˜cα,β
=
n∑
k=1
Ak−1
n∑
l=1
q
(V )
l
M∑
α=1
µα∑
β=1
(V l−1)k,cα,β f˜cα,β ,
(40)
where (V l−1)k,cα,β ≡ 〈k|V l−1|cα,β〉 = tr(V l−1|cα,β〉〈k|),
and f˜cα,β is as in (2). Alternatively, we could use (B7) in
(1) to get f(A) explicitly in terms of the eigenvalues of A,
but (40) has the advantage of being more compact while
still expressing f(A) in terms of V rather than its inverse.
The benefit of expressing f(A) with (1) and (4) rather
than (40) is that (1) requires fewer auxiliary definitions,
letting us see its dependence on V more clearly.
Next, we give examples of etA where t is a scalar and
A is an n× n matrix with the same definition of distinct
eigenvalue structure described in Sec. I.
In n = 2, for µ = (1, 1),
etA = 1λ1−λ2
[
(λ1e
λ2t−λ2eλ1t)I−(eλ2t−eλ1t)A
]
, (41)
and for µ = (2),
etA = eλ1t[(1− λ1t)I + tA] = eλ1tI. (42)
In n = 3, for µ = (1, 1, 1),
etA = 1(λ1−λ2)(λ1−λ3)(λ2−λ3)
{
[λ1λ2(λ1 − λ2)eλ3t − λ1λ3(λ1 − λ3)eλ2t + λ2λ3(λ2 − λ3)eλ1t]I
+[−(λ21 − λ22)eλ3t + (λ21 − λ23)eλ2t − (λ22 − λ23)eλ1t]A+ [(λ1 − λ2)eλ3t − (λ1 − λ3)eλ2t + (λ2 − λ3)eλ1t]A2
}
,
(43)
for µ = (1, 2),
etA = 1(λ1−λ2)2
({λ1[(λ1 − 2λ2)− λ2(λ1 − λ2)t]eλ2t + λ22eλ1t}I
+{[2λ2 + (λ21 − λ22)t]eλ2t − 2λ2eλ1t}A+ {−[1 + (λ1 − λ2)t]eλ2t + eλ1t}A2
)
,
(44)
6and for µ = (3),
etA = eλ1t[(1− λ1t+ 12λ21t2)I + (1− λ1t)tA+ 12 t2A2]
= eλ1tI.
(45)
As mentioned in Sec. I, these results also hold if A is
t-dependent, but such dependence will affect which dif-
ferential equations are solved by etA(t).
For excellent examples of the fully-distinct-eigenvalue
exponentials, see [18] which gives the single-mode spin
operators using a Cayley-Hamilton expansion as we have
here. However, for exponentials of multipartite spin op-
erators, there will generally be degeneracy in the eigen-
values, and in that case, the methods presented here are
needed instead. Note that the examples in (41–45) are
for dimensions that do not support multipartite systems,
so for multipartite operators, use (9) or (40).
III. CONCLUSIONS
We have provided a few new subtle improvements for
achieving operator functions with Vandermonde meth-
ods. While these improvements are very simple, they
allow great simplifications for these kinds of problems,
particularly with theoretical work.
The main simple improvements are the new formula
for the matrix inverse in (4) involving unit-complex ex-
ponentials, and the indical register function cα,β defined
for (2). The inverse function lets us express the inverse
confluent Vandermonde V −1 as a simple nonrecursive for-
mula in terms of the confluent Vandermonde V itself,
without any constraints on the indices. Meanwhile, cα,β
automatically takes care of mapping the n× n indices of
V to the correct matrix elements based on its multiplic-
ity structure. This allows all operator functions to be
described as closed-form self-contained sums, as seen in
the main example for exponential operators in (9).
The motivation for studying the inverse confluent Van-
dermonde matrix in particular is that it appears in
the Cayley-Hamilton theorem for general operator func-
tions, allowing any analytic function of an operator to
be expressed only in terms of that operator’s eigenvalues
and itself, without explicit appearance of its eigenvectors,
which would be considerably more complicated.
The special-case formulas for elements of V −1 in (10)
and (14) were found by observation and confirmed ex-
actly through symbolic testing for n ∈ 2, . . . , 8. The true
usefulness of (4) really becomes apparent when we con-
sider the intermediate cases of multiplicity, the number
of which rapidly increases with n, as explained in Sec. I C.
In those cases, (4) provides a particularly simple form for
V −1, valid for all multiplicity structures.
Since exponential operators are of particular impor-
tance in quantum mechanics, we focused on that for our
main examples. We showed how to get explicit forms of
the time-evolution operator U(t, t0) for the three main
cases, with the non-time-commuting case being merely
an approximation, but which can be achieved to any de-
gree of accuracy, remaining symbolic in all cases.
To verify how well the approximation of (24) works for
a given H(t), N , and ∆t ≡ t − t0, (24) can be tested in
both sides of the SETEO ∂tU(t, t0) = − i~H(t)U(t, t0),
to see how well their difference approximates the zero
matrix. It is important to note that a SETEO test re-
quires that we retain full symbolic t-dependence in ∆tN
and tr from (23) to get the correct ∂tU(t, t0). This test
worked well for small dimensions n and orders N but
when that is impractical, we must rely on tests showing
that H(t′) is approximately constant during ∆tN (t′) for
all t′ ∈ [t0, t]. Furthermore, convergence and stability
depend strongly on the magnitudes of the eigenvalues of
H(t), which should ideally be less than unity.
However, despite any convergence difficulties that may
arise with (24), the unitary dynamics of systems of non-
time-commuting Hamiltonians may be able to be mod-
eled as reductions of larger effective finite systems with
constant or time-commuting Hamiltonians, and then the
results of (19) or (21) can be used quite effectively.
In particular, we pointed out that, for Hamiltonian op-
erators whose eigenvalues are known, which is often the
case, this allows exact solution of all Schro¨dinger, von
Neumann, and Heisenberg equations for finite quantum
systems with unitary time evolution (the Heisenberg time
evolution is also governed by U(t, t0), but the solution for
the expectation values of time-evolving observables is fo-
cused upon in that case, so U(t, t0) is involved indirectly,
yet still responsible for all dynamics).
For open quantum systems undergoing nonunitary
time evolution, these results can still be used to find ex-
plicit formulas for the U(t, t0) of finite-sized effective joint
systems, which can then be partial-traced over to get the
nonunitary dynamics of the system of interest, provided
that such a system is finite-dimensional. While these re-
sults have already been worked out by the author, they
are beyond the scope of the present discussion because
they require much more space to explain. Therefore, that
will be the subject of future work.
We also showed several other useful results such as an
exact finite-term BCH formula in Sec. II B, and several
examples of general operator decompositions in Sec. II C.
Furthermore, we found a simple alternative form for ele-
mentary symmetric polynomials in (12).
The main reason it is important to achieve symbolic
forms, in any field of study, is that optimization typically
requires derivatives, and having a symbolic formula per-
mits differentiation, whereas that information becomes
much harder to glean from strictly numerical results.
In closing, it is hoped that although the results of this
paper are somewhat elementary, they can nevertheless
prove useful in many applications, saving time and effort
in otherwise tedious calculations for operator functions.
This may make tasks such as optimization of quantum
systems significantly more approachable, and may even
offer insights into many physical phenomena.
7Appendix A: Derivation of Compact Matrix Inverse
Formula
From the Cayley-Hamilton theorem [1–7], given n× n
matrix A with characteristic equation
p(λ) ≡ det(λI −A) ≡
n∑
k=0
ckλ
k = 0, (A1)
(unrelated to p(n) of (17)), where expanding leads to a
Vie`te’s formula [35–37],
ck = (−1)n−ken−k(λ′), k ∈ 0, . . . , n, (A2)
where ej(λ
′) are elementary symmetric polynomials as
in (11) and λ′ ≡ (λ′1, . . . , λ′n) are all eigenvalues of A in-
cluding repetitions, the Cayley-Hamilton theorem’s main
result is that (A1) also holds with matrix argument A as
p(A) =
n∑
k=0
ckA
k = 0I. (A3)
Then, in the rightmost equation of (A3), pulling out the
first term, using c0 = (−1)n det(A) from (A2), multiply-
ing through by A−1, and solving for A−1 gives
A−1 =
adj(A)
det(A)
; adj(A) ≡ (−1)n+1
n∑
k=1
ckA
k−1, (A4)
which defines the adjugate of A as adj(A), as seen in (5).
While Vie`te’s formula would give the ck in terms of
λ′, we can get ck directly from A using discrete Fourier
orthonormality. Recall that the n-level discrete Fourier
unitary matrix [34] has elements
Fj,l ≡ F [n]j,l = 1√ne−i
2pi
n (j−1)(l−1) for j, l ∈ 1, . . . , n.
(A5)
Like all unitaries, since the Hermitian conjugate is the
inverse F † = F−1, we get orthonormality,
n∑
j=1
F ∗j,kFj,l = δk,l. (A6)
To relate the ck to A itself, we will use (A1), which has
n+1 terms, so put n→ n+1 in (A5) and (A6), and shift
the index as j → j + 1, which yields
1
n+1
n∑
j=0
e
i
2pi
n+1 jke
−i 2pin+1 jl = δk,l. (A7)
Now, if we put λ=e−i2pij/(n+1) in (A1) as p(e−i2pij/(n+1))
with new summation index h, and then multiply through
by ei2pijk/(n+1), summing over j from 0 to n, and scaling
by 1n+1 lets us use (A7) to get
n∑
h=0
che
−i 2pin+1 jh = det(e−i
2pi
n+1 jI −A)
e
i
2pi
n+1 jk
n∑
h=0
che
−i 2pin+1 jh = ei
2pi
n+1 jkp(e
−i 2pin+1 j)
n∑
h=0
chδk,h =
1
n+1
n∑
j=0
e
i
2pi
n+1 jkp(e
−i 2pin+1 j)
ck =
1
n+1
n∑
j=0
e
i
2pi
n+1 jkp(e
−i 2pin+1 j),
(A8)
where p(e
−i 2pin+1 j) = det(e−i
2pi
n+1 jI − A), which gives the
result in (6). Although there are many other ways to get
the ck, this way is particularly compact and useful.
Thus, (A8) allows direct computation of adj(A) in
(A4), and together with the well-known formulas for the
determinant and general Levi-Civita symbol given in (7)
and (8), (A4) then yields the final closed-form result for
A−1 in (4) (written in terms of matrix V there), where
A−1 exists if and only if (iff) det(A) 6= 0.
Thus, (4) can be used for any nonsingular n×n matrix
V , not just confluent Vandermondes. While this result
may seem trivially simple since algorithms are already
well-known for the matrix inverse, keep in mind that
many published papers have labored over the inverse of
the confluent Vandermonde [8–12], with the simplest re-
sults still taking many pages to explain, whereas here we
have achieved it in a single equation simply by deriving
a more compact formula for an arbitrary matrix inverse.
Appendix B: Inverse Confluent Vandermonde in
Terms of Eigenvalues of its Parent Matrix
First, to get the inverse confluent Vandermonde matrix
V −1 in terms of the elements of V only (and not in terms
of V as a whole, as in (4)), first we need
V k−1 =
n,n∑
l,m=1,1
(
n∑
r=1
δr1,lδrk,m
k−1∏
u=1
Vru,ru+1
)
|l〉〈m|,
(B1)
with vector indices r ≡ (r1, . . . , rk), 1 ≡ (11, . . . , 1k), n ≡
(n1, . . . , nk), where 1j ≡ 1, nj ≡ n, and {|1〉, . . . , |n〉}
forms the complete orthonormal standard basis, and δa,b
is the Kronecker delta. Next, using
(e
−i 2pin+1 jI − V )z,hz = (e−i
2pi
n+1 jδz,hz − Vz,hz ), (B2)
where z ∈ 1, . . . n and hz ∈ 1, . . . n, together with (B1)
and (7) in (4) gives V −1 in explicitly terms of Va,b.
To get V −1 explicitly in terms of the M distinct eigen-
values λ ≡ (λ1, . . . , λM ) of its parent matrix A (the ma-
trix whose eigenvalues define V as given in Sec. I), we can
either use (3) in (B1) and (B2), or we can adapt (3) as
Vcα,β ,d =
(d− 1)!λd−βα sgn(δd,β+max{0, d− β})
[(d− β)sgn(δd,β+max{0, d− β})]! , (B3)
8where α ∈ 1, . . . ,M , β ∈ 1, . . . , µα, d ∈ 1, . . . , n, and cα,β
is defined after (2).
However, in (B1–B3) and (4), explicit calculation of
elements of V requires the inverse indical register func-
tion for cα,β , meaning: given some value v in the range
of cα,β , what are α and β? Thus, given v ∈ 1, . . . , n, the
values of α and β for which cα,β ≡ (
∑α−1
j=1 µj) + β = v
for α ∈ 1, . . . ,M and β ∈ 1, . . . , µα are
α=Rv≡
M,max{µ}∑
a,b=1,1
aδv,ca,b and β=Cv≡
M,max{µ}∑
a,b=1,1
bδv,ca,b ,
(B4)
where ca,b ≡ (
∑a−1
j=1 µj) + b and µ ≡ (µ1, . . . , µM ) as in
Sec. I. Thus, (B4) transforms (B3) to
Vq,d =
(d− 1)!Sd,Cq
[(d− Cq)Sd,Cq ]!
λ
d−Cq
Rq
, (B5)
for q, d ∈ 1, . . . , n, with abbreviating function,
Sz,y ≡ sgn(δz,y + max{0, z − y}) =
{
0; z < y
1; z ≥ y, (B6)
so now (B5) gives elements of V as a single-term function
with no restrictions on its indices.
Putting everything together, we can now write V −1
explicitly in terms of the distinct eigenvalues of its parent
matrix A by putting (B5) into (B1), (B2), and (7), and
putting all of those into (4), to get
V −1 =

(−1)n+1
n+1
n∑
k=1
[
n,n∑
l,m=1,1
(
n∑
r=1
δr1,lδrk,m
k−1∏
u=1
(ru+1−1)!Sru+1,Cru λ
ru+1−Cru
Rru
[(ru+1−Cru )Sru+1,Cru ]!
)
|l〉〈m|
]
×
n∑
j=0
ei
2pi
n+1 jk
n∑
h=1
[(
n−1,n∏
x=1,y=x+1
sgn(hy − hx)
)(
n∏
z=1
(e−i
2pi
n+1 jδz,hz −
(hz−1)!Shz,Czλhz−CzRz
[(hz−Cz)Shz,Cz ]! )
)]

n∑
k=1
[(
n−1,n∏
a=1,b=a+1
sgn(kb − ka)
)(
n∏
c=1
(kc−1)!Skc,Ccλkc−CcRc
[(kc−Cc)Skc,Cc ]!
)] , (B7)
where i ≡ √−1, r ≡ (r1, . . . , rk), and {|1〉, . . . , |n〉} forms
the complete orthonormal standard basis as in (B1), and
h ≡ (h1, . . . , hn), k ≡ (k1, . . . , kn), and Rv and Cv are
given by (B4), Sz,y is given by (B6), and 1 ≡ (1, . . . , 1)
and n ≡ (n, . . . , n) have dimensions k or n depending
on their usage. Thus, (B7) gives the inverse confluent
Vandermonde V −1 as an explicit function of the distinct
eigenvalues of parent matrix A, in a single, nonrecursive
equation that works for all multiplicity cases.
Appendix C: Symbolic-Software-Friendly Inverse
Adapting the results from [38], given x = (x1, . . . , xm),
and m × m matrix X with full set of eigenvalues x in-
cluding repetitions, if we define the j × j matrix
Q[j]≡δj,0+
(
j∑
a=2
(a−1)|a−1〉〈a|
)
+
j∑
q=1
pq
j∑
b=q
|b〉〈b−q+1|,
(C1)
where {|1〉, . . . , |j〉} is the standard basis and pq ≡
pq(x) ≡
∑m
c=1 x
q
c are power sums, then two useful forms
of the elementary symmetric polynomials are
ej(x) ≡ 1j! det(Q[j](x)) or ej(X) ≡ 1j! det(Q[j](X)),
(C2)
with Q[j](x)≡Q[j]({pq(x)}) and Q[j](X)≡Q[j]({pq(X)})
and depending on the argument, we write the pq as
pq(x) ≡
∑m
c=1 x
q
c or pq(X) ≡ tr(Xq). (C3)
Thus, ej(x) in (C2) provides a symbolic-software-friendly
definition for the elementary symmetric polynomials
since it has no complex-valued coefficients or constrained
indices. However, the structure of Q[j] will require many
factors of Sz,y from (B6), so (C2) may not be as easy as
(12) to use in theoretical calculations.
Then, using the matrix-argument form of (C2) in (A2)
and (A4) adapted to the present variables, we obtain
X−1 =
1
det(X)
m∑
k=1
det[Q[m−k](X)]
(m− k)! (−X)
k−1, (C4)
which is the symbolic-software-friendly alternative to (4)
for the inverse of m×m matrix X, iff det(X) 6= 0.
While (C4) contains no complex-exponential factors
(which is what makes it better for use with symbolic soft-
ware), or index constraints, (4) is still preferable for cer-
tain theoretical calculations such as finding the inverse of
the confluent Vandermonde matrix in terms of the eigen-
values of its parent matrix A, because again the structure
of Q[j] introduces many more factors of Sz,y, while (4)
becomes no more complicated than (B7), making (4) su-
perior to (C4) for certain applications.
Note that both (4) and (C4) compute inverses explic-
itly in terms of elements of the input matrix or pow-
ers of its trace of powers, but they do this without any
constraints on the indices, which is something that has
not been done until now, since the trace-based result of
the Cayley-Hamilton theorem involves Bell polynomials
which have complicated constraints on the indices.
9Appendix D: Derivation of Compact Elementary
Symmetric Polynomials Formula
To get a better formula for the elementary symmetric
polynomials than the traditional form in (11), first invert
(A2) and adapt for general input x = (x1, . . . , xm) as
ej(x) = (−1)jcm−j , j ∈ 0, . . . ,m. (D1)
From (A8), the characteristic polynomial coefficients for
an m-level matrix X with full set of eigenvalues x includ-
ing repetitions, with index adapted for (D1), are
cm−j =
1
m+ 1
m∑
k=0
ei
2pi
m+1k(m−j) det(e−i
2pi
m+1kI −X).
(D2)
Since this holds for any X with eigenvalues x, we can
choose the simplest one as X ≡ diag(x), which gives
det(e−i
2pi
m+1kI −X) =
m∏
l=1
(e−i
2pi
m+1k − xl). (D3)
Putting (D3) into (D2) and putting that into (D1) gives
ej(x) =
(−1)j
m+ 1
m∑
k=0
ei
2pi
m+1k(m−j)
m∏
l=1
(e−i
2pi
m+1k − xl),
(D4)
for j ∈ 0, . . . ,m where m ≡ dim(x), which is the result in
(12), thus avoiding the need for nested sums with related
constrained indices as in (11).
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