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Abstract: Heterogeneous multiscale methods (HMM) have been introduced by E and En-
gquist [Commun. Math. Sci. 1 (2003), pp. 87-132] as a general methodology for the
numerical computation of problems with multiple scales. In this paper we discuss finite
element methods based on the HMM for multiscale partial differential equations (PDEs).
We give numerous examples of such multiscale problems, including elliptic, parabolic and
advection diffusion problems and discuss several applications in areas such as porous media
flow, biology and material sciences. A detailed analysis of the methods as well as recent
developments are discussed.
1. Introduction
Multiscale or multi-physics modeling play a major role in many important problems arising
in the geosciences, atmospheric sciences, physical sciences, chemistry, biology or medicine.
Without attempting to be exhaustive we mention the following: the study of groundwater
pollution through infiltration of a fluid in a porous medium, the understanding of the effect
of subgrid processes such as convection and cloud formation in climate modeling, the ef-
fective properties of composite materials increasingly used in engineering, the simulation of
chemical processes mixing particles whose concentrations differ from several orders of magni-
tude, the mechanical properties of heterogeneous tissues as bones, important to understand
mechanisms which lead to crack, failure or diseases.
Increasing capabilities in experimental sciences and new questions on the interactions of
the fundamental building blocks of nature have raised major theoretical and computational
problems and urged for the development of multiscale mathematics. The past few years have
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seen increasingly growing research activities aiming at developing novel multiscale compu-
tational methods. While traditional approaches were based on sequential strategies with
empirical macroscopic models derived with parameters computed beforehand from micro-
scopic models, new methods based on simultaneous coupling or “on-the-fly computations”,
extracting coarse dynamics from multiscale systems have emerged [20],[32],[34],[39].
In this paper we focus on multiscale problems modeled as partial differential equations
(PDEs) belonging to the class of so-called homogenization problems. Analytic treatments
of such problems have been studied for many years [22],[26],[45] and are still an active field
of research. Homogenization theory is concerned with the macroscopic description of a mi-
croscopically heterogeneous system. The impacts of the small scales of such systems at a
macroscale are usually non-trivial and finding the “right” averaging process is at the heart of
homogenization theory. The advantages of considering a homogeneous system by averaging
out the fine scales are twofold: first, it simplifies the understanding of the macro dynamics
of the considered problem; second, it reduces considerably the cost of numerical simulations.
In many cases a computational approach of a full system with complex scale interactions is
out of reach, even with nowadays powerful supercomputers. These computational and mod-
eling issues have triggered the recent development of numerical methodology for multiscale
(homogenization) problems.1 Among them, the so-called heterogeneous multiscale method
(HMM) has proved to be an efficient tool to assemble information from microscale problems
in order to perform macroscale simulations. These methods introduced by E and Engquist
have already been used successfully in several applications [34] and are still under active
developments. In this paper we discuss the modeling and analysis of finite element methods
(FEMs) for multiscale problems constructed in the framework of the HMM for multiscale
PDEs. The HMM strategy, as we will see, offers many advantages:
• it works for different type of problems and operators,
• it allows for algorithms which are not restricted to specific assumptions on the small
scales,
• it allows flexibility in the type of discretization,
• it offers a good framework for analysis and implementation.
Many other approaches, often (but not exclusively) tailored to elliptic problems have
been developed. It is not our intention to review them and we just mention here a few
references. Numerical computations for homogenization problems was pioneered by Babusˇka
[19] for elliptic problems and Engquist [30] for dynamic problems. Dorobantu, Engquist and
Runborg [29],[31] proposed a method based on multi-resolution analysis, Neuss, Ja¨ger and
Wittum [58] proposed a method based based on multigrid with homogenization used in
the coarsening process, Hou and co-workers proposed the multiscale finite element method
(MSFEM) based on modified basis functions obtained from the fine scale equations [35],[42],
Babusˇka, Matache and Schwab developed the two-scale FEM [52],[53], Viet Ha Hoang and
Schwab proposed the high dimensional FEM [44]. For a description of the pros and cons
1We note that in the structural mechanics or engineering communities, one often use the terminology of
“representative volume element” (RVE) for such averaging processes, while in the porous media or physics
communities one often refers to “upscaling”.
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of these techniques and a comparison with HMM, we refer to [34] and [54]. We also notice
that there is a huge literature concerned with micro-macro methods based on representative
volume elements (RVEs) in the structural mechanics and engineering communities. The
methods have been proposed for various type of problems, however often without convergence
analysis. We mention Terada, Kikuchi and co-workers [63], Kouznetsova, Baaijens and co-
workers [48] and Miehe and co-workers [51].
In this paper we discuss recent developments of the HMM for the modeling analysis
and computation of multiscale PDEs. The discussion is organized as follows. We start
in Section 2 by presenting several examples of multiscale problems and their simulation
with the HMM. In Section 3 we discuss in detail the modeling and the analysis of the
finite element heterogeneous multiscale method (FE-HMM). In Section 4, we present some
recent developments of the FE-HMM for PDEs, as hybrid methods coupling spectral or
discontinuous Galerkin methods with FEM. Finally, we conclude with some remarks about
some issues and new directions of research to enhance the computational capabilities of the
FE-HMM.
Notations. In what follows, C > 0 denotes a generic constant, independent of ε, whose
value can change at any occurrence but depends only on the quantities which are indicated
explicitely. For r = (r1, . . . , rd) ∈ Nd, we denote |r| = r1+ . . .+ rd, Dr = ∂r11 . . . ∂rdd . We will
consider the usual Sobolev space H1(Ω) = {u ∈ L2(Ω);Dru ∈ L2(Ω), |r| ≤ 1}, with norm
‖u‖H1(Ω) = (
∑
|r|≤1 ‖Dru‖2L2(Ω))1/2. We will also consider H10 (Ω) the closure of C∞0 (Ω) for the
‖ · ‖H1(Ω) norm and the spaces W l,∞(Ω) = {u ∈ L∞(Ω);Dru ∈ L∞(Ω), |r| ≤ l}. Finally for
the unit cube Y = (0, 1)d, we will consider W 1per(Y ) = {v ∈ H1per(Y );
∫
Y
vdx = 0}, where
H1per(Y ) is defined as the closure of C∞per(Y ) (the subset of C∞(Rd) of periodic functions in
Y ). Finally, we will use the notation | · | for the standard Euclidean norm in Rd.
2. Computational strategy and examples
In this section we present examples of multiscale problems arising in various applications.
Although the problems originate from very different fields of research, there is, as we will
see, a common strategy to model and discretize them. We first discuss briefly the type of
multiscale problems we will consider, their analytic treatments and the methodology of the
HMM.
2.1 Computational strategy
We are interested in solving PDEs in a computational domain Ω with coefficients originating
from some fine scale structure. We write such problems as
Lε(uε) = f ε,
where Lε denotes some differential operator, uε some quantity of interest and f ε some data
of the problem. Here and in what follows, ε represents one or several microscopic scales
of the problem (that we assume to be well separated) and we assume that a macroscopic
description (at least in part of the computational domain) exists. We are interested in situ-
ation where the solution uε is required (at first approximation) only in some averaged sense.
A typical example arises with composite materials when two or more materials are finely
mixed together. At a micro scale, we have small heterogeneities (that we suppose distributed
with some self-similarity) and the thermal conductivity of
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thermal conductivities of its constituents. The small variations in the thermal properties are
usually not the primal interest, but one would rather like to know the “effective” property
of the composite, i.e., when observed at a larger scale at which it looks “homogeneous”. The
question is thus to understand the macroscopic dynamics of systems governed by microscopic
heterogeneities.
Macroscopic dynamics. The class of problems we have in mind can have many scales,
but a crucial assumption is that of scale separation. This is realistic for many applications
although sometimes only in some region of the computational domain and/or for some pe-
riod of time (see Section 5 for discussions on this issue). The assumption of scale separation
allows to use mathematical tools such as averaging methods or homogenization/perturbation
theory, describing the effective dynamics of the aforementioned multiscale problems. In a
PDE context, we will focus on homogenization theory which describes the macro dynamics
of systems governed by microscopic scales. Let us first reformulate this problem in the fol-
lowing way: can we replace a given heterogeneous medium by a homogeneous medium with
similar large scale properties ? At the mathematical level, homogenization is concerned with
finding a limit solution u0 for uε when ε→ 0 and an equation for it
L0(u0) = f 0.
The solution u0 obtained as a limit (to be made precise later) of uε does no longer depend
on the small scale ε and is called the homogenized solution. Back to our physical problem,
it can for example describe the temperature distribution in an ideal composite material, in
which the phases are perfectly mixed and that is thus homogeneous.
Numerical issues. The problems arising in computational approaches of such problems
are the following. On one hand, the computational cost associated with the discretization of
Lε(uε) = f ε is usually very high, since with any standard method one needs to resolve the
small scale of length ε of the problem and implement the method with a meshsize h < ε.
If ε is small, this approach is often not feasible. On the other hand, the equations for the
homogenized problem are usually not available in closed form.
HMM methodology. The methodology of the HMM can be summarized as follows.
• Step 1 (modeling): define a macroscopic discretization with macroscopic input data
recovered by averaging on the fly microscopic simulations obtained from the available
microscopic problem.
• Step 2 (computation): extract a macroscopic solution based on the macro to micro
modeling.
• Step 3 (post-processing and adaptivity): recover the fine scale information and/or
refine the macroscopic discretization where needed.
The two first steps are based on a scale separation assumption, averaging theorems (as ho-
mogenization) and the physics at the macroscopic level for the appropriate modeling (for
example conservation laws). The third step is a post-processing process or an adaptive
procedure based on the specific problem (scale separation may only be valid in part of the
computational domain or for a given time of a dynamical process).
2.2 Examples
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We describe here several examples from various applications, discuss their multiscale model-
ing and explain how a common computational strategy can be developed for their numerical
solutions.
2.2.1 Macromolecules transport in microfabricated sieve. The problem of separat-
ing large biomolecules such as DNA is fundamental for biological research and biomedical
applications. The main technique currently used is the separation through gel electrophore-
sis. The process works as follows: DNA fragments (whose phospate backbone are negatively
charged) are placed into a device filled up with a porous gel (usually agarose) and an electric
field forces the fragments to migrate through the gel (see Figure 1). The macromolecules are
DNA
Figure 1: Snapshot of Agarose gel at µm scale (left picture), separation device filled with the gel
(right picture).
then ”sieved” and separated in a size-dependent manner thanks to the porose structure of
the gel. Although the technique of choice for separation of macromolecules, gel electrophore-
sis has several drawbacks as the duration of the process (up to several hours) and the cost
(each new fragment needs a new gel matrix). There has thus been an increasing interest
over the last few years to find alternative ways to achieve separation.
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Figure 2: Asymmetric obstacle arrays of µm size (left picture), sorting device with asymmetric
obstacles (right picture), left picture from [28, p.155]. The injection area is at the upper left corner,
the collection of the fragments at the lower right corner of the device (left picture). According to
[28], the trajectory of the smaller molecules should deviate more from the diagonal direction than
the trajectory of the larger ones.
Inspired by ”lab-on-chip” ideas, Duke and Austin [28] and Ertas [36] proposed to replace
the porous gel by a solid microstructure composed of asymmetric obstacles of micrometer
length, and let the DNA fragments migrate in such a device due to the forces of an elec-
trical field (see Figure 2). It was believed that diffusive motion combined with the special
asymmetry would deflect smaller molecules with higher diffusivity from the mean direction.
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Thus, a ”size-based” separation of macromolecules could be obtained (see Figure 2). How-
ever, the experimental setup in [41] showed that particles much smaller than the barrier
gap of the obstacles are poorly separated. In [3] a closed theory (based on homogenization
theory) was given to explain the experimental findings. Furthermore, in [3] and [4] numerical
multiscale techniques were developed to simulate such an experimental setup. The ability to
test numerically such prototype or other ”lab-on-chip” devices before construction is of high
interest. The challenge in the numerical simulation of transport processes in such devices
usually resides in the multiscale nature of its components (spatial heterogeneities from nm
to cm) as well as in the various time scales of the dynamics.
Modeling. According to Ohm’s law the flux of electrically charged particles JE is given by
JE = cµE where c denotes the particle concentration and µ the mobility. The mobility µ
is related to the electrical conductivity a by µ = ρa, where ρ is the charge density of the
electrical array which we assume to be constant for simplicity and set to one. In contrast to
standard electrophoresis where separation is achieved due to particle size dependent mobil-
ity, here the mobility is assumed to depend only on the geometry of the microarray. Defining
a velocity field v = µE = aE = a∇u, where u is the electrical potential, we obtain
∇ · (a∇u) = 0, (1)
with Dirichlet and Neumann boundary conditions (see Figure 2 right picture, the Neumann
boundary conditions are at the (insulated) corner and the Dirichlet boundary conditions at
the remaining parts of the boundary). To obtain the total particle flux, a diffusive flux is
added
J = cµE −D∇c, (2)
so that the mass conservation law for the particle concentration reads
∂c
∂t
+∇ · J = 0. (3)
Two typical length scales are present in the above problem: a microscopic length scale l (of
size µm) representing the size of the obstacles, and a macroscopic length scale L (of size
cm) at which the transport behavior is observed. The asymmetric obstacles induce a typical
microscopic self-similarity (see shaded area in Figure 3) and we set ε to be its length scale.
This parameter is obviously proportional to l/L. Thus, the conductivity tensor in (1) will
depends on ε and we denote it by aε(x). As a consequence, the potential u, solution of (1)
as well as the velocity field and the concentration in (3) will depend on ε. By rescaling the
equation (1) and (3) according to the micro and macro length scales we obtain the following
system of multiscale equations
∇ · (aε∇uε) = 0, (4)
∂cε
∂t
+ vε∇cε = ∇ ·D∇cε, (5)
with suitable initial and boundary conditions. As mentioned earlier in this section, the
question is now to understand the macroscopic dynamics (see Figure 2 right picture) from
the system (4-5) governed by microscopic heterogeneities (see Figure 2 left picture).
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Analytically, homogenization theory is the right tool to derive (non explicit) macroscopic
dynamics. The formal derivation is obtained by a multiple scale expansion of the concentra-
tion
cε(t, x) = c0(t, x) + εc1(t, x, x/ε) + ε
2c2(t, x, x/ε) + . . . ,
where the first term c0 will be identified with the homogenized solution. Here x is the slow
scale and x/ε the fast (oscillating) scale. Likewise, the (divergence-free) velocity field vε
is splitted into a large scale component v0 and a fluctuating (zero-mean) component v˜ as
vε(x) = v¯(x) + v˜(x, x/ε). Inserting the asymptotic expansion for cε and the splited velocity
field in (5) and identifying the power of ε, we obtain a cascade of equations from which we
can deduce the homogenized equation
∂c0
∂t
= v¯∇c0 +∇ ·D0∇c0, (6)
where D0 is an enhanced effective diffusion tensor [3],[49],[60]. The mean velocity field v¯ can
then be approximated by v¯ = −a0(x)∇u0+O(ε), where u0 is the solution of a homogenized
elliptic problem
−∇ · (a0∇u0) = 0, (7)
where a0(x) is the so-called homogenized conductivity tensor [3],[7]. Notice that the tensor
a0(x) is usually not available in explicit form and its computation relies on the solution of
elliptic problems, the so-called cell problems (see Section 3). Such equations have in theory
to be solved for each point x of the domain which is of course impossible in practice and one
has to localize its computation.
Thanks to the homogenization process, the heterogeneous fine scale model (5) is trans-
formed into a homogeneous large scale model (6) which describes the macroscopic behavior
of the transport of the particles. We see in equation (6) that particles with different molecu-
lar weights (or diffusion constants) will move with the same direction given by the effective
drift. Thus, for particle transport in a heterogeneous divergence-free flow field, no diffusion
dependent deflection of particles from the mean flow direction take place and no particle
separation can occur. This explains the experimental finding presented in [41]. Let us re-
mark that such effects (e.g. trapping phenomena) can be obtained with non-divergence free
flow fields. This has been recently studied in [16].
Numerical experiments. Even though very useful to understand the macroscopic dy-
namics, analytical techniques such as homogenization are not explicit enough to allow for
practical computations of transport phenomena in heterogenous media and the use of nu-
merical methods is required. However, the applicability of standard numerical techniques
is not obvious as the discretization of equations (4-5) leads to a problem of enormous di-
mension if the size of the obstacle are much smaller than the size of the device. Indeed for
such techniques, the meshsize h used in the calculations must usually be smaller than the
microscopic structure, i.e. h < ε. As explained in Section 3, the finite element heteroge-
neous multiscale method (FE-HMM) allows to compute approximations uH , vH = a0(x)∇uH
of the homogenized potential and velocity fields u0, v¯, respectively, where the superscript H
refers to a typical meshsize used in numerical computations (here H >> ε is allowed). The
dynamics for the fine scale concentration cε is sometimes also of interest. Through a post-
processing process, an approximation of the fine scale velocity field vε can be obtained with
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the FE-HMM, allowing for a computation of cε. Finally the numerical value of the tensor
a0(x), the homogenized conductivity, can be obtained with the in the FE-HMM if required,
as a by-product, during the computation of uH.
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Figure 3: Snapshot of a device with µm obstacles, with in shaded area a typical self-similarity
of the asymmetric structure (left picture), solution of the multiscale problem for the electrical
potential (4) (middle and right picture). Middle picture is the FE-HMM solution with about 103
DOF, right picture is a reference solution computed on a fine grid using about 106 DOF.
To solve the transport problem, we have first to handle the elliptic problem (4) to obtain
a mean or fine-scale velocity field. In Figure 3 (middle and right pictures), we compare a
reference (resolved) solution for the fine scale potential uε and its numerical approximation
uε,h obtained by the FE-HMM through a post-processing process. The domain is scaled to be
the unit square and we apply Neumann boundary conditions at the corner (insulated region)
and Dirichlet boundary conditions on the sides of the domain (applied electric potential)
(see Figure 4, left picture). The value of ε is chosen to be ∼ 10−3. The middle picture in
Figure 3 is obtained with the FE-HMM strategy on a coarse meshsize H = 1/8 (with post-
processing). The computation with the FE-HMM involves about 103 degrees of freedom
(DOF). As explained in Section 3, the DOF do not depend on the size of the small scale for
a problem with self-similarity and scale separation. It does only depend on the macro mesh
and the number of sampling points of the microstructure. In the right picture of Figure 3
we sketched a reference solution for the problem (4), involving about 106 degrees of freedom.
We see that we have a good agreement between both solutions. Let us emphasize that for
the reference solution, the complexity depends on ε. With ∼ 10−5 we face a problem of
about 1010 DOF for the fine scale solution, impossible to solve, while the FE-HMM strategy
will still only need about 103 DOF (for the same quality of approximation as with ε ∼ 10−3).
Once we have a numerical approximation of the fine scale velocity field, we can solve
the transport problem. For that, we use the method of lines (discretization of the spatial
variables only) to obtain a system of ordinary differential equations (ODEs) which has to be
solved by an appropriate ODE solver. Since a fine mesh is needed (if we want to compute the
fine scale transport problem), it will lead to a problem of large dimension. Furthermore, the
problem is stiff, which means that many time scales are involved in the dynamics. This makes
standard explicit methods (as the Euler method) inefficient since the time step is constrained
by the fastest time scale involved in the problem. The usual wisdom in such situations is to
use an implicit solver. But the drawback with such an approach is the requirement to solve
nonlinear systems (which can be large as in the present problem) at each time step. Here, we
opt for a good compromise: the ROCK method. This method belongs to the so-called class
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of Chebyshev methods and exploit stabilization techniques obtained through Chebyshev-like
stability polynomials to allow for much larger time steps in stiff computations [1]. At the
same time, the ROCK methods are explicit and thus as simple to use as the Euler explicit
method.
We compare in Figure 4 the evolution of the particles advected by a reference velocity
field obtained via scale resolution (right picture) and a reconstructed velocity field (middle
picture) obtained with the FE-HMM (with post-processing). The spatial discretization for
the transport problem is the same in both experiments. We perform the time integration
for t ∈ [0, 1.2] and record the solution at discrete time t = 0, 0.3, 0.6, 0.9, 1.2, to compare the
evolution of the two transport problems. We see in Figure 4 that the dynamics with the
reconstructed velocity field (obtained with the FE-HMM) agrees very well with the dynamics
depending on the fine scale velocity field, illustrating the efficiency of the proposed numerical
method. Details and additional numerical experiments for such problems can be found in
[3],[7],[4].
Microdevice
x2
x 1
Injection of the mixture 
| 
  
| 
  
| 
  
| 
  
| 
  
| 
  
+ +   + +   + + 
+
+
+
+
+
+
      
− − − − − − 
Figure 4: Computational domain (left picture). The Neumann boundary conditions are on the
four corners and the Dirichlet boundary conditions everywhere else. Middle and right pictures:
simulation of the particles trajectory starting from the upper left corner. Each cloud of particles
represent its location at a given time. The velocity field is obtained from the FE-HMM (middle
picture) while a reference fine scale velocity field is used in the right picture.
2.2.2 Water infiltration in porous medium. A basic problem in hydrology and soil
physics is that of absorption of water in a porous medium. Understanding this process is
important for water resource management and the understanding of environmental problems
caused for example by underground pollution. A widely used model to describe flow of water
in unsaturated porous media has been proposed by Richards in 1931.
Modeling. To describe Richards’ model, we start with a mass balance equation
∂Θ
∂t
+∇ · q = 0, (8)
where Θ is the water content and q the water flux and where we neglected source and sink
terms for simplicity. For saturated medium, a well-known relation between the water flux q
and the fluid pressure u is given by the Darcy law q = −a∇u, where a is the conductivity
tensor. For unsaturated media, the conductivity will depend on the water content and the
above relation reads q = −a(Θ)∇u. In view of (8) we obtain the Richards equation
∂Θ(uε)
∂t
−∇ ·
(
a
(
Θ(uε)
)
[∇uε + z)]
)
= 0, (9)
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where z = −ρg represents an additional term due to the influence of gravity and where
ρ is the water density and g the gravitational acceleration. The problem (9) becomes a
multiscale problem if one takes into account the dependence of the infiltration process upon
the heterogeneity of the medium. Indeed, the conductivity a can vary locally at a much
smaller scale (pore scale) denoted here by ε, than the scale of observation. To emphasize on
these multiscale effects, we add a superscript ε to the conductivity and the pressure in the
problem (9). We notice that (9) is a nonlinear equation which can furthermore degenerate,
from parabolic to elliptic, when the medium becomes saturated [62].
u_N u_N
u_N u_Nu_D=p0
Figure 5: Real heterogeneous soil (left picture), snapshot of a model for layered medium (middle
picture), computational domain with Neumann uN and Dirichlet uD boundary conditions (right
picture).
Homogenization is again the right analytical tool to derive a macroscopic dynamics for
the equation (9) and to address such questions as the existence of limit solutions uε →
u0, Θ(uε)→ Θ(u0) and the existence of a limit equation of the type (9) for these quantities.
Homogenization of nonlinear equations similar to (9) has been studied recently and we refer
to [50],[43],[13] and the references therein.
Numerical experiments. Numerous methods have been proposed for the numerical solu-
tion of the Richards equation. Without attempting to be exhaustive, we mention [61] and
[62] and the references therein. The methods in [61],[62] are fine scale approaches and aim
at solving the original fine scale equation (9). The issue of degeneracy of Richard equation is
also addressed in these papers. Much less work has been done within a multiscale approach
in which we usually want to recover the effective behaviour of the system without solving
all its fine scale details. We mention [35] where a numerical strategy based on the so-called
multiscale finite element method (MsFEM) has been proposed and [27] where the nonlinear
constitutive relation are upscaled before solving the nonlinear problem. In [13] we proposed
a numerical method based on HMM, where coarse graining and macro discretization are
performed simultaneously, allowing a substantial saving in terms of computational cost com-
pared to the full fine scale solution of the original equation. The time integration uses a
linearization process first described in [62].
We describe briefly a numerical simulation for an infiltration problem. The numerical
method used here was first proposed in [13] and is inspired from the FE-HMM. Notice that
the nonlinearity and the time dependence have to be properly addressed and we refer to [13]
for details. To solve problem (9), constitutive relations for Θ(uε) and a(Θ(uε)) are needed.
Among many models, empirical formulations of these constitutive relations are given by
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the Haverkamp, the van Genuchten and the exponential models (see [37] and the references
therein). Here, we use an exponential constitutive relation given by Θ(u) = Θse
βu, where
Θs = 1 is the saturated water content (we choose β = 0.1 in the simulations below). The
fluctuations are modeled through the conductivity as a(Θ(uε)) = kεe
αεu, with
kε(x) =
c
2 + 1.8 sin(2pi(2x2 − x1)/ε) , (10)
αε(x) = 10k
ε
s(x), (11)
where ε = 1/16, the constant c = 1/114.7 is chosen such that a¯ =
∫
Y
a(y) = 0.01 and
k¯ =
∫
Y
k(y) = 0.1 (these parameters are borrowed from [27] and [35] and allow to compare
numerical results). The layered permeability field kε(x) is depicted in Figure 5 (middle pic-
ture). The computational domain is shown in Figure 5 (right picture), where uN , uD refer
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Figure 6: First row of pictures: level curves for the pressure u for problem (9) on coarse meshes
8× 8 and 16× 16 (first and second pictures) with the FE-HMM like method; the last picture is a
reference solution. Second row of pictures: computations on the same coarse grid with a standard
method; the last picture is again the reference solution.
to Neumann and Dirichlet boundary conditions, respectively. A constant initial condition
uε(x, 0) = u0 is given and we solve the problem (9) over the time interval [0, 10] with a time
step ∆t = 0.5. For the FE-HMM inspired method, we choose successively two coarse meshes
of size 8 × 8 and 16 × 16 (the computational domain is scaled to (0, 1)2). We monitor at
T = 10 the level curve of the pressure and compare it for each coarse mesh to a reference so-
lution obtained by solving the original equation on a fine grid, resolving the heterogeneities.
We can see in Figure 6 (first row of pictures) that the results of the multiscale method are
in good qualitative agreement with the reference solution. Since uε → u0 strongly in the
L2 norm, the comparison with the fine scale solution gives insight into the behavior of the
proposed numerical method. As explained in the introduction and discussed in Section 3, a
fine scale numerical solution can be obtained with our multiscale method from the known
coarse solution by a post-processing process. Finally, in Figure 6 (second row of pictures) we
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give the results of a standard solver on the same coarse meshes as before (8× 8 and 16× 16)
to illustrate that such methods are not able to capture the right infiltration process if the
fine scales are not properly resolved.
2.2.3 Heat dissipation in composite materials. Composite materials, i.e. engineered
materials, made from two or more material constituent have a long history. Early examples,
as composite materials made of straw and mud in the form of bricks for building construc-
tion, go back to the antiquity. The ability of composite materials to have significantly
different properties than its constituents makes them very attractive for optimizing material
performance in a variety of applications. We mention the use of composite materials in
medicine (new biomaterials for implants) and space science (carbon composite material for
spacecrafts), to stress only on two very different areas of applications. Here we present yet
another application related to the use of such materials in microelectronics. The use of new
composite materials offers novel possibilities for chip design to cope with the development of
increasingly smaller electronic components. A central issue in microprocessors developments
is the ability to control the cooling process. Composite materials are routinely used in chip
design as for example for the leadframe supporting the die (small block of semiconducting
material on which a given functional circuit is fabricated) and for the heatsink used for the
cooling process (see the references in [12]). Recently, promising attempts to use carbon nan-
otubes in the cooling process have also been reported [47]. The ability to test numerically
Figure 7: Leadframe and package of an integrated circuit (IC) chip (left picture), temperature
distribution in the leadframe (FE-HMM solution of problem (12) with ε = 10−5)
the properties of novel composite materials used within a microprocessor is an invaluable
help for the design of new microchips and can avoid to construct costly prototypes at an
early stage of development. The huge scale gap between the heterogeneities of the composite
materials (from nm to µm) compared to the size of the chip (cm) makes simulation very
challenging. In the following example we simulate the heat distribution in a leadframe due
to the activity of the die. We only consider the metal wireframe and the IC chip, ignoring
the plastic or ceramic package leading to a body as shown in Figure 7. Simulations including
the packages as well as other experiments including heat distribution in heatsinks can be
found in [12].
Modeling. The equations for the heat distribution in the IC chip based on the Fourier’s
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law of cooling are given by
−∇ · (a∇uε) = f, in Ω,
n · (a∇uε) = gN on ∂ΩN ,
n · (a∇uε) + cRu = α(T − uε) on ∂ΩR, (12)
where Ω ∈ R3 is the whole domain, ∂ΩN is the surface of the chip and ∂ΩR is the surface of
the wires. The heat source, originating from the activity of the die, is modeled by a Neumann
boundary condition on ∂ΩN (heat flux spreading through the leadframe) while the boundary
condition on ∂ΩR represent the heat exchange with the environment. A heatsink is usually
build on the top of the chip on larger processor but we do not consider this situation here.
We emphasize that simulation for such a device (leadframe, package and heatsink) can be
done with the same multiscale method as used here [12]. Since the leadframes are usually
made out of composite materials (as for example copper based alloys), the conductivity
tensor in (12) will depend on the microstructure of the material and we emphasize as usual
this dependency on a small scale by the parameter ε, a typical size of the self similarity of
the heterogeneities.
Numerical experiments. We compute a numerical simulation of the problem (12) with
the FE-HMM. The multiscale tensor is chosen as
aε
(
x,
x
ε
)
= 125 · diag
(
cos
(
2pi
x1
ε
)
, cos
(
2pi
x2
ε
)
, cos
(
2pi
x3
ε
))
+ (125 · e50(x21+x22)) · I3, (13)
modeling material properties with self-similarity (here periodicity) and non-periodic slow
variation from the center of the leadframe to the periphery (see Figure 8).2 With microstruc-
Figure 8: Magnitude for one component of the multiscale tensor (ε = 10−3).
tures of size ε ∼ 10−5 (this arises for example with copper based alloys) a full discretization
of the leadframe with a standard FEM and a mesh h < ε would lead to a problem with more
than 1010 DOF (using for example about 10 points per oscillation length), which is very hard
to solve routinely. Observe that since the heterogeneous tensor is not uniformly periodic, a
2This model represents of course a fictitious material. Nevertheless, many composite materials exhibit
such self-similarities and non-local effects. Thus, together with its nontrivial geometry, the considered model
is an interesting benchmark problem to test our numerical method.
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sequential strategy consisting in pre-computing the homogenized tensor by standard homog-
enization techniques (which must be done throughout the whole 3D domain) and solving an
approximate problem of the effective heat distribution with a standard FEM, poses serious
problem in terms of implementation and error control. For example, the precision and the
location at which the effective tensor are precomputed will have a non-neglectible impact on
the macroscopic heat distribution. The FE-HMM is capable of handling this problem with
a complexity independent of the small-microstructure (assuming a self-similarity as for the
present calculation). In Figure 7 (right picture) we present a simulation with the FE-HMM
of problem (12) with ε = 10−5. The simulation is done on a coarse mesh consisting of 54,000
tetrahedra with 17,000 grid points. As mentioned above, a fine scale simulation with this
size of ε is very difficult. In order to be able to compare the solution with a reference solu-
tion, we also perform the same experiments with a larger value of ε (ε = 10−3). This time
we can generate a reference fine-scale simulation on a mesh consisting of several millions of
tetrahedra and grid points. This reference solution is plotted in Figure 9 (middle picture).
A numerical solution obtained with the FE-HMM for this value of ε on the same coarse
mesh as before is plotted in Figure 9 (left picture). We see that we have a good qualitative
agreements between both solutions and this is confirmed by numerical error estimates re-
ported in [12]. We also see that the qualitative results for the FE-HMM are similar for the
various ε (see Section 3 for a discussion on this behavior of the numerical method). Finally,
we performed a simulation on a coarse grid (the same as for the FE-HMM) but with a tensor
averaged in a naive way (arithmetic average). We see in Figure 9 (right picture) that the
qualitative behavior is wrong and the effective conductivity obtained in this way is to large,
hence we obtain an overestimation of the heat dissipation.
Figure 9: Temperature distribution in a leadframe. Solution of problem (12) with ε = 10−3;
FE-HMM (left picture), reference solution (middle picture), solution with averaged tensor (right
solution).
2.2.4 Diffusion on rough surfaces. Diffusion on rough surfaces is a basic problem for
many applications. It arises in biology as for example in the transport of lipids on the cell
membrane where compartmentalization of the membrane confines the diffusion [46] or in
porous media flow, where fracture of rock and pore volumes induce a local geometry which
has to be taken into account for the flow transport [17]. In material science, rough surfaces
arise in the study of diffusion in crystals with topological defects [21] or in the study of
thermal or electrical conduction in fractures [56].
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Modeling. Diffusion on rough surface can be modeled using Laplace-Beltrami like operators
−∆Γεuε = f in Γε, uε = 0 on ∂Γε, (14)
where ∆Γε = ∇Γε · ∇Γε and ∇Γε is the tangential gradient on Γε, an oscillatory surface
with surface oscillations occurring at length scale ε. In some situations (as for example
for crystalline objects, cell membranes, etc.), these fine structures can be obtained to high
resolution by modern scanning and microscopy techniques(e.g. [40]) and the full resolution
with a FEM is often out of reach.
Another source of roughness can arise from the coefficients (tensor) of the diffusion prob-
lem. Consider
−∇ ·
(
a
(x
ε
, ω
)
∇uε
)
= f(x) in Ω, (15)
uε(x) = 0 on ∂Ω,
with random coefficients aε(x) = a(x/ε, ω) = a(Tx/εω), where ω ∈ U and {Tx/ε} is a suitable
family of transformations on the sample space U (see [45, Chap. 7.1] for a precise descrip-
tion). Equation (15) is the typical pressure equation XS for porous media problems. In
such a modeling, the natural media is seen as a statistically homogeneous realization of a
random field and the permeability aε(x) varies on an ε length scale, usually much smaller
than the characteristic macroscopic length scale of observation. Again, a full resolution of
the permeability field is often very costly if not infeasible.
Numerical experiments. We consider the problem (14) with a surface Γε as depicted in
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Figure 10: Example of a rough surface Γε for problem (14).
Figure 10, parametrized by F ε(ξ) = F 0(ξ) + εkε(ξ) · n(ξ), where n(ξ) is normal to the mean
surface Γ0.
Macro size L2 norm H1 norm
1/2 0.070888 0.401007
1/4 0.031271 0.174734
1/8 0.009449 0.073331
1/16 0.001673 0.025217
Table 1: Convergence of the FE-HMM for the problem on rough surface ε = 1/50.
While for a standard finite element method, one needs to triangulate the whole surface
with a mesh which resolves the oscillation of the surface, full resolution of the fine scale in the
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data is not necessary with the FE-HMM. Provided a scale separation and a self-similar fine
scale distribution throughout the physical domain, the macroscopic behavior of the diffusion
process can be computed on a coarse mesh (see [5] for details). For the diffusion on the
surface given above, we compute a reference solution via scale resolution. The parameter
ε = 1/50 is chosen large enough to be able to compute a reference solution with enough
precision and the domain Ω is scaled to be the unit square. We emphasize again that for
the FE-HMM, any ε can be chosen without affecting the computational cost. The FE-HMM
is then applied to the problem (14) with macro meshes of 3, 5, 9, 17 points, i.e., macro
meshsizes of 1/2, 1/4, 1/8, 1/16. We compare in Table 1 the L2 projection of the reference
solution with the FE-HMM solution in the L2 and H1 norms. We see that we can capture
the right macro diffusion process with substantially fewer degrees of freedom than needed
with a standard FEM.
We next consider the problem (15) with random coefficients. We chose aε to be a log-
normal stochastic field with mean-zero, variance σ = 1 and correlation length ε1 = 0.02, ε2 =
0.03.We generate a realization of this stochastic field by the moving ellipse averaging method
Figure 11: Comparison of the fine scale solution (pressure profile) of problem (15) with random
coefficients on a 1024 × 1024 grid and the FE-HMM solution on a 32× 32 grid.
(see [64, Section 4.1] for a description). We then compute a reference solution on a fine
1024×1024 grid and compare the solution with the FE-HMM (the reference solution can be
seen as finite difference version of (15) [10]; the leading order behavior is determined by the
homogenized solution that we aim at capturing). We compute a solution with the FE-HMM
on a coarse 32 × 32 grid, choosing a sampling domain of size 0.06 × 0.06. It can be seen
in Figure 11 that the solution obtained from the FE-HMM on the aforementioned coarse
grid is in good qualitative agreement with the solution of the standard FEM on the fine grid
(1024× 1024 grid).
3. The Finite Element Heterogeneous Multiscale Method (FE-HMM)
In this section we discuss in details the FE-HMM. This method is based on the framework
introduced in [32]. In the context of PDEs, the first numerical method based on HMM,
the so-caled FD-HMM has been obtained in [2], where a finite difference (FD) method has
been derived and analyzed for parabolic problems. The FE-HMM was first discussed in [5]
and [33] for (non-uniformly) periodic problems. In [33] nonlinear and stochastic problems
were discussed and partially analyzed. In [5] robust convergence rates (i.e. independent
of the small scale ε) were obtained for linear problems. Both the analysis in [5] and [33]
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were obtained for a semi-discrete numerical method, i.e., assuming that the small scale
were solved exactly. Such assumptions were commonly made in the analysis of most of the
existing multiscale methods for PDEs [42],[35],[52]. We note that in [53] macro and micro
error were first separated and quantitatively estimated, although not for the HMM and
restricted to elliptic problems with uniformly periodic tensor and unbounded domains (this
analysis cannot be easily generalized to other multiscale scenarios).
The first fully discrete analysis for HMM was obtained in [6], where the error propagation
across scales has been analyzed and optimal a-priori bounds have been obtained. This
analysis has later been extended to elasticity problems [8] and to advection-diffusion problems
[7]. The importance of a fully discrete analysis became also clear for other type of multiscale
methods for which such analysis have later been proposed [15], [44]. The clear separation of
micro and macro errors for the HMM not only led to a better understanding of the complexity
of the numerical method, but also paved the way for a “goal oriented” coupling for HMM,
i.e. the coupling of different type of solvers at different scales. Such hybrid couplings have
been investigated in [10], where a multiscale method based on a FEM (macro scale) and
a spectral method (micro scale) has been proposed and analyzed (the FES-HMM), and in
[11], where a multiscale method based on a discontinuous Galerkin finite element method
(macro-scale) and a FEM (micro scale) has been proposed and analyzed (the DG-HMM).
We start this section by briefly discussing homogenization problems (Section 3.1), we
then introduce the FE-HMM (Section 3.2) and discuss the analysis of the method (Section
3.3).
3.1 Homogenization problems.
We recall here briefly the class of problems for which we want to propose a multiscale
algorithm. Examples for such problems have already been discussed in Section 2. For
simplicity and clarity of the presentation, we restrict ourself to multiscale elliptic problems.
Similar ideas as developed here apply to problem in elasticity or parabolic problems as
mentioned before.
We consider a convex polygonal domain Ω ∈ Rd, d = 1, 2, 3 with a boundary ∂Ω =
∂ΩD ∪ ∂ΩN where Dirichlet conditions are imposed on ∂ΩD and Neumann conditions on
∂ΩN . For simplicity we assume that ∂ΩD∩∂ΩN = ∅ and that ∂ΩD has positive measure, but
pure Neumann or mixed boundary conditions could be considered without further difficulties.
Given f ∈ L2(Ω), gD ∈ H1(Ω), gN ∈ L2(∂ΩN ), we consider the second-order elliptic equation
−∇ · (aε∇uε) = f in Ω,
uε = gD on ∂ΩD, (16)
n · (aε∇uε) = gN on ∂ΩN ,
where aε is symmetric, satisfies aε(x) ∈ (L∞(Ω))d×d and is uniformly elliptic and bounded,
i.e.,
∃λ,Λ > 0 such that λ|ξ|2 ≤ aε(x)ξ · ξ ≤ Λ|ξ|2, ∀ξ ∈ Rd, ∀ε, (17)
where ε represents a small scale in the problem that characterizes the multiscale nature of
the tensor aε(x). An application of Lax-Milgram theorem gives us a family of solution which
is bounded in H10 (Ω) independently of ε. The variational problem corresponding to (16) is
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the following: find uε ∈ H1D(Ω) such that
Bε(uε, v) :=
∫
Ω
aε · ∇uε∇vdx =
∫
Ω
fvdx+
∫
∂ΩN
gNvdx−
∫
Ω
aε · ∇gD∇vdx =: F (v), (18)
for all v ∈ H1D(Ω), where H1D(Ω) := {v ∈ H1(Ω); v = 0 on ∂ΩD}. A finite element dis-
cretization of this variational problem is standard and is briefly described below. Let Th
be a partition of Ω in simplicial or quadrilateral elements K of diameter hK and denote
h = maxK∈Th hK . In this section we will always assume that the triangulation is admissible
and shape regular, i.e.,
• ⋃K∈T h K = Ω¯, the intersection of two elements is either empty, exactly one vertex or
a common face (admissible),
• ∃κ > 0 such that hK/ρK ≤ κ, where ρK is the diameter of the largest circle contained
in K (shape regular).
The first condition can be relaxed for other types of discretizations as we will see in
Section 4. For a partition as described above, we define a finite dimensional subspace of
H1D(Ω) by
V lD(Ω, Th) = {vh ∈ H1D(Ω); vh|K ∈ Rl(K), ∀K ∈ Th}, (19)
where Rl(K) is the space P l(K) of polynomials on K of total degree at most l if K is a
simplicial FE, or the space Ql(K) of polynomials on K of degree at most l in each variables
if K is a rectangular FE. We assume that the partition Th is regular (see [25] for details).
The solution of the discretized problem reads: find uh ∈ V lD(Ω, Th) such that
Bε(uh, vh) = F ε(vh) ∀vh ∈ V lD(Ω, Th). (20)
Although standard, there is a major issue with this approach: solving (18) with a standard
FEM needs usually to resolve the smallest scale present in the problem (denoted here by
ε). Roughly speaking, assuming that the smoothness of the data and the domain are such
that u ∈ H l+1(Ω), then the a-priori estimate ‖u‖Hl+1(Ω) ≤ Cε−l‖f‖Hl−1 holds, where C is
independent of ε. Then, the sharp a-priori error bound between the solution uε of (18) and
the FE solution uh of (20)
‖uε − uh‖H1(Ω) ≤ C
(
h
ε
)l
‖f‖Hl−1(Ω) ,
can be derived following classical results [25]. This means that the meshsize should satisfy
h < ε. Thus, if ε is small, the cost associated with the FEM (20) will be prohibitive.
Homogenization method. As mentioned in the introduction, an effective dynamics for a
multiscale PDE can be described by using homogenization theory. Homogenization theory
has been an active field of research for the past 30 years. Among the huge literature we
mention three books [22],[26],[45] where the interested reader can find more material on the
subject including details of the brief discussion which follows.
Without further assumptions on the heterogeneities of the tensor aε(x) the theory of
G−convergence introduced by De Giorgi and Spagnolo [38] 3 can be used to show that there
3In the general non symmetric case one can use the theory of H−convergence introduced by Tartar in
1977 and developed by Murat and Tartar [57].
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exists a symmetric tensor a0(x) and a subsequence of {uε} which weakly converges to an
element u0 ∈ H10 (Ω) solution of the so-called homogenized or upscaled problem
−∇ · (a0∇u0) = f in Ω,
u0 = gD on ∂ΩD, (21)
n · (a0∇u0) = gN on ∂ΩN ,
where the homogenized tensor a0(x) again satisfies λ|ξ|2 ≤ a0(x)ξ · ξ ≤ Λ|ξ|2, ∀ξ ∈ Rd.
Under additional assumptions on the small scale such as periodicity4, explicit equations are
available to compute the homogenized tensor given by
a0ij(x) =
∫
Y
(
aij(x, y) +
d∑
k=1
aik(x, y)
∂χj
∂yk
(x, y)
)
dy. (22)
Here χj(x, ·), j = 1, . . . , d are defined to be the unique solutions of the cell problems∫
Y
∇χj(x, y)a(x, y)∇v(y)dy = −
∫
Y
(a(x, y)ej)
T∇v(y)dy, ∀v(y) ∈W 1per(Y ), (23)
where (ej)
d
j=1 is the canonical basis of R
d. Notice that a Poincare´-Wirtinger inequality is
available in W 1per(Y ) (see [26, Chap. 3]), hence the existence and uniqueness of the problem
(23) is guaranteed by the Lax-Milgram theorem. Strong error estimates between the solutions
of (16) and (21) are available in the L2 norm [45, Sect. 1.4]
‖uε − u0‖L2(Ω) ≤ Cε. (24)
Due to the ε oscillations of the fine scale solution, strong error in theH1 norm can usually not
be obtained since the gradients of the oscillations are in general not O(ε) quantities. The
homogenized solution needs thus to be “corrected” through information of the fine scale.
This can be done by defining a corrector given by
u1(x, x/ε) =
n∑
j=1
χj(x, x/ε)
∂u0(x)
∂xj
, (25)
where the functions χj(x, x/ε) are given by (23) and we then have [45, Sect. 1.4]
‖uε − (u0 + εu1(x, x/ε))‖H1(Ω) ≤ C
√
ε, (26)
where a boundary layer term is responsible for the
√
ε (instead of ε) convergence rate (notice
that u1 does not satisfy the boundary conditions of the problem (16)). Some regularity on
u0 and χj(x, ·) is needed for the estimates (24) and (26) and we refer to [45, Chap.1.4] (see
also the discussion in [42, Remark 3.3] and [44, Section 3.4]).
3.2 FE-HMM: the numerical algorithm
The so-called finite element heterogeneous multiscale method (FE-HMM) aims at capturing
4For example aε = a(x, x/ε) = a(x, y) is Y -periodic in y, where Y is for example the unit cube Y = (0, 1)d,
and a(x, y) ∈ C[Ω;L∞per(Y )].
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the homogenized (coarse) solution u0 of (21) without knowing or precomputing a0(x). For
simplicity of notation, we suppose here that ∂ΩN = ∅, gD = 0, but we emphasize that the
FE-HMM is not restricted to this special case as already seen in the examples of Section 2.
We describe here the main components of the FE-HMM: the macro and micro finite element
(FE) spaces and the modified macro bilinear form based on quadrature formula (QF).
Macro finite element space. We consider
V p(Ω, TH) = {vH ∈ H10 (Ω); uH |K ∈ Rp(K), ∀K ∈ TH}, (27)
a finite element (FE) space similar to (19) but defined on macro elements K with size H
allowed here to be much larger than ε. Within each macro element K ∈ TH we consider, for
j = 1, . . . , J ,
• integration nodes xj,K ∈ K,
• sampling domains Kδ(xj,K) = xj,K + δI, where I = (−1/2, 1/2)d and δ ≥ ε,
• quadrature weights ωj,K.
Quadrature formula. Let Kˆ be the reference element and consider for any element of
the triangulation the mapping FK (a C
1−diffeomorphism) such that K = FK(Kˆ). The set
{xˆj , ωˆj}Jj=1 is a quadrature formula on Kˆ chosen such that∫
Kˆ
pˆ(xˆ)dxˆ =
∑
j∈J
ωˆj pˆ(xˆj) ∀qˆ(xˆ) ∈ Rσ(Kˆ), (28)
where we will assume that the weights satisfy ωˆj > 0. The QF (28) induces a QF over K via
xj,K = FK(xˆj), ωj,K = ωˆj det(∂FK), j = 1 . . . , J. The conditions on the QF to ensure that a
FEM with numerical quadrature 5 converges to the exact solution with the same rate than a
FEM with exact integration, have been studied by Ciarlet and Raviart (see [25, Chap. 4.1]).
We briefly recall these conditions as they will be important for the FE-HMM.
Ellipticity condition. If a QF is used to compute a bilinear form (see for example (20)), then
the ellipticity is no longer guaranteed unless suitable conditions on the QF are satisfied.
Given a polynomial space Rσ(Kˆ) (either Pσ(Kˆ) or Qσ(Kˆ) polynomials as defined in (19))
we will require that√∑
j∈J
ωj|∇pˆ(xˆj)|2 is a norm on the finite dimensional space Rσ(Kˆ)/R0(Kˆ). (29)
The above property holds if the nodes {xˆj}Jj=1 contain a so-called unisolvent set for the
derivatives of the considered polynomial set (see [25, Thm. 4.1.2 and Ex. 4.1.7]) which
means
∀pˆ ∈ P˜(Kˆ), ∀i = 1, . . . , d if ∂pˆ
∂xˆi
(xˆj) = 0, j = 1, . . . , L then
∂pˆ
∂xˆi
≡ 0,
5i.e. when the integral in (20) are replaced by the above QF
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where P˜(Kˆ) = Pp−1(Kˆ) for simplicial FEs, while P˜(Kˆ) = Qp(Kˆ)∩Pdp−1(Kˆ) for rectangular
FEs.
Approximation condition. Let uh,QF be the FE solution of a variational elliptic problem
where all the integrals arising in the problem are computed with a QF. We will require that
the QF is chosen such that the standard error estimates for a FEM hold. Assuming sufficient
regularity of the solution this reads
‖u− uh,QF‖H1(Ω) ≤ Chp, ‖u− uh,QF‖L2(Ω) ≤ Chp+1, (30)
where the approximation uh,QF is continuous and piecewise in Pp(K) or Qp(K). For p > 1
the estimates (30) hold if the QF is exact for P2p−2(Kˆ) (simplicial FE) or if the QF is exact
for Q2p−1(Kˆ) (quadrilateral FE). The same conditions apply if p = 1 for the estimate in
the H1 norm while for the estimate in the L2 norm, the QF should be exact for P1(Kˆ)
(simplicial FE) or for Q2(Kˆ) (quadrilateral FE). We refer to [24, Thms. 9 and 11] and [25,
Chap. 4.1] for details.
Example. For piecewise linear elements J = 1, ωK = |K| and xK is chosen to be located at
the barycenter of the simplicialK. For bilinear elements, J = 4 and {ωj,K, xj,K}4j=1 is the two
points Gauss quadrature rule given by ωj,K = |K|/4, xj,K = FK(1/2 ±
√
3/6, 1/2± √3/6),
where FK is the affine mapping such that FK(Kˆ) = K and Kˆ = (0, 1)
d (see Figure 12).
Macro bilinear form. For a discretization in the coarse FE space (27) we need to modify
TH
K
H
(a) macro-problem
Th
Kδℓ
xKδℓ
δ
(b) micro-problem
T
h
(c) quadrature for the
microproblem
Figure 12: Example of a macro FE space made of triangles and quadrilaterals with sampling
domains at integration nodes. A micro FEM is defined at each sampling domain as depicted in
(b). Numerical integration must usually also be performed on the micro FEM as depicted in (c).
the bilinear form (20). For vH , wH ∈ V p(Ω, TH) we define
BH(v
H , wH) =
∑
K∈TH
J∑
j=1
ωj,K
|Kδ(xj,K)|
∫
Kδ(xj,K)
aε(x)∇vhj · ∇whj dx, (31)
where vhj , w
h
j are micro functions defined on sampling domains Kδ(xj,K) by the problem (35)
below and the factor |Kδ(xj,K)| (the measure of Kδ(xj,K)) gives the appropriate weight for
the contribution of the integrals defined on Kδ(xj,K) instead of K.
Micro FE space. We consider a (micro) partition Th of each sampling domain Kδ(xj,K) in
simplicial or quadrilateral elements Q of diameter hQ and denote h = maxi∈Th hQ. For this
154 A. Abdulle
partition we define a micro FE space
Sq(Kδ, Th) = {zh ∈W (Kδ(xj,K)); zh|T ,∈ Rr(Q), Q ∈ Th}, (32)
where W (Kδ(xj,K)) is a Sobolev space whose choice sets the boundary conditions for the
micro problems and thus determines the type of coupling between micro and macro problems.
Several choices are possible for the coupling condition. We consider the following cases
W (Kδ(xj,K)) = W
1
per(Kδ(xj,K) and we set S
l
P (Kδ, Th) := Sq(Kδ, Th), (33)
W (Kδ(xj,K)) = H
1
0 (Kδ(xj,K) and we set S
l
D(Kδ, Th) := Sq(Kδ, Th). (34)
Micro problem. Find for every macro element K the additive contribution to the macro
stiffness matrix by computing the micro functions vhj (respectively w
h
j ) on the sampling
domain Kδ(xj,K), j = 1, . . . , J such that (v
h
j − vHlin,j) ∈ Sq(Kδ(xj,K), Th) and∫
Kδ(xj,K)
aε(x)∇vhj · ∇zhdx = 0 ∀zh ∈ Sq(Kδ(xj,K), Th), (35)
where
vHlin,j(x) = v(xj,K)
H + (x− xj,K) · ∇vH(xj,K), (36)
is a linearization of the macro function vH at the integration node xj,K (of course for piecewise
linear functions vHlin,(xj,K) = v
H). Notice that there is a slight abuse of notation in the above
definition and we should use vHlin,xj,K(x) instead of v
H
lin,j(x), but we will avoid carrying this
heavy notation when no confusion can occur.
Remark 1 For a tensor aε(x) = a(x, x/ε) with explicit scale separation, it is preferable to
collocate the slow variable at the integration points a(xj,K , x/ε) in both the macro and micro
bilinear forms (31) and (35). In the periodic case, choosing δ as an integer multiple of ε
gives robust, i.e. independent of ε, convergence results (see [5, App. A]).
Remark 2 Of course numerical quadrature must also be used in general for the micro prob-
lem (35), but there, standard QF can be used and usual error estimates apply (see [25, Chap.
4.1]). The reason why we insist on QF for the macro scheme (31), is that this modified bilin-
ear form itself, and in turn the HMM strategy, rely on QF defined on ”sampling domains”.
The Multiscale Method. In view of the modified bilinear form defined in (31), the FE-
HMM reads: find uH ∈ V p(Ω, TH) such that
BH(u
H, vH) = F (vH) ∀vH ∈ V p(Ω, TH). (37)
Several remarks are in order. First, the computational saving compared to solving (18) is
clear since instead of solving the fine scale on the whole computational domain (as required
for (18) with h < ε), in the FE-HMM, we only solve the fine scale on sampling domains
Kδ, usually of much smaller size than the macro meshsize H . Second, the coupling between
micro and macro methods allows for much flexibility in the choice of the macro and micro
discretization spaces in order to balance the computational cost between micro and macro
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solver 6 or to obtain specific qualitative properties of the numerical solution at a given scale.
Other type of macro-micro solvers for HMM
The FE-HMM is not restricted to continuous FE discretization for the macro and micro
solver as described above. The HMM strategy offers much flexibility in the choice of the
type of solvers used at a given scale. Several methods have been proposed in this direction.
We mention [10], where pseudo-spectral methods have been used for the micro problems
allowing (provided enough regularity) for spectral or exponential convergence in the micro
methods and [11], where a discontinuous Galerkin FEM has been used for the macro space,
allowing for nonmatching meshes, approximation flexibility and mass and flux conservation.
We will comment in Section 4 on these developments.
Post-processing procedure
The primary goal of the FE-HMM is to capture the effective solution u0 of (21). While
uH → uε in the L2 norm, such a convergence cannot be obtained in the energy norm. An
energy approximation can nevertheless be constructed by using a post-processing procedure
and extending periodically on the whole element K the function (uh − uHlin) capturing the
micro oscillations and available inKδ(xj,K) ⊂ K. This will be discussed at the end of Section
3.3.
3.3 FE-HMM: fully discrete a priori error analysis
In this section we give a detailed analysis of the FE-HMM method. First, we show that
the bilinear form (31) is coercive. This implies the existence and uniqueness of a solution of
the problem (37) and can be done without specific assumptions on aε (of course we assume
(17)). Second, we derive a priori estimates by decomposing the error as
‖u0 − uH‖ ≤ eMAC + eMOD + eMIC , (38)
where eMAC , eMOD, eMIC denote the macro, modeling and micro errors and ‖ ‖ denotes the
H1 or L2 norm. To estimate eMOD and eMIC some knowledge of the homogenized problem
is needed and we will assume (non-uniform) periodicity of the tensor aε. We emphasize that
the numerical algorithm, i.e. the FE-HMM itself, is not restricted to such assumptions and
can be applied to more general problems (however scale separation and self-similarity are
needed for the strategy to make sense). The careful analysis of the fully discrete numerical
scheme besides giving precise convergence rate in the periodic case also give some indication
of the behavior of the method in the more general non-periodic setting. Indeed, the various
components of the error, the influence of the boundary conditions in the coupling of macro
and micro methods are likely to be present also for more general problems. This analysis is
thus a fundamental step towards designing robust and reliable numerical methods based on
macro and micro solvers. The analysis presented in this section is based on [33],[2],[5](for
eMAC and eMOD) and [6],[7],[9] for (for eMIC).
Here and in what follows we will simplify the notation for the sampling domain and use
Kδ or Kδj instead of Kδ(xj,K) when no confusion can occur. Notice also that the micro
FE space Sq(Kδ, Th) (see (32)) denotes either SqD(Kδ(xj,K), Th) or SqP (Kδ(xj,K), Th) when
proving results which hold for both type of coupling.
Assumptions. As mentioned is Section 3.2, the macro bilinear form in the FE-HMM is
6Remember that the method also depends on a micro mesh, thus H → 0 and h → 0 are necessary for
convergence.
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based on QF. In what follows, we will always assume that the QF upon which the bilinear
form (31) is constructed satisfies (29) and (30), and these assumptions will be implicitly
assumed in the various results below when needed.
3.3.1 Coercivity and well-posedness. We first notice that the micro problem (35) has a
unique solution. This follows from (17), the Poincare´ or the Poincare´-Wirtinger inequality
for SqD(Kδ(xj,K), Th) and SqP (Kδ(xj,K), Th), respectively, and the Lax-Milgram Lemma. It
follows that the form (31) is indeed a bilinear form on V p(Ω, TH).
The constrained micro calculation in sampling domains (35) sets a coupling between
micro and macro functions. The following lemma gives an energy equivalence between these
functions on sampling domains and is the basis for proving the coercivity of (31).
Lemma 3 Let vh be the solution of (35) constrained by vHlin the linearization of v
H ∈
V p(Ω, TH) defined in (36). Then,
‖∇vHlin‖L2(Kδ) ≤ ‖∇vh‖L2(Kδ) ≤
√
Λ
λ
‖∇vHlin‖L2(Kδ), (39)
where λ,Λ are defined in (17).
Proof. A direct calculation gives∫
Kδ
(∇vh −∇vHlin) · (∇vh −∇vHlin)dx =
∫
Kδ
|∇vh|2dx+
∫
Kδ
|∇vHlin|2dx
− 2
∫
Kδ
∇vHlin · ∇vhdx.
By noting that∫
Kε
∇vHlin · ∇vhdx = ∇vHlin ·
∫
Kδ
(∇vh −∇vHlin)dx+
∫
Kδ
|∇vHlin|2dx =
∫
Kδ
|∇vHlin|2dx,
where we used that ∇vHlin is constant and that (vHlin−vh)|∂Kδ vanishes for periodic or Dirichlet
coupling (see (32)), we obtain the left inequality of (39). For the second inequality, we observe
that ∫
Kδ
aε(x)∇vh · ∇vhdx =
∫
Kδ
aε(x)∇vHlin · ∇vHlindx
−
∫
Kδ
aε(x) (∇vh −∇vHlin) · (∇vh −∇vHlin)dx,
where we used repeatedly that
∫
Kδ(xj,K)
aε(x)∇vh · (∇vh−∇vHlin)dx = 0 since vh is a solution
of (35) and (∇vh − ∇vHlin) ∈ Sq(Kδ, Th). Using the ellipticity assumption (17) gives the
result. 
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Remark 4 The assertion of the above lemma remains true if (35) is solved exactly, i.e. in
W (Kδ(xj,K)) instead of S
q(Kδ, Th). Let v be this solution constrained by vHlin (as in the above
lemma). Then,
‖∇vHlin‖L2(Kδ) ≤ ‖∇v‖L2(Kδ) ≤
√
Λ
λ
‖∇vHlin‖L2(Kδ). (40)
With the help of Lemma 3, we can prove that the bilinear form (31) upon which the FE-HMM
is defined is uniformly elliptic and bounded.
Lemma 5 The bilinear form (31) satisfies
BH(v
H , vH) ≥ C‖vH‖2H1(Ω), |BH(vH, wH)| ≤ C‖vH‖H1(Ω)‖wH‖H1(Ω), (41)
for all vH , wH ∈ V p(Ω, TH), where the constant C only depends on the QF (see (29)), (17)
and the domain Ω.
Proof. Let vH ∈ V p(Ω, TH) and using the notation Kδj for Kδ(xj,K), we have
BH(v
H , vH) =
∑
K∈TH
J∑
j=1
ωj,K
|Kδj |
∫
Kδj
aε(x)∇vhj · ∇vhj dx
≥ λ
∑
K∈TH
J∑
j=1
ωj,K|∇vHlin|2 ≥ C
∑
K∈TH
‖∇vH‖2L2(K) ≥ C‖vH‖2H1(Ω),
where we have used the ellipticity (17) of the tensor and Lemma 3 to obtain the first inequal-
ity and the identity ∇vHlin(x) ≡ ∇vH(xj,K) for x ∈ K, the assumption on the quadrature
formula and the Poincare´ inequality for the second inequality. It is clear that (31) is bounded
on V p(Ω, TH) since it is a finite dimensional space. To show that the bound is uniform in
ε, we use Lemma 3, the bound (17) and the fact that the right hand side of (29) defines a
norm on the finite dimensional polynomial quotient space. 
In view of Lemma 5 and the Lax-Milgram lemma we obtain the existence and uniqueness of
the problem (37).
Theorem 6 The problem (37) has a unique solution which satisfies
‖uH‖H1(Ω) ≤ C‖f‖L2(Ω). (42)
3.3.2 A-priori estimates. In view of (38), we have to estimate the macro, micro and
modeling errors.
Macro error. Besides (17), we do not need any other assumptions on the fine scale tensor
aε. Notice that in the framework of G or H convergence, the ellipticity and boundedness
of a0(x) is guaranteed, but explicit expressions for this tensor as (22) are in general not
available [26, Chap. 13]. Define a bilinear form on V p(Ω, TH) × V p(Ω, TH) for the problem
(21), using the QF (28):
B0,H(v
H , wH) =
∑
K∈TH
J∑
j=1
ωj,K a
0(xj,K)∇vH(xj,K) · ∇wH(xj,K)dx. (43)
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Define u0,H to be the solution of
B0,H(u
0,H, vH) = F (vH) ∀vH ∈ V p(Ω, TH). (44)
The next result follows from (30).
Proposition 7 Suppose that the bilinear form (43) is based on the QF (28) and that (29)
and (30) hold. Suppose further that the solution of the problem (21) satisfies u0 ∈ Hp+1(Ω).
Then,
eMAC,H1 := ‖u0 − u0,H‖H1(Ω) ≤ CHp, eMAC,L2 := ‖u0 − u0,H‖L2(Ω) ≤ CHp+1. (45)
Micro error. For this part of the error, we are concerned with the propagation of the
discretization error of the micro problem (35) at the macro scale. Here again, as for the
estimation of the macro error no assumptions on the fine scale tensor aε are needed besides
(17). We define a bilinear form on V p(Ω, TH)× V p(Ω, TH) by
B¯H(v
H , wH) =
∑
K∈TH
J∑
j=1
ωj,K
|Kδ(xj,K)|
∫
Kδ(xj,K)
aε(x)∇vj · ∇wjdx, (46)
where vj , wj are the solutions of (35) in the ‘exact” Sobolev space W (Kδ(xj,K)) instead the
FE space Sq(Kδ, Th). Define u¯H to be the solution of
B¯H(u¯
H, vH) = F (vH) ∀vH ∈ V p(Ω, TH). (47)
The next result gives an estimation of the micro error.
Proposition 8 Let uH , u¯H be the solutions of (37) and (47), respectively, with the same
coupling condition, either (33) or (34). Suppose that the assumptions of Lemma 10 (see
below) hold. Then
eMIC,H1 := ‖uH − u¯H‖H1(Ω) ≤ C
(
h
ε
)2q
. (48)
Proof. Denoting by wH = uH − u¯H, and using (41) we have
C‖uH − u¯H‖2H1(Ω) ≤ BH(uH − u¯H , wH) = B¯H(u¯H , wH)− BH(u¯H , wH), (49)
and thus
‖uH − u¯H‖H1(Ω) ≤ C sup
wH∈V p(Ω,TH)
|B¯H(u¯H , wH)− BH(u¯H , wH)|
‖wH‖H1(Ω) . (50)
Using Lemma 10 given below proves the result. 
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To estimate the difference between the bilinear forms BH and B¯H , we have to study the
approximation error in the micro problem (35). We need first some preparation. Define
ηi,h(x), i = 1, . . . , d to be the solution of∫
Kδj
aε(x)∇ηi,h · ∇zhdx = −
∫
Kδj
aε(x)ei · ∇zhdx ∀zh ∈ Sq(Kδj ), Th), (51)
where (ei)
d
i=1 is the canonical basis of R
d (notice that we used the notation Kδj instead of
Kδ(xj,K)). Likewise, let η
i(x) i = 1, . . . , d be the (non-discretized) solution of (51) inW (Kδj )
instead of Sq(Kδj , Th). Then, the solution vhj of (35) and the solution vj of (35) (in W (Kδj ))
can be written as
vhj (x) = v
H
lin,j(x) +
d∑
i=1
ηi,h(x)
∂vHlin,j(x)
∂xi
, vj(x) = v
H
lin,j(x) +
d∑
i=1
ηi(x)
∂vHlin,j(x)
∂xi
, (52)
respectively. This can easily be seen just by replacing the above expressions in (51) and
using the uniqueness its solutions.
Remark 9 For the case of a (non-uniformly) periodic tensor aε(x) = a(x, x/ε), the function
vj(x) in (52) can be written as
vj(x) = v
H
lin,j(x) +
d∑
i=1
εχi(x, x/ε)
∂vHlin,j(x)
∂xi
, x ∈W (Kδj),
where εχi = ηi and χi(x, x/ε) = χi(x, y) are defined in (23) (a similar representation holds
for vhj (x) with εχ
i,h = ηi,h). Assuming χi is smooth we obtain by the chain rule
‖Dα(εχi)‖L∞(Kδj ) ≤ C ε−|α|+1, α ∈ Nd, (53)
where C is independent of ε.
Lemma 10 Let vH , wH ∈ V p(Ω, TH). Let uH , u¯H be the solutions of (37) and (47), re-
spectively, with the same coupling condition (either (33) or (34)) for the micro problem
(35). Assume that for i = 1, . . . , d, and for all xj,K ∈ Ω such that Kδ(xj,K) ⊂ Ω, ηi(x) ∈
Hq+1(Kδ(xj,K)). Assume further that for |α| = q + 1, ‖Dαηi‖L∞(Kδ(xj,K)) ≤ C ε−|α|+1 with a
constant C independent of xj,K ∈ Ω and δ > 0. Then∣∣B¯H(vH , wH)−BH(vH , wH)∣∣ ≤ C (h
ε
)2q
‖∇vH‖L2(Ω)‖∇wH‖L2(Ω). (54)
Proof. We have (using the notation Kδj for Kδ(xj,K))
|BH(vH , wH)− B¯H(vH , wH)| (55)
=
∣∣∣∣∣ ∑
K∈TH
J∑
j=1
ωj,K
|Kδj |
(∫
Kδj
aε(x)∇vj · ∇wjdx−
∫
Kδj
aε(x)∇vhj · ∇whj dx
)∣∣∣∣∣
=
∣∣∣ ∑
K∈TH
J∑
j=1
ωj,K
|Kδj |
∫
Kδj
aε(x)∇(vj − vhj ) · ∇wjdx
−
∫
Kδj
aε(x)∇vhj · ∇(whj − wj)dx
∣∣∣.
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We observe that the first member of the last line of (55) is zero since (vj − vhj ) ∈ W (Kδj )
(here we used the symmetry of aε). Using the same argument, replacing vhj by v
h
j − vj in the
second expression and using the boundedness of aε we obtain
|BH(vH, wH)− B¯H(vH , wH)|
≤ C
∑
K∈TH
J∑
j=1
ωj,K
|Kδj |
‖∇vhj −∇vj‖L2(Kδj )‖∇whj −∇wj‖L2(Kδj ). (56)
Next, using the expression (52), the regularity assumption on ηi and standard FE approxi-
mation estimates [25, Thm. 3.2.2] we obtain
‖∇vhj −∇vj‖L2(Kδj ) ≤ Cmaxi ‖∇η
i,h −∇ηi‖L2(Kδj )|∇vHlin,j|
≤ Chq|ηi|Hq+1(Kδj )|∇vHlin,j| ≤ C
(
h
ε
)q√
|Kδj ||∇vHlin,j|
≤ C
(
h
ε
)q
‖∇vHlin‖L2(Kδj ),
where C is independent of Kδj and | · |Hq(Kδj ) denotes the usual semi-norm in the Sobolev
space Hq(Kδj ). Using a similar estimate for the second term of (56) we obtain the claimed
estimate (54) by observing that
|BH(vH , wH)− B¯H(vH , wH)|
≤ C
(
h
ε
)2q ∑
K∈TH
J∑
j=1
ωj,K|∇vH(xj,K)||∇wH(xj,K)| (57)
≤ C
(
h
ε
)2q(∑
K∈TH
J∑
j=1
ωj,K|∇vH(xj,K)|2
)1/2(∑
K∈TH
J∑
j=1
ωj,K|∇wH(xj,K)|2
)1/2
(58)
≤ C
(
h
ε
)2q
‖∇vH‖L2(Ω)‖∇wH‖L2(Ω), (59)
where we used the Cauchy-Schwarz inequality, the identity ∇vHlin(x) ≡ ∇vH(xj,K) for x ∈ K
and the assumptions on the QF. 
Remark 11 Without the symmetry assumption on aε we obtain the weaker estimate∣∣B¯H(vH , wH)−BH(vH, wH)∣∣ ≤ C (h
ε
)q
‖∇vH‖L2(Ω)‖∇wH‖L2(Ω).
Remark 12 If we denote by M = dim S1(Kδ, Th) (degrees of freedom (DOF)) and suppose
that δ = Cε (with C a moderate constant independent of ε) then the mesh size of the micro
FE space on Kδ (of measure |Kδ| = δd ) is given by h = CεM− 1d . Therefore, the quantity
h/ε in (48) or (54) is independent of ε and we can express it as CM−
1
d , which emphasizes
that it depends only on the DOF of S1(Kδ, Th). The same is true for Sq(Kδ, Th) with obvious
changes to factor out the additional local DOF.
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Modeling error. The last contribution to the error of the FE-HMM approximation of the
multiscale elliptic problem is the so-called modeling error, i.e., the difference ‖u0,H − u¯H‖,
where u0,H is the solution of the problem (44) and u¯H is the solution of the problem (47).
Here some knowledge about the specific form of the small scales is needed in order to obtain
error bounds. We suppose in what follows that aε(x) = a(x, x/ε) = a(x, y) Y -periodic in y,
where Y = (0, 1)d. In this situation the homogenized tensor a0(x) is given by (22).
Remark 13 If an explicit form a(x, x/ε) of the tensor aε(x) is available it can be advanta-
geous to replace the bilinear form (46) by
B˜H(v
H , wH) =
∑
K∈TH
J∑
j=1
ωj,K
|Kδ(xj,K)|
∫
Kδ(xj,K)
a(xj,K , x/ε)∇vj · ∇wjdx, (60)
where we collocate the slow variable of aε(x) at the nodes of the quadrature formula and where
vj and wj are the exact solutions of the cell problem (35) with a
ε(x) replaced by a(xj,K , x/ε).
Define u˜H to be the solution of
B˜H(u˜
H , vH) = F (vH). (61)
Similarly, we can modify the FE-HMM itself by collocating, as done above, the slow variables
in (31) and in (35).
We will see below that for the FE-HMM the periodic coupling (33) is optimal for a (non
uniformly) periodic tensor, and the minimal computational cost is achieved by setting δ = ε,
i.e., Kδ(xj,K) = Kε(xj,K). The following Proposition is based on a result first obtained in [2,
Equ. (50)] (see also [5, Appendix A.1]).
Proposition 14 Let aε(x) = a(x, x/ε) = a(x, y) Y -periodic in y, and u¯H, u˜H be the so-
lutions of (47) and (61), respectively, where exact micro functions are used in both bilin-
ear forms with a periodic coupling condition (33). Suppose further that δ/ε ∈ N and that
aεij(x, y) ∈W 1,∞(Ω¯, L∞(Y )) ∀i, j = 1, . . . d. Then,
u0,H = u˜H and ‖u0,H − u¯H‖H1(Ω) ≤ Cε, (62)
where u0,H is the solution of (44).
Proof. Let us first assume δ = ε. Observe that vj, the exact solution of the cell problem
(35) with aε(x) replaced by a(xj,K , x/ε), is given by
vj = v
H
lin,j(x) +
d∑
i=1
εχi(xj,K , x/ε)
∂vHlin,j(x)
∂xi
,
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and similarly for wj. We then compute
1
|Kε(xj,K)|
∫
Kε(xj,K)
a(xj,K , x/ε)∇
(
vHlin,j(x) +
d∑
i=1
εχi(xj,K , x/ε)
∂vHlin,j(x)
∂xi
)
·∇
(
wHlin,j(x) +
d∑
i=1
εχi(xj,K , x/ε)
∂wHlin,j(x)
∂xi
)
dx
=
1
|Kε(xj,K)|
∫
Kε(xj,K)
a(xj,K , x/ε) (I +∇yχ(xj,K , x/ε))∇vHlin,j(x) · ∇wHlin,j(x)dx
= a0(xj,K)∇vH(xj,K) · ∇wH(xj,K) (63)
where we used the notation ∇χ = (∇χ1, . . . ,∇χd), that χi(xj,K , y) (y = x/ε) is a solution of
(23) and the identity ∇vHlin,j(x) ≡ ∇vH(xj,K) for x ∈ K. Thus B˜H(·, ·) = B0,H(·, ·) (see (43))
and the first claim of the lemma is proved. For the second inequality, we have to estimate
|B¯H(vH , wH)− B˜H(vH , wH)|
=
∣∣∣∣∣ ∑
K∈TH
J∑
j=1
ωj,K
|Kε(xj,K)|
∫
Kε(xj,K)
(a(xj,K , x/ε)− a(x, x/ε))∇vj · ∇wjdx
∣∣∣∣∣
≤ Cε
∑
K∈TH
J∑
j=1
ωj,K|∇vH(xj,K)||∇wH(xj,K)|
≤ Cε
(∑
K∈TH
J∑
j=1
ωj,K|∇vH(xj,K)|2
)1/2(∑
K∈TH
J∑
j=1
ωj,K|∇wH(xj,K)|2
)1/2
≤ Cε‖∇vH‖L2(Ω)‖∇wH‖L2(Ω), (64)
where we used (40), the Cauchy-Schwarz inequality and the assumption on the tensor aε
and on the QF. Using an inequality similar to (50) gives the second assertion of the lemma
and the proof is complete by noting that the arguments remain unchanged when δ > ε and
δ/ε ∈ N. 
Remark 15 For a tensor of the form aε(x) = a(x, x/ε) with explicit separation between fast
and slow scales we obtain, by collocating the slow variables in the FE-HMM (see Remark 13)
and in view of Proposition 8 (replacing u¯H by u˜H), the estimate ‖u0,H−uH‖H1(Ω) ≤ C
(
h
ε
)2q
.
The Proposition 14 and Remark 15 show that for a periodic tensor the periodic boundary
conditions are optimal. No modeling error occurs for the FE-HMM if a bilinear form with
collocated slow variables is used. In practice, even for periodic problems, it may happen
that the size of the sampling domain (the period) is only approximatively known. Then it is
of interest to study the case δ > ε, with δ/ε non integer. In this situation, boundary layers
occur and we have for δ > ε [33, Thm. 1.2]
‖u0,H − u¯H‖H1(Ω) ≤ C(δ + ε
δ
), (65)
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where u¯H is the solution of (47) with Dirichlet boundary conditions (34) and u0,H is the
solution of (31).
A-priori error estimate: convergence Theorems. As explained in Section 3.3 (see
(38), the fully discrete error is made of three contributions: eMAC (micro error Proposition
7) eMIC (macro error Proposition 8), eMOD (micro error Proposition 14 and (65)). Collecting
these results, we obtain the fully discrete analysis for the FE-HMM.
Theorem 16 (Fully discrete analysis: δ/ε ∈ N, periodic coupling (33))
Suppose that the assumptions of Theorem 6 and Propositions 7,8 and 14 hold. Then
‖u0 − uH‖H1(Ω) ≤ C
(
Hp +
(
h
ε
)2q
+ ε
)
, (66)
‖u0 − uH‖L2(Ω) ≤ C
(
Hp+1 +
(
h
ε
)2q
+ ε
)
, (67)
where u0 is the solution of (21) and uH the solution of (37).
Under the same assumptions but with a collocated slow variable in the tensor aε (see Remark
15) we obtain
‖u0 − uH‖H1(Ω) ≤ C
(
Hp +
(
h
ε
)2q)
, (68)
‖u0 − uH‖L2(Ω) ≤ C
(
Hp+1 +
(
h
ε
)2q)
. (69)
Corollary 1 Suppose that the assumption of Theorem 16 hold. Then
‖uε − uH‖L2(Ω) ≤ C
(
Hp+1 +
(
h
ε
)2q
+ ε
)
, (70)
where uε is the solution of (16) and uH the solution of (37).
Proof. The result follows from the above Theorem and the estimate (24). 
Theorem 17 (Fully discrete analysis: δ > ε, δ/ε /∈ N, Dirichlet coupling (34))
Suppose that the assumptions of Theorem 6, Propositions 7,8 and (65) hold. Then
‖u0 − uH‖H1(Ω) ≤ C
(
Hp +
(
h
ε
)2q
+ δ +
ε
δ
)
, (71)
‖u0 − uH‖L2(Ω) ≤ C
(
Hp+1 +
(
h
ε
)2q
+ δ +
ε
δ
)
, (72)
where u0 is the solution of (21) and uH the solution of (37).
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Corollary 2 Suppose that the assumption of Theorem 17 hold. Then
‖uε − uH‖L2(Ω) ≤ C
(
Hp+1 +
(
h
ε
)2q
+ δ +
ε
δ
)
, (73)
where uε is the solution of (16) and uH the solution of (37).
Proof. The result follows from the above Theorem and the estimate (24). 
The above theorems fully describe the convergence of the FE-HMM to the effective
(homogenized) solution of the multiscale problem (16). The sampling domains size and the
coupling conditions are responsible for the modeling error. Once chosen, an appropriate
micro and macro mesh refinement has to be implemented in order to have the best possible
convergence rate for the minimal computational cost. More precisely, Theorems 16 and 17
show that micro and macro mesh have to be refined simultaneously and give precise speed
at which this need to be done.
Recovery of the homogenized tensor. We explain here how an approximation of the
homogenized tensor a0(x) can be computed during the elementwise assembly process of the
FE-HMM. We assume that aε(x) = a(x, x/ε) = a(x, y) Y -periodic in y and restrict ourself to
piecewise linear simplicial macro and micro FE (higher order approximations can be obtained
with higher order micro FE following the lines of the discussion below). In this situation
uH = uHlin we choose periodic constraints (33) in the FE-HMM and sampling domains with
δ = ε. Consider a triangle K ∈ TH , and VK ⊂ V 1(Ω, TH) the collection of nodal basis
functions associated with the vertices of K. Remember that the following expression is
computed during the FE-HMM assembly process
1
|Kε(xK)|
∫
Kε(xK)
a(x, x/ε)∇ϕhi · ∇ϕhj dx, (74)
where ϕhi or ϕ
h
j are solutions of (35) constrained by ϕ
H
i , ϕ
H
j ∈ VK . Consider the affine
mapping (C1 diffeomorphism) FK : Kˆ → K, FK(xˆ) = x, which maps the reference simplex
Kˆ = {xˆ ∈ Rd; xˆi > 0,
∑d
i=1 xˆi < 1} onto K. The nodal basis of the reference simplex is
defined by ϕˆHi = xˆi, i = 1, . . . , d, ϕˆ
H
0 = 1 −
∑d
i=1 xˆ. We order the nodal basis of VK so
that ϕHi (FK(xˆ)) = ϕˆ
H
i (xˆ), i = 0, . . . , d and define the matrix M
h
K ∈ Rd×d by (MhK)ij =
(B(ϕHi , ϕ
H
j ))ij, i, j = 1, . . . , d. We also consider two matrices obtained similarly as above.
The first, denoted by (M˜hK)ij is obtained with a collocated bilinear form for the FE-HMM,
the second denoted by (M˜K)ij is obtained with a collocated bilinear form and exact micro
solutions (see Remark 13).
Theorem 18 Define (a0,h(xK))ij = (M
h
K)ij. Then (a
0,h(xK))ij is an approximation of the
homogenized tensor a0(x) (see (22)) at the integration point xK and we have
∣∣a0,h(xK)ij − a0(xK)ij∣∣ ≤ C
((
h
ε
)2
+ ε
)
, (75)
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where h is the meshsize of the micro FEM used in (35). If a collocated bilinear form is used
for the FE-HMM (see Remark 13) then the estimate (75) can be improved as follows
∣∣a0,h(xK)ij − a0(xK)ij∣∣ ≤ C (h
ε
)2
. (76)
Proof. In view of equality (63) we have
(M˜K)ij = a
0(xK)∇ϕHi (xK) · ∇ϕHj (xK). (77)
A simple change of variables (recall that ϕHi is a nodal (piecewise linear) basis function)
gives
JTK(M˜K)ijJK = a
0(xK)ei · ej, (78)
where (ej)
d
j=1 is the canonical basis of R
d and JK is the Jacobian matrix of FK . We first
assume that we use a collocated bilinear form in the FE-HMM. Then, similarly as above,
we see that (M˜hK)ij = a
0,h(xK)∇ϕHi (xK) · ∇ϕHj (xK) and JTK(M˜hK)ijJK = a0,h(xK)ei · ej . We
then obtain ∣∣a0,h(xK)ij − a0(xK)ij∣∣ ≤ C (h
ε
)2
,
by noting that
∣∣a0,h(xK)ij − a0(xK)ij∣∣ =
∣∣∣∣∣ 1|Kε(xK)|
∫
Kε(xK)
a(xK , x/ε)
(∇ϕ˜hi · ∇ϕ˜hj −∇ϕ˜i · ∇ϕ˜jdx)
∣∣∣∣∣ ,
and by using Lemma 10 to bound the right hand side of the above expression. This proves
the second claim of the theorem. The first claim of the theorem follows from a triangle
inequality by using an estimation similar to (64) (see Proposition 14) for a macro element
K. 
Remark 19 For a nonsymmetric tensor aε, one should define (a0,h(xK))ij = (M
h
K)ji and
following the above proof (with obvious changes) we only obtain a linear convergence rate in(
h
ε
)
(see also Remark 12).
Numerical examples. We present here several numerical examples to give some insight
on the sharpness of the bounds obtained above. We thus deliberately choose very simple
multiscale problems to be able to compute reference solutions with high precision and to
know the optimal size of the sampling domains for the FE-HMM.
We first consider the following multiscale problem [6]
−∇ · (aε(x)∇uε) = f(x) in Ω = (0, 1)2,
uε|ΓD = 0 on ΓD := {x1 = 0} ∪ {x1 = 1}, (79)
n · (aε(x)∇uε) |ΓN = 0 on ΓN := ∂Ω\ΓD,
where aε = a(x/ε) = a(y) = (cos 2piy1 + 2)I, y = (y1, y2) ∈ Y = (0, 1)2, and f(x) ≡ 1. The
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Figure 13: Error against the homogenized solution u0 for the FE-HMM applied to problem (79)
with macromesh refinement for fixed micro mesh hL = 1/2, 1/4, 1/10, 1/22, 1/46.
exact solution as well as the homogenized tensor can be derived analytically
uε = −
∫ x1
0
t
a(t/ε)
dt+
∫ 1
0
t
a(t/ε)
dt∫ 1
0
1
a(t/ε)dt
∫ x1
0
1
a(t/ε)
dt, a0 =
(
(
∫ 1
0
1
a(y1)
dy1)
−1 0
0 2
)
.
We can therefore compute a reference solution for the fine scale solution and for the ho-
mogenized solution with high precision. The reference solution for uε is computed with the
above integral formula (with a very precise numerical integration scheme). The homogenized
solution is a quadratic polynomial obtained from the solution of (79) with a0 instead of aε
and can be easily computed. In Figure 13 we report numerical results for the problem (79)
solved with the FE-HMM. We choose piecewise linear macro and micro FE spaces and peri-
odic coupling. If we further choose δ = ε for the sampling domain and a “collocated bilinear
form” (see Remark 15), Theorem 16 gives us the following a priori convergence rates
‖u0 − uH‖H1(Ω) ≤ C
(
H +
(
h
ε
)2)
, ‖u0 − uH‖L2(Ω) ≤ C
(
H2 +
(
h
ε
)2)
.
We set h = ε/L for the micromesh, hL = h/ε = 1/L and HM = 1/M for the macromesh. De-
noting by Nmac the macro DOF and by Nmic the micro DOF, the above rates of convergence
show that
Nmic = Nmac (L
2 norm), Nmic =
√
Nmac (H
1 norm),
i.e., hL = HM in the L
2 norm and hL =
√
HM for the H
1 norm are the best refinement
strategies for optimal convergence rates with minimal computational cost. We thus obtain
a complexity of O(Nmac · Nmic) = O(N3/2mac) floating point operations for a linear (macro)
convergence rate in the H1 norm and O(Nmac · Nmic) = O(N2mac) floating point operations
for a quadratic convergence rate in the L2 norm. Here we assume that the cost (floating
point operations) of the method is proportional to the total DOF (which is the case for
example when using multigrid linear solver). We see in Figure 13 that the numerical results
are in perfect agreement with the theoretical convergence rates. We compute the solution
of problem (79) with successive macro grid refinement HM = 1/2, 1/4, 1/10, 1/22, 1/46. The
micro mesh hL is kept fixed for each solid line in Figure 13 and is successively refined from
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one solid line to the other. Optimal refinements clearly follow the ratio hL = HM (L
2 norm)
and hL =
√
HM (H
1 norm). This demonstrates the sharpness of the a priori bounds. Similar
results for piecewise bilinear FE (quadrilateral elements) are reported in [9].
We study next the modeling error and the influence of the choice of the boundary con-
ditions by applying the FE-HMM to the same test problem but choosing deliberately sam-
pling domains Kδ with δ/ε /∈ N. We choose Kδ = 1.1ε and Kδ = (5/3)ε and compute the
FE-HMM solution of problem (79) on macro meshes HM = 1/2, 1/4, 1/8, 1/16, first with
Dirichlet boundary conditions (34) then with periodic boundary conditions (33) for the mi-
cro solver. As we want to observe the influence of the coupling conditions and the size of the
sampling domains, we solve the micro problem with a fine mesh in order to ensure that micro
error are negligible. We see in Figure 14 that the choice of Dirichlet coupling conditions has
an important impact on the quality of the approximation. This can be better seen in the L2
norm as the macro error decreases more rapidly. Increasing the size of the sampling domain
from Kδ = 1.1ε to Kδ = (5/3)ε improves the results. In Figure 15 we perform similar experi-
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Figure 14: Error against the homogenized solution u0 for the FEHMM applied to problem (79)
with macromeshes HM = 1/2, 1/4, 1/8, 1/16, Dirichlet coupling conditions and successively δ =
1.1ε, δ = (5/3)ε (L2 error (left picture), H1 error (right picture)). The graph for δ = ε is obtained
by the FE-HMM with (optimal) periodic boundary conditions. The micro mesh for all experiments
is small enough to ensure negligible micro errors.
ments but this time with periodic boundary conditions. The results are much better and the
influence of the non matching size of the sampling domains are much smaller than previously,
with Dirichlet coupling condtions. The better performance of periodic boundary conditions
for such type of multiscale problems (even with non-matching size of sampling domains) has
been observed frequently, but a complete theoretical understanding and analysis is still to
be done (see the related discussion and references in [65]).
Let us now apply these optimal refinement procedures to another problem
−∇ · (aε(x)∇uε) = f(x) in Ω = (0, 1)2, (80)
uε = 0 on ∂Ω,
where
aε =
(
2 + sin (2pi(x1/ε)) 0
0 2 + sin (2pi(x2/ε))
)
.
We compute a reference homogenized solution using (22) and study the convergence in the
L2 and H1 norm for decreasing macro meshes HM = 1/2, 1/4, 1/8, 1/16 and we set the micro
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Figure 15: Error against the homogenized solution u0 for the FE-HMM applied to problem (79)
with macromeshes HM = 1/2, 1/4, 1/8, 1/16, periodic coupling conditions and successively δ =
1.1ε, δ = (5/3)ε (L2 error (left picture), H1 error (right picture)). The graph for δ = ε is obtained
by the FE-HMM with (optimal) periodic boundary conditions. The micro mesh for all experiments
is small enough to ensure negligible micro errors.
mesh to hL = HM (L
2 norm) and hL =
√
HM (H
1 norm). Piecewise linear FE are again used
at macro and micro level for the FE-HMM. We see in Figure 16 the corresponding macro
solution. In Figure 17 we observe that the expected (optimal) macro convergence rates are
obtained when we follow the aforementioned micro-macro refinement strategy.
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Figure 16: FE-HMM solution for problem (80) for decreasing macro mesh HM = 1/4, 1/8, 1/16
(optimal corresponding micro mesh refinement).
3.3.3 Post-processing procedure: modeling and analysis
The results of Theorems 16 and 17 show that uH → u0 in the H1 norm and uH → uε in the
L2 norm. As explained in Section 3.2, convergence uH → uε or u0 → uε does not occur in
the H1 norm since uH or u0 do not carry any information on the gradient of the oscillation
occurring in uε. We need thus to correct the solutions uH , u0 by adding information on
the small scale. Such a procedure has been described for the homogenized solution u0 (see
(26)). Computing numerically the corrector (25) for all x ∈ Ω is as costly as solving the
original problem. For the FE-HMM one can use an idea first proposed in [59], although not
in an HMM context. The known small scale solution in the sampling domain (35) computed
during the assembly of the FE-HMM can be extended locally on the macro element K and
added to uH . The error in the slow variable of this corrector will be proportional to the size
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Figure 17: Reference solution for the homogenized solution of problem (80) (left picture) macro
convergence rate with adapted (optimal) micro mesh refinement (middle picture L2 norm, right
picture H1 norm).
of the macro triangle, while self similarity in the small scale justifies such an extension of
the micro information.
We consider the function (uh−uH), available in Kδ(xj,K) ⊂ K and extend it periodically
on the whole element K. We set
up,ε(x)|K = uH(x) +
(
uh − uH) (x− [x]Kδ(xj,K)) for x ∈ K ∈ TH , (81)
where for x ∈ Rd, [x]Kδ(xj,K) denotes the unique combination δ
∑d
i=1 biei, where bi ∈ Z and
(ei)
d
i=1 is the canonical basis of R
d, such that (x − [x]Kδ(xj,K)) ∈ Kδ(xj,K) (see Figure 18).
Since up,ε can be discontinuous across the macro elements K, we define a broken H
1 norm
by
‖u‖H¯1(Ω) := (
∑
K∈TH
‖∇u‖2L2(K))1/2. (82)
In what follows we assume that aε(x) = a(x, x/ε) = a(x, y) Y -periodic in y and restrict
Figure 18: Post-processing procedure: the known small scale solution on the sampling domain
(red domain) is extended on the macro element K (blue domain).
ourself to piecewise linear simplicial macro and micro FE. In this situation uH = uHlin we
choose periodic constraints (33) in the FE-HMM and sampling domains with δ = ε. Then
up,ε(x) restricted to each macro element K can be written as
up,ε(x)|K = uH(x) +
d∑
i=1
εχi,h(x− [x]Kε(xK), x/ε)
∂uH(x)
∂xi
, x ∈ K, (83)
where up,ε(x) − uH(x) = uh(x) and uh(x) is solution of (35). Let u¯p,ε(x) = u¯H(x) +(
u− u¯H) (x− [x]Kδ(xj,K)) where u¯H(x) is the solution of the semi-discrete problem (47) and
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u(x) the corresponding micro function (see (46)). Then u¯p,ε(x) can be written as
u¯p,ε(x)|K = u¯H(x) +
d∑
i=1
εχi(x− [x]Kε(xK), x/ε)
∂u¯H(x)
∂xi
, x ∈ K. (84)
Following the line of Proposition 8 (for q = 1) we obtain
‖up,ε(x)− u¯p,ε(x)‖H¯1(Ω) ≤ C
(
h
ε
)
. (85)
For the analysis, we need to consider a post-processing procedure defined upon the (macro
and micro) solutions of the collocated bilinear form. Let u˜p,ε(x) = u˜
H(x) +
(
u˜− u˜H) (x −
[x]Kε(xj,K)) where u˜
H(x) is the solution of the semi-discrete problem (61) and u˜(x) the cor-
responding micro function (see (60)). Then u˜p,ε(x) can be written as
u˜p,ε(x)|K = u˜H(x) +
d∑
i=1
εχ˜i(xK , x/ε)
∂u˜H(x)
∂xi
, x ∈ K. (86)
Lemma 20 Let u¯p,ε(x) be given by (84) and u˜p,ε(x) be given by (86). Suppose that the
assumption of Proposition 14 hold. Then
‖u¯p,ε(x)− u˜p,ε‖H¯1(Ω) ≤ Cε. (87)
Proof. The proof follows from Proposition 14. 
Theorem 21 Let uε(x) be the solution of (16) and up,ε(x) given by (83). Suppose that the
assumptions of Theorem 6 and Proposition 7 (for p = 1), Proposition 8 (for q = 1) and
Proposition 14 hold. Suppose further that for x ∈ Ω¯ → Dαχj(x, ·) is Lipschitz continuous
for |α| = 1. Then
‖uε − up,ε‖H¯1(Ω) ≤ C(H +
h
ε
+
√
ε). (88)
Proof. We decompose the error as follows
‖uε − up,ε(x)‖H¯1(Ω) ≤ ‖uε − (u0 + εu1(x, x/ε)‖H¯1(Ω) + ‖(u0 + εu1(x, x/ε)− u˜p,ε(x)‖H¯1(Ω)
+ ‖u˜p,ε(x)− up,ε(x)‖H¯1(Ω)
= I1 + I2 + I3.
In view of (26) we have I1 ≤ C√ε. Using (87) and (85) we obtain I3 ≤ C
((
h
ε
)
+ ε
)
. Finally
we have I2 ≤ C(H + ε). Indeed,∑
K∈TH
∥∥∇ ((u0 + εu1(x, x/ε))− u˜p,ε(x))∥∥2L2(K) ≤ ∑
K∈TH
∥∥∇(u0 − u˜H)∥∥2
L2(K)
+
∑
K∈TH
∥∥∥∥∥
d∑
j=1
∇(εχj(x, x/ε))
(
∂u0
∂xj
− ∂u˜
H
∂xj
)∥∥∥∥∥
2
L2(K)
+
∑
K∈TH
∥∥∥∥∥ε
d∑
j=1
∇ (χj(xK , x/ε)− χj(x, x/ε)) ∂u˜H
∂xj
∥∥∥∥∥
2
L2(K)
.
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The first two terms are bounded by CH in view of (62) and (45) (for p = 1). Expanding
the last term and using the assumption on Dαχj, we can bound the last term by C(H + ε).
Collecting the estimates for I1, I2, I3 gives (88). 
Numerical examples. We present here some numerical results for the described post-
processing procedure allowing to obtain an energy approximation of the small scale solution
of a multiscale problem. As done previously, we set h = ε/L for the micromesh, hL = h/ε =
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Figure 19: Reconstructed FE-HMM solution for problem (80) for decreasing macro mesh HM =
1/4, 1/8, 1/16 (optimal micro mesh chosen accordingly).
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Figure 20: Reference solution for problem (80) (left picture) and convergence rate (broken H1
norm) with adapted (optimal) micro mesh refinement (right picture).
1/L and HM = 1/M for the macromesh. The estimate (87) shows that hL = HM is the best
refinement strategy for optimal convergence with minimal computational cost. Denoting by
Nmac the macro DOF and setting the micro DOF as Nmic = Nmac, we obtain a complexity
of O(Nmac ·Nmic) = O(N2mac) floating point operations for a linear (macro) convergence rate
in the broken H1 norm. We consider the problem (80) with ε = 10−2. Having obtained a
macro solution uH with the FE-HMM (see Figure 16), we extend the stored micro solution
available in the sampling domain Kε over the whole macro element K as explained in (81).
We present in Figure 19 (compare with Figure 16) the corresponding reconstructed solution.
In Figure 20 we observe that the expected convergence rate predicted by Theorem 21 is
obtained until a certain threshold ≃ 10−1 which corresponds to √ε as predicted in the error
bounds (87).
Finally, we present in Figure 21 the FE-HMM fine scale reconstructed solutions on a sam-
pling domain Kε(xK). The snapshot (taken on the same sampling domain) is taken from
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Figure 21: Zoom in the FE-HMM solution on sampling domains (first row of pictures) and econ-
structed (smal-scale) FE-HMM solution on sampling domains (second row of pictures) The various
pictures (in each row) correspond to the various macro-meshes HM = 1/4, 1/8, 1/16 of Figure 16.
The last picture (in each row) is a zoom of the reference small scale solution for the given sampling
domain.
several computations with successively refined macro meshes. We can see that while the
FE-HMM solution cannot capture the oscillation of the fine scale solution, this oscillations
can be captured by the reconstructed solution, even with a very coarse macro mesh.
4. HMM based on discontinuous Galerkin FE and spectral FE
As should be clear from the discussion in the previous sections, the framework of the HMM
allows for flexibility in coupling macro and micro methods. The coupling conditions are
not strictly enforced and besides periodic and Dirichlet boundary conditions presented pre-
viously, Neumann or Robin boundary conditions for example could also be used. Another
flexibility in the FE-HMM methodology is in the choice of the macro and micro FE spaces.
Over the years, an impressive body of FE methods have been developed for various classes of
applications, as mixed FEM, discontinuous Galerkin FEM, mortar FEM, partition of unity
FEM, spectral FEM to mention but a few. The FE-HMM can potentially accommodate
such methods at the macro or the micro scale, although specific modeling and analysis is-
sues depending on the chosen method have to be addressed and may not be trivial. The
question in a macro-micro framework is thus: what are the desired properties (which may of
course depend on the application) at a given scale and how can we couple different methods
to match these properties ? In the following we briefly discuss two recent developments in
the direction of such “qualitative coupling” or “hybrid methods”.
4.1. Finite element heterogeneous multiscale methods with near optimal compu-
tational complexity. In order to reduce the overall super-linear complexity (in the macro
DOF) of the FE-HMM, a method coupling FE (macro solver) and spectral methods (micro
solver), the so-called FES-HMM, has been proposed in [10]. Provided sufficient regularity of
the conductivity tensor, the micro solution in the FES-HMM has spectral accuracy or even
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exponential convergence, and the overall complexity is quasi optimal, i.e. almost-linear in
the macro (Nmac) DOF.
The idea of the method is the following. We consider a modified bilinear form as defined
in (31), but where the micro functions, that we denote here as vj,M , wj,M , are the solution of
the following problem: for uH ∈ V p(Ω, TH) find uM such that (uM −uHlin,j) = wM ∈ SM(Kδj )
and
(aε∇wM ,∇zM)M = (aε∇uHlin,j,∇zM)M , ∀zM ∈ SM(Kδj ), (89)
where
SM(Kδj ) := span{e2ipikx/ε; x ∈ Kδj , k ∈ Zd,−M ≤ ki ≤M − 1}/R. (90)
Given a mesh {ξl}2M−1l1,...,ld=0 on the sampling domain Kδj , (·, ·)M denotes a discrete scalar
product given by
(u, v)M :=
|Kδj |
(2M)d
2M−1∑
l1,...,ld=0
u(ξl)v¯(ξl). (91)
Spectral methods are particularly powerful on simple geometries and this can be exploited
in the FES-HMM, since it is the macro triangulation which meshes the physical domain and
the sampling domains are usually chosen as squares or cubes. A fully-discrete analysis of
the FES-HMM has been obtained in [10], where numerical examples also with non-periodic
coefficients (as the problem with random coefficients (15)) have also been presented. It is
shown in [10] that up to spectral or exponential convergence of the micro FEM, the overall
complexity of the method is near optimal, i.e., O(Nmac) floating point operations for a
linear (macro) convergence rate in the H1 norm and O(Nmac) floating point operations for
a quadratic convergence rate in the L2 norm (compare these results with the complexity of
the FE-HMM discussed in Section 3).
As an illustration, let us consider the problem (79), this time solved with the FES-HMM.
The parameters and the notation for this example are the same as chosen in Section 3.
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Figure 22: Error against the homogenized solution u0 for the FES-HMM applied to problem (79)
with macromesh refinement for fixed micro mesh hL = 1/2, 1/4, 1/10, 1/22, 1/46.
Numerical results are presented in Figure 22. We see that provided hL ≥ 1/8, the error
in the numerical results computed in both the L2 and the H1 norms are no longer dependent
on the small scale, i.e., up to spectral convergence, the error of the FES-HMM is given by
the usual error of the macro FEM, and the complexity only depends on the macro DOF. A
174 A. Abdulle
comparison with Figure 13, where micro and macro meshes must be simultaneously refined
during the whole macro mesh refinement process, shows the remarkable improvement.
4.2. Discontinuous Galerkin finite element heterogeneous multiscale method
(DG-HMM) For many problems, local conservation properties in the numerical approxi-
mation and flexibility in meshing (e.g. handling hanging nodes, performing local refinement)
are desirable. A popular methodology to achieve these aims is to use discontinuous (local)
FE approximations. For multiscale problems and in a macro-micro methodology as the
FE-HMM, the aforementioned properties are primarily desirable at the macro level, on the
physical domain. We will here focus on the discontinuous Galerkin (DG) methods. Such
methods have been extensively studied for hyperbolic problems, advection-diffusion and dif-
fusion problems (see [18] and the references therein). In [11], the first analysis of a multiscale
DG methods for elliptic homogenization problems has been given. Multiscale methods for
one-dimensional hyperbolic and parabolic problems have been proposed in [23] in the HMM
framework. For elliptic problems, a DG-FEM has recently been proposed in [14] for homog-
enization problems, however, not in an HMM framework and without analysis.
We briefly describe here the DG-HMM given in [11]. In a DG framework, we relax the
standard interelement continuity for FEM and we consider the FE space (given here for
piecewise linear discontinuous FE)
V 1DG(Ω, Th) = {uh ∈ L2(Ω); uh|K ∈ P1(K), ∀K ∈ TH}. (92)
Notice that requiring only that uh ∈ L2(Ω) does not ensure continuity of uh at the interfaces
of elements where these functions can have jumps. Many types of DG-FEM have been de-
veloped (see [18]) and we only briefly describe in what follows the so-called interior penalty
DG-FEM. We consider an arbitrary element K of our triangulation Th, multiply the prob-
lem (16) with a smooth test function v and integrate by parts using aε∇uε ∈ H(div, K).
Summing over K ∈ Th yields∫
Ω
aε∇uε · ∇vdx−
∑
K∈Th
∫
∂K
aε∇uε · nKvds =
∫
Ω
fvdx, (93)
where nK is the outward normal. We denote by e ∈ E an interface shared by two neighboring
elements K1 and K2, where E is the set of all (interior and boundary) interfaces. Since
hanging nodes are allowed, E will be understood to contain the smallest common interfaces
of neighboring elements. For a piecewise smooth function ξ (possibly vector valued) denote
by ξ1, ξ2 its trace from within K1, K2, respectively, and the average and the jump defined
by {ξ} = 1
2
(ξ1 + ξ2), JξK = ξ1n1 + ξ2n2, respectively, where ni denotes the unit outward
normal vectors on the interface Ki. Notice that JξK is a vector-valued function if ξ is a scalar
function, while it is a scalar function if ξ is a vector-valued function. Using these notations
we can rewrite (93) as∫
Ω
aε∇uε · ∇vdx−
∑
e∈E
∫
e
{aε∇uε} JvK =
∫
Ω
fvdx. (94)
Since the exact solution of (16) is in H10 (Ω) we have Ju
ε K = 0 and we can make the bilinear
form (94) symmetric by adding −∑e∈E ∫e{aε∇v} JuK (assuming the existence of a trace for
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aε∇v). Finally, to have a stable method one adds a penalty term. All together we obtain
the interior penalty DG-FEM (see [18]) for which one seeks a solution uh ∈ Vh such that∫
Ω
aε∇uh · ∇vhdx−
∑
e∈E
∫
e
({aε∇uh} JvhK+ {aε∇vh} JuhK)ds+∑
e∈E
∫
e
µJuhKJuhK
=
∫
Ω
fvhdx ∀vh ∈ Vh, (95)
where µ = αh−1e with α > 0 independent of the meshsizes and he is the interface size (with
the above convention for hanging nodes). Here and in what follows, the gradient ∇ should
be understood as a broken gradient ∇h when dealing with discontinuous functions defined
by ∇huh|K = ∇u, ∀K ∈ Th. The choice of α is dictated by stability requirement. The
analysis of this method as well as many other methods based on discontinuous Galerkin FE
space is discussed in [18].
Let us make a few remarks. First, as for FEM h < ε is required to have a good approxi-
mation and this is prohibitive in terms of computation costs if ε is small. Second, regularity
on aε to be able to extend it up to ∂K is needed and this may not be realistic for many
problems with oscillating coefficients. In the method described below, we will only need to
compute averages of aε on sampling domains and we will thus not require the existence of
traces for aε.
The goal is now to define a modified bilinear form similar to (31) (given in what follows
for piecewise linear polynomial) but based on the macro DG space
V 1DG(Ω, TH) = {uH ∈ L2(Ω); uH |K ∈ P1(K), ∀K ∈ TH},
where H is allowed to be much larger than ε.
The DG-HMM. For vH , wH ∈ V 1(Ω, TH) we define BDG(uH , vH) =∑
K∈TH
ωKδ
∫
Kδ
aε∇uh · ∇vhdx−
∑
e∈E
∫
e
({aε∇uh}JvHK + {aε∇vh}JuHK)ds (96)
+
∑
e∈E
∫
e
µJuHKJvHK,
where µ is the discontinuity-penalization parameter defined by µ|e = µe = αH−1e (with the
same convention as before for hanging nodes) and α is a positive parameter independent
of the local meshsize. The micro functions are defined similarly as for the FE-HMM (see
(31)). The important modeling issue is now to define appropriate multiscale flux averages
{aε∇vh}, {aε∇wh}. This can be done as follows.
For an interior interface e of two triangles Ki i = 1, 2 with sampling domains Kδ,i i = 1, 2
and a boundary interface of a triangle K with sampling domain Kδ we define
{ξ} = 1
2
 1|Kδ,1|
∫
Kδ,1
ξ1dx+
1
|Kδ,2|
∫
Kδ,2
ξ2dx
 , {ξ} =
 1
|Kδ|
∫
Kδ
ξ1dx
 ,
respectively, where ξ is an integrable (possibly vector valued) function.
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Figure 23: Illustration of the modeling of the multiscale flux average. The flux average for two
macro triangles K1,K2 with sampling domains Kδ1 ,Kδ2 for an interface e is based upon an average
of the micro flux computed in each sampling domain.
The macro solution of the DG-HMM is then defined by the following variational problem:
find uHDG ∈ V 1DG(Ω, TH) such that
BDG(u
H
DG, v
H) =
∫
Ω
fvHdx, ∀vH ∈ V 1DG(Ω, TH). (97)
Several remarks are in order. First, the computational saving compared to (95) for a multi-
scale problem (16) is clear since instead of solving the fine scale on the whole computational
domains (as required for (95) with h < ε), in the DG-HMM we only solve the fine scale on
sampling domains Kδ usually of much smaller size than the macro meshsize H . Second, we
do not require well-defined traces of aε on ∂K as was needed in (95). Third, the interface
contribution are based on macro functions and averaged micro fluxes already available from
the computation of the first term of (96). Fourth, the method is designed for coefficients
aε of general type. Error estimates, obtained for non-uniformly periodic coefficients, and
details about the method can be found in [11].
5. Conclusion and perspectives
In this paper, we have discussed in details the modeling and the analysis of a multiscale
method, the FE-HMM, for homogenization problems. We have shown that the method is
flexible enough to allow for different types of discretizations and different types of problems.
Besides elliptic problems, we have presented numerical examples for advection-diffusion and
non-linear parabolic problems. We note that, although not discussed in this paper, elasticity
problems have been treated in [8]. We have also shown that the framework used to construct
the FE-HMM allows for precise convergence analysis and give in turn a criteria for mesh
refinement. The methodology used here has yet another nice property: it allows for simple
coding, since the structure of standard FEM can be used at the macro level. We did not
discuss the implementation issues which are reported in [12], where a short code (allowing
to compute all the examples presented in Section 2) is given. Also a generalization of the
FE-HMM for more than two scales can be done but need yet to be analyzed. A crucial
assumption as mentioned throughout this paper, is that of scale separation. This is realistic
for many applications although sometimes only in some region of the computational domain
and/or for some period of time. The importance of constructing adaptive methods can
thus not be overemphasized. The boundary layers and coupling issues arising when using
sampling domains which do not match the small scale oscillations, need also to be better
understood. Adaptivity and robustness are thus central issues which need to be addressed
in future research.
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