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Preface
The Werkgemeenschap voor Informatie- en Communicatietheorie (WIC) has organized
the annual Symposium on Information Theory in the Benelux (SITB) since 1980. This
year’s symposium, the 33rd in the series, takes place in Boekelo, The Netherlands. For
the second time, it is organized jointly with the IEEE Benelux Signal Processing Chap-
ter. The symposium is organized by the Signals and Systems Group and Stochastic
Operations Research Group of University of Twente.
These proceedings contain the papers which are presented during the symposium.
We are grateful to the authors for submitting their latest results.
This year we are extremely fortunate to have two renowned invited lecturers: Dr.
Job Oostveen (TNO, The Netherlands) and Prof. Gernot Kubin (TU Graz, Austria).
We gratefully acknowledge the sponsorship provided by the Gauss Foundation (pre-
senting the Best Student Paper Award) and the IEEE Benelux Chapter on Information
Theory. We also express our sincere thanks to Ms. Sandra Westhoff for her assistance
in the organization of the symposium.
We hope that this symposium offers a good opportunity to exchange knowledge
and improve personal contacts among the participants.
Enschede, The Netherlands, May 2012,
Raymond Veldhuis, Luuk Spreeuwers, Jasper Goseling, Xiaoying Shao (Symposium
Organizers)
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Challenges faced by the mobile operators and the resulting evolution of mobile 
networks 
Job Oostveen 
TNO, Dept. Network Technologies, The Netherlands 
 
Abstract 
For almost 2 decades, the mobile operators have been able to work in a relatively stable environment: 
Customers were using voice and SMS services while mobile data (UMTS!) was only picking up slowly, 
and networks were designed to provide these services from a dominantly macro-cellular deployment.  
However, since a number of years, the market has become much more dynamic if not explosive: huge 
uptake of mobile data usage, declining turnover in voice and SMS, increasing pressure on roaming tariffs, 
etc.  As a consequence, operators have to find solutions to a large spectrum of technical and business-
economic challenges. In this presentation I will describe a few of the most influential market trends which 
the operators are facing. Based on this analysis, I will sketch directions which may provide (partial) 
answers to the challenges, with a focus on the technical evolution of mobile networks. 
  
Biography 
Job is a senior scientist and consultant at TNO Information and Communication Technology in the area of 
mobile and wireless communications. 
After obtaining his M.Sc. from University of Twente and his Ph.D. from the University of Groningen, Job 
worked at Philips Research Laboratories for over 7 years. Initially as a senior researcher in digital signal 
processing (with focus on digital watermarking and multimedia recognition. Later he became leader of a 
team working on signal processing for wireless communications. Throughout this period, he has been 
involved in global standardisation efforts and transfer of technology to product development. 
In 2006, Job joined TNO, where he is responsible for research and consultancy in the area of upcoming 
radio access network technologies (mainly LTE). His activities range from physical layer (MIMO 
OFDM) and propagation modelling to network quality monitoring and optimisation. 
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Signals and systems from an information theory point of view 
 
Gernot Kubin and Bernhard Geiger 
Signal Processing and Speech Communication Laboratory 
Graz University of Technology, Austria 
 
 
Abstract 
 
Signal processing clearly deals with information processing, but many of the concepts used for the 
description of signals and systems are rooted in energy as conceptual basis for second-order statistics, 
such as signal energy, power, correlation, power spectral density etc. When looking for concepts like 
information or entropy in signal processing textbooks, they are hard to be found. We start from the few 
known exceptions and expand to a more general theory. 
 
First, linear time-invariant systems can be shown to be "information all-passes", i.e., such filtering 
changes the entropy rate of a signal by an amount that is independent of the signal properties. 
 
Therefore, we are led to consider nonlinear input-output systems which, from the data processing 
inequality, can best be characterized in terms of their information loss. We define information loss as a 
quantitative measure and we apply this concept to both static systems and systems with memory, whose 
inputs are fed with stationary stochastic processes. 
We illustrate our results with examples practically relevant in signal processing such as cascades of static 
nonlinearities, digital filters with finite word lengths, dimensionality reduction, and multi-rate systems. 
 
Finally, we proceed to nonlinear autonomous systems which are capable of generating information and 
review the notion of chaotic signals. 
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2006, and UT Danang, Vietnam 2009. He is active in several national research centres for academia-industry 
collaboration such as the Vienna Telecommunications Research Centre FTW 1999-now (Key Researcher and Board 
of Governors), the Christian Doppler Laboratory for Nonlinear Signal Processing 2002-2010 (Founding Director), 
the Competence Network for Advanced Speech Technologies COAST 2006-now (Scientific Director), the COMET 
Excellence Project Advanced Audio Processing AAP 2008-now (Key Researcher), and in the National Research 
Network on Signal and Information Processing in Science and Engineering SISE 2008-now (Principal Investigator) 
funded by the Austrian Science Fund. Dr. Kubin is a Member of the Board, Austrian Acoustics Association, and of 
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signals and systems, digital communications, computational intelligence, and speech communication. He has 
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Abstract
Steganography is concerned with hiding information without raising any suspicion about
the existence of such information. Applications of steganography typically involve secu-
rity. We consider that information is embedded into Discrete Cosine Transform (DCT)
coefficients of 8 × 8-pixel blocks in a natural digital image. The apparent absence of
the hidden information is guaranteed by a compensation method that is applied after the
hiding process. The compensation method aims at restoring the original statistics, e.g.
probability mass function, of the DCT coefficients from the cover image, as Sarkar and
Manjunath have done in [1]. In this work we propose three alternative steganographic
approaches for the hiding and compensation processes based on [1]. Our embedding
processes automatically perform part of the statistical restoration before the compen-
sation process. We also propose an intuitive histogram-based compensation method.
Its operation is similar to filling the bins of a histogram with a liquid, as if this liquid
corresponds to probability flowing from the bins with excess of probability to the bins
with deficit of probability. Classifiers based on artificial neural networks are trained to
distinguish original (cover) and information-bearing (stego) images. The results show
that we imperceptibly hide 8.3% more information than [1] by combining one of our
hiding processes with the histogram-based compensation method used in [1]. The peak
signal-to-noise ratio between the compensated stego and cover images is close to 37 dB.
1 Introduction
Steganography aims at hiding information in an original – cover – data in such a way that a
third party is unable to detect the presence of such information by analyzing the information-
bearing – stego – data. Unlike watermarking, steganography does not intend to prevent an
adversary from removing or modifying the hidden message that is embedded into the stego
data. Steganography is particularly interesting for applications in which encryption may not
be used to protect the communication of confidential information.
The largest amount of information that can be embedded into a cover data without pro-
ducing either statistical or visual distortion to some extent is called steganographic capac-
ity [3]. The objective of this work is to hide the maximum amount of information within
natural digital images in order to compute the steganographic capacity. One of the motiva-
tions for this work concerns the approach presented by Sarkar and Manjunath [1]. Likewise,
we hide information within the discrete cosine transform (DCT) coefficients of digital im-
ages. Part of these coefficients are used to actually hide the message, whilst another set
5
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of coefficients are used to statistically restore [7, 8], or compensate, the stego image. The
considered statistics is the probability mass function (PMF) of the DCT coefficients. Though
important to achieving a higher concealment level, higher-order statistics are out of the scope
of this work. However, similar analyses and considerations presented here may be applied
for higher-order statistics.
In [1], information is hidden using an even/odd hiding method in the DCT domain. Sub-
sequently, a histogram-based compensation process [7, 8, 4] is applied. This work proposes
three approaches of steganographic systems based on [1] for digital images with a view
towards hiding even more information. Our embedding processes are enhanced by automati-
cally performing part of the statistical restoration before the compensation process. Further-
more, the operation of our histogram-based compensation method is similar to filling the bins
of a histogram with a liquid, as if this liquid corresponds to probability flowing from the bins
with excess of probability to the bins with deficit of probability. The resulting stego images
are analyzed by two steganalysts implemented using artificial neural networks [9] aiming at
identifying the presence of any hidden content. In case an steganalyst knows the underlying
stochastic process that generates natural cover images, a hidden message can be detected
by simply analyzing the statistics of the suspicious stego image. However, it is impossible
in practice to characterize natural-image stochastic processes. The steganalyst should then
consider simplified statistics. Such simplification unintentionally creates breaches allowing
for imperceptible information hiding.
The paper is organized as follows. Sec. 2 summarizes the approach proposed by Sarkar
and Manjunath in [1]. Sec. 3 describes our proposals. Sec. 4 presents the experiments and
results. Sec. 5 concludes the paper.
2 Approach of Sarkar and Manjunath (S & M) [1]
In the context of this work, the goal of the steganographer is to hide the maximum amount of
information in such a way that the PMF of the stego DCT coefficients can be matched to the
cover statistics. As in [1], letX be the union of two disjoint setsH and C composed of cover
DCT coefficients respectively available for data hiding and statistical compensation. The
ratio between the number of elements in H and X is called the hiding fraction λ = |H|/|X|.
The cover setX is formed by calculating the 8×8 DCT for all blocks of the cover image and
subsequently dividing point-wise each of these blocks by a quantization matrix subject to a
quality factor. Then a frequency band is chosen and the selected coefficients are rounded off,
thus generating quantized DCT coefficients. After the hiding and compensation processes
are performed, X , H and C become Y , Ĥ and Ĉ, respectively. In order to conceal the
maximum amount of information with the assurance that the PMF of Y can match the PMF
of X , an optimal hiding fraction λopt that simultaneously maximizes |H| and allows for
statistical compensation should be found.
Even/Odd Hiding Method The even/odd hiding method converts an element from H to
the nearest even or odd integer depending on the bit of information to be hidden. If the
parities of an element of H and of the bit to be embedded in it are different, the element of
H is either added to or subtracted by 1 with a 50% chance. Let X(i) (resp. Ĥ(i)) be the
subset of X (resp. Ĥ) such that all its elements belong to X (resp. H) and are equal to i.
The number of elements in X(i) (resp. Ĥ(i)) is represented by BX(i) (resp.B bH(i)). It is
considered that λ is the common hiding fraction for all possible i.
Assuming that the message to be hidden is large enough and that it has approximately
the same number of zeros and ones affecting the elements in H(i), there is a 50% probability
that each element ofH(i) will be changed. If the element is changed, it can either be mapped
to the next or to the previous integer with the same probability. It is also known that only a
fraction λ of elements from each subset X(i) will be used for hiding, whereas the remaining
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fraction (1 − λ) of elements will be reserved for the compensation process. Therefore, λ.1
2
elements of X(i) will remain unchanged in Ĥ(i) and equal fractions of λ.1
2
.1
2
elements of
X(i) will be transferred to Ĥ(i− 1) and Ĥ(i+1). Based on this analysis [1], the number of
elements in Ĥ(i) is given by:
B bH(i) ≈ λ.BX(i)2 +
λ.BX(i− 1)
4
+
λ.BX(i+ 1)
4
.
As shown in [1], the optimal hiding fraction is given by
λopt = argmax
λ=
|H|
|X|
{|H| = |Ĥ| : BX(i)−B bH(i) ≥ 0,∀i}.
As λ increases, the distance between the two PMFs associated to BH and B bH increases and
less elements are made available for the compensation.
High frequency elements are not frequent when the DCT is applied over 8×8 blocks of a
natural image. The distribution of the quantized DCT coefficients of a natural image presents
high values in the region close to the zero frequency. However, these values rapidly decrease
the more the frequencies differ from zero. High magnitude elements are rare and difficult to
compensate, therefore being unsuitable to information hiding. The elements considered in
practice for hiding and compensation, i.e. to compute the histogram of the quantized DCT
coefficients, should lie within a predefined bandwidth whose absolute values are less than a
threshold T . Hence a higher probability of compensation for all used coefficients is ensured.
Given T , there are (2T + 1) bins in the interval [−T, T ]. The hiding process occurs in all
bins, except for the extreme bins. It may be difficult to perfectly compensate the extreme bins
because they have only a one-sided neighborhood providing resources for the compensation.
In order to find an effective hiding fraction λ∗ that is suitable for all possible values of i,
the minimum value of
λi =
{
BX(i)
BX(i−1)
4
+ BX(i)
2
+ BX(i+1)
4
}
, i = −T, · · · , T,
that is greater than zero should be used. The condition λi > 0 ensures that the hiding fraction
will not be reduced to zero in case there are empty bins. This can cause a difference between
the PMFs of the quantized DCT coefficients before and after the data hiding process. Such
PMF mismatch is not statistically significant, hence not contributing effectively to a detection
attempt of the hidden information.
Let PX be the PMF ofX . The fraction of elements available for the hiding and compensa-
tion processes considering a threshold T is G(T ) =
∑
−T<i<T PX(i). The maximum hiding
fraction of elements that can be used to hide a message as a function of a certain threshold
allowing for the statistical compensation is called the embedding rate R(T ) = λ∗(T ).G(T ).
If T increases, G(T ) increases while λ∗(T ) decreases. Thus the probability of finding a
smaller λi in an interval [−T, T ] rises. The optimal threshold Topt that leads to the highest
achievable embedding rate Ropt for the even/odd hiding method is found by searching for
the value of T that maximizes the embedding rate R(T ).
Compensation Method The compensation method aims at restoring the statistics of the
stego image in comparison to the cover image. The usage of DCT coefficients for statistical
compensation purposes leads to a concealment cost. The more coefficients are used for
compensation, the less coefficients will be available for information hiding. In [1, 7], the
authors use a minimum mean squared error (MMSE)-based compensation method [4] to
change the distribution of C in order to approximate the PMF of the stego coefficients to the
PMF of the cover coefficients.
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3 Our Approaches
3.1 Proposal A
Hiding Method The hiding process can be implemented in such a way that it automati-
cally helps the compensation process. This hiding method aims at improving the standard
even/odd hiding method. The even/odd hiding method from [1] randomly decides whether
a coefficient is added to or subtracted by 1 should the coefficient be changed. This random
decision does not necessarily help the compensation process. When the modification of the
parity of a host coefficient is required, it can be inferred that there are cases in which it is
more interesting either to use the addition or subtraction operation specifically. A random
decision about the choice of the operation to be performed, according to this remark, may be
not-optimal.
We propose using a history of modifications for each value in [−Topt, Topt] of the available
DCT coefficients for hiding. The history of modifications helps the hiding process decide
whether a DCT coefficient should be added to or subtracted by 1, if it has to be changed.
This procedure intends to automatically compensate the coefficients during the data hiding
process. The history of modifications can be represented as a vector with length (2Topt + 1).
The first position of the vector represents the history of modifications of the DCT coefficients
equal to −Topt. The second position of this vector concerns the DCT coefficients equal to
(−Topt+1) and so on. The (2Topt+1)-th position of the vector concerns the DCT coefficients
equal to Topt. Initially, the positions of the modification history vector are set to the initial
quantities of each coefficient available for hiding. If a coefficient with value a is changed
to b, the hiding process will subtract 1 in the position of the history of modifications related
to the coefficients with value a, because the deficit of elements with value a will increase.
Simultaneously, the hiding process will add 1 in the position of the history of modifications
related to coefficients with value b, because there will be a new coefficient with value b. In
order to help the compensation process, the hiding process shall change a to (a − 1) if the
deficit of elements with value (a−1) is smaller than the deficit of elements with value (a+1).
If the values in the modification history vector related to the coefficients (a−1) and a+1 are
equal, the coefficient a is be randomly changed either to (a− 1) or to (a+1). The history of
modifications gets more meaningful as more bits from the hidden message are inserted into
the DCT coefficients.
Compensation Method We propose a histogram compensation method and claim that it
is more intuitive than the one proposed in [4]. Its operation is similar to filling the bins of a
histogram with a liquid, as if this liquid corresponds to probability flowing from the bins with
excess of probability to the bins with deficit of probability. Given the target histogram B bC
and the input histogramBC we should drain the bins from the input histogram until all its bins
become equal to the bins at the target histogram. This is achieved by mapping the original
data from the subset C, which generates the input histogram BC , into a new data set Ĉ. The
bins from BC and B bC are analyzed in ascending order. The algorithm starts by analyzing the
leftmost bins from both histograms. For instance, if the leftmost bin of the input histogram
has a bin shorter than the leftmost bin of the target histogram (BC(−Topt) < B bC(−Topt)),
then it is needed to increase the leftmost bin of the input histogram. This is achieved by
moving the necessary number of elements immediately greater than the bin under analysis
to the bin presenting a deficit. In other words, we search for coefficients equal to (−Topt+1)
in the subset C in order to map them to −Topt, implying BC(−Topt) = B bC(−Topt). If there
are not enough coefficients equal to (−Topt + 1) allowing for the compensation of the bin at
−Topt, then we search for coefficients equal to (−Topt+2) inC in order to map them to−Topt.
This procedure continues until BC(−Topt) = B bC(−Topt). Similarly, if BC(i) > B bC(i),
then elements in C equal to i are mapped to i + 1, so that we have BC(i) = B bC(i). In
summary, this process compensates the input histogram BC bin-wise with respect to the
target histogram B bC .
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3.2 Proposal B
Proposal B presents a new hiding method, but remains using the the compensation method
from Proposal A because of its simplicity and good results.
Hiding Method This hiding method also embeds the hidden data in the LSBs of the coef-
ficients from the subset H . We divide the histogram BH into two histograms. The first one
contains the bins ranging from −Topt to −1. The second one contains the bins ranging from
1 to Topt. The hiding process is performed separately with regard to each new histogram.
The hiding process over the coefficients equal to 0 is performed by the even/odd method.
The main idea of this proposal consists in starting the hiding process by the least frequent
coefficient of each new histogram. For instance, the least frequent coefficients in the first
new histogram are those with value −Topt. If these coefficients have to be changed, they can
only be changed to (−Topt + 1). Subsequently, the hiding process should write over the co-
efficients from the subset H equal to (−Topt +1), because they are the second least frequent
coefficients from the first new histogram. The coefficients from H equal to (−Topt + 1) that
need to be modified should firstly be mapped to −Topt, in order to compensate for the deficit
of coefficients equal to−Topt that has been caused by the previous iteration. The coefficients
−Topt + 1 that are not mapped to −Topt should be strictly mapped to (−Topt + 2). This will
generate an unbalance at the bin (−Topt + 2) of the first new histogram. This unbalance
should later be compensated by the hiding process over the coefficients equal to (−Topt+3).
The procedure continues successively and analogously for the second new histogram.
3.3 Proposal C
As will be seen in Sec. 4, the results from the Proposal A were better than those from the
Proposal B. This motivated the creation of the Proposal C, that combines the hiding method
from Proposal A and the compensation method from [1].
4 Results
We aim at verifying which of the steganographic approaches is capable of hiding the largest
amount of information within digital images while preserving to some extent their statistics
and visual quality. Our database contains 1,200 TIFF [5] images with 256 gray levels and
dimensions of 256× 256, 512× 512, and 1024× 1024 pixels. Steganalysts based on super-
vised artificial neural networks∗ trained with the error backpropagation algorithm [9] were
implemented to classify images as cover or stego. Two neural networks were trained with
DCT coefficient histograms from 400 randomly chosen, non-compensated stego images cor-
respondingly generated by the hiding processes of the S & M approach and Proposal A, in
addition to data from 400 cover images, using a hiding fraction of λopt. The 301-dimensional
histograms were preprocessed using Principal Component Analysis (PCA) [6], yielding 3-
dimensional vectors, yet keeping 99% of the information of the original data. The test sets
consisted of 400 stego-compensated images not used in the training phase. The stegano-
graphic capacity of an image was assessed by incrementally embedding bits of information
within the image by increasing the optimal hiding fraction by 0.02 until the steganalysts
could eventually classify the image as stego. The embedding parameters used in all tests
were the same from [1]. The JPEG compression quality factor was 75, yielding the quan-
tization matrix used to normalize the DCT coefficients of the 8 × 8 blocks of the images.
Both the hiding and compensation processes were performed in the frequency band com-
prising the first 19 AC coefficients following a zigzag scan of the DCT coefficients over each
8 × 8 block of each image. We assume that the largest value of Topt is 30 during the data
∗Sarkar and Manjunath [1] used support vector machines instead.
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hiding process. This intermediary value ensures that the hiding process does not write over
high-valued DCT coefficients, which is not desirable because these coefficients are rare and
therefore more difficult to compensate. Further, to make the hidden data extraction process
feasible, both the encoder and decoder should agree on a secret key. This key is the seed
of a pseudo-random number generator known to both parties. The pseudo-random sequence
tells the decoder which DCT coefficients contain the hidden message. Moreover, the first 8
bits of the hidden message are reserved to carry information about the threshold Topt. The
decoder needs to know whether a DCT coefficient carries a piece of information, which hap-
pens when its absolute value is less than or equal to Topt. Another 20 bits are reserved to
carry information about the length of the hidden message.
4.1 Average Performances using the Optimal Hiding Fraction
First we compared the results of our implementations of the S & M approach and Proposals
A, B and C to the results in [1] using an optimal hiding fraction λopt calculated as shown
in Sec. 2. In this preliminary assessment we do not try to embed as much information
as possible within the images yet. Table 1 presents the average values of the following
parameters and figures of merit with respect to all 1,200 images from the database: optimal
threshold (Topt); optimal hiding fraction (λopt); maximum hidden data embedding rate (Ropt);
PSNR in dB between non-compensated stego images and cover images (PSNRH); standard
deviation (σPSNRH ); PSNR in dB between stego-compensated images and cover images
(PSNRHC); standard deviation (σPSNRHC ); and amount of bits of information hidden per
pixel (bits/pixel). The column S & M provides the results from our implementation of the
method [1]. The next column (S & M [1]) reproduces the results from [1], which did not
include PSNR values. These two columns indicate that our implementation of [1] is correct.
The small differences between the results from the second (S & M) and third (S & M [1])
columns are related to the fact that we used a different image database than [1]. The same
values found for Topt, λopt, Ropt and bits/pixel for all approaches – except for S & M [1] – is
due to the use of the same hiding fraction λopt.
Table 1: Average results over a database containing 1,200 images.
Parameter S & M S & M [1] Prop. A Prop. B Prop. C
Topt 28 27 28 28 28
λopt 0.4642 0.4834 0.4642 0.4642 0.4642
Ropt 0.472 0.502 0.472 0.472 0.472
PSNRH 42.2 - 42.3 42.3 42.3
σPSNRH 1.6 - 1.5 1.6 1.5
PSNRHC 37.2 - 40.4 39.9 38.2
σPSNRHC 1.0 - 1.1 1.1 0.7
bits/pixel 0.136 0.141 0.136 0.136 0.136
4.2 Steganographic Capacity
Tables 2 and 3 present the average results concerning the steganographic capacity of 400
natural digital images from the test set with respect to the neural networks specialized on
the hiding processes from S & M and Proposal A (or C), respectively. Both the maximum
hiding fraction λmax and maximum amount of bits per pixel that could be imperceptibly
hidden within the images were experimentally found.
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The results from Tables 2 and 3 suggest that Proposal C is the best steganographic ap-
proach, as it is capable of comparatively hiding the maximum amount of information, as
shown by “bits/pixel”, while preserving an acceptable visual quality, as shown by PSNRH
and PSNRHC . Counter-intuitively, the stego-compensated images generated by Proposal C
hid more information from the steganalyst specialized in its own hiding process than from
the steganalyst specialized in the S & M approach. The reason behind that is related to the
training process of the neural networks: the training set generated by the Proposal C seemed
to lead to a harder training in terms of the recognition of particular features related to hiding
method from the Proposal C itself.
Table 2: Average results computed over the test set using the neural network specialized on
the hiding process from S & M [1].
Parameters S & M Proposal A Proposal B Proposal C
λmax 0.5477 0.5429 0.5251 0.5759
Ropt 0.557 0.552 0.534 0.586
PSNRH 41.4 41.6 41.7 41.4
σPSNR (H) 1.2 1.3 1.3 1.1
PSNRHC 36.8 37.2 37.2 37.9
σPSNR (H-C) 1.0 1.4 1.4 0.7
bits/pixel 0.161 0.159 0.154 0.169
Table 3: Average results computed over the test set using the neural network specialized on
the hiding process from Proposal A (or C).
Parameter S & M Proposal A Proposal B Proposal C
λmax 0.5716 0.5578 0.5430 0.6181
Ropt 0.582 0.568 0.553 0.629
PSNRH 41.3 41.5 41.6 41.1
σPSNR (H) 1.2 1.4 1.4 1.2
PSNRHC 36.8 37.0 36.9 37.9
σPSNR (H-C) 1.0 1.2 1.3 0.8
bits/pixel 0.168 0.164 0.160 0.182
5 Conclusion
We proposed three steganographic approaches based on [1] aiming at pushing forward the
steganographic capacity of natural digital images. All approaches consisted of a hiding pro-
cess – to embed the hidden message – and a statistical compensation process – to restore
the degradation in the statistics and visual quality caused by the hiding process. We im-
plemented two steganalysts based on artificial neural networks. The combination of one of
our compensation-aiding hiding process with the compensation process used by Sarkar and
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Manjunath in [1] led to an 8.3% increase in the amount of information that can be statisti-
cally hidden within digital images without producing severe visual distortion. Future works
may investigate higher-order statistics, the application of more elaborate steganalysts and a
comparison or our proposals to modern steganographic methods.
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Abstract
Image inpainting is an image completion technique that has a wide range of
applications such as image restoration, object removal and occlusion filling in
view synthesis. In this paper, two novel techniques are proposed to enhance the
performance of Criminisi’s algorithm, which inpaints images with an exemplar-
based approach. First, a gradient-based searching is developed, which drastically
lowers the computational complexity of global searching. Second, the patch
matching process is modified with a distance-dependent criterion, such that the
accuracy of the best matching candidate is enhanced. The experimental results
have shown that with our proposed technique, computational cost is substantially
reduced and the inpainting quality is also improved. For large images of 1024×
768 pixels, our inpainting algorithm is almost 5 times faster than the original
algorithm.
1 Introduction
Sensing of the environment with natural images is an established technique for geo-
referenced and surveillance imaging, but this has sometimes imperfections due to object
changes in the environment. For further processing, these undesirable objects need to
be removed, which produces holes in those images. These holes can be filled in by
image completion techniques, also known as image inpainting.
In literature, there are mainly two classes of inpainting algorithms. One class is
based on Partial Differential Equations (PDE) [1], where the key feature is to propagate
structures into holes via diffusion. The other class of algorithms is based on exemplars,
employing the principle to generate textures by sampling and copying the known pixels
for filling the missing area. One major drawback of the PDE-based approach is the
blurring effect due to diffusion, which becomes especially noticeable for large holes.
Therefore, in this paper we have concentrated on the exemplar-based algorithms [2–8].
Pioneering work for exemplar-based algorithms has been developed by Criminisi et
al. [2,3], where a priority function is proposed to determine the inpainting order, such
that linear structures are propagated correctly to connect broken lines. Although
Criminisi’s algorithm performs well in most situations, there is a need to improve its
efficiency and accuracy. For this purpose, several techniques have been developed. A
robust priority function is proposed in [4], which enhances the accuracy for inpainting
of large circular holes. To lower the computational cost, Chen et al. [5] suggest to use a
fixed window size for searching candidate patches. However, no solution has been given
to optimize the window size. An alternative technique to limit the search window size
is developed in [6], where the authors propose to correlate the search window size with
the hole size. Since this algorithm does not consider the texture information, its hole
filling results are not sufficient for all situations. Recently, more advanced techniques
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have been developed to improve the priority computation and the patch matching [7,8].
These algorithms improve the quality, but meanwhile also demand complex analysis
and thereby a higher computational cost.
In this study, we aim at improving the efficiency and accuracy with two new tech-
niques. First, a Gradient-Guided Search (GGS) is developed to limit the window size for
searching candidate patches, which reduces the computational cost without sacrificing
the inpainting performance too much. Second, a Distance-Dependent Patch Matching
(DDPM) is proposed to enhance the patch matching accuracy. From our experiments,
we have observed that the execution time of our proposed algorithm becomes substan-
tially lower and the inpainting quality is also improved. The sequel of this paper is
organized as follows. Section 2 gives the background information for exemplar-based
inpainting algorithms with the emphasis on Criminisi’s algorithm. Section 3 explains
our proposed technique to improve the performance of Criminisi’s algorithm. Sec-
tion 4 shows the experimental results and evaluations and Section 5 presents the final
conclusions.
2 Background of the Exemplar-Based Algorithm
In this section, we mainly focus on the discussion of Criminisi’s algorithm, which is
one of the most widely used exemplar-based approach and also forms the basis for our
development. The algorithm is first briefly explained, followed by the analysis of its
limitations.
2.1 Criminisi’s Algorithm
It has been observed that the exemplar texture synthesis is capable to extend linear
structures to connect broken lines. However, to achieve perceptually satisfying results,
a correct inpainting order is crucial. It is desirable to first inpaint patches along the
continuation of edges, which ensures the propagation of linear structures prior to the
synthesis of similar textures.
Criminisi’s algorithm provides a good solution to the above requirement with a well
designed priority function. The algorithm is an iterative process, which consists of three
main steps. In the first step, a target patch with the highest priority is determined.
Given the notation in Fig. 1, the priority for a patch Ψp centered at pixel p, is computed
by
P (p) = C(p) ·D(p), (1)
Fig. 1: Diagram for explaining notations: a target patch Ψp centered at pixel p is
marked with a black frame. The variables Φ and Ω denote the known and missing
regions in the image, respectively. The parameter δΩ shows the filling front. The
vector ∇Ip⊥ points to the edge direction and np is orthonormal to δΩ.
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where the confidence term C(p) and the date term D(p) are specified as
C(p) =
∑
q∈Ψp
⋂
(Φ+δΩ)C(q)
|Ψp| , (2a)
D(p) =
|∇Ip⊥ · np|
α
. (2b)
The term C(p) and D(p) measure the amount of known information and the relative
position between the edge and the filling front δΩ, respectively. In the second step,
the algorithm performs a global searching to find a best matching candidate according
to the texture distance d(Ψp,Ψq), which is the sum of squared errors between the
target and the candidate patch. in the last step, the image is updated by copying the
candidate patch to fill the target patch.
2.2 Limitations of Criminisi’s Algorithm
Criminisi’s algorithm performs well in most situations, however, it suffers from two
main drawbacks that degrade its performance. First, the computational cost increases
drastically with the image size. Since the algorithm demands a global patch searching,
the execution time becomes quite lengthy and thereby impractical for many appli-
cations. Second, the algorithm can produce noticeable artifacts, because its patch
matching is merely dependent on texture. Since only known pixels are compared, the
candidate can contain undesirable information, which can lead to a degradation of the
successive inpainting steps. In the next section, we will propose two main techniques
to reduce these limitations.
3 Improvements for Criminisi’s Algorithm
In this section, we describe our modified version of Criminisi’s algorithm. Fig. 2 shows
the modified diagram for one iteration. In the first step, we select a proper target
patch by computing the priority similar to Criminisi’s algorithm. In the second step,
we calculate the search window size for candidate patches based on the gradient. In
the third step, an optimal candidate is determined according to our modified criterion
which is dependent on the location distance in addition to the texture similarity. In the
last step, the image is updated by copying the corresponding pixels in the candidate
patch. Let us now describe our proposed techniques in detail.
compute
priority
gradient-
guided search
distance-dependent
patch matching
update
image
Fig. 2: Principal steps of our proposed algorithm for one iteration.
3.1 Fast Gradient-Guided Search
The first improvement is based on the observation that the magnitude of the image
gradient is an indication for the variation of the texture or the intricate details. When
the gradient magnitude is high, it indicates the presence of abrupt changes, such as
edges. In this case, it is desirable to search in a larger region, in order to find a good
patch that matches the intricate details. Alternatively, when the gradient magnitude
is relatively low, the surrounding texture is rather smooth, so that the best matching
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patch is very likely to be in the neighborhood of the target patch. Based on this as-
sumption, we choose the search window size adaptively: we define the window size as
a function of the gradient magnitude. The higher the gradient magnitude, the larger
the search window for candidate patches.
Fast searching algorithm
Given a patch Ψp centered at pixel p, we compute the gradient magnitude g of the
patch as the highest gradient magnitude of neighboring known pixels. Then the search
window radius r is defined by
r = Rαg+β, (3)
where R is the user-specified maximum search window radius for the entire image. The
variables α and β are coefficients constrained by two conditions such that RαGL+β = RL
and RαGU+β = RU , where RL and RU are the lower and upper bound for the search
radius, respectively. Likewise, variables GL and GU are the lower and upper bound for
the gradient magnitude, respectively. 
Fig. 3: Search radius modification. Left column: original images; middle column:
histogram of the gradient magnitude; right column: search radius and cumulative
probability distribution of gradient magnitude.
The mapping curve is presented in Fig. 3 (right column) together with the cumula-
tive probability distribution of the gradient magnitude. The patch size is 9× 9 pixels
and the image size is 400 × 300 pixels. From our experiments, we set the parameters
GL = 50, GU = 100, RL = 5 and RU = 120. The results show that with this mapping,
the search radius for the majority of the patches is highly reduced, thereby a lower
computational complexity is achieved.
The large benefit of the gradient-based searching is that it substantially reduces
the computational cost with little sacrifice of the performance, since in most cases
the target patch resides in low-frequency textures and searching in a large window is
not necessary. In our algorithm, the search window size is correlated with the texture
variation, while the approach in [6] correlates the search window size with the hole
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size. In contrast to our algorithm, the later approach does not work well for small
holes surrounded by intricate details and does not reduce the computational cost for
large holes residing in smooth texture.
3.2 Improvement by Distance-Dependent Patch Matching
As explained in Section 2.2, the texture distance is not always sufficient to find the
best matching patch. From our early experiments, we have observed that a patch is
more likely to resemble its neighboring patches than its far away counterparts. It is
therefore logical to favor patches from neighboring locations for filling holes.
This assumption motivates our proposal for the distance-dependent patch matching
technique, which involves the selection of candidate patches by adding the location
distance as a penalty criterion to the patch matching process. Our modified technique
consists of three steps.
1. Rank the candidate patches according to their texture distance.
2. Select the first N patches with the smallest distance.
3. From these N patches, add the location distance as a penalty to their texture
distance and rank them again.
We define the location distance by
D(Ψp,Ψq) = γ · (|xp − xq|+ |yp − yq|), (4)
where γ is the weight and (xp, yp), (xq, yq) are the centers of patch Ψp and Ψq, respec-
tively. The patch with the smallest modified distance is selected as the candidate.
The modified patch matching produces better results in two situations. First, when
several candidates have the same texture distance, the location distance helps to select
the correct patch. Moreover, in situations where a candidate with minimum texture
distance is located further away from the target, a higher penalty reduces the risk of
including undesirable details.
4 Experimental Results and Discussion
In this section, we discuss the experimental results of our proposed algorithm. We
have performed two series of experiments and compare them to Criminisi’s algorithm,
which we have also evaluated for the same input images.
In the first series of experiments, we compare the computational cost of these two
algorithms by examining the time consumption for the inpainting process. The test
set consists of images with sizes varying from 320 × 240, 640 × 320, 768 × 576, 800 ×
600 to 1024 × 768 pixels. For each image size, 10 independent pictures are tested
and the average iteration cycle time is compared. The result in Fig. 4 shows that
the gradient-based searching drastically improves the execution time of the inpainting
process, especially for images with a high resolution. Specifically, Fig. 4 indicates that
our proposed method is almost 5 times faster than the standard Criminisi’s algorithm
for images of 1024× 768 pixels.
Evidently, we have to evaluate the obtained gain in computational efficiency against
the possible visual degradation of the quality. For this reason, in a second experiment
we have also compared the visual performance of Criminisi’s and our new algorithms
of which the results are shown in Fig. 5. The objective of the experiment is to inpaint
the images after removal of the dark birds and the person. It can be observed that our
algorithm performs equally well with object inpainting and propagates linear structures
to connect broken lines similarly to Criminisis algorithm. In addition, our proposed
algorithm produces fewer noticeable artifacts in less structured areas, such as clouds
and water (e.g. look to the birds shadow removal and the bridge reflection).
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Image Size
(pixels)
Patch Size
(pixels)
GS per
iteration
(ms)
GBS per
iteration
(ms)
320× 240 09× 09 34.2 11.6
640× 480 11× 11 86.6 24.4
768× 576 11× 11 123.3 29.9
800× 600 13× 13 129.0 30.5
1024× 768 15× 15 200.7 34.8
Fig. 4: Comparison of computational cost between Global Searching (GS) used in
Criminisi’s algorithm and Gradient-Guided Searching (GGS) used in our improved
algorithm.
(a) original image (b) our implementation of
Criminisi’s algorithm
(c) our proposed algo-
rithm
Fig. 5: Inpainting results of Criminisi’s algorithm and our proposed algorithm. The
objective is to inpaint the image after removal of certain objects, which in our case are
the birds and the person.
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5 Conclusions
In this paper, we have proposed two novel techniques to improve the inpainting per-
formance of natural images based on Criminisi’s algorithm. We have improved this
algorithm in two major aspects. First, we have made the search window for finding
candidate patches adaptive to the magnitude of the local image gradient. This modifi-
cation improves the execution time of the algorithm with a factor up to five, depending
on the image size. The speed enhancement is especially noticeable for large images.
Second, we have introduced an algorithm, called distance-dependent patch matching,
which helps to select a more appropriate candidate patch, leading to a reduction of the
artificial edges. It has been shown by visual evaluation experiments that the obtained
quality is even improved despite the strongly reduced execution time. This is explained
as follows: the distance-dependent search guides the algorithm towards local candidate
patches which on the average have a better correlation than the patches result in global
search. These advantages make our proposed algorithm more practical and attractive
for inpainting of natural images.
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Abstract
In this paper, we present a robust and accurate multiple ship detection system for
port surveillance. First, water region is detected using a region-based technique.
Second, ships are located by a cabin detector for the same port surveillance se-
quences. Third, a verication process is performed to remove the false detections
of ships using the detected water region as contextual cues. We have analyzed
our water region detection algorithm by experimenting on 5 sequences and we
have found that it achieves an average pixel classication precision of 96.9% and
a recall of 91.8%. The multiple ship detection system is tested on 3 dierent
surveillance sequences. We successfully detect 133 ships out of 150 ships with a
precision of 87.5% and a recall of 88.7%.
1 Introduction
Automatic port surveillance is an emerging area for monitoring ship trac, autonomous
ship identication and trac control for port security systems. Radar technology is
commonly used in such systems to detect and track large ships coming from or leaving
for the sea. Although radar technology gives accurate detection results, echoes returned
from other targets such as the buildings, harbor infrastructure or other ships lead to
diculties for reliable ship detection. Furthermore, small and non-metal ships cannot
be detected by a radar system, which causes potential threats to the trac control and
security. In this paper, we develop a multiple ship detection system based on video
cameras as a complementary tool for port security systems.
Multiple ship detection is a complex and challenging problem. Techniques devel-
oped for road trac surveillance [5] are not applicable, due to the various environ-
mental inuences such as weather conditions and the high variability of the types of
ships passing by. Figure 1 shows some examples of the large variation of ships in port
surveillance videos. Recently, several algorithms are developed for ship detection [1][3].
Felatyev et al. combine the segmentation and image registration technique to detect
ships. However, the algorithm is largely based on a specic horizon line detection [3]
and limited to the surveillance videos captured from a camera mounted on a untethered
buoy at open sea. A more general approach is developed based on background reg-
istration and morphological operations in [1]. Their approach has no assumptions on
the geometric structure of the surveillance video sequences, however, it cannot perform
robust detections when there are sudden changes in the background, such as severe
illumination changes and disturbances of the water surface.
In our ship detection system, we make use of the fact that ships always travel within
the water area in a port surveillance scenario. It is expected that false detections of
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Figure 1: Examples of ships with dierent appearances in surveillance videos.
Figure 2: Flowchart of our multiple ship detection system.
ships can be signicantly reduced if the water region is a-priori known and provided as
contextual information. For this reason, our detection system consists of two specic
detectors: (1) region-based water area detector, and (2) Histogram Oriented Gradients
(HOG) based cabin detector [2][7]. The water region detector explores the appearance
model of water at a region level, using RGB color features and generates a binary water
map for a single surveillance frame, based on machine learning. For the same frame, a
cabin detector is applied to detect the possible regions containing ship cabins. Then, a
verication process is performed to remove the false detections produced by the cabin
detector, using the pre-detected water region as contextual information. The whole
process is illustrated in Figure 2.
The paper is organized as follows. Section 2 presents the main techniques used in
the water region and multiple ship detection system. Section 3 presents the results for
both water and ship detection. Section 4 draws conclusions and discusses future work.
2 Water Region and Multiple Ship Detection
In this section, we discuss the three main steps in our ship detection system: (1)
creating a binary map indicating the water region, based on a two-step water detection
algorithm; (2) detecting the ship cabins using an oine-trained cabin detector; (3)
verifying the cabin detection results by removing the false detections based on the
binary map obtained in (1). The details of the techniques in each step will be explored
in the following subsections.
2.1 Water Region Detector
Considering that the appearance of water varies signicantly in dierent situations, we
design a region-based water detector, instead of labeling the water directly at pixel
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Figure 3: Flowchart of our water region detection algorithm.
level. The algorithm combines a graph-based segmentation with a sampling-based
Support Vector Machine (SVM) classication, and involves two stages. First, a graph-
based segmentation is applied to segment the surveillance images into perceptually
meaningful segments. Second, random sampling is performed to select a certain amount
of pixels from each segment. The sampled pixels are classied as water or non-water
using an o-line trained SVM. If most of the sampled pixels inside a segment are labeled
as water, then the complete segment is labeled as water. The algorithm stops when all
segments are processed. The owchart of the algorithm is depicted in Figure 3.
Ecient graph-based segmentation [4] is employed as the rst step in our water
region detector to achieve two objectives: (a) distinguish the water region from other
objects (sky, vegetation, ships etc.) while preserving the water region as a complete
area without over-segmentation; (b) perform fast segmentation to support real-time
application in port surveillance systems.
Algorithm. In graph-based segmentation, a key element that denes the criterion
of segmentation is the edge weight wi;j, which measures the dierence between two
neighboring pixels i and j in a specied feature space. Considering color as the most
important cue to distinguish dierent objects, the weight wi;j in our approach is dened
as:
wi;j =
s
(
Ri
Li
  Rj
Lj
)
2
+ (
Gi
Li
  Gj
Lj
)
2
+ (
Bi
Li
  Bj
Lj
)
2
; (1)
where Ri, Gi, Bi are the R, G, B color values of the pixel i (or j when indicated).
Likewise, Li represents the brightness of the pixel i, dened as:
Li =
8<:(Ri +Gi +Bi)=3; if Ri +Gi +Bi 6= 0;1; otherwise. (2)
In Equation (1), the RGB values are normalized by the corresponding brightness to
reduce the inuence of brightness. The motivation for this normalization is that parts
of the water region with strong disturbances or reections usually dier considerably
from other parts of the water region in terms of brightness [6]. The segmentation based
on such normalized color dierences will preserve the overall nature of the water region
so that it is not over-segmented. This will not only ensure a faster classication in
the next step, but also reduce the probability of erroneous labeling of water segments
containing water pixels with high brightness values.
After the segmentation, we need to nd all segments representing water. In our
algorithm, we employ a supervised learning approach to train an SVM classier oine,
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based on a set of representative surveillance images. Again, the RGB values are chosen
to construct the feature vector that can discriminate the water and non-water regions.
For each segment C of the image, we randomly select a group of pixels G(C),
according to the following criterion:
G(C) =
8<:frandomly sampled pixels, 5% of the totalg; if N(C) > 2000;frandomly sampled set of 100 pixelsg; otherwise. (3)
In the Equation (3), N(C) is the total number of pixels in segment C. The o-line
trained SVM is then applied to each pixel in G(C) and the number of pixels labeled as
water are counted as NW (G(C)). We dene the probability PW (C) that the segment
C is a part of the water region, giving:
PW (C) =
NW (G(C))
N(G(C))
: (4)
In this equation, N(G(C)) is the total number of sampled pixels in segment C. The
segment is then labeled with label L(C) as follows:
L(C) =
8<:1; if PW (C) > 0:6;0; otherwise. (5)
The binary map indicating water region is generated after all segments are labeled and
can be used as contextual information supporting the verication of ship detection.
2.2 Cabin Detector
To perform the initial ship detection, the HOG-based cabin detector from [2] [7] is
applied to the images. First, the image is divided in cells of N  N pixels and an
orientation histogram is created for each cell. The gradient is calculated for each
pixel and the gradient magnitude is stored in the histogram bin corresponding to
the gradient orientation. Each histogram is then normalized to become invariant to
contrast changes. To train an ship object detector, the training images of ships and
background are rst converted to HOG descriptions. Next, a classier is learned to
distinguish ship object samples from background samples. Ship object detection is
performed by sliding a detection window over the image and classifying each image
position. To obtain invariance to the ship object size, the image is processed at several
scales. The output score of the cabin classier is interpreted as a condence score for
the ship detection. Since a verication will be performed in the next step, the threshold
on this condence score is set with a low value to enable a sensitive ship detection so
as to detect as many presented ships as possible, at the cost of introducing false ship
detections.
2.3 Verication for Multiple Ship Detection
To design a reliable ship detection system, a verication is performed to remove the
false detections generated by the cabin detector. The verication process is based on
the intuitive fact that the detected ship regions should contain only a small portion of
water pixels. The binary map obtained by the water region detector is applied to the
ship detection results to count the number of water pixels NW (D) within each detected
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ship region D. Then, the probability of false detection of a ship PF (D) in D, is dened
as follows:
PF (D) =
NW (D)
N(D)
; (6)
where N(D) denotes the total amount of pixels inside the detected ship region D. The
region D is recognized as a false detection if PF (D) > 0:65. The nal ship detection
results are then obtained by removing all found false detections using the previous
criterion for PF (D).
(a) Original images
(b) Results of the pixel-based approach
(c) Results of our region-based detection
Figure 4: Water detection results: white color represents the water regions and black
indicates non-water regions.
3 Implementation and Experiments
The proposed system is tested for both the performance of water region detection
and multiple ship detection. In the test, we have used 8 video sequences recorded in
the harbor of Rotterdam, the Netherlands, during daytime. The video sequences are
recorded with a PTZ camera, and the camera position and zoom-in factor dier per
sequence. The captured video sequences have a Standard-Denition (SD) resolution
of 720  576 pixels, and contain between 40 frames and 260 frames each. We select
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Figure 5: ROC curve depicting the performance of region-based and pixel-based water
detection approaches.
60 typical frames from 3 sequences to train a two-cluster SVM classier (water and
non-water) and 100 frames from the other 5 sequences to compose the test set.
3.1 Results of Water Region Detection
We rst measure the performance of water region detection. To indicate the perfor-
mance of our region-based approach, we have also implemented a pixel-based detection
using the same oine trained SVM for comparison. This is reasonable because the
trained SVM classier itself can perform water region detection without pre-processed
segmentation. Figure 4 shows some binary maps generated by the two approaches.
When the water region is relatively smooth, as in the left image of Figure 4(a), both
approaches can nd the correct water region, although the pixel-based approach cannot
produce coherent regions. When parts of the water regions have strong disturbances
and reections, as in the middle and right images of Figure 4(b), our region-based
algorithm is still able to label those highly disturbed and reected parts as water. As
expected, the pixel-based detection incorrectly labels those parts as non-water. The
ROC curve in Figure 5 also illustrates and conrms the better performance of our
region-based water detection. Finally, we have measured the recall-precision perfor-
mance of our region-based water detection by calculating the pixel recall and precision
rate for 100 frames from the 5 sequences. We have found that it achieves an average
precision of 91.8% and a recall of 96.9%.
3.2 Results of Multiple Ship Detection and Verication
To measure the performance of the multiple ship detection system, we have selected
96 frames from 3 video sequences, which contain 6 dierent ships. The ships travel
across the water regions and appear dierently in various subsets of the frames. As a
result, the test frames actually contain 150 ships in total. We test the ship detection
with only applying the sensitive cabin detector and compare it with the detection
when using the contextual water map to perform the verication. Table 1 shows the
test results with measurements of true positives, false positives, precision and recall.
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(a)
(b)
Figure 6: Examples of multiple ship detection: left column contains the results gen-
erated by cabin detector, middle column - binary maps generated by water region
detection and right column - results after verication process. Bounding boxes delimit
the areas of detected ships.
Table 1: Multi-ship detection results of the algorithm \Cabin" (only cabin detector)
and algorithm \Cabin-Water" (cabin detector combined with water region detector).
Algorithm True Pos. False Pos. Precision Recall
Cabin 140 56 71.43% 93.33%
Cabin-Water 133 19 87.50% 88.67%
The results show that about 67% of the false detections are successfully removed by
employing the water map as a contextual cue. Although the recall slightly decreases
with about 5%, the precision is largely improved by nearly 17%. Some visual results
of multiple ship detection are shown in Figure 6.
4 Conclusion and Future Work
In this paper, we have presented a multiple ship detection system designed for harbor
surveillance. Our system combines water region detection with a cabin detector to
achieve robust and accurate results. The water region is detected using a technique
combining segmentation with region-based classication. Segmentation is performed
to separate water regions from other objects in the image while preserving the overall
characterization of it. Then, a random sampling is applied for each segment and
an SVM-based classication is performed to generate a binary map indicating water
regions. In our experiments, water detection at region level has proven to be robust
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and accurate, with a precision of 91.8% and a recall of 96.9%.
The results of water region detection are then provided as contextual information to
a cabin detector. A verication step has been designed to reduce the false positive rate
of the cabin detector by removing the detected regions that contain mostly water pixels.
The experiments show that using detected water regions as contextual information
further improves the reliability of multiple ship detection by removing 67% of the false
detections at the cost of 5% decrease in the recall.
In the future, we will explore the fusion of multiple features for both segmentation
and SVM classication in a water region detector. Since the appearance of water
region varies signicantly in dierent conditions, a single cue (color in our approach) is
not suciently robust to segment and classify the water area. It is expected that the
robustness of water detection will be increased if we apply multiple cues so that the
performance of ship detection will be improved simultaneously.
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Abstract
This paper aims at performing an automatic co-registration of 3D MR and a 3D
cone-beam CT of the abdomen with the help of manually indicating a region of
interest. Image registration in the abdominal region is challenging due to the
elastic nature of non rigid structures. This problem is addressed by manually
indicating the region of interest and allows the registration to concentrate only
in this region. Normalized Mutual Information is used as similarity measure
and the Powell method as Optimization method. A B-spline kernel is used to
smooth the data, which is an additional examined feature, leading the method
towards more robustness. The results of the automatic registration algorithm
are presented and discussed for a number of clinical datasets.
1 Introduction
Image registration is an important technique in medical image processing. It is a
process for aligning two images collected at different times or using different imaging
modalities or from different subjects. One of the images is referred to as the reference
and the other image is referred to as floating. The spatial transformation that is
needed to align the floating image with the reference image is the outcome of an
image registration algorithm. It has wide spread applications in a variety of fields,
such as computer vision, pattern recognition and medical image analysis, etc. The
image registration in medical image analysis targets diagnosis and treatment which
also involves interventional surgery [13, 14, 15]. The data taken from the same subject
at different times is often for change detection like tumor monitoring. Few other
applications are motion correction, spatial normalization, etc.
Image registration technique can be classified into “rigid” and “non rigid” image
registration. In general for the organs like brain, bones etc. transformations applied
are mostly rigid. Such transforms are only allowed to translate or rotate. Sometimes,
affine transforms are applied which also allowed to scale and skew along with the trans-
lation and rotations. For organs with more elastic nature like lungs, heart etc. local
transformations are required to register the images. In such cases, algorithms which
apply local transformations are required. These techniques are considered as non-rigid
registration techniques, also know as deformable, non-linear or elastic registration. In
this paper we have applied rigid transformations within a constrained region of interest
targeting abdominal organs. We assume rigid registration within a constrained region
can be used when the local deformation within the region of interest is limited [21].
2 Constrained Registration State of Art
Non rigid registration is used to model either organs with more elastic nature or the
organs situated in the region where there is less stability regarding the position of
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the organ. A promising direction appears to be adding physiologically meaningful
constraints. Such constraints can be rigidity of bones, incorporation of anatomical
landmarks, etc.
Several methods to constrain deformations for the non-rigid registration have dis-
cussed in the literature. Rohlfing et al [9], proposed a global Jacobian constraint.
Loeckx et al [4], extended Rueckert et al’s [11], smoothness constraint to the required
regions. After that, Staring et al [17], proposed a composite constraints which includes
linearity constraint, orthonormality constraint and properness constraint, Heinrich et
al [3], presented a optical flow constraint. Few methods are proposed to apply rigid
constraints in non-rigid registration during regularization like, Staring et al [17] us-
ing B-splines, Ruan et al [10], regularizing the Jacobian in rigid regions, Haber et al
[1], using Lagrangian approach of transformation model. Zhang et al [5], proposed a
registration technique making use of automatic segmentation and constrained B-spline
based free-form deformations ,which are mainly used for data analysis in thoracic and
abdominal applications.
Incorporating constraints is challenging. Constraints can be added either as “hard”-
constraints (i.e. the constraints have to be fulfilled exactly) or as “soft”-constraints
(i.e. the constraints hold only approximately). “Soft”- constraints lead to a penalty
approach. Applying constraints reduces the level of non uniqueness and thus generates
more reliable transformations, thereby improving their robustness and accuracy [6].
The primary clinical application of the work presented in this paper concerns mini-
mally invasive treatment. During this application, the physician might be interested
to concentrate either on a particular region of interest or an organ. This can be done
by a ROI-based registration. Few feature-constrained nonrigid registration methods
are proposed, with an intensity similarity measure along with smoothness constraints
(Han et al [2],), or with inequality constraints (Papenberg et al [7],). Yan et al [22],
proposed a framework which incorporates region constraints by assigning distinct la-
bels to each region. Yi et al [23], concluded that registration using an ROI restricted
to the anatomical region of diagnostic interest provides higher accuracy than using a
larger ROI. Scha¨fer et al [16], evaluated the different registration results using a phar-
macokinetic model function for local region of interest registration of small lesions in
dynamic contrast-enhanced MRI.
3 Approach
The specific features of the registration algorithm explained in this article are:
1. Normalized Mutual information: The similarity measure we use in this
paper is based on Normalized mutual information. The goal of the registration
of two images A and B is to obtain the transformation T that maximizes the
similarity between A and T(B). Usually, mutual information is an effective sim-
ilarity measure used for multimodality image registration. Normalized mutual
information is largely independent of the overlap area and therefore it is suited
for a region constrained registration [18].
2. POWELL Method : The optimization method we use in this paper is the
POWELL method. The objective of the POWELL method is to find the mini-
mum nearest to the starting point. Its principal advantage is that it is a robust
direction-set method. A set of directions (e.g., unit vectors) are defined; the
method moves along one direction until a minimum is reached, then from there
moves along the next direction until a minimum is reached, and so on. This
method is further discussed in [8].
3. B-Spline kernel: In computer graphics, B-splines are commonly used for
interpolations or approximation curves and surfaces [19, 12]. In this article we
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Figure 1: The scanline algorithm
use them for a smoothening filter. In this approach, the volumetric data are
sampled on the regular, uniform and rectilinear grid. A 3×3×3 kernel with these
specific B-spline coefficients runs all over the image and the data interpolation
takes place. The kernel does not fits in the boundary voxels. So, those voxels are
replaced with the same grey values without smoothening. The smoothing with
this B-spline kernel is applied for both the reference and floating images without
considering any ROI. The whole image is smoothened.
4. Constrained registration by selecting ROI: The main aim of this article
is to evaluate the results for a constrained registration for a particular region of
interest. A region of interest is selected manually and the shape of the region
should be a convex polygon. We used the scan line algorithm in order to render
the volume inside the ROI. Scanline algorithms operate on a frame buffer scanline
by scanline by managing a list of currently active edges and processing the pixels
between the start and end of the polygons. Instead of operating on single samples,
scanline rasterization operates on scanlines by computing the interval of covered
samples per scanline. When a ROI is selected, the boundary points are captured
(Fig. 1 Left). Using the bubble sort method, the lower bound and upper bound
in every line per slice are noted. This means that the lower bound and upper
bound are the lowest and highest x-coordinate for every y-position between Ymin
and Ymax for every slice in the z-direction (Fig. 1 Right). We assign zeros to
all the voxels of the image outside scanline, which are initially set with their
corresponding grey values [20].
4 Results and Discussions
The data used here are obtained with MRI (Philips Healthcare, Best, the Netherlands)
and conebeam CT (XperCT, Philips Healthcare, Best, the Netherlands) from three
subjects in the abdominal region. The registration applied is always intra-subject. It
is mostly between inter-modalities as mentioned MRI and XperCT and also between
XperCT and XperCT for all the three subjects. By, considering combinations of images
with different image qualities from MRI and XperCT as reference and floating images,
the advantages and disadvantages of this approach are observed. XperCT images are
used to observe intramodality registration. The property of the XperCT image pairs
is that they are taken at two different timings and with different image quality. The
details of the XperCT and MRI images used as reference and floating images from
three subjects are specified in Table 1.
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Table 1: Details of the XperCT and MRI images of the three subjects
Subject name Modality Volume dimensions Voxel size(mm) Image quality
HMMB
Mb1 XperCT [256,198,256] [0.98,0.98,0.98] Fine
Mb2 XperCT [256,198,256] [1.38,1.38,1.38] Medium
Mb3 MRI [290,320,30] [1.25,1.25,6.50] Coarse
Mb4 MRI [320,260,30] [1.13,1.13,6.00] Coarse
Mb5 MRI [320,260,72] [1.19,1.19,3.00] Fine
Mb6 MRI [320,240,72] [1.25,1.25,3.00] Fine
HMSP
Sp1 XperCT [256,198,256] [0.98,0.98,0.98] Fine
Sp2 XperCT [256,198,256] [1.38,1.38,1.38] Medium
Sp3 MRI [320,250,56] [1.19,1.19,3.00] Fine
HMJJ
Jj1 XperCT [256,198,256] [0.98,0.98,0.98] Fine
Jj2 XperCT [256,198,256] [1.38,1.38,1.38] Medium
Jj3 XperCT [256,198,256] [0.98,0.98,0.98] Fine
Jj4 MRI [320,240,72] [1.25,1.25,3.00] Fine
Figure 2: Left: Mismatch because of small selected region. The blue line indicates
the outline of the organ in the reference image and the yellow line the outline in the
floating image. Right: Good match because of an increase in the size of the region of
interest
The algorithm discussed in this paper implements constrained registration with a
ROI and B-spline smoothing of the data. As a result, there are four categories which
are considered:
• Ca1: with a ROI and smoothing (with both).
• Ca2: with a ROI and without smoothing (only ROI).
• Ca3: without a ROI and with smoothing (only smoothing).
• Ca4: without both ROI and smoothing (without both).
When a registration is performed by selecting an ROI, one basic requirement will
concern the size of the ROI. If the selected region is too small, then the method does
not work. The reason for this drawback might be that the common data between the
images is too limited for the registration. The resulting mismatch connected to the
small selected region can be observed in Fig. 2 Left and a good match after the selected
region was increased can be observed in Fig. 2 Right.
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Figure 3: Left: Registering without manual initialization leads to getting stuck in a
local optimum. Right: Manual initialization helps the automatic registration to find
the global optimum.
Table 2: Results for the different combinations of XperCT with MRI of the three
subjects
Subject XA/MR Ca1 Ca2 Ca3 Ca4 Image quality
HMMB
Mb1/Mb3 + – – – Coarse (r)
Mb1/Mb4 – – + + Coarse (r)
Mb1/Mb5 ++ + + + Fine
Mb1/Mb6 + + + + Fine
HMSP
Sp1/Sp3 + ++ + – Fine
Sp2/Sp3 ++ – + – Medium (f)
HMJJ
Jj1/Jj4 ++ + ++ + Fine
Jj2/Jj4 + – – – Medium (f)
Jj3/Jj4 ++ ++ ++ ++ Fine
Our automatic registration is preceded by a coarse manual initialization. We have
observed that a proper manual initialization prevents the automatic registration from
getting stuck in a local optimum, as can seen by comparing Fig. 3 Left and Right.
An outline is drawn along the boundary conditions of the organ in both the images
which is used only to verify the results. This is considered as the visual proof of a bad
or perfect registration basing on the alignment of the boundary outlines of both the
images. The observed results after image registration using the different conditions are
presented below in Table 2 and Table 3.
The following points are observed from the table:
1. The registration yields the best results with images of good resolution and the
absence of local deformations within the ROI, as is shown in Fig. 4.
2. Poor resolution or local deformations can lead to suboptimal registration results,
as is shown in Fig. 5.
3. The problem of poor resolution can be reduced with the help of B-spline smooth-
ing, which has been observed for some images with poor resolution with smooth-
ing was observed.
4. Region constraint and smoothing have been found to improve the registration
results.
5. Table 3 shows that this approach works well for intra-modality like XperCT to
XperCT registration. A possible drawback might be a lower resolution. And
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Table 3: Results for the different combinations of XperCT with XperCT of two subjects
Subject XA/XA Ca1 Ca2 Ca3 Ca4 Image quality
HMMB Mb1/Mb2 ++ + + – Medium (f)
HMJJ
JJ1/Jj2 ++ ++ ++ ++ Medium (f)
Jj2/Jj3 ++ + – – Medium (r)
Jj3/Jj2 ++ + ++ ++ Medium (f)
Table 4: *
Where, – bad, + good with some defects, ++ Perfect.
Figure 4: Left: Perfect registration of a kidney between high resolution MRI and
XperCT images. Right: Perfect registration of a liver between high resolution XperCT
and XperCT images.
in few images observed there was less information in common, which leads to
failure.
5 Conclusion
In this paper, we presented a region constrained approach in the framework of image
registration, especially in the abdominal region. The images are registered using not
only voxel intensities but also constrained to a specific region of interest, which can
overcome the negative impact of other parts of the abdomen. A B-spline smoothing
kernel is also used in order to smooth the data, which is useful to overcome the problem
of poor resolution. From the discussions, this region constrained registration is shown
to be feasible for the images with good resolution and no local deformation within the
ROI. The only precaution has to be taken is size of the ROI and sufficiently accurate
manual initialization.
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Abstract
We evaluate the performance of face recognition algorithms on images at vari-
ous resolutions. Then we show to what extent super-resolution (SR) methods
can improve the recognition performance when comparing low-resolution (LR)
to high-resolution (HR) facial images. Our experiments use both synthetic data
(from the FRGC v1.0 database) and surveillance images (from the SCface data-
base). Three face recognition methods are used, namely Principal Component
Analysis (PCA), Linear Discriminant Analysis (LDA) and Local Binary Patterns
(LBP). Two SR methods are evaluated. The first method learns the mapping
between LR images and the corresponding HR images using a regression model.
As a result, the reconstructed SR images are close to the HR images that belong
to the same subject and far away from others. The second method compares
LR and HR facial images without explicitly constructing SR images. It finds a
coherent feature space where the correlation of LR and HR is maximum, and
then compute the mapping from LR to HR in this feature space. The perform-
ance of the two SR methods are compared to that delivered by the standard face
recognition without SR. The results show that LDA is mostly robust to resol-
ution changes while LBP is not suitable for the recognition of LR images. SR
methods improve the recognition accuracy when downsampled images are used
and the first method provides better results than the second one. However, the
improvement for realistic LR surveillance images remains limited.
1 Introduction
Face recognition has gained much attention in recent decades [12]. Face recognition
systems deliver promising results when using high-resolution (HR) frontal images, but
face recognition at a distance remains challenging. The face regions of images acquired
at a distance are usually small and of low quality. To deal with the low-resolution (LR)
problem of face images, super-resolution (SR) methods can be applied to increase the
resolution of an image.
SR was initially intended to construct HR images for visual enhancement. These
methods have achieved great success, but the objective of most SR methods is to
construct high-frequency details that is insufficient for the recognition of LR images.
Recently, some SR methods have been developed specially for face recognition problem.
Hennings-Yeomans et al. [5] built a model for SR based on Tikhonov regularization
and a linear feature extraction stage. This model can be applied when images from
training, gallery and probe sets have varying resolutions. This approach was extended
in [6] by adding a face prior to the model and using relative residuals as measures of fit.
In [3], Biswas et al. proposed an approach using multidimensional scaling to improve
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the matching performance of LR images. Their method finds a transformation matrix
so that the distance between transformed features of LR images can be as close as
possible to the corresponding HR images. Identity information about subjects is also
used to make sure that the distance is small between data from the same class. Li et
al. [8] proposed a method to obtain coupled mappings that project both HR and LR
image features to a unified feature space in which direct comparison of HR and LR is
possible. The objective function is built to cluster the projections of LR images and
their corresponding HR images in the new feature space. A face recognition system for
long video sequences is presented by Nasrollahi and Moeslund [9]. In [9], key-frames
are first selected and then a hybrid SR method is applied. The images that are closest
to full-frontal and with higher quality score are chosen as the key-frames. Multiple
images from the key-frames are used to construct HR images.
In this paper,we first evaluate the performance of three standard face recognition
algorithms (PCA [11] , LDA [2] and LBP [1]) at various image resolutions and then
apply two SR methods to LR images in order to observe their contribution to the
identification performance. In our experiments, two face databases are used: the first
face database (FRGC v1.0 [10]) contains high-quality images captured at controlled
situations. The second database, SCface [4], contains surveillance quality facial im-
ages captured at three different distances. The performance of two SR methods (DSR
method [13] and Huang and He’s method [7]) are compared with standard face recog-
nition without SR. The remainder of this paper is organized as follows. In Section 2,
the two SR methods are introduced. Experimental setup and identification test results
are presented in Section 3. Section 4 concludes the paper.
2 Super-resolution methods
Two state-of-the-art SR methods are chosen in our experiments. They are explained
in detail in the following sections.
2.1 DSR method
In [13], Zou and Yuen proposed a simple but effective SR method for very low resolu-
tion images which is compatible with various face recognition methods. This method is
called discriminative super resolution (DSR). They introduce a data constraint which
clusters the constructed SR images with the corresponding HR images. Identity in-
formation about the subject is also used to improve the recognition accuracy.
Given a set of HR and LR image pairs ({Ihi , I li}Ni=1 ), the relation R is modeled as
R = arg min
R′
1
N
N∑
i=1
∥∥Ihi − R′I li∥∥2 + γd(R′). (1)
where γ is a constant to balance the two terms. We set γ to 1 in our experiments. The
first term of (1) minimizes the distance between HR and the space of LR projected by
R. The second term d(R′) is represented as
d(R′) =
1
N(λi = λj)
∑
λi=λj
∥∥Ihi − R′I lj∥∥2 − 1N(λi 6= λj) ∑
λi 6=λj
∥∥Ihi − R′I lj∥∥2 (2)
where λi is the class label of Ii. This makes sure the reconstructed HR images are
clustered with the images from the same class and far away from those from other
classes.
Thus, for a given LR image Iinput, we first apply ISR = RIinput to obtain SR image
ISR, and then use ISR for face recognition.
37
SITB/SPS 2012
2.2 NMCF method
In [7], Huang and He proposed a SR method where canonical correlation analysis
(CCA) is used to project the PCA features of HR and LR image pairs to a coherent
feature space. Radial based functions (RBFs) are then applied to find the mapping
between the HR/LR pairs. This method finds nonlinear mappings on coherent features.
Thus, we will refer to this method as NMCF method in this paper.
Given a training set of HR and LR image pairs ({IH , IL} = {Ihi , I li}Ni=1), firstly
PCA features are extracted to reduce computational costs. Next, CCA is used to pro-
ject PCA features to a coherent feature space. In this feature space, the correlation
between HR and LR features is maximum. This provides better condition for finding
the mappings in the next step. Let XˆH and XˆL be the PCA features of HR and LR
subtracted by the mean. Define C11 = E[Xˆ
H(XˆH)T ] and C22 = E[Xˆ
L(XˆL)T ] as the
within-set covariance matrices, and C12 = E[Xˆ
H(XˆL)T ] and C21 = E[Xˆ
L(XˆH)T ] as
the between-set covariance matrices, where E[∙] stands for mathematical expectation.
Compute R1 = C
−1
11 C12C
−1
22 C21 and R2 = C
−1
22 C21C
−1
11 C12. The base matrices V
H com-
prises eigenvectors of R1 and V
L comprises eigenvectors of R2 when their corresponding
eigenvalues are sorted in descending order. The coherent features of HR and LR images
are
CH = (V H)T XˆH , CL = (V L)T XˆL. (3)
Then RBFs are applied to approximate the mapping between HR and LR coherent
features. The function approximation is represented as CH = WΦ where W is a
weighting coefficient matrix and Φ is a multiquadratic basis function (see [7] for details).
As a result, the weight matrix W can be solved by W = CH(Φ+τIid)
−1. τIid is included
because Φ is not always invertible. τ is a small positive value, such as 10−3, and Iid is
the identity matrix.
In the testing stage, the coherent features of HR gallery images are first computed.
For a LR probe image Ip, we compute the coherent features cp and then apply the
learnt mapping to obtain the SR features of the probe image by
cSR = W ∙ [ϕ(
∥∥cl1 − cp∥∥) . . . ϕ(∥∥clN − cp∥∥)]T . (4)
where ϕ(‖ci − cj‖) =
√
‖ci − cj‖2 + 1. Finally, the above features are fed to the nearest
neighbor classifier for recognition.
3 Experimental results
In this section, we present identification results of the selected face recognition al-
gorithms at various image resolutions and evaluate the performance of SR methods.
3.1 Low-resolution face recognition performance
In this section we provide the recognition performance of PCA, LDA and LBP on
face images at various resolutions. In our identification experiments, we use 2820 facial
images from the FRGC v1.0 database [10]. Original high-quality face images are resized
to 70× 60, 56× 48, 42× 36, 28× 24, 14× 12 and 7× 6 pixel resolutions using bicubic
interpolation. See Figure 1(a). 1228 images of 139 persons are selected as training
images. Two images per person from the remaining images are used as gallery (242
images) and the others are used as probe images (1350 images). Distance measures
emplyed in 1-nearest neighbor classifier for PCA, LDA and LBP are L1 norm, cosine
angle and Chi square, respectively. We use uniform patterns and (8 , 1) neighborhood
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for the LBP approach where face images are divided into 49 regions (7 × 7 grid); but
for images at the resolutions 14 × 12 and 7 × 6, the images are divided into 16 and 4
regions. The identification rates are shown in Figure 1(b).
(a) (b)
Figure 1: (a) Sample face images from the FRGC v1.0 database at various resolutions,
(b) identification rates
As Figure 1(b) shows, LDA outperforms PCA and LBP at all image resolutions.
Both PCA and LDA accuracies decrease sharply when the image resolution is lower
than 14 × 12. On the other hand, LBP has shown to be sensitive to resolution differ-
ences: correct classification rate of LBP is only 12.8% for images at resolution 7 × 6
but the performance rises as the resolutions get higher and becomes stable when reach
the resolution 42 × 36.
We then test the recognition performance on the Surveillance Cameras Face (SCface)
Database [4]. The SCface database contains images from 130 subjects taken by five
surveillance cameras at three distances, namely 4.20 meters (distance1), 2.60 meters
(distance2), and 1.00 meter (distance3). It also contains one frontal mug-shot image
for each subject. We crop faces of the original images according to the eye coordinates
(see Figure 2).
Figure 2: Sample face images from the SCface database captured at: (a) distance1,
(b) distance2, (c) distance3 and (d) mug-shots.
In our recognition experiments, frontal mug-shot images are used as gallery images.
For PCA and LDA training, we use images from four cameras at a particular distance
and use the remaining camera images as probe set. Using this leave-one-out method-
ology, we perform five recognition experiments at each distance (distance 1, 2, and 3)
and provide the average correct classification rate. Identification rates are shown in
Table 1. Additionally, we also utilized FRGC v1.0 database to train PCA and LDA
classifiers to test the generalization ability of these methods on the SCface database.
Last three rows of Table 1 provides the identification rates with FRGC training. It
should be noted that the LBP approach does not need a training set. Therefore LBP
results for different training schemes are identical in Table 1.
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Table 1: Identification rates [%] for PCA, LDA and LBP on the SCface database.
Training Set Probe Set PCA LDA LBP
SCface Dist1 SCface Dist1 12.3 24.6 8.3
SCface Dist2 SCface Dist2 18.0 33.5 21.7
SCface Dist3 SCface Dist3 12.3 24.5 19.1
FRGC SCface Dist1 9.9 10.3 8.3
FRGC SCface Dist2 18.0 18.0 21.7
FRGC SCface Dist3 11.1 10.7 19.1
The identification rates of PCA and LDA using FRGC training set were found to
be at most 18.0%. Though images captured at distance3 have a higher resolution than
those of the other two, their results are worse than at distance2 as a consequence of
the pose variation problem: because the subjects get close to the cameras, the images
contain mostly the top part of the faces. Moreover, using SCface training sets instead
of FRGC training set provides better results and it benefits LDA more than PCA. LBP
is more sensitive to resolution changes. The LBP result is worse than that of both PCA
and LDA at distance1. However, at distance2 and distance3, LBP outperforms LDA
using FRGC training and PCA using both training configurations.
3.2 Super-resolution face recognition performance
In the real surveillance situations, HR images are usually pre-stored for training and
gallery and LR images are captured later as probe images. To simulate this situation,
experiments are conducted using the images from the FRGC database at resolution
70 × 60 for training and gallery, and images at lower resolution for probe sets. The
probe images are resized with bicubic interpolation to resolution 70 × 60. As shown in
Figure 3, the identification rates of images at resolution 7 × 6 and 14 × 12 are worse
than those of images at higher resolution for all methods. The accuracies do not vary
a lot when image resolutions are higher than 28× 24. Thus, we will apply SR methods
on images at resolution 7×6 and 14×12 to see their contribution in the following. The
LR images chosen for SCface are images captured at distance1 for the SCface database.
Figure 3: Identification rates for various resolutions with bicubic interpolation on the
FRGC database
In SR experiments, we have two training phases: one is to train the SR method
(e.g., learning the LR-HR mapping) and the other one is to train the face classifier
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(e.g., PCA training). In FRGC experiment, the FRGC training set, which contains
1228 images, is used for both the two training phases. Images at a resolution of 70 ×60
are used as HR. LR images have resolutions 7×6 and 14×12. To train the SR system,
both HR and LR images are needed, while only HR images are used to train the
classifiers. In addition to comparing the performance using SR images and original HR
images, we employ a basic bicubic interpolation as a baseline SR method. Comparative
identification rates obtained by both SR method are shown in Figure 4.
(a) (b)
Figure 4: Comparison of DSR method with NMCF method on the FRGC database:
(a) LR 7 × 6, (b) LR 14 × 12.
DSR method improves the correct classification rates for all face recognition meth-
ods at both 7×6 and 14×12 pixel resolutions: it consistently achieves higher identific-
ation rates than the bicubic interpolation method. It is also seen that the relative gain
of using a SR method is more visible at lower resolutions. For instance, with LDA clas-
sifier, relative performance increase is higher at the 7× 6 pixel resolution than 14× 12.
At both resolutions, LDA outperforms the other methods. The second SR method,
NMCF approach, also attains better identification rates than the LR results but they
are not as good as DSR approach when PCA and LDA are used as the classifier.
Figure 5: Comparison of DSR method with NMCF method on the SCface database.
For the experiment using the SCface database (Figure 5), images from FRGC are
used to train the classifiers. Frontal mug-shots are gallery and images captured at
distance1 are used as probe images. DSR method requires that the number of training
images must larger than the number of pixels in the LR image. Since images captured
at one distance are not enough, we use images captured at both distance2 and distance3
to train the SR system. The HR training images are resized to the same resolution as
images at distance2, and the LR training images are downsampled from the HR images
to the same resolution as images at distance1.
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In SCface database experiments, PCA outperforms LDA and LBP. DSR method
can improve the results of PCA and LDA but not for LBP. NMCF approach provides
better results than DSR methods with LBP but worse than the others.
In addition, some SR images constructed by the DSR method are shown in Figure
6. The SR images of FRGC have much better quality than the SR images of SCface.
The SR images of SCface have much more artifacts that lead to the poor quality of
local features, thus, reduce the accuracy of LBP.
(a) (b)
Figure 6: SR images constructed by DSR method (a) on the FRGC database (b) on
the SCface database.
As a summary, we provide a comparison of three main schemes described above
on the FRGC database (see Table 2): 1) matching of LR probe to LR (downsampled)
gallery, 2) matching of upsampled (using bicubic interpolation) probe to HR gallery
image and 3) matching of SR probe to HR gallery image. The classifiers are trained
with LR images in the first scheme while they are trained with HR images in the
last two schemes. The upsampling scheme provides the worst results for both LR
resolutions. The SR scheme provides better results than the LR scheme when PCA
and LBP are used. However, all the SR results are not as good as the LDA results of
the first scheme.
Table 2: Comparison of the identification rates [%] of three schemes on the FRGC
database.
LR resolution Probe Gallery PCA LDA LBP
7× 6 LR LR 38.3 75.1 12.8
7× 6 Bicubic HR 9.6 22.8 6.8
7× 6 DSR HR 38.6 56.4 20.9
14× 12 LR LR 59.9 90.5 39.5
14× 12 Bicubic HR 36.1 81.2 31.0
14× 12 DSR HR 62.4 85.6 54.2
4 Conclusion
In this paper, the performance of several face recognition algorithms, namely PCA,
LDA and LBP, is evaluated for low-resolution face images. Our results show that LDA
outperforms the others when down-sampled images are used. LBP is found to be not
suitable for very low resolution images. The overall recognition accuracy is improved if
super-resolution methods are applied. DSR method, as a reconstruction-based super-
resolution approach, can be easily paired with standard face recognition algorithms and
outperforms NMCF approach. However, the improvement of super-resolution methods
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on surveillance images is limited. Finally, using downsampled gallery and training
images instead of using super-resolved probe images obtains better results for LDA
classifier.
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Abstract
What information is available in biometric features besides that needed for the
biometric recognition process? What if a biometric feature contains Personally
Identifiable Information? Will the whole biometric system become a threat to
privacy? This paper is an attempt to quantifiy the link between biometrics and
privacy. For a number of biometric-personal(ity) combinations, the availability,
detectability and retrievability of Personally Identifiable Information from bio-
metric features is calculated. This paper should make the reader more aware of
the possibilities in this area and inspire further research. By the use of a meta-
analysis, the possible risks of the fingerprint biometric and three personal(ity)
traits are inventoried. Based on d′-values the retrievability of Personally Iden-
tifiable Information is determined. The results show that in all three possible
biometric-personal(ity) combinations Personally Identifiable Information can be
retrieved better than 50/50 guessing. This implies storing biometric data in the
clear can be a threat to privacy.
1 Introduction
Biometrics authentication has the advantage, over tokens and keys, that biometrics
cannot be forgotten, and disclosure to a third party is difficult. In the case of a
lost token, this can easily be replaced by providing a new password or changing the
lock. If someone steals your biometric information- by taking your finger print from
a shiny surface or a downloaded database - this is not replaceable, and you have a
problem. Your biometric information is yours, uniquely for you, irreplaceable, almost
unchangeable and provided only once.
All biometric information is classified as Personally Identifiable Information (PII).
PII is all information that can be used to distinguish, trace, or be linked to an indi-
vidual. This includes a wide range of information, for example; name, social security
number or information that can be linked to race, geographical indicators and educa-
tional information. Included in PII are also personal characteristics, facial pictures,
fingerprints and other biometric information or stored template data [7]. The treat-
ment of PII is described in the Federal Law. This law is at least applicable for Canada,
the United States of America, the member states of the European Union, the United
Kingdom and Ireland.
The importance of protecting biometric information lies in its sensitivity and trace-
ability to an individual. Jain describes eight possible places to attack within a generic
biometric system [6]. One of the places of interest is just after the sensor level, during
the communication to the next module. The sensor is the earliest place in the system
that comes in touch with PII. This implies that the whole biometric system becomes
privacy sensitive and needs to be handled with special care.
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The patterns in biometrics are unique and thus can be used to determine our iden-
tity. What if a biometric contains more information than needed for the identification
process? For example, information that also can be classified as PII. If this is the case,
threats to the privacy of a user or a whole group can occur. To eliminate this threat,
in an ideal situation, all PII needs to be removed as early as possible, preferably at the
sensor level.
Imagine a fingerprint authentication system with knowledge of biometrics and gen-
der differences. If this is a corrupt system, it can discriminate on gender, and only
allow females to pass. This may seem like an innocent example. Imagine however the
biometric system would know if you used drugs the last two days or reveals something
about your sexual orientation based on the retinal veins.
In this research, a meta-analysis is used to gather information about the biometric
and personal(ity) topics. Publications from different domains are used in the analysis.
The analysis is based on the descriptive statistics and the statistical conclusions of
correlations between biometric features and the personal(ity) traits. This research
aims to provide a helicopter view of the field where the biometrics correlate with the
personal(ity) traits from a privacy perspective. We use the main research question:
“Can a biometric feature reveal Personally Identiable Information about that person?”.
A personality trait can become visual in certain parts of biometric features. To test
this research question, the finger print biometric is analysed and the correlation with
a three personal(ity) traits are shown. The main research question will be answered
with the use of two subquestions.
Q1: Is the PII present in quantitative features? Which biometric and which specific
feature contain PII?.
Q2: What is the probability density function (retrievability) on a specific biometric
feature and PII?
An overview of possible privacy threats by biometric features will be provided,
which should make people reconsider privacy and inspire further research. The current
research is far from complete and could be extended in many ways. Thus, this paper
is not about the latest high-tech discoveries or identification methods. This initial
research shows some more relations between biometrics and personality.
2 Materials and Methods
2.1 Literature
This analysis is based on papers from different research fields. All these fields touch
on biometrics and personal(ity) traits, and all the papers are written in different styles
specific for that field or journal. The fields of Biometrics, Anthropology, and Forensic
are involved in this analysis. To be included in the analysis, a paper had to be written
in the English or Dutch language, and a full-text be available to us.
The general method for finding studies was a search in the The University Library,
Google Scholar, ScienceDirect, and JSTOR for articles. The aim was a search for
information about the relation between biometrics and personal(ity) traits.
The information needed about the biometric traits is preferably in the quantified
form. In this way information statistics can be used to describe the biometric and
determine the prevalence of the personal(ity) trait. Studies that are vague about the
test sample and size, are excluded from the analysis.
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2.2 Data Analysis
2.2.1 Biometric Data Description
The physiological biometric feature chosen in this research is the fingerprint. Biometrics
in general have multiple visual properties that can be measured. One property of
measurement is chosen for comparison. Note that if a biometric appears not to correlate
to a personal(ity) trait, this only applies for this specific method of measurement. The
property used for fingerprints used is the Total Ridge Count (TRC). This is the count
of ridges on a square of 25mm2 on the tip of the finger. It is not overwhelmingly clear
if this square is rotated for higher ridge count. The ridges are counted on a line from
one of the corners to one of the diagonally opposite corners. In general, the average
ridge count of one hand is used.
An alternative method that is used to determine the TRC, uses the core point
and the triradial point, which is also known as the delta point. Here the ridges are
counted between these two points. Unfortunately, this method fails in cases where no
or multiple triradial points are found. In the case of an arch pattern as a fingerprint
this method will also fail, because there is no triradial point [10, 16]. Due to this, the
related papers are only limitedly used in the analysis.
2.2.2 Description of used Personally Identifiable Information
The Personally Identifiable Information(PII), investigated in combination with the fin-
gerprint data is:
Gender: What is someone’s sex, or better specified as the biological gender of a person
divided into male and female.
Ethnicity: What ethnicity someone has. This is roughly split in African Americans,
Caucasians, Orientals, and Latinos. In some cases ‘sub’-ethnicities are used, for exam-
ple Pakistani and Malaysian.
Sexual Orientation: The sexual preference of a person. Here, only the distinction is
made between heterosexual and homosexual males and females.
2.2.3 Data Presentation
All articles were analyzed for biometric, personal(ity) trait, method of gathering and
ethnicity. Also important is the sample distribution information (µ and σ). The
difference between two samples is calculated and illustrated by the d′-value. The d′
can be calculated by Equation 1, in case of two equal standard deviations (σ1 = σ2)
replace the denominator with σ [18, 19, 20].
d′ =
(µ1 − µ2)√
σ21+σ
2
2
2
(1)
The d′ measures the sensitivity between two conditions/groups [20]. The p-value
shows if there is a difference between the average of two groups. From the distribu-
tion information, the d′ and Receiver Operating Characteristic (ROC) curve, can be
constructed. The retrieval rate can be found by calculating the area under the curve
(AUC) of the ROC and is a value between the 0.5 and 1. The bigger the number, the
better the result. The ROC’s can also be expressed as the true positive rate versus the
false positive rate. In this case, when a certain level of exception is wanted, what is
the probability of a wrong gender conclusion?
For a better understanding of the topic, an example is described more in-depth:
The relationship between the TRC of a fingerprint and the gender of a person. The
(sub)hypothesis is: “females have a higher ridge count than men”. Females have more
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fine grained bodies than men, thus smaller finger width and smaller ridges, which gives
a higher ridge count on a fixed 25mm2 area.
3 Results
3.1 General results
The outcome of the data-analysis, is shown in Table 1. The table contains the statistical
conclusions, the predictability expressed in d′ and the AUC for all studies found.
The PII Gender shows a relation with fingerprints. In this specific relation, all
results show significant correlations. The d′ varies in each specific method and therefor
so does the AUC. Ethnicity and Orientation are less strongly related to biometric
features. Only one significant result was found and both the d′ and AUC are low. This
might be due to do the size of the research field or the ethical problems encountered.
3.2 Gender recognition based on the Finger Print Ridge Count
In the literature, there are four methods described for collecting the total ridge count
of a finger. These are; the 25mm2-method, the difference between the core point and
the triradial- or delta point, the stretched single centimeter and the method described
by Penrose [9]. There are also two publications where no method is described [15, 17].
An overview of the results can be found in Table 1.
All the found p-values are significant and a weighted average d′ is 1.68. This indi-
cates that at a hit rate of .8, there is a false hit rate around .2. The results for the
25mm2-method are really good. The p-values are all significant, all except one are even
lower than 0.001. The weighted d′ is bigger than 2. All, except one, show a high effect
size r (> .8). A possible explanation for the single research with low results might be
its limited sample size.
The delta-method has significant p-values, but the d′ values are low. This is also
applicable for the Penrose-method. This means that there is a difference between the
average of the two groups, but the overlap between the two distributions is too big to
successfully identify the gender of a random observation from the sample. The stretched
centimeter method has a large d′, but no p-value was available.
The total sample contains participants from several ethnic samples, with an age
ranging from 5 till 67 years old. The results show that, as was expected, the ridge
count in all populations is higher for the females than for males. However, there are
a few exceptions where it is the other way around. A suitable explanation for these
occurrences is not found. On the other hand, in some of the research it is not described
how the researchers acquired the finger prints or obtained other information about the
sample [5, 9, 10, 15, 17]. It is notable that two of the “exceptions” both used the
Triradial-method [5, 10]. Another conspicuous observation can be distinguished in the
Spanish sample. They have the most fine grained fingertips by far, both on male and
female.
Thus, the eight studies found which used the 25mm2-method, all have high signif-
icant results, but can these results be based on coincidence? Meta-analysis can be
biased by the file-drawer effect. This is caused by research papers with insignificant
results which don’t get published and end up in file drawers or archives instead of in
journals. Rosenthal’s “fail-safe” N is a measure that indicates this number of studies.
Formula 2 calculates this number of articles that is needed to bring the overall result
to a critical level of significance. Here N is the number of studies in the analysis, Zc is
the critical value of Z and Z¯0 is the mean Z obtained for the N studies [14].
Nfs = (N/Z
2
c )(NZ¯
2
0 − Z2c ) (2)
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For the 25mm2-method, this value is calculated at 137. So there must be 137 studies
with no results to make all the already found results ineffectual. By the rule of thumb
the minimal fail-safe Nfs has to be 5 × N + 10. In our case this would be a minimal
number of 50 studies. This shows that our analysis is in the safe zone.
3.3 Privacy threat populations and biometrics
After an in depth example where the precision of PII retrieval from biometric features is
described, an overview of the best scoring biometric/personal(ity) combinations follows.
The best scoring features are in fact the biggest threats to privacy and are marked in
yellow, see Table 1.
Table 1: Fingerprint - Statistical Infromation
Pop N(♂/♀) µ σ d′ P AUC Ref
Gender
25mm2-method
AA 100/100 10.90/12.61 1.15/1.43 1.32 Sig∗∗∗ 0.824 [1]
Cau 100/100 11.14/13.32 1.31/1.24 1.71 Sig∗∗∗ 0.866 [1]
IN 40/40 13.18/13.53 2.74/2.90 0.12 Sig∗ 0.535 [2]
ES 100/100 16.23/17.91 1.39/1.47 1.17 Sig∗∗∗ 0.797 [3]
IN 250/250 12.80/14.60 0.90/0.09 2.82 Sig∗∗∗ 0.927 [8]
IN 100/100 11.05/14.20 1.11/0.63 3.48 Sig∗∗∗ 0.993 [11]
Mix 150/150 11.63/13.98 - - Sig∗∗∗ [12]
CN 100/100 11.73/14.15 1.07/1.04 2.30 Sig∗∗∗ 0.948 [12]
MY 50/50 11.44/13.63 0.99/0.91 2.31 Sig∗∗∗ 0.949 [12]
Delta-method
UK 825/825 14.50/12.72 5.11/5.25 0.34 Sig∗∗∗ 0.596 [5]
US 429/457 12.48/11.34 3.16/3.64 0.33 Sig∗∗∗ 0.593 [10]
Penrose-method
IR 100/100 16.65/16.09 1.98/1.92 0.29 Sig∗ 0.580 [9]
Stretched Single Centimeter
US 100/100 10.35/12.7 0.63/0.83 3.20 - 0.988 [13]
No Method Described
GR L(43/52) 13.34/12.34 7.4 /5.9 0.15 - 0.542 [15]
GR R(43/52) 14.60/12.99 7.0/5.8 0.25 - 0.570 [15]
IN 250 14.36/10.65 - - - - [17]
IN 75 14.26/12.50 2.22/2.87 0.68 Sig∗∗∗ 0.686 [17]
Ethniticy
Cau/AA ♂(100/100) 11.14/10.90 1.31/1.15 0.19 NS 0.555 [1]
Cau/AA ♀(100/100) 13.32/12.61 1.24/1.43 0.53 Sig∗ 0.646 [1]
CN/MY ♂(100/50) 11.73/11.44 1.07/0.99 0.28 - 0.579 [12]
CN/MY ♀(100/50) 14.15/13.63 1.04/0.91 0.53 - 0.647 [12]
Sexual orientation
Difference Triradial & Core Point (Hetrosexuals / Homosexuals)
Mix ♂(186/66) 33.0/32.6 8.6/7.7 0.05 NS 0.514 [4]
US ♂(169/164) 63.0/61.3 15.6/16.2 0.11 NS 0.530 [10]
US ♀(117/164) 57.7/55.2 18.7/18.7 0.13 NS 0.538 [10]
∗p < .05. ∗∗p < .01. ∗∗∗p < .001.
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4 Discussion
This literature review aimed to explore the privacy threats within biometric features.
Each result shows a better retrieval rate than guessing. The finger-gender combination
shows the best result, so there is evidence that confirms the hypothesis. Not all results
show a significant relation. However, this is not a problem, since if even one study
exists which shows a significant result, a threat occurs. This means there is a threat
for that particular group, with the use of a certain method for that biometric to that
specific personal(ity) trait. Although it is not generalizable, it applies for a smaller
group.
Some results are more convincing than others, but there are only a few results
where almost all studies found no correlation between the biometric feature and the
personal(ity) trait. This can be the result of the single way of measurement for a
biometric. Perhaps, there is a correlation available for a biometric, but only when
there is a different method of measurement. For the fingerprint, we only used the TRC
as method, but the fingerprint has more characteristics such as the patterns of the
print (Henry Classification), the Minutiae patterns and perhaps an another (not yet
found) method.
4.1 Finger/Gender
The (sub)research question “have females a higher ridge count than men?” can, based
on Table 1, be validated. This applies for the 25mm2-method. All of the studies showed
a significant p-value, which means that the there is a difference between the average
of the two groups. An average d′-value of more than 2 and thus a high AUC indicates
that the distributions do not overlap much. This means that at a hit rate of .8, there
is a miss rate of .09. Besides, the fail-over N shows that this is a stable measurement.
Overall, the ridges are thinner in detail for females, and thus have higher ridge
density compared to males. We have seen that female fingerprints tended to have
thinner epidermal ridges. The average fingerprint has, depending on the sample, 13
ridges / 25mm2. A lower ridge count is more likely to be masculine, while a higher
ridge count has a higher probability to be feminine.
No suitable explanation was found why females in five samples had lower ridge
counts than males. As mentioned, in the Results section this can be method related.
Another possibility, in the case of the study of Mustanski, is the usage of a mixed
sexual orientation sample [10]. In other studies this is not explicitly mentioned. So
this can partly imply that, under the assumption that sexual orientation is hormonally
based, the construction of a fingerprint is not fully based on gender, but also based on
hormones.
Based on the results of the different studies, it can be concluded that it is possible
to determine if a fingerprint is male or female. This is based on quantification of
the average total ridge count, compared to an overall average. It must be noted that
this only works well if you know from which population the print originates. The
population, or the continent, should be a parameter in the test on detectability, to
determine gender from a fingerprint.
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5 Future work
The current research can be extended by adding categories in biometrics or in the
measurement of the different biometric characteristics. An extension in personal(ity)’s
is also possible, think of diseases or habits such as smoking, drinking, and drug use.
There is a reasonable chance a correlation exists between smoking, drinking, or drug
use and vein thickness, or the retina vein diameter. Another example is the relationship
between the palm print and Down Syndrome.
5.1 Other use
Apart from the privacy threat, it can be a useful tool as well. For instance to make
people aware of the possibility they have a disease, such as Diabetes. In the Nether-
lands, there are 740.000 patients who have Diabetes, and probably 250.000 people who
have it, but are not aware of thisa.
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Abstract. Algebraic attacks are an important class of cryptanalytic techniques. Yet, precisely
estimating the security margins that a block cipher may provide against them is generally
difficult, as sound theoretical tools are missing for this purpose. Therefore, most recent block
cipher proposals combine different heuristic arguments in order to argue about their practical
security against such attacks. In this paper, we discuss the relevance and correlation of these
arguments, with a practical case-study based on the lightweight ciphers LED and Piccolo.
1 Introduction
The design of modern block ciphers usually comes with arguments of security against
several cryptanalysis techniques. These arguments typically include the evaluation of
statistical attacks such as linear and differential cryptanalysis [2, 18], and the investiga-
tion of structural properties leading to integral or slides attack [4, 17]. A number of well
understood heuristic tools are available for this purpose. For example, the wide-trail
strategy can be used to design block ciphers that are practically secure against statis-
tical attacks [12]. One interesting feature of these heuristic tools is that they do not
only provide security, but also allow the evaluation of (informal) bounds against certain
categories of attacks. As a result, they can be used to compare different algorithms.
For other types of attacks though, and in particular for the algebraic cryptanalysis
that we consider in this paper, security analyzes are hardly as systematic. This may
sound counterintuitive, as algebraic complexity is known to be a central criteria for
block cipher security since the seminal work of Shannon [23]. Yet, the discussion of
algebraic attacks usually comes late (if at all) in block cipher specifications.
One possible reason of this situation is that the complexity of algebraic attacks is
hard to evaluate [7, 8, 11, 19]. It is also not simple to interpret successful attacks against
weakened versions of a block cipher. Yet, it remains that instances of (admittedly weak)
block ciphers that are actually broken with algebraic attacks exist in the literature (e.g.
the Keeloq and MiFare ciphers [9, 10]). Besides, it has also been shown that the alge-
braic complexity of a block cipher has a significant impact in the context of algebraic
side-channel attacks [21, 22]. Hence, in view of the recent design of numerous lightweight
block ciphers for constrained applications [14], it becomes increasingly interesting to
understand the extent to which these new proposals with simplified structure and low
implementation cost remain sufficiently robust against algebraic attacks.
? PhD student supported by the ERC project 280141 - CRASH.
?? Postdoctoral researcher supported by Walloon region MIPSs project.
? ? ? Associate researcher of the Belgian Fund for Scientific Research (FNRS-F.R.S.).
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The security of a block cipher against such cryptanalyses can be argued with dif-
ferent types of metrics. For example, the complexities of the systems of equations
representing different block ciphers have been compared in [3]. Another solution is
to estimate the number of block cipher rounds needed to reach maximum algebraic
degree [5]. More recently, cube testers have been proposed as another systematic alter-
native to construct algebraic distinguishers [1]. Eventually, the most direct approach is
to investigate the complexity of solving a block cipher system of equations, e.g. with a
SAT solver or Groebner basis tools [15]. However in this last case, directly solving the
system of equations of a cipher should always be impossible (or would be the sign of a
very weak design). This raises the question of which reduced versions of a cipher can
be used to meaningfully argue about security margins against algebraic cryptanalysis.
In this paper, we consider the lack of comprehensive tools for the evaluation of
algebraic attacks and discuss the relevance and limitations of a combined approach.
Namely, we mix the estimation of informal criteria such as the system of equations
size or the algebraic degree of a block cipher, with heuristic criteria such as the solv-
ing time of attacks against different versions of the target cipher. For this purpose,
we consider attacks against full ciphers with variable guessing strategies, and attacks
against reduced ciphers with fixed guessing strategy. Next, and taking the example of
the block ciphers LED and Piccolo [16, 24], we discuss the extent to which these criteria
lead to similar intuitions and can be used to estimate security margins against alge-
braic cryptanalysis. Doing so, we introduce a metric of “Equivalent Encryption Time”
(EET) which essentially corresponds to the encryption speed that has to be reached for
an exhaustive key search to be more efficient than an algebraic cryptanalysis. Let t be
the median time needed for an algebraic attack to succeed, and n be the number of key
bits to find, EET is defined as t/2n. One interesting feature of this metric is that it al-
lows comparing the security of different algorithms against algebraic attacks (i.e. their
advantage over exhaustive search), independent of their encryption time. We use it to
comment on the larger security margins of LED compared to Piccolo, and highlight
observations regarding the impact of using a SAT solver in security evaluations.
Note. Because of space constraints, some details and parts of the background of this
extended abstract have been deferred to a full version available online.
2 Background
The description of the block cipher LED and Piccolo is given in the full version, together
with a brief description of an links towards references on algebraic cryptanalysis.
2.1 Algebraic degree of a Boolean function
From a mathematical point of view, a cipher E is a vectorial Boolean function of
dimension n having m variables:
E : (X,K) 7→ Y = E(X,K),
Fm2 → Fn2 .
That is, each of the n coordinates is a Boolean function with m variables that should
not be distinguishable from a randomly generated Boolean function. In general, any
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non-random behavior of any combination of coordinates can be the sign of a weakness
and may be exploited in an attack (e.g. linear cryptanalysis [18], etc.). In the case
of algebraic attacks, the degree of its Boolean functions is a good indicator for the
strength of a block cipher. It is defined as follows.
Definition 1. Algebraic degree. Let g be a Boolean function from Fm2 into F2. Such a
Boolean function can be represented using its algebraic normal form (ANF):
g(x1, . . . , xm) =
∑
(u1,...,um)∈Fm2
a(u1,...,um)
m∏
i=1
xuii .
Such representation is unique and allows a simple definition of the degree of g:
deg(g) , max
(u1,...,um)∈Fm2
{
u =
m∑
i=1
ui, a(u1,...,um) 6= 0
}
.
In the case of a vector Boolean function G = (g1, . . . , gn), the degree is defined as the
maximum degree of its coordinates:
deg(G) , max
1≤i≤n
deg(gi).
In general, the state size of recent ciphers makes the explicit computation of the ANF
for any coordinate of the cipher an intractable problem (a similar comment holds for
hash functions). This situation motivated the derivation of bounds to estimate the
algebraic degree as part of the security evaluation of a cryptographic primitive.
Taking the example of LED and Piccolo, a natural question is to determine how
the degree of these ciphers evolves with the number of round iterations1. The most
obvious way to do this, is to use what is generally called the trivial bound. It consists in
bounding the degree of a round permutation of degree d after r iterations by dr. This
trivial bound usually gives good results when the number of rounds is relatively small,
but fails as this number increases. For this purpose, a better estimation is needed.
Let us now denote the round functions of LED and Piccolo as F = L′◦S ◦L, with S
the non-linear S-box layer and L a linear (over Fn2 ) diffusion layer (i.e. two consecutive
S-box layers will be separated by the linear function L ◦ L′). Due to the mixing effect
of the linear layer, the following quantity will be of interest for “chaining” rounds.
Definition 2. Let G = (g1, . . . , gn) be a vector Boolean function of dimension n. Then
we denote by δk(G) the maximal degree of the product of at most k coordinates of G:
δk(G) , max
I⊂{1,...,n}
#I≤k
deg
(∏
i∈I
gi
)
.
We now present a former result from [6]: it aims to provides a better approximation
for the algebraic degree of a block cipher than the trivial bound.
1 Since for both ciphers, the key addition corresponds to a bitwise XOR with a constant, the algebraic degree
of the cipher can be computed independent of the key scheduling part.
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Theorem 1. If a vector Boolean function S from Fn2 to Fn2 consists in the concatena-
tion of smaller permutations from Fn′2 to Fn
′
2 , then for any vector Boolean function G,
the degree of G ◦ S is upper-bounded by:
deg(G ◦ S) ≤ n− n− deg(G)
γ(S)
, where γ(S) , max
1≤i≤n′−1
n′ − i
n′ − δi(S) .
3 Estimating the algebraic degree of LED and Piccolo
In this section, we estimate the algebraic degree of LED and Piccolo. The goal of
this estimation is to investigate possible links between the algebraic degree and the
resistance of these block ciphers against the SAT-based algebraic attacks in Section 4.
3.1 On the algebraic degree of LED
The non-linear layer of LED consists in the parallel application of the PRESENT S-
box. This S-box is a 4-bit permutation with algebraic degree 3. Thus, the degree of one
round is also 3. We use Theorem 1 to derive bounds on the degrees for more rounds.
Let us recall this bound for this particular instance where γ(S) = 3:
deg(Fr) ≤ 64− 64− deg(Fr−1)
3
.
It directly gives the results in Table 1. As expected, it is not tight for small degrees.
Table 1. Bounds on the algebraic degree of r-round LED.
Numbers of rounds Trivial bound Theorem 1
1 3 -
2 9 45
3 27 47
4 63 51
5 63 59
6 63 62
7 63 63
3.2 On the algebraic degree of Piccolo
The only source of non-linearity of Piccolo is the 16-bit-to-16-bit function F that is
composed of two identical S-box layers separated by a matrix multiplication. As for
LED, the algebraic degree of this function can be estimated and extended to the full
cipher using Theorem 1. Yet, contrary to LED, this estimation for Piccolo is made
more difficult because of non-uniformities in the degrees of the F function output bits.
In the following, we only provide the final results of our investigations, in Table 2. It
contains the trivial bound, a straightforward application of Theorem 1 and a refined
application of Theorem 1, based on an analysis of the degree for 2 rounds of Piccolo.
Let us notice that the first non-trivial bound is far from being tight according to the
gap we can observe with entries in the last column. This suggests that the algebraic
degree of Piccolo may be harder to estimate than the one of LED. It is likely that even
the last column does not reflect the actual behavior of this algebraic degree. Details
about this degree investigation are given in the full version of the paper.
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Table 2. Bounds on the algebraic degree of r-round Piccolo.
Numbers of rounds Trivial bound Theorem 1 Theorem 1 + 2-round degree analysis
1 9 - -
2 63 47 29
3 63 60 52
4 63 63 62
5 63 63 63
4 Experimenting SAT-based algebraic attacks
Our algebraic cryptanalysis experiments are based on a SAT solver. We used the Min-
iSat v1.14 SAT solver [13] that is an open-source tool rewarded in different SAT compe-
titions. Exploiting it requires describing the target cipher as a CNF, i.e. a conjunction
of disjunction of variables. For this purpose, the straightforward strategy would be to
express every ciphertext bit directly in function of the plaintext variables. However,
this implies the apparition of numerous high degree monomials that are hardly man-
aged by the solver. To overcome this limitation, the usual approach is to introduce
intermediate literals in the cipher description (details are given next).
Since recovering the full cipher keys without additional information than a plain-
text/ciphertext pair is (hopefully) difficult, our experiments were performed giving
some key bit values as extra information to the solver. Depending on the experiments,
this number of bits provided may differ. We will refer as number of unknown key bits
the remaining number of key bit variables in the system after providing the extra
information. Note that we chose to fix the first key bits of the master keys.
4.1 On the size of the CNF representation
In this section we focus on the complexity of the representation of both ciphers. Since
the representation may strongly influence the resolution time, we tried to build systems
having similar structures. Hence, we used the same construction method for LED and
Piccolo. For the 64-bit key full-version of LED, the CNF representation has been ob-
tained by adding intermediate literals before and after both the key additions and the
AddConstants operations, and after the SubCells operations. As a result, we obtained a
system of approximately 70.000 equations in 12.000 variables with at most 12 literals
per clause. For the 80-bit key full-version of Piccolo, the CNF representation has been
obtained by adding intermediate literals before and after each S-box in the F-function,
and after the bit-wise addition between the state and the round keys. Concerning the
key scheduling, we added literals for all the sub-keys. As a result, we obtained a rep-
resentation of the Piccolo cryptosystem with 6.000 variables used in 50.000 equations.
There are at most 8 variables per clause. For both ciphers, the representation of the S-
box has been obtained with the same method, and gives 64 equations of 5 literals each
and has 8 literals. We can see that the LED representation requires more equations
than Piccolo (respectively 70.000 and 50.000), while the number of variables in the
LED representation is twice the number of variables in Piccolo. Moreover, we notice
that the literals are more connected in the LED representation than in the Piccolo rep-
resentation. This may suggest that LED is more robust than Piccolo against algebraic
attacks, at least when deriving representations in such a straightforward fashion.
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4.2 Attacking the full-version with variable key-guess sizes
We now consider the evolution of the resolution time of the system as a function of the
number of the key bits unknown to the solver. The target ciphers are the full-version
of the algorithms proposed at CHES. The representation used are the one described in
Section 4.1 and, as mentioned earlier, we have fixed the first key bit values. We aimed
at comparing resolution times for a number of unknown key bits ranging from 4 to 18,
which translates in providing 46 to 60-bit values (resp. 62 to 76 bits) to the solver for
recovering the full key of LED (resp. Piccolo). The experimental results obtained are
provided in Figure 1, where the curves represent the evolution of the median solving
time as a function of the number of key bits unknown to the solver. As expected, we
can observe that the resolution time grows as an exponential function of the number
of unknown bits for both ciphers. We also notice that the Piccolo curve is shifted by 2
bits on the x-axis compared to the LED curve. Hence, this metric again suggests that
Piccolo could be slightly weaker than LED against algebraic cryptanalysis.
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Fig. 1. Solving time vs number of unknown key bits for LED and Piccolo.
Next, we translated these median solving times into EET. Intuitively, the EET
represents the encryption speed that should be reached by an implementation of the
block ciphers, for the exhaustive search to be more efficient than the SAT solver based
cryptanalysis. Results are plotted in Figure 2 and lead to the following additional
observations. First, and in both plots, two different parts can be observed: the EET
initially decreases up to a certain point, where it then becomes stable. While having the
same shape, both curves differ in the point where the EET becomes stable. The EET
for LED stops decreasing when more than 10 key bits are unknown (stabilizing around
an EET equal to 0.5 · 10−2), while for Piccolo, it stops decreasing when more than 8
key bits are unknown (stabilizing around an EET equal to 1 · 10−3). This decreasing
behavior is mainly due to the construction phase performed by the SAT solver prior
to the resolution: as the number of unknown key bits increases, this construction step
becomes negligible compared to the resolution time. Since the LED system is bigger
than the one of Piccolo, it is natural that the stabilization happens later for LED.
Second, the values of EET obtained when enough key bits are unknown are significantly
larger than the actual encryption time, even on a standard PC. This suggests that both
ciphers have satisfying security margins against this type of attack. Nevertheless, the
EET is larger for LED than for Piccolo (by an approximate factor 5).
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Fig. 2. EET vs number of unknown key bits for LED and Piccolo.
4.3 Attacking reduced-round versions.
As a complement to the previous experiments, we investigate the security of reduced-
round versions of our target ciphers, for different number of unknown key bits. We
performed experiments for a number of unknown key bits ranging from 12 to 16 for
LED, and from 16 to 20 for Piccolo. This choice has been made in order to obtain
equivalent ranges of resolution times for both reduced-round ciphers. Figure 3 depicts
the evolution of the solving time depending on the number of rounds we have fixed. We
Fig. 3. Solving time for different numbers of unknown key bits and rounds (y-axis scale logarithmic).
observe that for both ciphers, the curves obtained have a similar shape, namely a highly
increasing part first, and a stabilized/slowly increasing second part. This means that
increasing the number of rounds beyond some limit does not provide significantly more
security anymore regarding the solving time of the system. One possible interpretation
of this fact is the following. The solving time of an algebraic attack primarily depends
on the size of the system and the “complexity” of the equations it aims at solving
(partially captured by the algebraic degree). As equations are getting more complex
with the number of rounds, they reach their maximum “complexity” (and algebraic
degree) at some point. From this point on, only the size of the system goes on increasing,
hence explaining a slower increase of the solving time. The full version of this work
further discusses the links between the algebraic degree for the reduced-round versions
of the ciphers and the bends observed in Figure 3. It also illustrates the impact of the
heuristics used in SAT solvers in our experimental approach for the LED cipher.
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Abstract
The nonlinear finite state machine of the Mickey stream ciphers is a feedback
register of the Galois type, comprising a linear feedback part and a nonlinear part.
This paper describes an algorithm to determine the exact weight distribution
of this nonlinear function. The algorithm reveals the strong bias towards low
weight function values. An extension of the algorithm enables the calculation of
the complete distribution of function values. Applied to Mickey it reveals the
high number of function values that do not occur at all. Our analysis results
raise serious suspicion about the randomness of the selection of the constants in
the design, and form a stepping stone to a cryptanalysis of the cipher.
Keywords: nonlinear, Boolean function, finite state machine, Mickey, crypt-
analysis.
1 Introduction
The Mickey stream ciphers [1] employ a combination of a linear and a nonlinear finite
state machine together with self-control to produce a cryptographically secure pseudo
random bit sequence. The nonlinear finite state machine, denoted by the name S-
register, is a feedback register of the Galois type, comprising a linear feedback part
and a nonlinear part. The linear feedback part has two different feedbacks, one of
which is selected at each step by a self-control signal. The nonlinear feedback part is
made up of small second degree Boolean functions. In this paper several properties
of the nonlinear feedback function are closely examined. In particular, a method is
given for obtaining the distribution of the Hamming weights of the nonlinear feedback
function.
The paper is organized as follows. Section 2 introduces the nonlinear finite state
machine used in Mickey. In Section 3 the weight distribution of the nonlinear function
is examined and an algorithm is proposed to determine the exact weight distribution
of the nonlinear functions of all Mickey variants. This algorithm is extended in Sec-
tion 4 to calculate the exact distribution of function values. The paper concludes with
Section 5.
2 The Mickey S-register
Let σ ∈ {0, 1}N denote the state of the S-register and let s ∈ {0, 1}N denote its suc-
cessor state by applying the next-state function. For Mickey N ∈ {160, 128, 100, 80}.
In this paper, a state vector x is written as (xN−1, . . . , x1, x0), xi ∈ {0, 1}, and the
usual operations of componentwise addition and multiplication, and scalar multipli-
cation are used. The relation between s and σ is given by the next-state function:
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s = (σ + κ)Sm + f(σ), where f(σ) = (0, fN−2(σN−1, σN−2), . . . , f1(σ2, σ1), 0) is the non-
linear part of the next-state function. The linear part is given by two Galois type transi-
tion matrices, Sm,m = 0, 1. In the above expressions κ = (k, 0, . . . , 0), where k ∈ {0, 1}
denotes the key bit entered in key-IV load mode. The fi(·, ·) denote two-input to one
output nonlinear functions of the AND type, i.e. fi(x, y) = (c1,i + x)(c0,i + y), where
the c1,i and c0,i, i = 1, . . . , N − 2 are binary constants, that seem to have been chosen
at random, as is already remarked in [2]. However, as is noted at the end of Section 3,
this is unlikely. In [2] it is also shown that the next-state function is a bijection.
3 The weight distribution of the nonlinear function
The main observations relevant to this paper are the following:
1. As the component functions fi(·, ·) are all of the AND type, the function value
tables of the fi (the “truth tables”) all have three zeroes and a one, regardless of
the values of the constants c1,i and c0,i.
2. Any pair of adjacent functions fi(si+1, si) and fi−1(si, si−1) have the argument si
in common. This implies that fi and fi−1 can assume the value 1 simultaneously,
if and only if c0,i = c1,i−1.
These two observations are clear if one examines the function value tables given by (1),
where the notation x = x+ 1 is used.
si+1 si fi(si+1, si)
0 0 c1,ic0,i
0 1 c1,ic0,i
1 0 c1,ic0,i
1 1 c1,ic0,i
si+1 si si−1 fi(si+1, si) fi−1(si, si−1)
0 0 0 c1,ic0,i c1,i−1c0,i−1
0 0 1 c1,ic0,i c1,i−1c0,i−1
0 1 0 c1,ic0,i c1,i−1c0,i−1
0 1 1 c1,ic0,i c1,i−1c0,i−1
1 0 0 c1,ic0,i c1,i−1c0,i−1
1 0 1 c1,ic0,i c1,i−1c0,i−1
1 1 0 c1,ic0,i c1,i−1c0,i−1
1 1 1 c1,ic0,i c1,i−1c0,i−1
(1)
It is evident from (1) that if the value of a single constant cn,j is changed, then precisely
half of the truth table entries are exchanged with the other half. This even permutation
of the truth table rows has no consequences for the number of value pairs of fi, fi−1
occurring in the table. Therefore, it suffices to consider the case of just one combination
of values for the cn,j = 0, but take into account the two different situations, namely
c0,i = c1,i−1 and c0,i 6= c1,i−1. This is shown in (2) by columns s3s2–s2s1 and s3s2–s2s1
respectively.
s3 s2 s1 s3s2 s2s1 s3s2 s2s1
0 0 0 0 0 0 0
0 0 1 0 0 0 1
0 1 0 0 0 0 0
0 1 1 0 1 0 0
1 0 0 0 0 0 0
1 0 1 0 0 0 1
1 1 0 1 0 1 0
1 1 1 1 1 1 0
(2)
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Let us first introduce the notion of a weight distribution vector (WDV) by the following
definition.
Definition 1 Given a function value table T of m Boolean functions of n variables.
Typically, this is a table with n + m columns and 2n rows, with the first n columns
enumerating all 2n combinations of values of the n variables, followed by m columns
listing the m function values. The weight distribution vector wT of T lists the number
of entries in T in which the Hamming weight of the m function values has a certain
value in the range 0, 1, . . . ,m, for all 2n combinations of values of the n variables.
Clearly, a weight distribution vector has length m + 1, but trailing zeroes are often
omitted. In this paper a WDV is written as (n0, n1, . . . , nm). Also, each component
of a WDV has a value in the range 0, 1, . . . , 2n, and the integer sum of all m + 1
components is always equal to 2n. For example, a single AND-type Boolean function
of the S-register has a WDV wAND = (3, 1), i.e. three zeroes and a one. The two
different double AND-type Boolean functions of (2) have WDVs (5, 2, 1) and (4, 4).
Mickey’s nonlinear function has n = m+ 1.
Looking once more at (2), we see that if an additional variable is taken into account,
the upper half of the truth table retains its original WDV (3, 1), but the lower half
becomes (2, 1, 1) if c0,1 = c1,i−1, and (1, 3) if c0,1 6= c1,i−1. This results in WDVs of
(3, 1) + (2, 1, 1) = (5, 2, 1) and (3, 1) + (1, 3) = (4, 4). The three weight distribution
vectors w3 = (3, 1), w2 = (2, 1, 1), and w1 = (1, 3) play an elementary role in the
remainder of this paper. For the moment we suffice by remarking that w3 for m =
1, n = 2 becomes either w3 + w2 or w3 + w1 for m = 2, n = 3.
Before proceeding to the general method of determining the WDV of the S-register
nonlinear function as a whole, let us take (2) one step further by considering n =
4,m = 3. The truth tables are shown in (3).
s4 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
s3 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
s2 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
s1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
s4s3 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
s3s2 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1
s2s1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
s3s2 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0
s2s1 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0
(3)
The regularities in (3) are immediately clear and lead to the WDV scheme below,
case: s4s3, s3s2, s2s1 s4s3, s3s2, s2s1 s4s3, s3s2, s2s1 s4s3, s3s2, s2s1
1stq (3, 1) (2, 1, 1) (3, 1) (1, 3)
2ndq (2, 1, 1) (3, 1) (1, 3) (3, 1)
3rdq (3, 1) (2, 1, 1) (3, 1) (1, 3)
4thq (0, 2, 1, 1) (0, 3, 1) (0, 1, 3) (0, 3, 1)
total: (8, 5, 2, 1) (7, 6, 3) (7, 6, 3) (5, 10, 1)
(4)
where ”1stq” in the first column means the first (left-most) quarter of truth table (3).
The rightmost four columns of (4) show the (partial) WDVs for the four combinations of
equality, and inequality of c0,3, c1,2 and c0,2, c1,1. Equality and inequality of successive
coefficients ci,j will be denoted by ee, eu, ue, uu, etc. Hence, adding an additional
variable doubles the truth table in one of two ways, depending on wether c0,i = c1,i−1,
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or c0,i 6= c1,i−1. The two doubling operations on truth tables will be defined as the
result of two operators De and Du. Finally, the operator R is introduced as the right
shift of weight distribution vectors, i.e. if w = (w0, . . . , wk), then Rw = (0, w0, . . . , wk),
and Rnw = (0, . . . , 0︸ ︷︷ ︸
n
, w0, . . . , wk).
With the above preliminaries the following doubling scheme is evident.
v : w3 w2 w1
Dev : w3 + w2 w3 +Rw2 w2 +Rw3
Duv : w3 + w1 w3 +Rw1 w1 +Rw3
(5)
Note that the right shift and doubling operators commute, as the right shift of a WDV
originates in a truth table quarter column of function values with all ones. The doubling
scheme given by (5) is an efficient tool to calculate the WDV of the Mickey S-register
nonlinear function recursively, starting with fN−2, as shown by the following example.
Example 1 The components of the Mickey-80 S-register nonlinear function are char-
acterized by the sequence:
ueue euee uueu uuuu eueu (6)
ueee ueee ueee ueuu euuu uuee eeee uueu eeue eueu−
ueeu uueu ueue eeee uueu ueee ueee uuue eeeeu (7)
The total sequence of length 97, given by the concatenation of (6) and (7), applies to
version 2 of the algorithm, whereas (7) of length 77 applies to version 1. The weight
distribution vector of the first six components of (6) is given by v6 = DeDeDuDeDuw3.
v1 = w3
v2 = Duw3 = w3 + w1
v3 = De(w3 + w1) = w3 + w2 + w2 +Rw3
v4 = Du(w3 + 2w2 +Rw3) = (3 +R)w3 + (1 + 3R)w1
v5 = De((3 +R)w3 + (1 + 3R)w1) = (3 + 2R + 3R
2)w3 + (4 + 4R)w2
v6 = Dev5 = (7 + 6R + 3R
2)w3 + (3 + 6R + 7R
2)w2
Substitution of w3, w2, and w1 yields v6 = 7(3, 1)+6(0, 3, 1)+3(0, 0, 3, 1)+3(2, 1, 1)+
6(0, 2, 1, 1) + 7(0, 0, 2, 1, 1) = (27, 40, 38, 16, 7). The ideal weight distribution follows a
binomial distribution, which is (2, 12, 30, 40, 30, 12, 2) for a truth table of six functions
of seven variables. In this case the all-e WDV is (34, 38, 29, 16, 8, 2, 1), whereas the
all-u WDV is (8, 56, 56, 8) with a highest weight of 3 rather than 6.
The above example shows that the nonlinear function of the Mickey S-register is
strongly biased towards low weights. Also, it is observed that both (6) and (7) start
and end with a u, a fact that holds for the two versions of Mickey-128 as well. The
probability of having one or more e’s is 1 − 2−8. So random coefficient selection may
of course have taken place, but seems unlikely.
Let pi1, p
i
2 and p
i
3 be arbitrary polynomials, and let v
i be a WDV. Then the next
WDV vi+1 is obtained from vi as follows.
vi = pi3(R)w3 + p
i
2(R)w2 + p
i
1(R)w1 (8)
Dev
i =
(
pi3(R) + p
i
2(R) +Rp
i
1(R)
)
w3 +
(
pi3(R) +Rp
i
2(R) + p
i
1(R)
)
w2 (9)
Duv
i =
(
pi3(R) + p
i
2(R) +Rp
i
1(R)
)
w3 +
(
pi3(R) +Rp
i
2(R) + p
i
1(R)
)
w1 (10)
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All-e All-u Mickey-80 vs2
i pi qi pi qi pi qi
1 1 0 1 0 1 0
2 1 1 1 1 1 1
3 2 1,1 1,1 2 1,1 2
4 3,1 2,1,1 1,3 3,1 3,1 1,3
5 5,2,1 3,3,1,1 1,6,1 4,4 3,2,3 4,4
6 8,5,2,1 5,5,4,1,1 1,10,5 5,10,1 7,6,3 3,6,7
7 13,10,6,2,1 8,10,7,5,1,1 1,15,15,1 6,20,6 10,12,10 7,9,9,7
Table 1: Coefficients of the two polynomials pi and qi, used to compute the weight
distribution vectors of the Mickey-80 vs 2 S-register nonlinear function.
From (9) and (10), and the fact that v1 = w3, it follows that for all i > 1 either p
i
1 = 0
or pi2 = 0. The latter implies that two polynomials suffice to keep track of the right
shifts of the elementary WDVs, in order to compute vi+1 from vi. Let pi(R) and qi(R)
denote these two polynomials, and let wi be equal either to w1 or w2, then the recursion
can be written as follows.
vi = pi(R)w3 + q
i(R)wi (11)
vi+1 = Dxv
i = pi+1(R)w3 + q
i+1(R)wi+1 (12)
pi+1(R) =
{
pi(R) +Rqi(R); wi = w1
pi(R) + qi(R); wi = w2
(13)
qi+1(R) =
{
pi(R) + qi(R); wi = w1
pi(R) +Rqi(R); wi = w2
(14)
wi+1 =
{
w1; Dx = Du
w2; Dx = De
(15)
The coefficients of the polynomials pi and qi, calculated with (11) through (15), are
given in Table 1 for Mickey-80 vs 2, together with the coefficients of the polynomials
for all-e and all-u sequences of doubling operations for comparison.
4 Complete distribution of function values
In this section a similar approach as in the previous section will be taken to obtain a
method that enables us to determine the complete distribution of values of the Mickey
S-register nonlinear function. For this purpose a function value distribution (FVD) of
a (m,n) truth table is defined as a vector of length 2m, from left to right listing the
number of entries in the truth table with values · · · 00, · · · 01, · · · 10, etc. The integer
sum of all FDV components is again equal to 2n.
From the truth tables (2) and (3), it is seen that there are three elementary function
value distributions, namelyW3 = (3, 1, 0, 0),W2 = (2, 0, 1, 1), andW1 = (1, 1, 2, 0). For
one function of two variables the FVD can be defined to be W3, i.e. 3 zeroes and a
one. For two functions of three variables the FVDs are W3 + W2 = (5, 1, 1, 1) and
W3+W1 = (4, 2, 2, 0), for e and u respectively. For three functions of four variables the
FVDs are (2W3+W2)|W2 = (8, 2, 1, 1, 2, 0, 1, 1), (2W3+W1)|W1 = (7, 3, 2, 0, 1, 1, 2, 0),
(W3 + 2W2)|W3 = (7, 1, 2, 2, 3, 1, 0, 0), and (W3 + 2W1)|W3 = (5, 3, 4, 0, 3, 1, 0, 0) for
ee, eu, ue and uu respectively. Indeed, in case of ee there are 8 all zero entries in the
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truth table, 2 entries with 001, 1 entry with 010, etc. Note that the perfect FVD for
three functions of four variables is (2, 2, 2, 2, 2, 2, 2, 2). In general, the perfect FVD of l
functions of k ≥ l variables has all values equal to 2k−l. In fact, the doubling operators
really double the truth tables in length, as each time an additional variable is taken
into account.
All FVDs are composed of the three elementary FVDs by linear combination and
concatenation (”| ”), as shown in a doubling scheme (16), similar to (5).
V : W3 W2 W1
DeV : (W3 +W2)|O W3|W2 W2|W3
DuV : (W3 +W1)|O W3|W1 W1|W3
(16)
In (16) O = (0, 0, 0, 0). The doubling scheme holds for truth tables with two or more
functions. For one function, W3 ⇒ W3+W2 orW3 ⇒ W3+W1. The following example
shows the use of the doubling scheme on function value distributions, applied to a
sequence of De and Du operations.
Example 2 The sequence of five doubling operations ueuee is illustrated by (17) be-
low.
W3
⇓ u
W3 + W1
⇓ e
W3 + 2W2 | W3
⇓ u
3W3 +W1| 2W1 | W3 +W1|O
⇓ e
3W3 + 4W2|W3| 2W2| 2W3 | W3 + 2W2|W3|O|O
⇓ e
7W3 + 3W2| 4W2|W3 +W2|O| 2W3| 2W2| 2W3 + 2W2|O | 3W3 +W2| 2W2|W3 +W2|O|O|O|O|O
(17)
The (partial) FVDs W3, W2, and W1 represent truth tables with 2, resp. 1, 1 values
not occurring, and also nW3 +mW1 represents (parts) of truth tables with one value
not occurring. Hence, the FVD of ueuee has 33 zeroes.
The above Example 2 illustrates the growth of the of the FVD component values in
the various cases of (16). It is obviously infeasible to determine all values, as the
number of them doubles with each application of a doubling operation De and Du. It
is, however, feasible to calculate any given number of component values. Moreover,
the general picture of a nonlinear function with a very biased distribution of function
values, exhibiting a large number of values that do not occur, should be clear by now.
Similar to expressions (11) through (15), the recursion of function value distribu-
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tions can be written as follows.
V i = niW3 +miW
i (18)
V i+1 = DxV
i =
(
ni+1W3 +mi+1W
i+1
) | miW i+1y (19)
ni+1 =
{
ni; W
i = W1
ni +mi; W
i = W2
(20)
mi+1 =
{
ni +mi; W
i = W1
ni; W
i = W2
(21)
W i+1 =
{
W1; Dx = Du
W2; Dx = De
(22)
W i+1y =

W3; W
i = W1
W2; W
i = W2 and Dx = De
W1; W
i = W2 and Dx = Du
(23)
By writing Di for the ith D operator in stead of Dx, the above expressions (20) through
(23) can be simplified.
ni+1 =
{
ni; D
i−1 = Du
ni +mi; D
i−1 = De
(24)
mi+1 =
{
ni +mi; D
i−1 = Du
ni; D
i−1 = De
(25)
W i+1 =
{
W1; D
i = Du
W2; D
i = De
(26)
W i+1y =

W3; D
i−1 = Du
W2; D
i−1 = De and Di = De
W1; D
i−1 = De and Di = Du
(27)
Expressions (24) through (27) form a powerful tool to compute selected parts of the
Mickey S-register nonlinear function FVDs. For example, the first 4-value part of the
FVD evolves like two terms in a Fibonacci series, starting with 0, 1, 1, 2, 3, 5, 8, . . .. It
should be noted that (13) through (15), can be simplified in the same way as shown
here.
For the purpose of analysis it is often unnecessary to compute the exact function
value distribution. In the case at hand, there are only six different partial FVD types
with respect to the way partial FVDs of these types are treated in the recursion, i.e.
nW3 + mW2, n
′W3 + m′W1, kW3, lW2, l′W1, and O, with n,m, n′,m′, k, l, l′ ∈ N. It
turns out to be extremely simple to count these six partial FVDs. Consider again the
doubling scheme (16). Let N i32, N
i
31, N
i
3, N
i
2, N
i
1, N
i
0 denote the number of partial FVDs
nW3+mW2, n
′W3+m′W1, kW3, lW2, l′W1, and O respectively. Then N i32 contributes
to N i+132 and N
i+1
2 if the operation is De, and to N
i+1
31 and N
i+1
1 if the operation is Du.
The scheme of (28) gives the complete overview, where the superscripts i and i + 1
have been omitted for clarity.
D N32 N31 N3 N2 N1 N0
De N32, N2 N32, N3 N32, N0 N3, N2 N3, N2 2N0
Du N31, N1 N31, N3 N31, N0 N3, N1 N3, N1 2N0
(28)
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The above scheme leads to the following set of recursions for the numbers of partial
FVD types.
N i+132 =
{
N i32 +N
i
31 +N
i
3; Dx = De
0; Dx = Du
(29)
N i+131 =
{
0; Dx = De
N i32 +N
i
31 +N
i
3; Dx = Du
(30)
N i+13 = N
i
31 +N
i
2 +N
i
1 (31)
N i+12 =
{
N i32 +N
i
2 +N
i
1; Dx = De
0; Dx = Du
(32)
N i+11 =
{
0; Dx = De
N i32 +N
i
2 +N
i
1; Dx = Du
(33)
N i+10 = N
i
3 + 2N
i
0 (34)
These recursions can also be used for counting the number of all-zero function values.
For, if ν denotes the number of zero values in the function value distribution, then
νi = N i31 + 2N
i
3 + N
i
2 + N
i
1 + 4N
i
0. Applying equations (31) and (34) twice yields
νi = N i+20 . Therefore, the number of zero values more than doubles at each step and,
consequently, vastly outnumbers the number of nonzero values already for small i.
5 Conclusions
This paper proposes simple and efficient methods to determine important character-
istics, such as weight distribution and distribution of function values, of nonlinear
Boolean functions that consist of second order building blocks. With these methods,
the nonlinear functions used in the Mickey stream cipher of degrees up to 158 can be
handled with little effort.
The particular choice of parameter values of the Mickey S-register nonlinear func-
tion has up to now not been motivated, which is unsatisfactory and not according to
scientific principles. The presentation of the parameters in the specification seems to
suggest a random selection. The results of this paper seriously raise doubts about a
random selection of the parameter values. It is as yet not precisely clear how to exploit
these properties for cryptanalysis. This is subject of future research.
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1 Introduction
In [1], Chow et al. provide an implementation of AES as a series of lookups in key-dependent
tables. The tables depend not only on a key, but also on randomly chosen permutations of
the set of 8-bits bytes. The idea is that many pairs of keys and permutations may give rise to
the same table, thus obfuscating the key.
The cryptanalysis of Billet et al. [2] shows how to reconstruct the used byte permutations.
The most time consuming part of their method deals with finding the used byte permutation
up to an affine mapping; it has a time-complexity of at most 224, thus essentially cracking the
given AES implementation. In this paper, we provide a variation on this part of the attack,
reducing the time complexity even further, viz. to at most 214.
In the remainder of paper, we first formulate the the task performed in the most time-
consuming part of the method of [2] in an independent setting. Next, we outline our al-
gorithm, explain a pre-processing, describe our algorithm in pseudo-code, and provide a
complexity analysis.
2 Problem statement and solution
The task performed in the most time-consuming part of the method from [2] can be phrased
in an independent setting as follows [2, Thm. 1].
Theorem 1 Given a set of functions S = {Q ◦ ⊕β ◦Q−1}β∈GF(28) given by values, where Q
is a permutation of GF(28) and ⊕β is the translation by β in GF(28), one can construct a
particular solution Q˜ such that there exists an affine mapping A such that Q˜ = Q ◦ A.
The premises of the theorem can be rephrased as follows. We are given 28 tables T0, . . . , T255
(corresponding to the functions in S). Each such table has 28 entries, each entry being an
8-bits string. There is an unknown permutation Q of {0, 1}8 and an unknown bijection
β : {0, . . . , 255} 7→ {0, 1}8 such that for each i, j ∈ {0, 1, . . . , 255} we have that Ti(j) =
Q(β(i)⊕Q−1(bin(j)), where⊕ denotes bitwise XOR-ing and bin(j) ∈ {0, 1}8 is the binary
representation of j.
In [2], an explicit algorithm is given for computing a permutation Q˜ as in Theorem 1
with a time complexity at most 224. We provide a variation on this algorithm with a time
complexity as low as 35·28 < 214 In fact, we present our algorithm in a slightly more general
context, viz. for binary strings of arbitrary length s, in which case our its time complexity is
at most (4s+ 3)2s.
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2.1 Outline of the algorithm
As in [2], we will select from S a collection of s functions that span S through function
composition. That is, for each f ∈ S , there is a unique s-tuple Ψ(f) = (1, 2, . . . , s) ∈{0, 1}s such that
f = f 11 ◦ f 22 ◦ ·f ss , where f 1i = fi and f 0i = id.
We will find the functions f1, . . . , fs and, more importantly, the function Ψ, in a more ef-
ficient way than in [2]. As shown in [2], from Ψ a particular solution Q˜ can be found by
evaluating all functions f ∈ S in the all-zero vector 0, using the equation
f(0) = Q˜(Ψ(f)). (1)
Note that Lemma 1 below shows that {f(0) | f ∈ S} = {0, 1}s; so (1) indeed specifies Q˜.
2.2 Pre-processing: labeling functions
Our algorithm becomes much faster if the functions in S are labeled in a particular order.
Before stating how we do this labeling, we first prove a simple observation.
Lemma 1 Let Q be a permutation of {0, 1}s and let x0, α, β ∈ {0, 1}s.
If Q(α⊕Q−1(x0)) = Q(β ⊕Q−1(x0)), then α = β.
Proof If the premisses holds,then, as Q is a permutation, α⊕Q−1(x0) = β ⊕Q−1(x0). 2
In the pre-processing step, we denote the functions in S as g0, g1, . . . , g2s−1, where the or-
dering of the functions is such that
gi(0) = bin(i).
Lemma 1 guarantees that such an ordering exists. The advantage of performing this labeling
is explained by the following lemma.
Lemma 2 Let 0 ≤ i, j ≤ 2s − 1. Then
gi ◦ gj = gk for the integer k with bin(k) = gi(bin(j)).
Proof We have that gk(0) = (gi ◦ gj)(0) = gi(gj(0)) = gi(bin(j)), where the final equality
follows from the definition of the labeling. As gk(0) = bin(k), the lemma follows. 2
2.3 Description of the algorithm
After the labeling, we apply the following algorithm , where
inR[0..2s − 1] is a Boolean array, and Φ[0..2s − 1] is an array of elements from {0, 1}s.
After termination of the algorithm, we can obtain the function Ψ from the equation
Ψ(gi) = Φ[i] for 0 ≤ i ≤ 2s − 1.
Combining this with (1), we find that for 0 ≤ i ≤ 2s − 1,
Q˜(Φ[i]) = Q˜(Ψ(gi)) = gi(0) = bin(i).
That is, for obtaining Q˜ we can use the array Φ and need not explicitly compute Ψ.
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Algorithm
inR[0]:=true; Φ[0] := 0;
for i := 1 to 2s − 1 do begin inR[i]:=false; Φ[i] := 0 end;
j := 0;
(** The set of functions gi for which inR[i]=true consists of 2j functions and is closed under
function composition. For each i, k with inR[i]= inR[k]=true, Φ[i] is an s-bits vector, and
Ψ(gi ◦ gk) = Ψ(gm) = Φ[m] = Φ[i]⊕ Φ[k] = Ψ(gi)⊕Ψ(gk), where m = gi(bin(k)). **)
while j 6= s do
begin i := 1; while inR[i] do i := i+ 1; (** so i the smallest index with inR[i] = false **)
inR[i]:=true; j := j + 1; Φ[i] = ej; (** ej is the j-th unit vector **)
for k:=1 to 2s − 1 do
if inR[k] then beginm := gi[k]; inR[m]:=true; Φ[m] := Φ[k]⊕ Φ[i] end;
end.
Explanation For each j, let Rj be the set of functions for which the Φ (or Ψ) value has been
determined after iteration j. The set Rj consists of all functions of the form f 11 ◦ . . . ◦ f jj .
In step j, we extend the set Rj−1 to the set Rj . Note that
Rj = Rj−1 ∪ {f ◦ fj | f ∈ Rj−1},
and fj is the function gi where i is the smallest index for which inR[i] is false.
2.4 Complexity estimate
The pre-processing requires 2s steps: we determine f(0) for each f ∈ S.
The initialisation of inR and Φ requires 2s+1 steps.
For each of the s values of ”j”: find i (2s − 1 steps) ∗, set inR[i] (1 step), set Φ[i] (1 step),
and, for each of the 2s− 1 value of k, three operations†, resulting in at most 3·(2s− 1) steps.
We conclude that the time complexity is at most 3 · 2s + s · 4 · 2s = (3 + 4s)2s.
The complexity reduction as compared to [2] is due to two reasons: first, the pre-processing
step makes it easy to find, for every two functions f, g in S the label of the function h in S
such that f ◦ g = h. Secondly, we iterate over j instead of over the set S as done in [2].
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Abstract
By offering personalized content to users, recommender systems have become a vital tool in e-
commerce and online media applications. Content-based algorithms recommend items or products
to users, that are most similar to those previously purchased or consumed. Unfortunately, collect-
ing and storing ratings, on which content-based methods rely, also poses a serious privacy risk for
the customers: ratings may be very personal or revealing, and thus highly privacy sensitive. Ser-
vice providers could process the collected rating data for other purposes, sell them to third parties
or fail to provide adequate physical security. In this paper, we propose technological mechanisms
to protect the privacy of individuals in a recommender system. Our proposal is founded on homo-
morphic encryption, which is used to obscure the private rating information of the customers from
the service provider. While the user’s privacy is respected by the service provider, by generating
recommendations using encrypted customer ratings, the service provider’s commercially valuable
item-item similarities are protected against curious entities, in turn. Our proposal explores simple
and efficient cryptographic techniques to generate private recommendations using a server-client
model, which neither relies on (trusted) third parties, nor requires interaction with peer users.
The main strength of our contribution lies in providing a highly efficient solution without resorting
to unrealistic assumptions.
1 Introduction
Statistics show that e-commerce has exhibited rapid growth in the last decade [12]. According to
analysts, the Internet presents a great place for customers to make a good deal as it is quite easy to
compare prices from several retailers. To further increase their revenue, retailers have been successful
in personalizing purchases by focusing on individuals rather than crowds. In particular, customer
profiles are created and shopping patterns of customers are collected to be used in smart algorithms
that generate a set of products, which are likely to be purchased by a target customer.
Among many smart algorithms, collaborative and content-based filtering techniques [1] have been
proven effective in generating accurate recommendations for the customers. While collaborative fil-
tering is based on similarity computations using ratings of multiple customers, content based filtering
techniques are based on information on the items. In other words, a recommendation is generated for
a particular customer by observing the characteristics of the previously purchased products. Both fil-
tering techniques have their own application areas, but the accuracy of the predictions in collaborative
filtering relies mostly on the amount of ratings data collected from the customers and in content-based
filtering on proper product descriptions.
To improve the prediction accuracy, the retailers collect as much customer data as possible. While
the benefits of personalized recommendations for the customers and the business are obvious, the
collected data also create serious privacy risks for the individuals [18]. The service provider can easily
identify and track individuals, especially when the collected data are combined with other publicly
available resources, process the data for other purposes, transfer or sell them to third parties, or fail
to provide adequate physical security. Consequences of either case will severely damage the privacy
of the customers.
1
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Our goal in this paper is to present a privacy-preserving version of a content-based recommender
system within a realistic business model, which is practical for real-world use. In our scenario, a target
customer provides his/her ratings to the service provider, which possesses an item-item similarity
matrix. A recommendation for a target product is then generated as a weighted average of the
products that the customer rated in the past. While the ratings of the customer are privacy-sensitive,
the item-item similarity matrix of the service provider is commercially valuable, and thus, both should
be kept private for their respective owners. Our proposal is to use homomorphic encryption [11] to
realize linear operations on the encrypted data. Using homomorphic encryption provides privacy for
the customer as his/her private data become inaccessible to the service provider, which does not have
the decryption key. The service provider can still generate recommendations, but does this blindly,
by performing homomorphic operations on the encrypted data. Because working in the encrypted
domain introduces an overhead due to data expansion and expensive operations on large numbers,
we address the challenge of creating an efficient solution by using look-up tables and data packing.
While our work is certainly not the first to tackle this topic, we believe that the proposed techniques
are appealing due to their simplicity, few assumptions and no need for any trusted third parties.
1.1 Related Work
The need for privacy protection for e-commerce, particularly those using collaborative filtering tech-
niques, triggered research efforts in the past years. Among many different approaches, two main
directions, which are based on data perturbation [2] and cryptography [13], have been investigated
primarily in literature. Polat and Du in [16, 17] suggest hiding the personal data statistically, which
has been proven to be an insecure approach [20]. Shokri et al. present a recommender system that
is built on distributed aggregation of user profiles, which suffers from the trade-off between privacy
and accuracy [19]. McSherry and Mironov proposed a method using differential privacy, which has
a similar trade-off between accuracy and privacy [14]. Cisse´e and Albayrak present an agent system
where trusted software and secure environment are required [6]. Atallah et al. proposed a privacy-
preserving collaborative forecasting and benchmarking to increase the reliability of local forecasts and
data correlations using cryptographic techniques [3]. Canny also presents cryptographic protocols to
generate recommendations based on matrix projection and factor analyses, both of which suffer from a
heavy computational and communication overhead [4, 5]. Erkin et al. propose more efficient protocols
based on cryptographic techniques like homomorpic encryption and secure multi-party computation
for recommender systems based on collaborative filtering [8, 10, 9]. However, in their proposals, the
users are actively involved in the computations, which makes the overall construction more vulnerable
to timeouts and latencies in the users’ connections. Moreover, the computations that a single user has
to perform involve encryptions and decryptions in the order of thousands, which makes the system
impractical to run for the users.
1.2 Our Contribution
Existing literature on protecting private data using homomorphic encryption focuses on user-based
collaborative filtering. As discussed before, content-based filtering is widely used in e-commerce and
therefore, there is a need for generating private recommendation in a privacy-preserving manner. To
the best of our knowledge, our proposal is the first one to tackle this problem within the context
of content based algorithms. However, the cryptographic techniques deployed in the aforementioned
related work introduce a considerable overhead in terms of computation and communication cost,
which makes the privacy-preserving version of the algorithms impractical to use. To improve the state-
of-the-art so that the private recommendations can be generated efficiently, we propose a cryptographic
protocol for generating private recommendations using content-based filtering. We achieve this by
considering several aspects. Firstly, we define our privacy requirements carefully. Consider that
in previous works, private data, that is customer ratings and the final recommendations, and in
some cases the intermediate values of the algorithms, are kept secret from the retailer by means
of encryption. This is a valid requirement for preserving privacy in several recommender systems.
However, if recommendations are generated for an e-commerce application, the next natural step for
the customer is to purchase an item. If we assume the purchase history to be known to the retailer,
attempting to hide which items have been rated by the customer by encrypting all of the ratings
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does not make sense. Secondly, we consider a realistic e-commerce application which is based on a
server-client business model that does not involve any third party. Thirdly, we reduce the high cost
of working in the encrypted domain significantly by avoiding expensive operations on the encrypted
data and using look-up tables. The resulting cryptographic algorithm is the most efficient existing
algorithm due to its simplicity and realistic assumptions as shown in the complexity analysis.
1.3 Organization
The paper is organized as follows. We describe our security assumptions, explain homomorphic
encryption and summarize our notation in Section 2. After a brief introduction to content based
filtering, we present two privacy-preserving versions of the filtering algorithm in Section 3. We also
present in this section the complexity analyzes of the two versions. We conclude our paper in Section
4.
2 Preliminaries
In this section, we describe our security assumptions, briefly introduce homomorphic encryption and
present the notation used in this paper.
2.1 Security Assumptions
We build our protocol on the semi-honest, also known as honest-but-curious, model. This assumption
is realistic in the sense that retailers have a business reputation, which they do wish to protect
by performing the required service properly, in this case generating recommendations. We assume
that customers are interested in getting proper recommendations by providing valid ratings for the
products that are presented in the system. Moreover, the actions of customers are limited by the
software provided by the service provider, e.g. a browser plug-in or an applet. Obviously, we neglect
attacks by third parties, assuming that the communication channels between the service provider and
the customers are secured end-to-end using technologies like IPSec or SSL/TLS [7].
2.2 Homomorphic Encryption
The Paillier cryptosystem presented in [15] is additively homomorphic. This means that there exists
an operation over the cipher texts Epk (m1) and Epk (m2) such that the result of that operation
corresponds to a new cipher text whose decryption yields the sum of the plain text messages m1 and
m2:
Dsk (Epk (m1) · Epk (m2)) = m1 +m2 . (1)
As a consequence of additive homomorphism, exponentiation of any cipher text yields the en-
crypted product of the original plain text and the exponent:
Epk (m)
e = Epk (m · e) . (2)
Given message m ∈ Zn, Paillier encryption is defined as:
Epk (m, r) = g
m · rn mod n2 , (3)
where n is a product of two large primes p and q, g is a generator of order n and r is a random number
in Z∗n. The tuple (g, n) is the public key. For decryption and further details, we refer readers to [15].
The Paillier cryptosystem is probabilistic. This is particularly important for encryption of plain
texts within a small range. We denote the cipher text of a message m by [[m]] and omit the key for
the sake of simplicity.
2.3 Notation
We summarize our notation in Table 1.
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Table 1: Symbols and their descriptions.
L Number of items S item-item similarity matrix
I Set of similar items N Number of items in I
M Number of Alice’s ratings s(i,j) similarity between items i and j
~p Alice’s rating vector pi i
th element of ~p
ri Recommendation for item i δ Threshold
~w Vector of weighted sums wi Weighted sum for item i
~v Vector of sums of similarities vi Sum of similarities for item i
k bit length of ratings and scaled similarities n Paillier message space
w˜ Packed weighted sums ∆ Bit length of weighted sums
Ne Number of encryptions to pack all wi’s [[m]] Encryption of m
3 Privacy-Preserving Recommender System
In this section, we first summarize the content based recommender system algorithm on plain text
data and then describe the privacy-preserving version in detail.
3.1 Content-based Recommender System Algorithm
We assume that Alice, as a user in the recommender system, has a preference vector ~p of dimension
L, which contains M < L positive ratings on content items. The remaining, non-rated items have
preference value zero. Bob, the service provider, holds an item-item similarity matrix S of size L×L,
whose elements are the similarity measures between item i and item j, denoted by s(i,j). To generate
recommendations for Alice, we follow the following procedure.
• Alice sends ~p = (p1, p2, . . . , pL) to Bob.
• Bob finds the set of similar items I to the rated items in ~p using similarity matrix S. Bob
creates this set by selecting the items that have a similarity to every rated item in ~p above a
threshold δ.
• For every item i ∈ I, which has N items in total, Bob generates recommendation as follows:
ri =
∑M
m=1 pm · s(i,m)∑M
m=1 s(i,m)
, (4)
assuming that Alice has her ratings pi for i ∈ 1, . . . ,M .
• Bob sends the ratings vector ~r for ri ∈ I and the set I to Alice.
In the above algorithm, there are mainly three types of data that require protection with regard to
privacy: Alice’s preference vector, Bob’s item-item similarity matrix and the generated recommenda-
tions. Notice that the dimension of ~p is L, which is a large number for a typical recommender system.
It is natural for Alice not to rate all of the items but a small fraction. In fact, this preference vector is
mostly sparse, approximately 99% in the mostly used research data sets such as MovieLens. Moreover,
due to the way online applications work, the service provider has (partial) information on the seen
items, e.g. by observing the visited pages or past purchases. Besides, Bob suggests recommendations
on a known set of items. Because of these observations, Alice’s privacy depends on hiding her taste,
that is her liking or disliking a particular item, and the content of the recommendations rather than
keeping the rated items secret.
While Alice’s taste and final recommendations are privacy-sensitive, the item-item matrix S is
commercially valuable for Bob. S cannot be made public or sent to Alice to generate recommenda-
tions since this will destroy Bob’s business. In the following sections, we describe a cryptographic
mechanism to protect the content of Alice’s preferences, the item-item similarity matrix and the
generated recommendations.
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3.2 Privacy-Preserving Algorithm (PPA)
We assume that Alice has a Paillier key pair and is capable of performing encryption and decryption.
The privacy-preserving version of the content-based recommender system described before works as
follows.
1. Alice encrypts the non-zero elements of ~p, which are in total M elements, where M  L, using
her public key and sends them to Bob: [[~p]] = ([[p1]], [[p2]], . . . , [[pM ]]). We assume that Alice rates
the first M items for the sake of simplicity.
2. Bob creates I, the set of similar items by selecting items in S that have s(i,j) > δ for each pi.
We assume that I has N items, where N = L−M in the worst case.
3. Bob computes a weighted sum for item i ∈ I.
[[wi]] =
M∏
m=1
[[pm]]
s(i,m) =
[[
M∑
m=1
pm · s(i,m)
]]
, (5)
where we scale and round s(i,m) to an integer to enable calculating in the encrypted domain.
4. Bob also computes the sum of similarities for item i, which are also scaled to k-bit integers,
similar to the ratings:
vi =
M∑
m=1
s(i,m) . (6)
5. Bob sends Alice [[~w]] = ([[w1]], [[w2]], . . . , [[wN ]]) and ~v = (v1, v2, . . . , vN ).
6. Alice decrypts [[~w]] and computes recommendations:
ri =
wi
vi
for i ∈ {1, . . . , N} . (7)
While the above algorithm is straightforward to apply in the encrypted domain, there are a number
of challenges in realization, considering performance. Recall that Alice encrypts her preferences using
the Paillier cryptosystem, which introduces a considerable data expansion: a 4-bit rating turns into a
2048-bit cipher text by using a key of size 1024-bits for a modest security level. Therefore, computa-
tion of encrypted [[wi]] becomes computationally expensive since it involves exponentiations of large
numbers, which creates a serious performance concern for applying this algorithm in real life. The size
of I also creates additional computational and communication overhead since the number of similar
items in a real system can be in the order of thousands. Generating recommendations for a large set of
items can thus become overwhelming for Bob. Moreover, transmission of these N recommendations,
each encrypted separately, requires high bandwidth. Therefore, we investigate techniques to reduce
the computational and communication costs of the above algorithm taking these observations into
account.
3.2.1 Look-up Table (PPA-LUT)
Assuming that Alice has M rated items, generating N recommendations under encryption is com-
putationally expensive for Bob. To improve the performance in terms of computation, we can use a
look-up table. Consider Eq. (4) and the following recommendations:
r1 = p1 · s(1,1) + p2 · s(1,2) + . . .+ pM · s(1,M)
r2 = p1 · s(2,1) + p2 · s(2,2) + . . .+ pM · s(2,M)
. . .
rN = p1 · s(N,1) + p2 · s(N,2) + . . .+ pM · s(N,M) , (8)
where we omit the denominator. Alice’s preferences are multiplied with different s(i,j), which are
positive k-bit integers. Recall that multiplications turn into intensive exponentiations in the encrypted
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Table 2: Complexity of the privacy-preserving recommender system.
PPA
1
PPA-LUT
2
Alice Bob Alice Bob
Encryption M - M -
Decryption N - N -
Multiplication - N · (M − 1) - M(N + 2k)−N
Exponentiation - N ·M - -
Communication M N M N
1
PPA: Privacy-Preserving Algorithm
2
PPA-LUT: Privacy-Preserving Algorithm with Look-Up Table
domain as given in Equation 5. To simplify the computations, Bob can create a look-up table for Alice.
For this purpose, Bob computes [[pi]]
j
for j ∈ {1, . . . , 2k} for every pi and replaces the appropriate
values for the computation of recommendations. It is clear that to generate N recommendations, Bob
should only computeM ·2k exponentiations over mod n2 rather thanM ·N exponentiations. Moreover,
this exponentiations can be implemented as a chain of multiplications since [[p]]
j
= [[p]] · [[p]]
j−1
.
3.3 Complexity
The complexity of the proposed mechanism for generating private recommendations for Alice depends
on the operations on the encrypted data. We assume that the cost of operations in the plain domain is
negligible. In Table 2, we present the number of operations for encryption, decryption, multiplication
and exponentiation for Alice and Bob for the two versions of the privacy-preserving recommender
system. We also give the communication cost in the number of encryptions to be transmitted.
Note that exponentiation with a k-bit number takes roughly 1.5k multiplications.
From Table 2 we see that using a look-up table reduces the complexity significantly. On the other
hand, while data packing reduces the communications cost, it also introduces an extra computational
burden to Bob.
The protocol we presented in this paper has only one round of interaction, which means Alice
sends her preferences and gets values from Bob to compute the recommendations herself.
3.4 Security Discussion
Our cryptographic protocol is based on the semi-honest security model that assumes Alice and Bob
follow the protocol steps. Assuming that the communication between Alice and Bob is secured,
meaning that any third party is prevented from intervening, we focus on analyzing whether our
privacy requirements are satisfied. Note that our security assumptions only rely on the security of the
cryptosytem, namely Paillier, and do not rely on any other security assumptions.
Recall that our goal is to hide Alice’s preferences and final recommendations from Bob and Bob’s
item-item similarity matrix from Alice. Alice, who has the decryption key, encrypts her preference
vector using the Paillier cryptosystem, which is semantically secure [15]. This means that Bob cannot
observe the content of the encryptions even though Alice has ratings in a small range. Bob computes
the weighted sums under encryption using the secure Paillier cryptosystem. This guarantees the
secrecy of the generated recommendations towards Bob.
We have only one aspect to consider regarding the security of our protocol: can Alice deduce
meaningful information on Bob’s item-item similarity matrix by having ~p, w and v in clear text? It
is clear from Eq. (4) that for M · N unknowns (s(i,j)’s), Alice has only M pi’s, N and v’s and N
w’s. Therefore, it is not possible for Alice to solve this linear system with 2N equations and M · N
unknowns without further information as long as M > 2.
4 Conclusion
Customization of purchases in e-commerce provides advantage to the retailers to increase their revenue.
As a simple and effective method, content-based recommender systems have been widely used in
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business. Like other techniques, content-based recommender systems rely on customer’s preferences,
which can be highly privacy sensitive and open to misuse by even the retailer itself. We believe that
it is possible to protect customers’ private data without disrupting the service by using homomorphic
encryption. In our proposal, we encrypt the customer’s private data and provide a privacy-preserving
version of the recommender system with which the retailer can generate recommendations as usual.
We minimize the overhead introduced by working in the encrypted domain by employing look-up
tables, which replaces expensive operations on the encrypted data. Our proposal is suitable for
business as it is built on the server-client model and does not require any third parties, which is a
difficult requirement to fulfil in the real-world. The complexity analysis show that privacy-preserving
content-based recommender system is highly efficient.
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Abstract
Lattice Reduction (LR) is a promising technique to improve the performance
of linear MIMO detectors. However, LR-aided linear hard output MIMO detec-
tion is still far from optimal. Practical systems use soft output information to
exploit gains from forward-error-correcting codes to achieve near-optimal per-
formance. In this paper, LR-aided Selective Spanning with Fast Enumeration
(LR-SSFE) is proposed as a candidate list generation method for soft output
MIMO detection. The proposed algorithm uses heuristics based on simple arith-
metic operations, which results in a completely deterministic and regular data
flow. Hence, LR-SSFE can be efficiently implemented on a parallel programmable
architecture. LR-SSFE is compared to FCA [1] in terms of performance and com-
plexity, which is another LR-aided candidate list generation method. Under the
same performance constraints LR-SSFE has a significantly lower complexity than
FCA [1].
1 Introduction
The maximum a posteriori (MAP) detector is the optimal detection method, but its
complexity increases exponentially with the number of antennas, and thus, suboptimal
methods have to be used in practice. The challenge is to have MIMO detectors that can
achieve performance comparable to the MAP detector while having a lower complexity.
Linear MIMO detectors, such as Zero Forcing (ZF) or Minimum Mean Square Error
(MMSE), are attractive choices for MIMO detection due to their low computational
cost. However, they cannot efficiently remove the inter-stream interference and suffer
from noise amplification. LR-aided ZF/MMSE have been proposed in [2] to improve
the performance with sub-optimal linear detectors. Although LR-aided linear MIMO
detection achieves the same diversity order as Maximum Likelihood (ML), there still
exists a gap between LR-aided hardoutput MIMO detection and MAP, which can be
reduced further with soft-output MIMO detection techniques. It has been shown in [3]
and [4], that LR-aided soft output MIMO detectors can achieve near optimal perfor-
mance. The method proposed in [5] uses the covariance matrix of the noise along with
a nearest-neighbor search method to reduce the complexity of LR-aided soft output
MIMO detection. However, the complexity of these algorithms is still very high for
practical implementation. Three soft output LR-aided MIMO detection methods are
proposed in [1]. The Fixed Candidates Algorithm (FCA) and Fixed Radius Algorithm
(FRA), proposed in [1], are based on the K-best and Sphere detection approaches,
respectively. FCA [1] can be efficiently implemented on a VLSI architecture. However,
its implementation on a parallel programmable architecture will require extensive data
shuffling and memory rearrangement, which would result in low hardware resource
utilization.
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In order to achieve near-MAP performance with LR-aided soft output MIMO de-
tection on a parallel programmable architecture, we propose LR-aided SSFE (Selective
Spanning with Fast Enumeration). LR-SSFE takes advantage of the low complexity
candidate list generation method SSFE [6], along with LR-aided linear detection to
achieve near optimal performance. Approximate efficient heuristics are used to replace
the spanning-sorting-deleting process in FCA [1]. Deterministic data flow and low cost
arithmetic operations in LR-SSFE will result in an efficient implementation on a paral-
lel programmable baseband architecture. Comparing with FCA [1], LR-SSFE achieves
the same performance with significantly lower complexity.
1.1 System Model
Consider a spatially multiplexed MIMO system with M transmit and N receive anten-
nas denoted as M ×N . The vector of received symbols y ∈ CN×1 is given as
y = Hs+n (1)
where s ∈ CM×1 denotes the vector of transmitted symbols taken independently from
a Quadrature Amplitude Modulation (QAM) constellation with E
[
ssH
]
= 1, and n ∈
C
N×1 is the vector of independent complex Gaussian noise samples where ni ∼ N(0, σ
2)
for 1 ≤ i ≤ M . H ∈ CN×M denotes the MIMO channel matrix and is considered to
be perfectly known at the receiver. The channel is considered to be i.i.d Rayleigh flat
fading with unit variance.
1.2 Lattice Reduction-aided Linear MIMO Detection
LR-aided linear MIMO detection has been proposed in [2]. To perform LR-aided MIMO
detection first a reduced lattice basis is obtained as H˜ = HT where T ∈ CM×M is a
uni-modular matrix with det(T) = ±1. In this paper, the CLLL algorithm [7] [8] is
considered for LR. The system equation (1) can be rewritten as
y = HTT−1s+n (2)
Then Moore-Penrose pseudo inverse of the transformed channel matrix, H˜† is applied
to obtain
H˜†y = T−1s+ H˜†n = T−1
[
a
(
s¯+
1
2
1v
)]
+ H˜†n (3)
where s¯ are the points of the scaled and shifted QAM constellation (s¯ − domain), as
shown in Fig.1 in case of QPSK. The scaling factor a = [
√
2,
√
4/10] in case of QPSK
and 16-QAM, respectively. The shift vector 1v is an M × 1 vector of [1 + 1j]. Now (3)
can be rewritten as
1
a
H˜†y −
1
2
T−11v = T
−1s¯+
1
a
H˜†n
zˆ = T−1s¯+ w (4)
The hard estimate is obtained by rounding zr = dzˆc to the nearest integer and trans-
forming back to the (s¯ − domain), s¯LRZF = Tzr. The final hard detection step is
shifting and scaling back to the original QAM constellation to obtain the LR-aided ZF
hard estimate as
sˆLRZF =
[
a
(
s¯LRZF +
1
2
1v
)]
(5)
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1.3 Lattice Reduction-aided Soft-Output MIMO Detection
The goal of soft output MIMO detection is to obtain reliability information about
the detected symbols. Soft output MIMO detection usually consists of two parts: (a)
A list generator that gives a list of candidate symbol vectors, denoted by L ⊆ ΩM ,
where ΩM is the set containing all the possibilities of M × 1 vector symbol s; (b)
A Log-likelihood-ratio (LLR) generator that approximates the a posteriori probabili-
ties(APP), the approximation becomes exact when L = ΩM . Generating the candidate
list dominates the performance and complexity of soft output MIMO detection. A low
complexity tree-searching method is proposed in [1] by performing QR-decomposition
of T−1 as T−1 = QTRT , to obtain∥∥zˆ −T−1s¯∥∥2 = ∥∥QHT zˆ −RT s¯∥∥2 (6)
from (4), where QT is a unitary matrix and RT is an upper-triangle matrix. FCA
[1] is based on K-best principle, choosing the K-best candidates at each layer. Once
the K-best candidates are found the LR-ZF hard estimate sˆLRZF is added to the can-
didate list. Although K-best involves modular and repetitive operations that can be
parallelized in VLSI architectures it has various problems when implementing on a par-
allel programmable baseband architectures [6]:(1) extensive shuffling incurs significant
cycle and energy overhead; (2) data-dependent memory-operations and computations
will significantly degrade the hardware resource-utilization on a programmable archi-
tecture; (3) the complexity of the spanning-sorting-deleting process is still too high.
2 Lattice Reduction aided SSFE
We propose LR-aided SSFE to overcome the aforementioned problems for implementa-
tion on a parallel programmable architecture. The idea is to first generate the LR-aided
ZF hard estimate s¯LRZF in the s¯− domain and then the candidate list is built around
this estimate with efficient heuristics. Sorting-deleting process is eliminated in the LR-
SSFE which results in a regular deterministic data flow. Experimental results show
that these characteristics significantly reduce the complexity.
A spanning-tree can be constructed to generate a set of candidates minimizing the
distance in (6). The level of the tree is M+1; mark the root-level as i = M+1 and the
leaf-level as i = 1. Each node at level i ∈ {M + 1, .., 2} is expanded to MQAM nodes
at level i + 1, where MQAM is the constellation size. In this tree each node at level
i ∈ {M, .., 2, 1} is uniquely described by the partial vector symbols s¯i = [s¯i, s¯i+1, .., s¯M ],
the leaves at level i = 1 correspond to all possible vector-symbols ΩM .
Annotate the root node with TM+1 = 0 and starting from Level i = M , the PED
(Partial Euclidean Distance) of partial symbol vector s¯i = [s¯i, s¯i+1, .., s¯M ] is Ti(¯s
i) =
Ti+1(¯s
i+1) + ||ei(¯s
i)||2, where the PED-increment ||ei(¯s
i)||2 is
||ei(¯s
i)||2 = ||Qizˆ −
M∑
j=i
Rij s¯j||
2 (7)
where Qi is the i
th row of QHT and Rij are the i
th row and jth column entries of RT .
||ei(¯s
i)||2 is non-negative, so the PED increases monotonically from root to leaves.
Hence, the formulation in (6) has now been transformed to a tree-search problem. The
optimal solution is to find the leaf at level i = 1 with the minimal PED, T1(¯s
1).
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2.1 LR aided SSFE in s¯− domain
The SSFE [6], is uniquely characterized by a vector m = [m1, . . . ,mM ]. Starting
from root level i = M , SSFE spans each node at level i + 1 to mi nodes at level i.
The spanned nodes are never deleted. Hence, the total number of nodes at level i is∏M
k=imk. If the node at level i = M +1 has the associated partial symbol vector being
s¯i+1 = [s¯i+1, .., s¯M ], the spanning is to select a set of s¯
i = [s¯i, s¯i+1, .., s¯M ] in a way that
PED-increment ||ei(¯s
i)||2 is minimized. Although, ||ei(¯s
i)||2 can be minimized using
FCA [1], which is essentially finding the K-Best closest points to the LR-aided hard
estimate. However, this requires calculating the PEDs at each level and then sorting
and selecting the K-best points. This is avoided in the proposed LR-SSFE by using fast
enumeration in the s¯− domain. Our approach is different from the SSFE proposed in
[6] where the points are enumerated in the original QAM constellation (s), around the
received symbols y. In LR-SSFE the points are enumerated in the s¯−domain instead,
around the LR-aided hard estimate (s¯LRZF ). Since, all the constellation points in the
s¯ − domain are integers (Fig.1, QPSK) this facilitates the use of simple arithmetic
operations in enumeration.
Efficient heuristics, called FE (Fast Enumeration), can be derived to approximate
the selection-sorting operations. To derive the FE, we first rewrite (7) as
||ei(¯s
i)||2 = ||Qizˆ −
M∑
j=i+1
Rij s¯j −Riis¯i||
2
= ||Qizr +Qiez −
M∑
j=i+1
Rij s¯j −Riis¯i||
2 (8)
where ez = zˆ− zr is the quantization error from the z−domain (infinite integer lattice
domain). Clearly, the minimization of ||ei(¯s
i)||2 is equivalent to the minimization of
||ei(¯s
i)/Rii||
2. Hence, from (8) we derive
||ei(¯s
i)/Rii||
2 = ||
Qizr
Rii
+
Qiez −
∑M
j=i+1Rij s¯j
Rii
− s¯i||
2
= ||s¯LRZF + es¯ +
Qiez −
∑M
j=i+1Rij s¯j
Rii︸ ︷︷ ︸
eα
−s¯i||
2
= ||s¯LRZF + eα − s¯i||
2 (9)
where s¯LRZF = Q(
Qizr
Rii
) is the LR aided ZF hard estimate obtained using the slicing
operator Q, which is essentially rounding and applying boundary control and es¯ =
(Qizr
Rii
)− s¯LRZF is the quantization error.
Specifically, minimizing (9) is essentially to select the closest complex integer con-
stellation point (in the s¯− domain) to s¯LRZF + eα. For LR-SSFE, the FE is to select
a set of closest constellation points around s¯LRZF + eα. FCA [1] finds the closest con-
stellation points to s¯LRZF + eα calculating the Partial Euclidean Distances to all the
constellation points excluding s¯LRZF at each layer (line S8 Table II in [1]). This re-
quires comparing the LR-aided hard estimate to all the constellation points for making
the exclusion and calculating the PEDs. To avoid this we derive the Fast Enumeration
based on (9).
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2.2 Fast Enumeration in s¯− domain
In FE the first point is always set to p1 = s¯LRZF (mi = 1) to guarantee the ML diversity.
The closest constellation point to s¯LRZF + eα is p2 = Q(s¯LRZF + eα). However, when
|<(eα)| < 0.5 and |=(eα)| < 0.5, p2 = p1. To avoid this double inclusion of the same
point we make use of simple operations, such as rounding and boolean logic ‘OR’. When
|<(eα)| < 0.5 and |=(eα)| < 0.5, finding the closest constellation points to s¯LRZF + eα
is approximately same as finding the closest points to s¯LRZF i.e. p1, otherwise it is
finding closest constellation points to s¯LRZF + eα. For mi ≥ 2 more points can be
efficiently enumerated based on the direction vector d = s¯LRZF + eα −Q(s¯LRZF + eα).
For mi, i ∈ [2, 3, 4] the points can be enumerated in the following way,
p1 = s¯LRZF
ζ = (d|<(eα)|c > 0)⊕ (d|=(eα)|c > 0)
φ = |<(d)| > |=(d)|
p2 = (!ζ)(p1 + (sgn(<(d))φ+ j(sgn(=(d))(!φ)))
+ (ζ)(Q(s¯LRZF + eα))
p3 = (!ζ)(p1) + (ζ)(p2)
+ (sgn(<(d))(!φ) + j(sgn(=(d))φ))
p4 = (!ζ)(p1) + (ζ)(p2) + (sgn(<(d)) + j(sgn(=(d))) (10)
where ‘sgn()’ is the operator for extracting the sign of a number (positive/negative),
‘!’ is the logic-not operator and ‘⊕’ is logical-OR. The technique applied here is to
incrementally grow the set around p1 when ζ = 0, otherwise the set is built around the
point s¯LRZF + eα when ζ = 1.
For example, if ζ = 0 and |<(d)| > |=(d)|, the closest constellation p2 to p1 is on
the horizontal-line where p1 stays, and the distance between p1 and p2 is (sgn(<(d)).
If |<(d)| < |=(d)|, p2 is on the vertical-line where p1 stays, and the distance is
j(sgn(=(d)). In the other case, when ζ = 1, points are enumerated around s¯LRZF +eα,
the closest point p2 to s¯LRZF +eα is obtained as Q(s¯LRZF +eα) and then further points
are enumerated around p2 using d as shown in (10). Similarly, p3 and p4 are enumerated
with simple operations. Using this approach both explicit exclusion of the s¯LRZF from
the list and PED calculations are avoided. This makes data flow deterministic and
data dependent memory re-arrangement is avoided. The FE (10) uses simple arith-
metic operators like addition, subtraction and rounding. As the FE is carried out in
the s¯−domain, where all the points are integers, these operations can be implemented
with low cost shift-add operations. Fig.1a and Fig.1b shows the 3 enumerated points
in case of QPSK, when ζ = 0 and ζ = 1, respectively.
3 Experimental Results
In this section, we provide performance comparison of the proposed soft output MIMO
detector LR-SSFE to ZF, LR-aided ZF (LR-ZF), FCA [1] and MAP. CLLL [8] algorithm
is used in all the cases for LR. A 4× 4 MIMO system, with i.i.d Rayleigh Flat Fading
channel is considered with complete channel state information at the receiver. The
bit-flipping strategy proposed in [9] is applied to generate the LLR values from the
candidate list. In all cases 1/2-rate convolutional code of constraint length 7 with
generator polynomials [133, 171] is used.
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Figure 1: Fast Enumeration in s¯− domain for QPSK (a) ζ = 0 (b) ζ = 1
3.1 BER Performance
Fig.2 shows the coded BER results for QPSK and 16QAM. As expected, in all the
cases LR-SSFE achieves the same diversity order as MAP. This proves the motivation
for generating the candidate list using LR-aided ZF hard estimate. LR-SSFE with only
one candidate m = [1111] provides a significant performance gain of 3dB compared
to LR-ZF in case of QPSK, Fig.2a. While in case of 16QAM, Fig.2b, LR-SSFE with
m = [1111] provides a gain of about 1dB compared to LR-ZF.
The number of candidates in FCA is Kp+1 as the LR-ZF candidate is also added to
the list of candidates [1]. In case of QPSK, Fig.2a, LR-SSFE with m = [1112] has the
same performance as FCA with Kp = 1, both having the same number of candidates.
When m = [1233] LR-SSFE is only about 1dB away from MAP at a BER of 10−4,
Fig.2a.
In case of 16QAM, Fig.2b, LR-SSFE with m = [1124] has a slightly better perfor-
mance than FCA with Kp = 2. LR-SSFE with m = [1248] is only about 1dB away
from MAP at a BER of 10−4, Fig.2b. This gap can be further reduced by using bigger
values of mi.
3.2 Complexity Comparison
To the best of our knowledge this is the first LR aided soft output MIMO detector
specifically optimized for parallel programmable processors. Deterministic data flow
and simplified arithmetic operations in LR-SSFE significantly reduce the implementa-
tion complexity. Table 1 shows the complexity comparison of LR-SSFE and FCA. The
CMUL(Complex Multiplications) and CADD(Complex Additions) required in gener-
ating the candidate list for a 4 × 4 MIMO system with 16QAM are shown in Table
1, all the intermediate steps such as QR-decomposition and calculating H˜† are also
included. From Table 1 we can observe that LR-SSFE has a significantly lower com-
plexity compared to FCA [1].
LR-SSFE with m = [1124] has almost the same BER performance as FCA with
Kp = 2, Fig.2b, while the number of required operations are significantly reduced (Ta-
ble 1). Fig.2b shows that FCA [1] with Kp = 4 is only about 0.5dB better than SSFE
withm = [1124] at 10−4, while the complexity of FCA is more than twice of SSFE (Ta-
ble 1). Although the size of the candidate list in case of LR-SSFE with m = [1248] is
bigger than FCA Kp = 8, to achieve the same BER performance with in 1dB of MAP,
the cost of generating the candidate list with LR-SSFE is still significantly lower than
FCA (Table 1). The complexity of FCA grows with QAM constellation size while the
complexity of LR-SSFE is independent of constellation size. This complexity gap be-
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Figure 2: BER Performance 4× 4 MIMO system (a) QPSK (b) 16QAM
tween LR-SSFE and FCA will further increase when using bigger QAM constellations.
In an implementation on a parallel programmable processor, LR-SSFE will have more
efficient utilization of hardware resources than FCA, as there are is no sorting-deleting
in LR-SSFE.
4 Conclusion
In this work, we presented LR-SSFE as a low complexity soft output MIMO detector
specifically optimized for parallel programmable baseband architectures. LR-SSFE has
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ZF LR-ZF SSFE (m) FCA (Kp)
1111 1122 1124 1248 2 4 8
CMUL 270 572 820 848 886 1330 1414 1998 3166
CADD 124 298 435 480 542 1210 810 1202 1986
Table 1: Complexity Comparison of LR-SSFE and FCA [1], 4 × 4 MIMO system
16QAM
a completely deterministic and regular data flow which will enable efficient implemen-
tation on a parallel programmable processor. Moreover, LR-SSFE can be configured
to achieve different performance/complexity trade-offs, which is highly desirable for
Software Defined Radio baseband processing. Experimental results show that under
the same performance constraints LR-SSFE has a significantly lower complexity than
FCA.
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Abstract
The architectural simplicity of the direct scheme receivers makes it an appealing
architecture for low cost and low power transceivers. This architecture how-
ever demonstrates increased sensitivity to analog front-end impairments, such
as gain and phase imbalances in the receiver’s quadrature paths (IQ). Espe-
cially when used in flexible software-defined radios (SDR), very fast, but low
cost IQ-imbalance estimation and correction methods are required, to cope with
the dynamically varying IQ-imbalance due to environmental effect and frequency
shifts. The main goal of this paper is to present an on-chip, off-line, extremely
fast and low complexity self-calibration of IQ imbalance and carrier feedthrough
(CFT) for both the transmitter and the receiver. Custom-designed training sym-
bols (T) allow to reduce the computation complexity, such that the calibration
method can be performed at any user-defined instance in negligible time. The
reported complexity analysis shows that the whole calibration process takes up
only 3000 processor cycles, or 12us, when running on an OPENRISC 1200 core.
1 Introduction
Portable wireless applications continuously push the cost and power budget of wireless
transceiver design. The direct conversion architecture enables reduced implementation
complexity compared to the classical heterodyne architecture by avoiding the costly
intermediate frequency (IF) filter. The backside of the medal is the increased sensi-
tivity of this conversion scheme to analog front-end imperfections. The absence of the
intermediate frequency step, makes the approach especially sensitive to IQ imbalance
[1]. Here, IQ imbalance refers to the mismatch between the gain and phase of the
in-phase and quadrature signal and reference paths. This directly impacts distortion
in the signal constellation and degradation of the transceiver performance [2]. Instead
of demanding a stringent specification on the local oscillator (LO), which requires an
expensive analog device, a more economical approach is to tolerate a certain level of
IQ imbalance distortion in analog front-end, making it much cheaper, and do some
compensation afterwards in the digital domain at a reasonable complexity. The dif-
ficulty to estimate the IQ imbalance is mainly due to three aspects: 1.) The effect
of IQ imbalance on the ideal transmitted signal is non-linear; 2.) The effect of IQ
imbalance is PVT sensitive and thus varies with the varying environment; 3.) For a
wideband communication system, frequency-selective IQ-imbalance distortions should
be taken into account. The frequency selectivity arises mainly due to mismatched fil-
ters in the I and Q branches of the front-end [3]. With the emergence of SDR, and
wideband communication, frequency-selectivity gains importance. Hence, a frequent
calibration process, interwoven with normal transmission, is required to adapt to the
rapidly varying environment. This calls for a fast calibration method to avoid affecting
the real-time transmission.
Various digital IQ imbalance calibration techniques have been proposed. The three
most important considerations when designing the method are convergence speed, dis-
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Figure 1: Mathematical Equivalent Diagram of IQ Imbalance (∆φT and ∆φR: phase
mismatch; T and R: gain mismatch)
tillation of cascaded transmitter and receiver IQ imbalance and, of course, calibration
computation complexity. Iterative approach to find the compensation parameters based
on monitoring the output signal power is proposed in [4]. The biggest problem of this
scheme is low convergence speed. Some non-iterative techniques in [1][5][6] operate on
the received digital outputs and estimate the imbalance parameters using a non-linear
least square scheme. The convergence speed is faster but the computational complex-
ity is greatly increased due to the non-linear least-square algorithm. Additionally, this
scheme works on the assumption that an ideal transmitter source is available, which
is unrealistic in practical implementations. [7] describes a calibration method that
simultaneously estimates IQ imbalance of both the transmitter and the receiver in a
non-iterative way. However, the high computational complexity of the Minimum Mean
Square Error (MMSE) based scheme still needs simplification.
The main goal of this paper is to present an on-chip, off-line, extremely fast and
low complexity calibration of IQ imbalance and carrier feedthrough for the transmitter
(Tx) and receiver (Rx) simultaneously. This calibration is fast enough to tolerate the
frequently-needed calibration process in wideband, flexible radios without affecting the
real-time normal transmission.
The calibration platform is created by using the transceiver in loop-back via the
‘parasitic’ coupling in the transmit-receive switch of the antenna interface, which cre-
ates an on-chip flat channel for the calibration process. Two dedicated training symbols
are sent from the transmitter and received by the receiver on the same chip. The cal-
ibration method can be performed at any user-defined instance, e.g. during system
setup and mode handover. The complexity analysis shows that, running on an OPEN-
RISC 1200 core, the whole calibration process will take up less than 12us, which is
a negligible fraction of time when setting up the system. It can achieve about 70dB
image rejection after IQ imbalance correction with the estimated parameters, without
taking other transceiver impairments into account. As a result, the IQ imbalance will
no longer dominate the transceiver’s performance, hence enabling improved, faster and
simplified on-line channel estimation and compensation of other distortions in direct-
conversion architectures, such as carrier frequency offset (CFO) and phase noise (PN)
[1], [3] and [6].
The remainder of this paper is organized as follows: The IQ imbalance mathematical
model is presented in Section II; Section III presents the proposed high-efficiency IQ
imbalance calibration scheme; The computation complexity and performance analysis
are reported in Section IV to show the effectiveness of the proposed method; Section
V concludes the paper.
2 Mathematical Model of IQ Imbalance
Transmitter and receiver are both affected by IQ imbalance. Fig.1 presents the math-
ematical model with transmitter offsets ∆φT and εT and receiver offsets ∆φR and εR,
which quantifies the quadrature accuracy of the LO signal and the matching between
both quadrature mixers [7]. C represents the channel factor between the transmitter
and receiver.
The distortion effect of receiver IQ imbalance on the recieved baseband signal R(t)
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Figure 2: Working Mechanism (a:Calibration Platform b:Working Flow c:Example of
Training Symbols )
is modeled [8] as follows:
R(t) = Rin(t)× RLO(t)
= (Ti(t) cos(w0t)− Tq(t) sin(w0t))
×((1 + R) cos(w0t+∆φR)
−j(1− R) sin(w0t−∆φR))
= αRT (t) + βRT
∗(t) (1)
where Rin(t) denotes the receiver input assuming an ideal transmitter and channel
exist, RLO(t) is the mathematical presentation of the combined LO signals in I and Q
paths, Ti(t) and Tq(t) are the transmitted symbols in I and Q paths, and
R(t) = Ri(t) + jRq(t) (2)
T (t) = Ti(t) + jTq(t) (3)
αR = cos(∆φR)− jR sin(∆φR) (4)
βR = R cos(∆φR) + j sin(∆φR) (5)
A similar derivation can be adapted for the distortion effect of transmitter IQ
imbalance on the received baseband signal assuming an ideal receiver and channel
exist, which is modeled as follows:
R(t) = αTT (t) + βTT
∗(t) (6)
where
αT = cos(∆φT ) + jT sin(∆φT ) (7)
βT = T cos(∆φT ) + j sin(∆φT ) (8)
As can be seen, due to the IQ imbalance effect, the ideal signal is distorted by a
scaled version of its complex conjugate, which, in frequency domain, is equivalent to
interference on the ideal spectrum by the corresponding image tones.
3 Proposed IQ Imbalance Estimation Method
3.1 Working Mechanism
This section explains the IQ imbalance estimation algorithm in detail, which targets
low complexity to support the high frequently required self-calibration. As shown in
Fig.2(a), the calibration platform is working in loop-back mode, meaning the trans-
mitter output is directly coupled with the receiver input. Via the ‘parasitic’ coupling
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in the transmit-receive switch of the antenna interface, an isolation around 30 dB over
all operation frequencies can be assumed. Given that the coupling between the trans-
mitter and receiver exists locally on-chip in a shielded environment, it is realistically
assumed that for a limited bandwidth of the transmitted signal, its frequency response
over the transmitted spectrum is flat. The received signal is also distorted by additive
white Gaussian noise (AWGN). The proposed method aims at calibrating the trans-
mitter and receiver impairments simultaneously. However, the received signal at the
receiver output will be co-affected by the transmitter and receiver imperfections and
the separation of the distortions is impossible if the transmitter and receiver work at
the same conversion frequency. Previous work [7] proposed a frequency-offset separa-
tion method: By using a different up- and down-conversion frequency in transmitter
and receiver respectively, receiver and transmitter imperfections can be decoupled. The
necessary computations are simplified further by making the frequency offset between
the transmitter and the receiver exactly equal to one sub-carrier spacing.
Two custom-designed training symbols (T) are used, one for time synchronization
and the other for IQ imbalance calibration. The former contains two repeated short
training symbols in the time domain. The latter is designed according to following
two principles: 1.) At least one zero subcarrier exists between two adjacent non-zero
subcarriers, enabling separation of Rx and Tx distortions; and 2.) Each non-zero sub-
carrier should have a zero image sub-carrier, enabling computation simplification. The
number of non-zero carriers (Neff ) can be adjusted according to practical applications.
Note that an increased value of Neff improves the estimation accuracy, at the cost of
additional computation complexity. A simple example of such T obeying these rules,
with Neff = 3, is given as Fig.2(c) (in the frequency domain).
Fig.2(b) shows the working flow of the complete calibration process. During cali-
bration, the above mentioned training symbols are transmitted from the transmitter
and received by the receiver on the same chip through the loop-back configuration.
After time synchronization in the receiver, a conversion to the frequency domain is
done, where IQ imbalance estimation will take place.The timing synchronization is
achieved based on an auto-correlation result between the first half and the second half
of the first training symbol using a correlation window length of that of a T (N). The
starting point is determined by the peak of the signal energy in the targeted window.
We add power normalization step to make the starting point detection more robust to
tranmission instability. A Fast Fourier Transform (FFT) takes care of the conversion
of synchronized time domain signal to the frequency domain. The frequency domain
symbol R indicates the actual signal captured at the receiver output and Rin is defined
as the signal received via the ‘ideal receiver path’ which is obtained by direct extraction
from R with different operation frequency between transmitter and receiver (refer [7]
for detail). Next, R, Rin and the originally transmitted training signal T are used to
estimate the transmitter and receiver impairments with minimal computational com-
plexity, as explained in the following session. Whenever the transmission environment
(PVT or operation frequency) changes, self-calibration is needed to update the on-line
compensation parameters.
3.2 Calibration Algorithm
This section explains in detail the time synchronization method and the kernel cali-
bration algorithm, aiming at estimating the transmitter IQ imbalance and the carrier
feedthrough. The receiver IQ estimation and compensation are not optimized com-
pared to [7] due to its already acceptable computational complexity.
3.2.1 Time Synchronization
The first step, the time synchronization, generates correlation result P [d] with a window
length of N samples. Note that r is the received sequence corrupted by the IQ imbalance
and AWGN, d is a time index to the first sample in the current window of N samples.
This window slides along in time as the starting point detection proceeds. P [d] can be
calculated using an iterative formula. The energy for the second half-window is defined
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by R[d], which can also be calculated iteratively. A timing metric can be defined as
M [d].
P [d] =
N/2−1∑
m=0
r∗[d+m]r[d+m+N/2]
R[d] =
N/2−1∑
m=0
‖r[d+m+N/2]‖2 M [d] =
‖P [d]‖2
R[d]2
(9)
3.2.2 Transmitter IQ Imbalance Estimation
As mentioned in Section II, the ideal spectrum in frequency domain is distorted by
image tones due to the IQ imbalance effect. Taking into account the channel coupling
effect (C) and white Gaussian nose (N), the symbol Rin can be calculated as:
Rin = (αTT+ βTT
∗
m
)×C+N (10)
In [7], transmitter IQ imbalance parameters (αT and βT ) and coupling function (C)
are estimated separately based on the MMSE criterion using the following equations:
βˆT =
1
n− 1
·
n−1∑
k
Rin[k] ·T[k + 1]−Rin[k + 1] ·T[k]
Rin[k + 1] ·T∗m[k]−Rin[k] ·T
∗
m[k + 1]
αT =
√
1−=2{βˆT} − j
<{βˆT} · ={βˆT}√
1−=2{βˆT}
βT = αT · βˆT C =
Rin
(αTT+ βTT∗m)
(11)
The resulting implementation complexity is unacceptable for its on-line calibration
and compensation. Due to the on-chip Tx-Rx loopback proposed in this paper, the
coupling channel can be assumed flat. As a result, the coupling factor will be scalar.
This allows to bind the parameters (α and β) with the coupling factor (C) into a
reduced set of unknown M and K.
Rin = (αTT+ βTT
∗
m)× C +N
= (αT × C ×T+ βT × C ×T
∗
m) +N = (M ×T+K ×T
∗
m) +N (12)
Assuming a training symbol with two non-zero carriers at sub-carriers i and j and
temporarily ignoring AWGN noise, M and K can be obtained by the following equa-
tions, which are much simpler than Eqn.(11).
M =
Rin[i] ·T
∗
m[j] +Rin[j] ·T
∗
m[i]
T[i] ·T∗m[j]−T[j] ·T
∗
m[i]
K =
Rin[i]−M ·T[i]
T∗m[i]
(13)
For the proposed custom-designed training symbol, which has the feature that each
non-zero subcarrier has a zero image sub-carrier, the equations above can be further
simplified to:
M = Rin[i] K = Rin[j] (14)
Note that each non-zero subcarrier in the training symbol yields an estimate for
M and K. The advantage over all the estimations is taken as the final estimate. An
increased number of non-zero subcarriers hence provides improved estimates due to
a better noise averaging, at the cost of a slight increase in the number of required
computations.
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3.2.3 CFT Estimation
Carrier feedthrough (CFT) related to the coupling of the up/down converting carrier
into the signal path. This will cause self-mixing of the carrier, resulting in transmitter
and receiver DC-offset. At the transmitter side, CFT will result in a tone at DC. CFT
estimation at transmitter side hence relates to finding the dc-offset value (∆CFT ) at
the transmitter baseband, which when added to the originally transmitted baseband
signal counteracts the tone caused by CFT at the transmitter output. The criterion
can be represented by the following equation:
Rin[c] = (αT · (T[c] + ∆CFT ) + βT · (T[c] + ∆CFT )
∗) · C (15)
When parameters (α and β) and coupling function (C) are again bound together,
compared to [7], the generation of the complex dc-offset can be simplified to:
∆CFT =
M∗ ·Rin[c]−K ·Rin
∗[c]
‖M‖2 − ‖K‖2
−T[c] (16)
4 Complexity Analysis and Performance Evalua-
tion
4.1 Complexity Analysis
From (9), the complexity to do the first search in time synchronization can be derived
as:
Ctimesyn. = N ·Rmult+N ·Radd+ 1 ·Rdiv + (N/2) · Cmult+ (N/2) · Cadd
with Cadd, Cmult and Cdiv, Radd, Rmult and Rdiv a complex addition, complex
multiplication, complex division, real addition, real multiplication and real division
respectively. The computation for the following search can be calculated iteratively
based on its previous search, so it is negligible.
The second step, the conversion from time domain to frequency domain, is per-
formed by an FFT transformation. The computation to do an FFT of length N is:
Cfft = (N/2) log2N · Cmult+ (N/2) log2N · Cadd (17)
The computational complexity of the third step, extractingRin fromR, is negligible
(refer to [7]).
Thanks to the proposed computational complexity simplification method, all the
computations needed in the transmitter IQ estimation and channel estimation are
nothing more that averaging operation. Therefore, the computational complexity of
this step can be quantified as:
CTxIQest = Neff · Cadd (18)
From (16), the computational complexity for estimating the CFT can be derived
as:
CCFTest = 4 ·Rmult+ 2 ·Rdiv + 3 · Radd+ 2 · Cmult+ 2 · Cadd
The computational complexity to estimate receiver IQ imbalance, as in [7] can be
finally derived as:
CRxIQest = 4Neff ·Rmult+ 4Neff ·Rdiv + 2Neff ·Radd+ 2Neff · Cadd+ 2Neff · Cmult
The overall computation complexity for the whole calibration process is summarized
in Tab.1 with a given T (N = 16, Neff = 3).
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Table 1: Summary of Calibration Complexity
Computation Type Complexity Given T
Cmult N/2 + (N/2) log2N + 2 + 2Neff 48
Cadd N/2 + (N/2) log2N + 2 + 3Neff 51
Rmult N + 4 + 4Neff 32
Radd N + 3 + 2Neff 25
Rdiv 3 + 4Neff 15
Table 2: Execution Time of Integer Instructions
Operation Cycles
Arithmetic except Multiply/Divide 1
Multiply 3
Divide 32
4.2 OPENRISK 1200 Evalution
The calibration complexity of the proposed method is evaluated with the opensource
processor OPENRISC 1200 [9], which is a typical core could be integrated on the die.
Here are some important features of the OPENRISC 1200 32-Bit CPU/DSP core:
1. 250 MHz in worst-case 0.18u 6LM
2. Area <0.5 sqmm at 0.18u 6LM (cache memories not included)
Tab.2 lists execution time for the required instructions executed by the integer ex-
ecution pipeline of the OPENRISC core. Most instructions are executed in one clock
cycle. Using these numbers, the total number of cycles to execute the complete calibra-
tion process (N = 16, Neff = 3) described in this paper on the OPENRISC 1200 core
amounts to 3000 (1375+overhead) cycles, where overhead concerns the supporting in-
tructions, e.g. intruction jump, needed to execute the kernel arithmetical instructions.
As a result, using a conservative 250MHz clock (for a 0.18u 6LM implementation), the
calibration process completes in less than 12us, which is a negligible fraction of the
setup time of the wireless system.
4.3 Performance Evaluation
Fig.3 shows the calibration performance with N = 16, Neff = 7 in terms of the image
rejection ratio on the estimated calibration parameters M and K in the function of the
signal-to-Gaussian-noise ratio(SNR) at the receiver output.
The signal strength at the receiver input is around -30dBm after coupling degra-
dation and the AWGN noise floor can be roughly calulated as: -173dBm*BandWidth.
The normal SNR at the receiver input of our on-chip calibration platform is around
30-60dB. The proposed calibration process can obtain at least 70dB image rejection,
as shown in Fig.3.
5 Conclusions
In this paper, we introduced a low complexity method to estimate joint Tx-Rx IQ
imbalance in direct-conversion transceivers. This estimation is performed off-line but
with extremely fast speed and low computational complexity to avoid affecting the
normal on-line transmission. Custom-designed training symbols and a flat on-chip
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Figure 3: Image Rejection Ratio on the Estimated Calibration Parameters at Different
Calibration SNRs
coupling channel contribute most to the simplification of calculations required during
calibration. The complexity analysis shows that the self-calibration takes only 3000
clock cycles and 12us to finish when running on the OPENRISC 1200 processor. This
extremely fast speed enables high frequently required self-calibration to keep track
of the varying PVT and carrier frequency effects on IQ imbalance and CFT. This
on-chip self-calibration can obtain at least 70dB image rejection after compensation,
which guarantees an ‘IQ imbalance free’ transceiver in the following normal on-line
transmission and further simplifies the estimation of other distortions (PN and CFO)
because of the elimination of IQ imbalance beforehand.
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Abstract
Non Data Aided (NDA) signal to noise ratio (SNR) estimation for non-coherent
detection of OOK signals are investigated in this paper. Moments based, M1M2
and M2M3 estimators and expectation maximization (EM) estimators are pro-
posed for NDA SNR estimation. M1, M2 and M3 are the approximated rst,
second and third moments of the received baseband signal samples (rk), respec-
tively. The limitations of the proposed estimators are discussed and optimal
hybrid estimators are proposed to overcome the limitations. The performance
of the estimators are evaluated by the normalized mean square error (NMSE)
criterion. Finally, we also propose interference mitigation technique based on
threshold adjustment for non-coherent OOK receivers and analyze the perfor-
mance of the technique based on bit error rate (BER) performance.
1 Introduction
Ultra low power (ULP) wireless devices are gaining importance in various applications
such as wireless sensor networks, e.g., [1,2], and the references therein. In ULP wireless
devices, non-coherent square law detector (SLD) based OOK receivers are used, [1, 2].
The detection threshold in these receivers is a function of signal to noise ratio (SNR), [3].
Hence, SNR estimation plays an important role in non-coherent OOK receivers. In this
paper, we investigate the SNR estimation techniques for non-coherent OOK receivers.
SNR estimation techniques can be broadly classied as data aided (DA) and non
data aided (NDA) schemes. DA SNR estimation is carried out when the received
data sequence is known at the receiver and NDA SNR estimation is carried out in
the case of unknown received data sequence. Various SNR estimation techniques have
been discussed in the literature, e.g., [4{6] and the references therein. The comparison
of SNR estimation techniques in additive white Gaussian noise (AWGN) channel for
MPSK signal constellations is discussed in [4]. NDA envelope detector based SNR
estimators are reported for M -ary quadrature amplitude modulation (MQAM ) and
PSK constellations in [5]. The expectation-maximization (EM) algorithm based SNR
estimation for MQAM signals is described in [6]. The existing SNR estimators, [4{
6], are not suitable for non-coherent OOK receivers as they are characterized by the
continuous availability of signal whereas, OOK signals are characterized by the presence
and absence of the signal. Therefore, we focus on SNR estimation techniques for non-
coherent OOK receivers in this paper.
The major contributions of this paper are in the NDA class of SNR estimation. EM,
M1M2 and M2M3 estimators are proposed for NDA SNR estimation. M1, M2 and M3
are the approximated rst, second and third moments of the received baseband signal
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samples (rk), respectively. M1M2 and M2M3 estimators are proposed for the condition
of unequiprobable and equiprobable symbols, respectively. It is shown that, if the
symbols are equiprobable, M1M2 estimator does not yield a solution for SNR estimate
and the performance of moments based estimators degrade in the high SNR region. EM
estimator is proposed to overcome this problem. The normalized mean square error
(NMSE) is computed for each NDA estimator over a wide range of SNR and it is shown
that the moments based estimators perform better than the EM estimator in the low
SNR region. Therefore, hybridM1M2 EM andM2M3 EM estimators are proposed
to overcome the limitations. Finally, we propose a interference mitigation technique to
mitigate continuous wave (CW) interferer based on a threshold adjustment method.
The performance of the interference mitigation technique is evaluated based on the bit
error rate (BER) behavior over a wide range of SNR.
The rest of this paper is organised as follows. Section 2 describes the system model.
Section 3 describes the proposed NDA estimation techniques. Section 4 describes the
interference mitigation technique. Section 5 describes the simulation, results and the
associated discussions. Finally, the conclusions are presented in section 6.
2 System model
The simplied model of SLD based non-coherent OOK receiver is shown in gure 1.
The received RF signal is down converted to baseband by the SLD and low pass lter.
Figure 1: Simplied non-coherent OOK receiver model.
Let CN = [c1 c2 .... cN ]
T represent the transmitted binary sequence, where, ck 2 f0; 1g.
Assuming perfect synchronization and AWGN channel, the received signal sample in
baseband, (rk) is given as, [3],
rk = (Ack + xk)
2 + y2k; k = 1:::N; (1)
where, xk and yk are the real and imaginary parts of the complex Gaussian noise
samples with zero mean and variance, 2 = No
2
in each dimension. A is the amplitude
of the transmitted signal. Let RN = [r1 r2 .... rN ]
T represent the received baseband
signal sequence. Let A^ and ^2 be the estimates of A and 2, respectively. The SNR
estimate (^) is given as,
^ =
A^
2^2
: (2)
The probability density function (pdf) of rk is given by,
p(rk) =

22
e 
rk+A
2
22 I0
prkA
2

+
1  
22
e 
rk
22 ; (3)
where, In(x) is the n
th order modied bessel function of the rst kind, `' is the
probability of `ck = 1', `1  ' is the probability of `ck = 0'. In the following sections,
the derivations of NDA estimation are explained in detail and the performance of each
estimator is analyzed.
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3 NDA SNR estimation
M1M2, M2M3 and EM estimators are proposed for NDA estimation. In the following
sections, these estimators are analyzed in detail.
3.1 M1M2 Estimator
M1M2 estimator is based on the rst and second moments of the elements of RN . The
approximate lth moment of the signal samples is calculated as, [4],
M^l =
1
N
NX
j=1
rlj: (4)
M^1 and M^2 are computed by (4). The true moments, M1 andM2, for the pdf described
in (3) are given as,
M1 = 2
2 + A2;
M2 = 8
4 + 82A2 + A4:
The estimates A^2M1M2 and ^
2
M1M2
can be evaluated by solving the above equations and
are given as,
^2M1M2 =
M^1
2
+
q
2M^21 (2  1)  2M^22 + M^2
4  2 ; (5)
A^2M1M2 =
M^1   2^2M1M2

: (6)
Using (2), (5) and (6), the SNR estimate can be evaluated. It can be proved that
M2 = 2M
2
1 for  = 1=2. Hence, M1M2 estimator does not yield the solution for SNR
estimate when the symbols are equiprobable. Higher order moments are considered to
estimate SNR for equiprobable case.
3.2 M2M3 Estimator
M2M3 estimator is based on the second and third moments of elements of RN . This
estimator has been developed for the equiprobable case ( = 1=2). M^2 and M^3 are
computed by (4). The true moments, M2 and M3, evaluated from (3), are given as,
M2 = 8
4 + 42A2 +
A4
2
;
M3 =
1
2
(966 + 72A24 + 18A42 + A6):
The above equations are solved to yield the expressions for the estimates A^2M2M3 and
^2M2M3 as,
A^2M2M3 =
3
q
6
p
2M^
3=2
2   4M^3; (7)
^2M2M3 =
p
2M^2   A^2M2M3
4
: (8)
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Using (2), (7) and (8), the SNR estimate can be evaluated. The performance of M1M2
and M2M3 estimators degrade at high SNR. The degradation is due to the increased
error in noise power estimates at high SNR. EM estimator is proposed to overcome the
problem in the high SNR region.
3.3 EM estimator
EM estimation is an iterative procedure, [7]. The convergence tolerence shall be set to
a constant value,   1 and let m be the maximum number of iterations. The joint
pdf of the elements of RN conditioned on the elements of CN is given as,
p(RN jCN) =
NY
k=1
1
22
e 
rk+A
2c2k
22 I0
prkAck
2

:
The log likelihood of p(RN jCN) is given as,
EM(RN ;A;
2) =  Nln(22)  1
22
"
NX
k=1
rk + A
2
NX
k=1
c2k
#
+
NX
k=1
ln
 
I0
prkAck
2
!
:
The EM algorithm involves four steps.
Step 1: Find the expectation of EM(RN ;A;
2) with respect to ck as,
	(RN ;A;
2) = Eck [EM(RN ;A;
2)]:
=  Nln(22)  1
22
"
NX
k=1
rk + A
2
NX
k=1
P1k;n 1
#
+
NX
k=1
P1k;n 1ln
 
I0
prkA
2
!
:
(9)
where, Pik;n 1 is the probability of `ck = i' at the (n  1)th iteration given by,
Pik;n 1 = P (ck = ijrk;An 1; n 1)
=
P (rkjck = i;An 1; n 1)Pi
P (rk;An 1; n 1)
;
where, Pi =
(
; if i = 1;
1  ; if i = 0:
Step 2: Maximize 	(RN ;A;
2) with respect to the arguments A and 2. Let n=[An
2n] be the value of the arguments at the end of n
th iteration. n is given by,
n = argmax
A;2
[	(RN ;A;
2)]:
The values for An and 
2
n at the end of n
th iteration are obtained by partially dierenti-
ating (9) with respect to An and 
2
n and equating to 0. After high SNR approximation,
An =
PN
k=1 P1k;n 1
p
rkPN
k=1 P1k;n 1
; (10)
22n =
1
N
"
NX
k=1
rk   A2n
NX
k=1
P1k;n 1
#
: (11)
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Step 3: Compute the SNR estimate n =
A2n
22n
at the end of nth iteration. If  or
m is reached, recalibrate the noise estimation. Otherwise, continue with the iteration
procedure.
Step 4: It is found that the noise estimation after convergence of the EM algorithm
is biased. Recalibration is an additional step employed to remove any signicant bias
in the noise estimation. After convergence, noise is re-estimated from the knowledge
of the vector P0;n = [P01;nP02;n : : : P0N;n]T as,
22n =
PN
k=1 P0k;nrkPN
k=1 P0k;n
: (12)
4 Interference mitigation
Consider the continuous wave (CW) interferer of the form, Icos(!t). The superposition
of the interference on the desired signal, Ackcos(!t), results in the baseband signal of
the form,
rk = (Ack + I + xk)
2 + y2k; k = 1:::N; (13)
The CW interference can be mitigated by adjusting the detection threshold.
4.1 Threshold derivation
The distinction of Mark (transmission of binary 1) and Space (transmission of binary
0) is based on the comparison of rk against a threshold (b0). The conditional pdfs of
rk are given by,
p(rkjck = 1) = 1
22
e 
rk+(A+I)
2
22 I0
 p
rk(A+ I)
2
!
;
p(rkjck = 0) = 1
22
e 
rk+I
2
22 I0
 p
rkI
2
!
:
The probability of Mark error (Pm), Space error (Ps) and the overall probability of
error (Pe) for equiprobale symbol conditions are given by,
Pm = 1 Q(
p
2'; );
Ps = Q(
p
2; );
Pe =
1
2
(Pm + Ps); (14)
where,  =
p
b0

, ' = (A+I)
2
22
and  = I
2
22
and Q(a; b) is the marcum Q function given
by,
Q(a; b) =
Z 1
b
xe (a
2+x2)=2dx:
 must be chosen such that it minimizes Pe. It is given by the solution of the equation,
I0(
p
2') = e(' )I0(
p
2):
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After high SNR approximation,  can be expressed as,
 =
ln
"
'

 1
4
#
+ ('  )
p
2(
p
' p) : (15)
4.2 Mitigation procedure
The optimal threshold given by (15) must be calculated to mitigate interference. Hence,
' and  have to be estimated from rk. The estimation procedure is explained below.
Consider the data packet structure as shown in gure 2.  and ' are estimated from the
Figure 2: Data packet structure: K preamble bits and N  K payload bits
positions of zeros and ones in the preamble, respectively. Let, R1K nd R0K represent
the vectors of baseband signal samples corresponding to the ones and zeros in the
preamble, respectively. Let, 10, V0, 
1
1 and V1 be the true rst moments and variance
of the elements of R0K and R1K , respectively. They are given as,
10 = 2
2 + I2;
V0 = 4
4 + 42I2;
11 = 2
2 + (A+ I)2;
V1 = 4
4 + 42(A+ I)2:
The approximate moments are obtained as given in (4). The estimates, ^ and '^ are
given as the solution of above equations as,
^ =
q
^10
2   V0
^10  
q
^10
2   V0
; (16)
'^ =
q
^11
2   V1
^11  
q
^11
2   V1
: (17)
5 Simulation and Results
5.1 NMSE performance
The NMSE performance of the NDA estimators are evaluated through simulation.
The estimators are simulated for packet length, N = 512 bits. Equiprobable symbol
condition is assumed during simulation of M2M3 and M2M3 EM estimators. M1M2
and M1M2   EM estimators are simulated under the condtition of  = 1=3. The EM
algorithm is initialized with 0=[100 1] and the maximum number of iterations is set
to 5.
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Figure 3: (a). NMSE of SNR estimates compared against the true SNR for EM,
M2M3 and M2M3 EM , for data packet length, N = 512 bits and symbol probability,
 = 1=2, (b). NMSE of SNR estimates compared against the true SNR for EM,M1M2
and M1M2   EM NDA estimators for data packet length, N = 512 bits and symbol
probability,  = 1=3.
Figure 3a shows the NMSE performance of the M2M3, EM and M2M3   EM
estimators. The performance ofM2M3 estimator degrades for SNR > 8 dB. It can also
be seen that the EM estimator without noise recalibration has a signicant bias. After
recalibration, the NMSE of EM estimator has reduced signicantly. It is also evident
that the M2M3 estimator performs better than EM estimator at low SNR. Optimal
hybrid M2M3   EM estimatior is used to overcome the problems. The threshold, 0,
is set to 8 dB for the M2M3   EM hybrid estimator. M2M3 estimator is used till
SNR <= 8dB and EM estimator is used for SNR > 8dB.
Figure 3b shows the NMSE ofM1M2, EM andM1M2 EM estimators for  = 1=3.
The performance of M1M2 estimator degrades for SNR > 7 dB. The same argument
of M2M3 estimator is valid here. The threshold, 0, is set to 7 dB for the M1M2 EM
hybrid estimator.
Figure 4: BER against SNR [dB] is shown for the threshold adjustment based interfer-
ence mitigation technique for N = 512 bits and k = 32 bits. Theoretical BER against
SNR [dB] is also shown. Equiprobable symbol condition is assumed.
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5.2 BER performance
The total packet length, N = 512 bits and preamble length, K = 32 bits are used
in the simulation. The preamble consists of equal number of zeros and ones. Figure
4 shows the BER performance after CW interference mitigation using the threshold
adjustment described in section 4 for dierent carrier to interference (C=I) ratios. In
the presence of CW interference, the relative spacing between zero and one is A2+2AI,
whereas it is A2 in the absence of interference. Hence, the performance improves as the
relative spacing between zero and one increases in the presence of CW interference as
shown in gure 4. Thus, the proposed mitigation procedure is eective for non-coherent
detection of OOK signals in the presence of CW interference.
6 Conclusions
The NDA SNR estimation techniques are investigated for non-coherent detection of
OOK signals. EM estimator and moments based estimators are proposed for NDA SNR
estimation. The limitations of each of the estimators are discussed and optimal hybrid
M1M2   EM and M2M3   EM estimators are proposed to overcome the limitations.
Finally, threshold adjustment based interference mitigation technique is proposed for
non-coherent detection of OOK signals in the presence of CW interference and the
performance is evaluated based on BER performance.
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Abstract
In the wideband regime, direct spectrum estimation requires the use of power
hungry high-rate analog-to-digital converters to satisfy the required high Nyquist-
rate. While compressive sampling is popular for perfect reconstruction of sparse
signals sampled below the Nyquist rate, for some applications, such as spec-
trum sensing for cognitive radio, perfect signal reconstruction is an overkill since
only power spectrum recovery is required. For wide-sense stationary signals, it
is possible to reconstruct the power spectrum based on samples produced by a
sub-Nyquist rate sampling device without any sparsity constraints on the power
spectrum. In general, up to a certain compression rate, it is possible to present
the power spectrum recovery problem as an over-determined system, which is
solvable using a least-squares method. In this paper, we study a possible exten-
sion of our proposed power spectrum reconstruction approach to the case where
multiple sensing receivers cooperatively sense the power spectrum of the original
signals. In cognitive radio networks, this cooperation is desirable since the sig-
nals from the primary users might suffer from wireless fading, which impedes an
individual sensing receiver to reach the required performance. In the wideband
regime, this cooperative sensing is not only advantageous in terms of the channel
diversity gain but also in terms of a possible sampling rate reduction per receiver.
We focus more on how far this cooperative scheme promotes the sampling rate
reduction at each sensing receiver and assume that the channel state information
is available. We concentrate on a centralized network where each sensing receiver
forwards the collected measurements to a fusion centre, which later computes the
correlations between the measurements obtained by different sensing receivers.
We then express these correlations of the measurements as a linear function of
the power spectrum of the original signal and we attempt to solve this linear
system using least-squares.
1 Introduction
In recent years, spectrum estimation and sensing in the wideband regime have drawn a
lot of attention from researchers in the field of telecommunication and signal processing.
One specific application is a cognitive radio network where the unlicensed secondary
users have to perform spectrum sensing over a broad frequency band in order to locate
free licensed frequency bands that can later be used to establish a communication link.
One suggested approach is to divide the wide frequency band into several narrow band
channels followed by channel-by-channel sequential sensing, which might introduce a
significant amount of delay during the sensing stage of the cognitive radio. Another
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proposal is multi-channel spectrum sensing using a filter bank structure, such as the
one proposed by [1]. Similar approaches suggested in [2, 3] attempt to optimize a bank
of multiple narrowband detectors to enhance the overall opportunistic throughput of
a cognitive radio system. All of these methods, however, are not really efficient since a
large number of bandpass filters is required. Another possible way is to directly scan
the wideband spectrum using high-rate analog-to-digital (ADC) converters, which are
unfortunately, power hungry [4].
In order to relax the requirements on the ADC, many proposals try to exploit the
sparsity in the licensed user spectrum (or the edge spectrum) [5, 6, 7], which sub-
sequently allows a sampling rate reduction below the Nyquist-rate while maintaining
perfect signal reconstruction in the noiseless scenario. There are many possible sam-
pling procedures proposed to achieve this sampling rate reduction, such as multi-coset
sampling [6, 7] and modulated wideband converters (MWC) [8], which consist of par-
alel channels, each of which utilizes a different periodic mixing function followed by
integrate-and-dump sampling. All of these methods can be classified as sub-Nyquist
spectrum blind sampling (SBS) since they aim to sample the received signal with un-
known frequency support below the Nyquist-rate and then to perfectly reconstruct the
spectrum of the original signal from the obtained sub-Nyquist samples. In some appli-
cations such as spectrum sensing for cognitive radio though, only perfect reconstruction
of the power spectrum is required, instead of the signal itself.
Power spectrum estimation of wide-sense stationary (WSS) signals based on the
received sub-Nyquist samples has been investigated in [9], which exploits the fact that
the covariance matrix of the frequency domain representation of a WSS signal is a di-
agonal matrix. Closely related work is proposed in [10], which exploits the connection
between the correlation of the compressive measurements and that of the Nyquist-rate
WSS samples. While the auto-correlation matrix of the received WSS samples generally
has a Toeplitz structure, this is not the case for the compressive measurements [10]. As
a result, it is possible to express the linear equations relating the two auto-correlation
matrices as an over-determined system and to solve them using a least-squares approach
leading to an estimate of the auto-correlation sequence of the received WSS samples.
Note that theoretically, perfect reconstruction of the auto-correlation sequence of the
WSS samples is possible [10] even without putting any sparsity constraint on its fre-
quency domain representation (which is the power spectral density (PSD) a.k.a the
power spectrum). A much more developed technique is proposed in [11], which intro-
duces the so-called power spectrum blind sampling (PSBS). PSBS consists of a periodic
sampling device similar to MWC. Once the auto- and cross-correlations between the
outputs of different branches of the periodic sampling device for all significant lags are
computed, it is possible to write the linear relationship between them and all significant
lags of the auto-correlation of the original signal as an over-determined system. As long
as the rank condition of the system matrix is satisfied, auto-correlation or equivalently
power spectrum reconstruction using least-squares is possible. In [12], a multi-coset
sampling implementation for PSBS is introduced.
It is well-known that the received signals might suffer from multipath fading or
severe shadowing (such as in the well-known hidden terminal problem). As a result, a
single sensing receiver might not be enough to reach the required performance. Hence,
multiple sensing receivers could be used to cooperatively estimate and compute the
power spectrum of the original signal. Note however that cooperative power spectrum
sensing does not merely offer a channel diversity gain but also a possible reduction in
terms of sampling rate per individual sensing receiver, which is critical in the context of
wideband power spectrum sensing. In [13], two cooperative wideband spectrum sensing
approaches for cognitive radio are proposed. In the first approach, every cognitive
radio (CR) user individually performs compressive sampling on the received primary
user signals. Once the compressive measurements are collected, all the CR users jointly
estimate the spectrum of the original signal in a distributed fashion by combining the
alternating direction method of multipliers with a consensus technique. However, this
103
SITB/SPS 2012
estimation approach focuses on spectrum instead of power spectrum reconstruction and
thus it again requires a sparsity constraint on the spectrum of the original signal. Also
the channel state information (CSI) is assumed to be available. In the second approach,
the CSI is assumed to be unknown and each CR user individually reconstructs the
spectrum of the received faded signals. Based on this reconstructed spectrum, each
CR user makes a local decision on the frequency occupancy of the primary user signals.
Then, by using the proposed consensus algorithm and via one-hop communication, all
CR users collaboratively make a global decision on the frequency occupancy. In [14],
some extensions of the methods introduced in [13] are proposed. One notable extension
is a new method to estimate the spectrum occupancy in the absence of CSI by exploiting
the fact that the faded primary user signals received by different CR users actually
have the same non-zero support. By capitalizing on this phenomenon, all CR users
collaboratively reconstruct the spectrum of the received primary user signals. The
intention in that paper is to ensure that the spectrum estimates at all CR users converge
to the same sparse structure instead of to the same estimate.
In this paper, we present a preliminary study on the extension of the compressive
wideband power spectrum estimation in [10] to a cooperative scheme where multiple
sensing receivers obtain compressive measurements by sampling the received signal
using a sub-Nyquist sampling device. For simplicity, this scenario is discussed in the
context of cognitive radio. Here, the primary user signals are assumed to be WSS. In
this preliminary study, we assume that the CSI is available. Our focus in this study
is on a centralized network where a fusion centre collects all of measurements from
all sensing receivers. Once, the correlations between the measurements collected by
different sensing receivers are calculated by the fusion centre, these correlation values
are presented as a linear function of the power spectrum of the original signal. If the
rank condition of the system matrix is satisfied, the estimate of the power spectrum
can be reconstructed using least-squares (LS).
2 Signal Model
Let us consider a wide frequency band that can be divided intoN known non-overlapping
frequency slots, whose locations are predefined. All frequency slots are assumed to have
equal bandwidth while the power spectrum in each frequency slot is unknown and to be
estimated. Let J be the number of CR users that cooperatively estimate the frequency
occupancy of all frequency slots and P be the number of active licensed users (LUs)
whose signals are assumed to be zero mean wide-sense stationary processes. In discrete
representation, the signal received by the j-th CR user can then be written as
xj[n] =
P∑
p=1
hp,j[n] ⋆ sp[n] + nj[n] (1)
where ⋆ denotes the convolution operator, sp[n] is the discrete representation of the
actual signal transmitted by the p-th LU, hp,j[n] is the discrete impulse response of the
wireless channel between the p-th LU and the j-th CR user, and nj [n] is the discrete
representation of the additive white Gaussian noise at the j-th CR receiver having zero
mean and variance σ2n. Let us consider the discretized frequency domain representation
of all frequency slots by computing the N -point discrete Fourier transform (DFT) of
xj[n], sp[n], and nj[n] and let us collect the resulting frequency samples into the N × 1
vectors x
(f)
j , s
(f)
p , and n
(f)
j , respectively. This allows us to write
x
(f)
j =
P∑
p=1
H
(f)
p,j s
(f)
p + n
(f)
j = H˜
(f)
j s˜
(f) + n
(f)
j (2)
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where s˜(f) = [s
(f)T
1
, s
(f)T
2
, . . . , s
(f)T
P ]
T , H˜
(f)
j = [H
(f)
1,j ,H
(f)
2,j , . . . ,H
(f)
P,j], andH
(f)
p,j = diag(h
(f)
p,j ).
Here, h
(f)
p,j is the N×1 vector containing the frequency domain representation of hp,j[n],
i.e., h
(f)
p,j = [Hp,j[f1], Hp,j[f2], . . . , Hp,j[fN ]]
T where fi is the centre frequency of the i-th
frequency slot. Note that, in this case, N is assumed to be sufficiently larger than the
length of the channel hp,j[n] for all p and j.
For simplicity, let us now assume that the frequency bands occupied by different
LUs are non-overlapping. This means that at most, only one LU can be active at a
particular frequency slot. Further, also assume that P ≤ N and that it is possible for
a certain LU to have a license over more than 1 out of N available frequency slots.
When this is the case, (2) can be simplified to
x
(f)
j = H
(f)
j s
(f) + n
(f)
j (3)
where s(f) is the N ×1 vector given by s(f) =
∑P
p=1 s
(f)
p = [S[f1], S[f2], . . . , S[fN ]]
T and
H
(f)
j is the N × N matrix given by H
(f)
j = diag (h
(f)
j ) where h
(f)
j = [H
[1]
j [f1], H
[2]
j [f2],
. . . , H
[N ]
j [fN ]]
T with H
[i]
j [f ] representing the frequency response of the channel between
the j-th CR user and the LU who has a license over the i-th frequency slot.
3 Cooperative Power Spectrum Estimation
Let consider that each CR user samples the received signal using the so-called analog-
to-information converter (AIC) which can conceptually be implemented in the form
of the MWC proposed in [8]. However, as discussed in [5], we can also interpret
the AIC as a block consisting of a basic Nyquist-rate ADC followed by a multiplexer
collecting N consecutive Nyquist-rate samples, and concluded by a multiplication with
a compressive sampling matrix, which reduces the number of samples from N to M .
Now, let xj[n] denote the output of the Nyquist-rate ADC at the j-th CR user while
the output of the multiplexer is represented by the N × 1 vector xj[k] given by xj[k] =
[xj[kN ], xj [kN +1], . . . , xj [kN +N − 1]]
T . In the noiseless case, we can then write the
final output of the AIC at the j-th CR user as
yj[k] = Cjxj[k] = CjF
−1
N x
(f)
j = CjF
−1
N H
(f)
j s
(f) (4)
where yj[k] is the M × 1 measurement vector collected by the j-th CR user, Cj is the
M ×N compressive sampling matrix at the j-th CR user and FN is the N ×N DFT
matrix. Next, we compute the M ×M auto- and cross-correlation matrices between
yi[k] and yj[k] for all i, j = 1, 2, . . . , J , which are given by
Ryi,yj = E
{
yi[k]y
H
j [k]
}
= ΦiE
{
s(f)s(f)
H
}
ΦHj = ΦiRs(f)Φ
H
j (5)
where Φi is theM×N matrix given by Φi = CiF
−1
N H
(f)
i . At this stage, there are some
important observations to be made. Consider the extreme case when a single LU has
a license for all N available frequency slots. When this is the case, s(f) contains the
frequency domain representation of a wide-sense stationary signal transmitted by this
single LU. It has been shown in [15] that if S[f ] is a frequency domain representation
of a wide-sense stationary signal then E {S[fu]S
∗[fv]} = E {|S[fu]|
2} δ[fu − fv]. Now,
let us consider another extreme case when each LU only has a license for one out of
N available frequency slots. In this case, the entries of s(f) are uncorrelated from one
another since each entry corresponds to a signal from a different LU. By considering
these two cases, it is obvious that the N ×N matrix Rs(f) in (5) is a diagonal matrix.
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The next step is to stack all columns of Ryi,yj into an M
2 × 1 vector vec(Ryi,yj)
where vec(.) is the operator that cascades all columns of a matrix into a large column
vector. Based on (5), it is obvious that we can write vec(Ryi,yj) as
vec(Ryi,yj) = (Φ
∗
j ⊗Φi)vec(Rs(f)) = (Φ
∗
j ⊙Φi)diag(Rs(f)) (6)
where ⊗ and ⊙ denote the Kronecker and Khatri-Rao product operations, respectively.
Note that the last equality in (6) is due to the fact that Rs(f) is a diagonal matrix.
Let us now stack vec(Ryi,yj) for all i, j = 1, 2, . . . , J into a J
2M2 × 1 vector vy, i.e.,
vy =
[
vec(Ry1,y1)
T , vec(Ry1,y2)
T , . . . , vec(RyJ ,yJ )
T
]T
. It is thus possible to write
vy = Ψdiag(Rs(f)) (7)
where Ψ is the J2M2 × N matrix given by Ψ = [(Φ∗
1
⊙Φ1)
T , (Φ∗
2
⊙Φ1)
T , . . . , (Φ∗J ⊙
ΦJ)
T ]T . Observe that diag(Rs(f)) = [E {|S[f1]|
2} , . . . , E {|S[fN ]|
2}]
T
actually gives
the power spectrum at every frequency slot since E {|S[fi]|
2} = Ps[fi] is the power
spectrum at the i-th frequency slot. Hence, reconstructing diag(Rs(f)) from (7) amounts
to recovering the power spectrum Ps[f ]. Note that when J
2M2 ≥ N and Ψ has full
column rank, it is theoretically possible to reconstruct diag(Rs(f)) from (7) using LS.
There are some possible implementations for the sampling matrices {Cj}
J
j=1
in (4)
such as random binary, complex Gaussian, and multi-coset matrices. The main concern
is how to choose {Cj}
J
j=1
such that the full column rank condition of Ψ in (7) is
guaranteed. Let us first consider the scenario when there is no fading. In this scenario,
the matrix H
(f)
j in (4) is an identity matrix and Φj in (6) is given by Φj = CjF
−1
N . For
this scenario, we can employ J multi-coset matrices for {Cj}
J
j=1
having size M × N
whose rows are generated by selecting JM rows from the N × N identity matrix IN .
Depending on the value of J and M , there are two different cases with regard to the
construction of {Cj}
J
j=1
for this multi-coset implementation. When JM ≤ N , the
selection of JM rows of IN is performed according to the procedure discussed in [10],
which can be detailed as follows. We first select K rows of IN where the exact value
of K and the actual rows to be selected are governed by the so called minimal length-
(N−1) sparse ruler problem. Then, the additional JM−K rows are randomly selected
from the remaining N − K rows of IN . When JM > bN for an integer b > 0, the
JM row vectors that are used to construct {Cj}
J
j=1
are given by all rows of b identity
matrices IN plus additional JM − bN row vectors that are randomly selected from
the rows of the (b + 1)-th identity matrix IN . For these two cases, it can be shown
that at least one N ×N sub-matrix of the resulting Ψ is a row-permuted column-wise
Vandermonde matrix having rank N . As a result, Ψ also has full column rank N .
When we have fading, however, the condition that guarantees the full column rank
of Ψ becomes unclear due to the contribution of H
(f)
j in Φj in (6). Note however that
the diagonal elements of H
(f)
j are generally random since the taps of the fading channel
hp,j[n] in (1) are also random (e.g., with complex Gaussian distribution for a Rayleigh
fading channel). As a result, the use of the multi-coset matrices {Cj}
J
j=1
designed
according to the procedure explained in the previous paragraph still results in a full
column rank Ψ with a very high probability.
In general, the j-th CR user sends the CSI H
(f)
j , the sampling matrix Cj, and the
measurements yj[k] to the fusion centre. Then, the fusion centre computes the auto-
and cross-correlation matrices Ryi,yj in (6) for all i, j = 1, 2, . . . , J . Finally, the fusion
centre reconstructs the power spectrum contained in diag(Rs(f)) by using (7).
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4 Simulation Study
In this section, we present some numerical results from the simulation study. Consider
two primary users that are active in the frequency bands [0.4π, 0.5π] and [0.5π, 0.6π],
respectively. The complex baseband signals corresponding to these two primary users
are generated by filtering circular complex zero-mean Gaussian i.i.d. noise with vari-
ance σ2, which generally defines the signal power at the active band. We assume
Rayleigh fading channels by generating the channel taps according to a complex zero-
mean Gaussian distribution having unit variance normalized by the channel length.
The number of channel taps is set to 11. We set N = 100 and employ multi-coset
sampling for the sampling matrices {Cj}
J
j=1
. The selection of JM rows from the rows
of the identity matrix I100 to construct J sampling matrices having size of M × 100 is
performed according to the procedure explained in Section 3.
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Figure 1: The detection performance of the proposed approach for 150000 received
Nyquist-rate samples.
In the first part of the simulation study, we fix J = 3 and vary the compression rate
(M/N) at each CR user from 0.15 to 0.4. The signal-to-noise ratio (SNR) is measured
as the ratio between the received signal power and the noise power only at the active
bands when there is no fading. In this first scenario, we vary the SNR from 0 dB to 5 dB.
We simply vary the detection threshold manually and evaluate the resulting detection
and false alarm events. The detection probability is evaluated in the active bands.
Note however that the shape of the occupied bands is not perfectly rectangular since
there are two transition bands at the edges of the active bands. Hence, we have to leave
guard bands at the edges of each active band and evaluate the detection probability at
the frequency bands [0.41π, 0.49π] and [0.51π, 0.59π]. For the false alarm probability,
the performance evaluation is done at frequency bands that are significantly far from
the active bands namely at [−0.6π,−0.4π]. Fig. 1.a illustrates the receiver operating
characteristic (ROC) for this first scenario. Note how the performance of the proposed
approach is quite promising for higher SNR and how the performance improves asM/N
is getting larger, which is to be expected. It is quite interesting that for SNR = 5 dB,
a compression rate of 0.15 per CR still leads to a considerably acceptable performance.
Unfortunately, for SNR = 0 dB, the performance of the proposed cooperative spectrum
sensing approach is not good and quite unacceptable for a cognitive radio scenario.
In the second part of the simulation study, we fix the SNR to 2 dB and vary the
number of cooperating CR users from J = 2 to J = 4. Meanwhile, the compression
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rate M/N is varied between 0.15 and 0.3. The detection and false alarm probability
are evaluated in the same bands as in the first scenario. Fig. 1.b depicts the ROC for
this second scenario. It is obvious from the figure that the performance improves as
the number of cooperating CR users increases and the M/N per CR user is getting
larger. This observation is to be expected. However, it is important to compare the
performance between the case when J = 4 and M = 15 (JM = 60) to the case when
J = 3 and M = 30 (JM = 90). Note how the case when J = 4 and M = 15 offers
better performance though it results in a matrix Ψ with less rows compared to the
case when J = 3 and M = 30. The most likely reason is that the condition number of
the matrix Ψ for J = 4 and M = 15 is more likely to be better than the one for J = 3
and M = 30 since the matrix Ψ for J = 4 and M = 15 contains contributions from
more fading channels.
5 Conclusion
In this paper, we investigate one possible extension of our proposed power spectrum
estimation into a cooperative scheme. We assume that the primary user signals are
wide-sense stationary. Our focus is on how this cooperative scheme is able to reduce
the sampling cost at each cooperating sensing receiver and thus the CSI is assumed to
be available. We concentrate on the centralized approach where all sub-Nyquist mea-
surements collected by each sensing receiver are forwarded to a fusion centre together
with the CSI and the sampling matrices. The fusion centre computes the correlation
between all measurements and reconstruct the power spectrum of the original signals
by exploiting the wide-sense stationary properties of the primary user signals. The
simulation study illustrates the satisfactory performance of the proposed approach for
a high SNR and a sufficient number of cooperating sensing receivers. The future work
would be how to find a further extension for the case when the CSI is not available.
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Abstract
In biometric verification, special measures are needed to prevent that a dishon-
est verifier can steal privacy-sensitive information about the prover from the
template database. We introduce an improved version of the zero leakage quan-
tization scheme, which optimizes detection performance in terms of the false
rejection ratio. Our scheme ensures zero leakage, that is, zero mutual informa-
tion between auxiliary verification data and the protected enrolled secret and
guarantees a uniformly distributed secret. Moreover, our solution replaces the
helper data in the template database by a user specific threshold and eliminates
the pre-distortion in the verification phase, which allows very rapid verification
algorithms. Although the false rejection rate was only reduced by 20% for well
correlated biometric features, it can be shown that this particular scheme achieves
optimal detection under our requirements.
1 Introduction
The application of biometrics for authentication or identification purposes remains a
challenging problem. A secret derived from the biometric features can be protected
against theft by applying a cryptographic hash function. However, this protection
requires the secret to be exactly reproducible, which is difficult with noisy biometrics.
To handle the variations caused by the noise, various techniques have been proposed
that store user-dependent data to reproduce the enrolled secret. At the same time this
data can leak information about the enrolled secret, which effectively weakens the
secret. For an adversary who possesses this auxiliary data it becomes easier to guess
the enrolled secret. Therefore we wish to minimize the information in the auxiliary
data about the enrolled secret. In theory such leakage even can be made zero [1, 2].
Template protection, as described above, suffers from a reduced detection perfor-
mance compared to continuous classifiers [3]. Especially for a practical application in
which the number of biometric features is limited, one wishes to minimize the false
rejection probability, since the alternative, namely applying an error correcting code
that can handle a large number of errors, will reduce the number of effective bits in
the secret even further.
In this work we introduce a modification of the zero leakage quantization scheme
[1], which provides an improved solution in terms of false rejections, while maintaining
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zero leakage. Moreover, the solution requires a less complex verification phase, which
allows a very rapid verification procedure. Although our new solution does not require
a specific distribution of the biometric features, we quantify the performance based on
a Gaussian distribution.
The paper first gives an overview of various biometric descriptions that exist in
literature and describes under what conditions these descriptions are equivalent. Al-
though the results are highly intuitive, we think that this gives a better understanding
of the properties of the biometric features we have to deal with. The derived relations
allow us to benchmark results with papers using a different biometric description.
The remainder of the paper is structured as follows. In section 3 we will derive
the constraints required to obtain zero leakage. This is the basis of our optimization
approach and low-complexity implementation explained in section 4. The detection
results are given in section 5, followed by a discussion and conclusion on our results in
sections 6 and 7 respectively.
2 Gaussian biometric models
In literature there appears to be a common generic model, but with various mathe-
matical descriptions. Yet, some of these descriptions only cover a subset of the entire
class of descriptions by the generic model. A common modality is the assumption of
M i.i.d. features, at least after pre-processing. The values observed during enrollment
are commonly noted as X, whereas the verification vector is represented by Y , which
are both of length M .
However, the various papers use different descriptions for the relation between the
enrollment and verification sample. We have identified at least four approaches which
we will refer to as the ‘additive channel’, a common communication theoretical concept
[4, Chap. 9], the ‘hidden template’ [5], the ‘within-/between-class distribution’ [3] and
the ‘joint Gaussian’ [6].
α +
N
YX
(a) The ‘additive channel’ de-
scription with additive noise N
and attenuation α
+
+
T
X
Y
Ne
Nv
(b) The ‘hidden template’ de-
scription with two additive noise
channels
Figure 1: Biometric feature relation descriptions
The ‘additive channel’ description, depicted in Figure 1(a), is simply a noisy channel
with independent additive Gaussian noise. Since this introduces a different variance at
the in- and output, i.e. between the enrollment and verification samples, an additional
attenuation α can be introduced. The variables in this description are distributed as
X ∼ N (µX , σ2X) and N ∼ N (µN , σ2N) (1)
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Table 1: Overview of biometric descriptions found in literature
Model EX EY EX2 EY 2 EXY EY |X SNR
Channel µX µX + µN σ
2
X α
2σ2X + σ
2
N ασ
2
X + σ
2
N αx α
2σ2X/σ
2
N
Template µT + µNe µT + µNv σ
2
T + σ
2
Ne
σ2T + σ
2
Nv
σ2T Eq (6) σ
2
T /σ
2
Nv
W/B-cls 0 0 σ2t σ
2
t σ
2
b (σ
2
b/σ
2
t )x σ
2
b/σ
2
w
Joint G 0 0 1 1 ρ ρx ρ/(1− ρ)
The ‘hidden template’ description, depicted in Figure 1(b), consists of two parallel
channels, both with independent additive Gaussian noise Ne and Nv for the enroll-
ment and verification sample respectively. The common input of both channels is the
biometric template T . The variables in this description are distributed as
T ∼ N (µT , σ2T ), Ne ∼ N (µNe , σ2Ne) and Nv ∼ N (µNv , σ2Nv), (2)
The notion of a ‘within-/between-class distribution’, with variance σ2w and σ
2
b re-
spectively, is a special case of the ‘hidden template’, in which
{
µT = 0
µNe = µNv = 0
and

σ2T = σ
2
b
σ2Ne = σ
2
Nv
= σ2w
σ2b + σ
2
w = σ
2
t
(3)
In this work we prefer to use the ‘joint Gaussian’, which was introduced by [6]. This
is described as a probability density function with parameter ρ, which directly relates
to the Signal-to-Noise ratio (SNR)
fX,Y (x, y) =
1
2pi
√
1− ρ2 exp
(
−x
2 + y2 − 2ρxy
2(1− ρ2)
)
(4)
The joint probability density function allows us to derive the conditional density func-
tion
fY |X(y|x) = fX,Y (x, y)
fX(x)
=
1√
2pi(1− ρ2) exp
(
−(y − ρx)
2
2(1− ρ2)
)
(5)
which is required to calculate the genuine verification error. Note that this conditional
distribution is symmetric around ρx.
An overview of the description parameters is shown in Table 1. The conditional
expectation EY |X for the ‘Hidden template’ description can be derived by using Bayes’
rule
EY |X = ET |X + µNv =
(x− µNe)σ2T + µTσ2Ne
σ2T + σ
2
Ne
+ µNv . (6)
Although the relations between the descriptions are straightforward, they are rel-
evant since it enables us to compare the results obtained with different biometric de-
scriptions.
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3 Zero leakage constraint
In [1] we have introduced the pre-distortion function to achieve zero leakage. Once this
function is set to the cumulative distribution function (CDF) of the biometric feature
x, i.e.
u = g(x) = FX(x) and v = g(y) = FX(y), (7)
the transformed features u and v will be uniformly distributed.
Subsequently, helper data defined in the transformed domain will be uniformly
distributed. However, a uniform distribution is not required to obtain zero leakage.
The actual constraint is given on the conditional helper data function, namely
fW (w|s = n) = fW (w) ∀n ∈ {0, . . . , 2N} (8)
as can be seen from the definition of leakage
I(W ;S) = H(S)−H(S|W ) (9)
= H(S)−
∫ q
−q
H(S|W = w)fW (w) dw (10)
= H(S)−
∫ q
−q
∑
n
fW (w|S = n)
fW (w)
P(S = n) · (11)
log2
(
fW (w|S = n)
fW (w)
P(S = n)
)
fW (w) dw (12)
= H(S)−H(S)
∫ q
−q
fW (w) dw (13)
= H(S)−H(S) = 0 (14)
Therefore, if the constraint of Equation (8) is satisfied, we can apply all possible trans-
formations to the helper data and maintain zero leakage, since a transformation will
not undo it. The transformation to a uniform distribution is just a convenient step to
make sure that the conditional distributions are equal.
4 Distortion adjustment
For the moment we will limit ourselves to a verification scheme that extracts just one
bit per dimension, i.e. N = 1. However, our method can be extended to a scheme in
which multiple bits are assigned per dimension, but we consider this to be beyond the
scope of this paper.
In the verification phase we added the helper data w to our distorted sample v =
g(y) and compared it with 1/2 to determine the bit value. However, for a single bit
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Figure 2: The improved zero leakage quantization scheme, which determines the opti-
mal threshold during enrollment instead of additive helper data, so we store/transmit
τ which is the quantization threshold during verification.
this can be done differently, as is shown for sˆ = 0
v + w = FX(y) + w <
1
2
(15)
FX(y) <
1
2
− w (16)
y < F−1X
(
1
2
− w
)
= τ (17)
So, instead of sending w we can transfer helper data in the form of a user-specific
threshold τ to the verifier. This still achieves zero leakage according to our conclusion
of the preceding section. However, it requires the inverse pre-distortion function F−1x (w)
to exist. This is no problem in practice, but excludes discontinuous distributions.
For each enrollment sample x, we introduce a sister point x′ with the same helper
data w = w′, but with opposite secret s′ = ¬s. The relation between the two points is
given by
FX(x
′) =
{
FX(x) +
1
2
x < 0
FX(x)− 12 x ≥ 0
= Fx(x)−
(
s− 1
2
)
(18)
The relation between these points is graphically explained in Figure 3(a). Analogously
we define u′ = u− (s− 1/2) the corresponding sister point in the transformed domain.
Any helper data distribution function that satisfies Equation (8) maintains zero
leakage. This can be used to optimize detection performance, since the pre-distortion
function FX(x) introduces a strong unequal scaling between centered and deviating
verification sample distributions (equation (5)). A distribution close to zero yields a
much wider distribution in the transformed domain than the distributions further away
from the center.
Figure 3(b) shows that a threshold at u = 1/2 is not optimal for this verification
distribution. In this example the large probability mass below u = 1/2 leads to a high
false rejection ratio. Ideally we would like our helper data to shift the verification dis-
tribution away from the quantization boundary in order minimize this error. However,
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Figure 3: Background and noise distributions.
this leads to a trade-off, since the sister distribution at u′ will inevitable be moved
closer to the quantization boundary.
Centering the distorted distributions on the quantization interval is not optimal in
terms of error probability for a genuine user. In order to improve our performance
we try minimize the error probability for a genuine user. This error is defined as the
probability of observing a different secret during verification, hence
pge,s = P(s 6= sˆ) =
{
P (y ≥ τ) s = 0
P (y < τ) s = 1
=
{
1− Fy|x(τ |x) s = 0
Fy|x(τ |x) s = 1
(19)
in which Fy|x(y|x) is the conditional Cumulative Distribution Function (CDF) of our
biometric feature. Moreover, we use the above defined threshold τ , so we can do the
optimization in the original untransformed domain. For the optimization we solve the
following equation
τ = arg min
τ
(FY |X(τ |x)︸ ︷︷ ︸
pge,1
+ 1− FY |X(τ |x′)︸ ︷︷ ︸
pge,0
), (20)
in which x′ is the biometric sister point of x.
The biometric samples x and x′ in Equation (20) can be interchanged, but this
yields the same result. For this particular derivation we assumed u ≥ 1/2, i.e. s = 1
and s′ = 0. An example of this situation is depicted in Figure 3(b).
Equation (20) can be solved by taking the derivative with respect to τ and setting
it equal to zero
d
dτ
[
FY |X(τ |x) + 1− FY |X(τ |x′)
]
= 0, (21)
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which yields the following solution for our model described in Equation 5
τ = ρ
x+ x′
2
. (22)
A schematic representation of this verification scheme is depicted in Figure 2.
Although the math is seemingly simple, the solution gives an important insight.
The auxiliary data, in our case a threshold, does not provide any information to the
adversary on which side the original sample was. This can be understood by noting
that x and x′ can simply be swapped while obtaining the same result (τ = τ ′).
5 Detection performance
The detection improvement, i.e. the reduction in genuine verification error, is for most
features comparable to that of the initial zero leakage scheme [1] as can be seen from
Figure 4(a). However, an relative improvement of approximately 20% is obtained for
well correlated biometric features, i.e. ρ = 0.95 or SNR ≈ 9.7 dB, as is depicted
Figure 4(b). Both figures indicate the approximate regions a genuine and impostor
feature is likely to be in. This assumes the genuine user’s features to have a correlation
0.75 < ρ < 0.95, while the impostor’s features have correlation ρ = 0.
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Figure 4: Detection performance of the improved zero leakage scheme
The influence of parameter ρ can directly be noticed from the relative detection
improvement. In case one would fix this parameter to ρ = 1, i.e. assuming a very well
correlated biometric, the detection rate for inferior biometric features, that is features
with a relatively low correlation ρ or SNR, are reduced as can be seen in Figure 4(b).
This is caused by the fact that the features during verification are distributed around
ρx according to our model, which requires the scaling by ρ.
6 Discussion
An important limitation shared with the original zero leakage scheme is that the system
designer needs to know the distribution of the biometric features in advance. Moreover,
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the improved scheme even requires the existence of a continuous inverse of this function
to exist. However, this might not be a serious limitation since in general the biometric
feature distribution will be continuous, which implies that the inverse CDF will also
be defined everywhere on the domain (0, 1).
A limitation of our optimization is that a viable solution can only be found for
a single bit per dimension (N = 1) and if the conditional CDF of the verification
features is a convex function for FX|Y (x|y) ≤ 1/2, otherwise multiple solutions exist
for Equation (20). Our model, Equation (5), perfectly fulfills this requirement, but a
simple counter example is a Gaussian Mixture Model (GMM) with a local minimum in
its PDF. We do not yet have a general solution to handle these kind of distributions.
7 Conclusion
We have proposed an optimized solution for a biometric verification system that offers
zero leakage and a uniformly distributed secret. We have shown that the optimal solu-
tion can simply be implemented as a user-dependent threshold. Our solution reduced
genuine verification errors by approximately 20% for well correlated biometric features.
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Abstract
The major challenge of biometric template protection comes from the intra-
class variations of biometric data. The helper data scheme aims to solve this
problem by employing the Error Correction Codes (ECC). However, many re-
ported biometric binary features from the same user reach bit error rate (BER)
as high as 40%, which exceeds the error correcting capability of most ECC (less
than 25%). Therefore, a novel palmprint binary feature extraction method is
proposed in this paper. The real-valued features are rstly extracted. Then
one-bit quantization and reliable bits selection are processed. For verication
multiple samples are required to be enrolled while training is not necessary. Ex-
periments have been carried out on the HongKong PolyU Palmprint database.
Results show that our method achieves much lower BER, lower verication error
rate and allows a secret key long enough for security.
1 Introduction
It has been widely known that the typical biometrics system encounters some security
and privacy problems such as identity fraud, limited-renewability, cross-matching, and
leaking sensitive personal information [1]. Biometric template protection system, as
a countermeasure to these security and privacy threats, has become an important
issue, which requires that biometric data is rstly quantized into a xed-length binary
string as template. Aiming to protect the binary template, the Helper Data Scheme
is regarded as a promising way by combing a secret key into the biometric template
during the enrollment phase. To identify a query user during the verication phase,
the secret key has to be recovered without any error. Due to the intra-class variance
of biometric binary templates, Error Correcting Codes (ECC) are employed to correct
the error bits. Assuming two binary templates (length of n) from the same user are
denoted as S and S 0, the variance between them can be measured by Hamming distance
SS0
n
, which we dened as Bit Error Rate (BER). So far, most of the reported biometric
binary templates achieve BER of above 40%, which greatly exceeds the error correcting
capability of most ECC (around 25%) [2]. To apply the system successfully, we have
to extract a biometric binary representation of lower BER, or design ECC of higher
error correcting capability [2, 3]. In addition, in order to be an accurate and secure
system, lower verication error rate should be achieved and longer secure key needs to
be allowed to combine.
In this paper, we aim to propose a novel binary palmprint representation method,
which allows for the combination of palmprint verication and template protection
system. Firstly, the real-valued features are extracted from palmprint images based
on the texture statistical features. Then one-bit quantization and user-specic reliable
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Fig. 1. The considered palmprint verication system under the Helper data scheme. (a) The proposed
binary feature extraction method; (b) Error correct coding and hashing. During the enrollment phase,
multiple samples are acquired from one user. P denotes the relevant parameters for feature extraction
module. For each user, a secret key K is randomly generated and encoded into the codeword C. The
second part of helper data is given byW = CS. The secret key K is hashed into H(K) by a one-way
hash function, which is the third part of the helper data. All of these three parts will be stored in the
database during the enrollment phase. During the verication phase, one noisy image I 0 of a query
palmprint with its claimed identity is rstly captured and processed by the binary string extraction
module to get its binary representation S0. Then C 0 = S0 W is computed. By correcting the errors
and decoding K 0 is obtained. Finally, by compare H(K 0) with H(K)), a positive or negative decision
for the query palm will be given.
bits selection procedures are carried out to get a xed-length binary string as the nal
palmprint representation. We evaluate the performance of our method by assuming
that it works under the Help Data Scheme as Figure 1 shows [4]. Therefore, the
verication error rate, BER and the allowed maximal secret key length that our method
can provide will be our main concerns.
The main contribution of this paper include: (1) we propose a novel method of
palmprint feature extraction and quantization that gives a solution of combining the
palmprint verication with the template protection system. It does not require a
training phase; (2) The extracted binary string achieves low BER that is within the
range of error correcting capability of ECC; (3) Under the Helper Data Scheme, our
proposed reliable bits selection step makes it possible to achieve a good balance among
the verication error rate, BER and the allowed maximal secret key length.
The paper is organized as follows. Section 2 presents the real-valued palmprint
feature extraction method. In Section 3 we describe the one-bit quantization and user-
specic reliable bits selection algorithms in detail. The experimental results are given
in Section 4. Section 5 concludes the paper.
2 Palmprint feature extraction
So far, there have been many palmprint feature extraction methods reported with high
verication accuracy in the classical verication system. The most promising meth-
ods are coding based, such as PalmCode, Ordinal Code, BOCV and so on [5]. These
methods represent a palmprint image as several binary matrices, and the similarity
measurement is based on the pixel-to-pixel matching by Hamming distance. A reg-
istration stage during matching is required for coding based methods, which is not
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Fig. 2. (a) A typical palmprint image from HongKong PolyU Palmprint Database; (b)-(f) show our
used registration and region-crop method.
(a)
(b) (c)
(e)(d)
Fig. 3. Examples of histogram tting. (a) The original palmprint image. (b) and (d) hist Gabor
magnitudes from two dierent Gabor parameters. (c) shows the logarithmic transform of (b). (e) is
the logarithmic transform of (d).
allowed in the template protection system.
Therefore, we propose a new method of real-valued palmprint representation based
on the texture statistical analysis of Gabor ltered responses [6]. Figure 2 shows a typi-
cal palmprint image in HongKong PolyU Palmprint Database and our used registration
method.
The Gabor lter family performs a joint spatial-frequency multi-channel represen-
tation, which provides optimal localization of image details. The generally used Gabor
function can be expressed as follow:
gq;r(x; y) =
1
22
exp
 (x2 + y2)
22

 expf2i(uqx cos r + uqy sin r)g (1)
uq is the frequency of sinusoidal wave along directional r from x-axis, and  species
the Gaussian envelope along x and y axes, which determines the bandwidth of the
Gabor lter. Each Gabor function gq;r(x; y) with the parameters (uq; r; ) is com-
monly transformed into a discrete Gabor lter and its direct current is turned to zero,
which can be denoted by ~gq;r(x; y). Given an image I(x; y) size of W H, its Gabor-
ltered images are dened as follow: Jq;r(x; y) =
P
x1
P
y1
I(x1; y1)~gq;r(x   x1; y   y1).
Jq;r(x; y) is a complex number. The Gabor magnitude response (GM) can be denoted
by GMq;r(x; y) =k Jq;r(x; y) k, where k  k denotes the modulus operator of a complex
number. GM will be used to construct the real-valued features of palmprint.
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By investigating the histogram distribution of each GM, we found that the log-
normal densities t the GMs very well, and the sub-blocks of each GM are also close
to lognormal distribution. Figure 3 gives an example of GM histogram tting. After
lognormal transformation of each GM, we obtain some Gaussian distributions, which
can be expressed as LogGMq;r(x; y) = log(GMq;r(x; y)). Since a Gaussian sequence can
be represented specically by its mean and standard deviation, we construct the palm-
print feature representation by these Gaussian parameters, which can be formulated
as follows:
q;r =
1
W H
X
x
X
y
LogGMq;r(x; y) ; (2)
q;r =
s
1
W H
X
x
X
y
(LogGMq;r(x; y)  q;r)2 (3)
Assuming the Gabor lter bank has Q scales and R orientations, and each GM is
partition into A sub-blocks. Then the nal real-valued palmprint representation can
be formulated as
V = [q;r;a; q;r;a] q = 1; 2; : : : ; Q; r = 1; 2; : : : ; R; a = 1; 2; : : : ; A: (4)
Following the experimental results in Ref. [6], the best verication performance is
achieved when Q = 5; R = 8; A = 21. Then the length of nal real-valued feature
vector is 1680. Figure 4 illustrates our method.
3 Quantization and Bits selection
Feature quantization and reliable bits selection strongly aects the performance of the
template protection scheme. In this section, we introduce the quantization and bits
selection method on the real-valued features presented in section 2, the ow chart of
which is shown in Figure 5.
Our method requires that multiple samples for each subject are captured during
the enrollment phase. Assuming that we get a real-valued feature vector length of L for
each enrollment sample, and there are M dierent palms and N samples are captured
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for each palm in the enrollment set, then we get a feature set fV ci;jgc=1:::M;i=1:::N;j=1:::L
after the feature extraction module described in section 2.
For quantization, the mean feature vector fcjgj=1:::L of palm c and the mean
fjgj=1:::L of all enrollment palms are rstly computed as follows:
cj =
1
N
NX
i=1
V ci;j; j =
1
M
MX
c=1
cj; j = 1 : : : L (5)
The quantization rule can be expressed as:
Bcj = QfV ci;jji = 1 : : : Ng =

1; if cj  j;
0; if cj < j:
(6)
Where cj is an estimation of the real-valued template of user c, and the j is the
threshold of one-bit quantization.
For the robustness of the system, we require to select some reliable bits from the
achieved binary string as the nal palmprint representation. The stability of Bcj de-
pends heavily on the relative distance between cj and j. Therefore, we can assume
that the larger jcj jj, the more reliable of its corresponding bit Bcj . In the palmprint
enrollment phase, we sort the binary string fBcjgj=1:::L for each class by descending or-
der, and select the rst n bits as the nal binary representation fScjgj=1:::n for each
palm. The number of bits regarded as reliable needs to be determined empirically.
4 Experimental results
The HongKong Polytechnic University (PolyU) palmprint database is used to test our
proposed method [7]. They were captured by a CCD camera from 386 dierent palms
and collected in two sessions with dierent illumination conditions. The resolution of
original captured images is 384284 pixels at 75 dpi.
For the considered template protection system, the verication procedure contains
two steps: enrollment and verication. In the enrollment step, the reference strings
S is constructed and a secret key K is combined. In the verication step, the query
string S 0 is constructed. By error correct decoding, the secret key K 0 is released. By
comparing the hashed K and K 0, the verication result is given. Assuming the length
of S is n, and the employed ECC can correct at most t bits, by varying t dierent
verication False Rejection Rates (FRR) and False Acceptance Rates (FAR) will be
given. It has the same eect as assigning a threshold t
n
to the Hamming Distance
Classier (HDC) in the unprotected verication system. The point where FAR equals
to FRR is normally called Equal Error Rate (EER), which determines a corresponding
Bit Error Rate (BER) the binary strings achieves. EER indicates the verication
accuracy and BER shows the robustness of the considered system to some extent, both
of which should be as low as possible. In the following experiments, all the random
splits of data set for the enrollment and verication respectively are repeated for six
rounds, and the averaged results are listed or plotted in the tables or gures shown
below.
In the rst experiment, the eect of dierent binary string length (n) on the EER
and BER performance is evaluated. The images from session one are used. N samples
are randomly selected from each palm for enrollment. The remaining samples are
for test of verication performance. Table 1 lists the performance of the proposed
method when no reliable bit selection procedure is carried out and the enrollment
sample number N for each palm is varying from 3 to 8. As can be seen, both of the
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Table 1
Verication performance when all the bits after the bit quantization, without carrying out the reliable
bits selection procedure, are directly used as the palmprint binary representation. N for each palm
varies from 3 to 8.
N 3 4 5 6 7 8
EER (%) 0.36 0.30 0.22 0.23 0.20 0.22
BER (%) 31.9 31.2 30.8 30.8 30.5 30.6
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Fig. 6. Verication performance (EER and BER) when the length of selected reliable bits vary.
EER and BER are almost decreased as N increases. When the achieved binary string
after bit quantization is directly used as the feature template, the EER is about 0.3%,
and BER is around 31%. When the reliable bit selection is processed, the EER and
BER performance is examined by varying n from 100 to 1500. Figure 6 plots the EER
and BER performance as n varies. As can be seen from it, the verication performance
is heavily depended on the selected reliable bits number. As n increases, the BER
increases uniformly while EER decreases when n is larger than 500. The performance
is showed in Figure 6 as well when no bit selection is processed. It can be seen that
the lower BER is achieved at the expense of higher EER by processing the reliable bit
selection step. There is a tradeo between BER and EER for our system.
The ECC generally used is the BCH code, which is commonly described by (n; k; t)
[8]. where n (an integer of the form 2m   1 for some integer m > 2) denotes the
binary template length, k (a positive integer less than n) denotes the maximal length
Table 2
Comparisons of the averaged verication performance (EER and BER). Assuming BCH(n; k; t) is
used for error correcting, k can be determined by the values of n and BER. N denotes the number of
enrollment samples for each palm.
N = 3 N = 8
n 127 255 511 1023 127 255 511 1023
EER (%) 0.74 0.77 0.86 0.55 0.59 0.51 0.61 0.25
BER (%) 7.8 11.0 15.8 24.4 6.7 9.2 13.7 21.4
Key length k 64 71 76 11 71 91 76 46
123
SITB/SPS 2012
0 2 4 6 8 10 12 14 15
10
−3
10
−2
10
−1
10
0
10
1
10
2
BER (%)
V
e
ri
fi
c
a
ti
o
n
 e
rr
o
r 
ra
te
 (
%
)
FRR
FAR
BCH (n; k; t) BER
(%)
FAR
(%)
FRR
(%)
(255; 123; 19) 7.06 0.27 1.00
(255; 107; 22) 8.24 0.39 0.37
(255; 91; 25) 9.80 0.63 0.25
Fig. 7. Verication performance when n = 255. The table shows three kinds of BCH coding examples
with their corresponding BER, FAR and FRR, which are marked by the green dash lines on the left
gure.
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Fig. 8. Verication performance when the sessions for enrollment and test dier in illumination
condition. N denotes the number of enrollment samples for each palm. n is the length of the binary
feature string for each sample.
of the allowed secret key, and t denotes the maximal length of error bits that can be
corrected. In the second experiment, we investigate how the verication EER, BER,
and k depend on the chosen BCH code. The considered n values are set to 127, 255,
511 and 1023 respectively. Table 2 lists the resulting EER, BER, and k values when
the number of enrollment samples per palm (N) is set to 3 and 8 respectively. As we
know there is a tradeo between EER and BER. When the binary feature string is of
length 511, the system achieves the worst verication EER. When n = 1023, EER is
the best while the BER is the worst and the length of secret key (k) is not enough long
to be secure. Therefore, for the proposed method, the system performs best when 255
bits are selected to construct the feature template. When N = 8, the EER is about
0.51%, and the corresponding maximal length of secret key that can be combined is
up to 91. Figure 7 plots the curves of the verication FAR and FRR versus the BER
when n = 255, on which three groups of FAR, FRR, and BER performances are marked
resulted from employing there kinds of BCH codes.
In the last experiment, the images from two sessions are used. N samples of each
palm are randomly selected from session one for enrollment. All the samples in session
two (in total 3863 images) are for test. It must be denoted that the samples captured
from dierent sessions dier signicantly in illumination conditions. Figure 8 plots the
verication EER and BER performance as N varies from 3 to 8. As it shows, when
no bit selection is processed (n = L = 1680), the EER is about 7.8%, and the BER
is close to 40%. When 255 reliable bits are selected to construct the feature template,
the EER is around 8.7%, while the BER is decreased to less than 24%.
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5 Conclusion
In this paper, we introduce a new palmprint feature extraction and quantization
method for template protection system. The extracted binary strings from same subject
achieves lower BER that within the error correction capability of ECC (less than 25%).
The real-valued features are rstly extracted from each sample. For quantization, mul-
tiple samples from the same subject are required to enroll. More samples per palm
are enrolled, better performance will be achieved. The number of reliable bits selected
inuences the system performance, which is determined empirically in this paper con-
sidering a good balance among verication EER, BER and the allowed maximal secret
key length. Furthermore, our method does not involve a training procedure, which is
realistic for template protection system. However, when some distinctive illumination
changes exist among the samples captured in dierent sessions, the proposed method
does not obtain desirable performance. Therefore, binary palmprint representation,
which is robust to illumination variance, is the point of our further research.
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Abstract
When, in a criminal case there are traces from a crime scene - e.g., finger marks
or facial recordings from a surveillance camera - as well as a suspect, the judge
has to accept either the hypothesis Hp of the prosecution, stating that the trace
originates from the subject, or the hypothesis of the defense Hd, stating the op-
posite. The current practice is that forensic experts provide a degree of support
for either of the two hypotheses, based on their examinations of the trace and
reference data - e.g., fingerprints or photos - taken from the suspect. There is
a growing interest in a more objective quantitative support for these hypotheses
based on the output of biometric systems instead of manual comparison. How-
ever, the output of a score-based biometric system is not directly suitable for
quantifying the evidential value contained in a trace. A suitable measure that is
gradually becoming accepted in the forensic community is the Likelihood Ratio
(LR) which is the ratio of the probability of evidence givenHp and the probability
of evidence given Hd. In this paper we study and compare different score-to-LR
conversion methods (called calibration methods). We include four methods in
this comparative study: Kernel Density Estimation (KDE), Logistic Regression
(Log Reg), Histogram Binning (HB), and Pool Adjacent Violators (PAV). Useful
statistics such as mean and bias of the bootstrap distribution of LRs for a single
score value are calculated for each method varying population sizes and score
location.
1 Introduction
Use of the Bayesian framework (or the LR framework) is gradually becoming a standard
way of evidence evaluation from a biometric system. A general description of this
framework can be found in [1]. It is applied to several biometric modalities including
forensic-DNA comparison [2] and forensic voice comparison [3, 4]. Preliminary results
of evidence evaluation using this framework in the context of face recognition systems
are presented in [5, 6]. In this framework the responsibility of a forensic scientist is
to compute the LR. The evidence coming from a biometric system can be considered
essentially as a realization of some random variable that has a probability distribution
and the LR is the ratio of the distribution of this random variable under two hypotheses
evaluated at the realized value of evidence:
LR(s) =
P (s|Hp)
P (s|Hd) (1)
where s is the evidence which is, in this context, a score value obtained from a bio-
metric system by comparison of data from suspect with data found at the crime scene.
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This data can be a recording of speech signals or images etc depending on the type
of biometric system. P is a Probability Density Function (pdf) if s is continuous or a
Probability Mass Function (PMF) if s is discrete. Hp and Hd are two mutually exclu-
sive and exhaustive hypotheses defined as follows:
Hp: The suspect is the source of the data found at the crime scene.
Hd: The suspect is not the source of the data found at crime scene or in other words,
someone else is the source of the data found at the crime scene.
The LR calculates a conditional probability of observing a particular value of evidence
s with respect to Hp and Hd. It is therefore an emprical tool to evaluate and compare
these two hypotheses concerning the likely source of the data obtained at the crime
scene and which resulted in evidence s after comparison with suspect data using a
biometric system. Once a forensic scientist has computed the LR, it can be interpreted
as the multiplicative factor which update prior (before observing evidence from a bio-
metric system) belief to posterior (after observing evidence from a biometric system)
belief uing the Bayesian framework:
P (Hp|s)
P (Hd|s) =
P (s|Hp)
P (s|Hd) ×
P (Hp)
P (Hd)
(2)
In this framework, the judge or jury is responsible for quantification of prior beliefs
about Hp and Hd while the forensic scientist is responsible for quantification of evidence
in the form of the LR factor given the evidence. It is clear from the definition of the
LR that the distribution of evidence should be considered given the two hypotheses
Hp and Hd. The job of forensic scientist is to express the evidence in relation to
distibution of evidence given two competing hypotheses while the job of judge or jury
is to asses the posterior probabilities of two competing hypotheses given the evidence.
To estimate probability distribution that suspect is the source of the data found at
the crime scene (assuming Hp is true), we need to collect a set of data from suspect
under similar conditions to that of data captured at the crime scene. This set of data is
compared to the data found the crime scene using the given biometric system to obtain
an estimate of the pdf under the hypothesis Hp. This estimate which is in the form
of a histogram of score values obtained from the same source comparisons is refered
to as Within-Source Variability (WSV). Similarly, estimation of pdf under the defense
hypothesis requires a set of data obtained from alternative sources. Comparison of this
set of data to the data found at the crime scene results in an estimate of the pdf under
the hypothesis Hd. This set of score values obtained from different sources comparison
is refered to as Between-Source Variability (BSV). The set of alternative sources are
sometimes refered to as relevant population and its choice and size may be affected by
the background information about the case.
Obtaining the LRs (or calibrated score values) instead of un-normalized score values
are desirable in several disciplines beside forensics such as medicine and diagnostics,
cost-sensitive decision making and weather forecasting. The focus of this paper is to
evaluate and understand different LR computation methods. The remaining of this
paper is organized as follows: Section 2 briefly describes four commonly used LR com-
putation methods. Section 3 discusses proposed evaluation procedure. Experimental
results demonstrating performance of each method are presented in section 4. Section
5 finally concludes our work and presents future research work in this direction.
2 LR Computation Methods
LR computation methods compared in this study are well-known and therefore we
only provide a brief description of each method along with suitable references for detail.
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MATLAB scripts of specific implementations of these methods used in this comparative
study are available from the author.
2.1 Kernel Density Estimation (KDE)
This approach computes the LRs by first modeling pdfs of the WSV and the BSV scores
and then finding the ratio of these pdfs at a given score value. A common approach to
modeling these densities is using KDE [7]. KDE smooths out the contribution of each
observed data point over a local neighborhood of that data point. The contribution
of data point si to the estimate at some point s depends on how far apart si and s
are. The extent of this contribution is dependent upon the shape of the kernel function
adopted and the width (bandwidth) accorded to it. If we denote the kernel function
as K and its bandwidth by h, the estimated density at any point s is
f(s) =
1
n
n∑
i=1
K
(
(s− si)
h
)
(3)
Where n is the total number of data points. In our experiments we use a Gaussian
kernel whose size can be optimally computed as [8]:
h =
(
4σˆ5
3n
)
(4)
where σˆ is the standard deviation of the samples and n is the number of samples. Once
estimated pdfs of the WSV and the BSV are obtained using eq. 3, the LR is computed
by plugging in values of these pdfs in eq. 1. A detailed description of this approach to
LR computation is presented by Meuwly [9] for forensic speaker recognition.
2.2 Logistic Regression (Log Reg)
Instead of estimating the pdfs of the WSV and the BSV separatly, this approach
estimates the natural logarithm of the ratio of these densities. Log Reg [10] fits a
linear or a quadratic model to the log odds of the P (Hp|s) which can be used in the
Bayesian formula to compute the LR. Writing Bayesian formula using logit function:
logitP (Hp|s) = LogLR(s) + logit(Hp) (5)
Solving for LogLR(s):
LogLR(s) = logitP (Hp|s)− logit(Hp) (6)
P (Hp) is known and we model logitP (Hp|s) using logistic regression:
logitP (Hp|s) = α + f(β, s) (7)
where f is some function of s parameterized by β. Usually logitP (Hp|s) is ordinary
linear or quadratic logistic model, i.e., α + βs. In our experiments we use a quadratic
model:
logitP (Hp|s) = β0 + sβ1 + s2β2 (8)
Parameters β0, β1 and β2 are found from the WSV and the BSV by Maximum Likeli-
hood Estimation (MLE).
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2.3 Histogram Binning (HB)
Histograms of the WSV and the BSV similarity scores can be divided into bins in order
to compute posterior probabilities of Hp and Hd given a score value [15]. Using Bayes
rule in odds form: (
P (Hp|Bi)
P (Hd|Bi)
)
= LR(Bi) +
(
P (Hp)
P (Hd)
)
(9)
where i = 1, 2, ..n represents the number of the bin.
(
P (Hp|Bi)
P (Hd|Bi)
)
is simply the ratio of
the number of scores in the set of the WSV to the set of score in the BSV in bin i. For
a given s, the LR value of the bin in which s lies is the required LR value of the s.
The choice of bin size is critical for the performance of the method. In [11] author
has used fixed bin size by dividing the score axis into 10 bins; however, it results in
empty bins when population size is low or when s is very high or very low. We propose
an improved implementation by choosing the bin size based on the number of scores
required in the sets of the WSV and the BSV for LR computation. For a given score
value, the bin is placed symmetrically around the score value and the size is chosen such
that it contains a required minimum number of the WSV and the BSV scores. This
parameter representing the minimum number of scores of the WSV and the BSW can
be varied for different score locations and population sizes to obtain optimal results.
However, we do not assume any information about score location and population size
and therefore keep this parameter fixed.
2.4 Pool Adjacent Violators (PAV)
Given data of the WSV and the BSV, PAV [12] sorts and assigns a posterior probability
of 1 to scores of the WSV and 0 to scores of the BSV. It then iteratively looks for
adjacent group of probabilities which violates monotonicity and replaces it with average
of that group. The process of pooling and replacing violator groups’ values with average
is continued until the whole sequence is monotonically increasing. The result is a
sequence of posterior probabilities where each value corresponds to a score value from
either the WSV or the BSV. These posterior probabilities along with the priors are used
to obtain the LR values by application of the Bayesian formula. A detailed description
of PAV algorithm can be found here [12].
It is interesting to note that computing Receiver Operating Characteristics Convex
Hull (ROCCH) is equivalent to computing ROC of PAV transformed score values [13].
This argument leads to another way of implementation; computing ROCCH instead of
the PAV procedure described in previous paragraph.
3 Data simulation and experimental setup
Most of biometric systems output are scores based on comparison of two samples which
can be considered as a continuous random variable. Therefore computation of the LR
ideally requires two pdfs: one is pdf of s under under prosecution hypothesis P (s|Hp)
and other is pdf of s under defense hypothesis P (s|Hd). However, in practice, these
pdfs are not available and depending upon the LR computation method they are rather
estimated from the data of the WSV and the BSV scores from a biometric system or
the data is used to estimate the ratio of these pdfs. Given datasets of the WSV and the
BSV, it is hard to evaluate performance of different methods of the LR computation for
a given score value partially due to the fact that we do not know the ground truth value
of the LR for that score value. Suppose we have access to the underlying pdfs which
represent the distribution of data in the WSV and the BSV, we can easily evaluate the
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method by comparing its output LR with the one obtained from ratio of the pdfs. Using
simulated data, our evaluation procedure is simple: assume standard pdfs for data of
the WSV and the BSV, generate random data from these distribution for calibration of
each method. Finally compute the LR for a given similarity score(s). This process of
the WSV and the BSV data generation for calibration and the LR computation for a
given score is repeated n times so that we have a distribution of n LR values for a given
score value. Performance indicators such as mean, bias and standard deviation of the
distribution of the LR values for each method can be studied for different parameters
such as size of population and location of score value along score axis.
The choice of these distribution types and parameters are critical and it is logical to
base it on the background data from a biometric system. We observe the WSV and
the BSV data from a speaker verification system [14]. Figure 1 shows histograms of
the WSV and the BSV obtained from this system. We use MLE to estimate these
histograms with different family of distributions. It turns out that to get best possible
fit of a standard probability distribution to the data, it should first be flipped along
maxmimum score (both WSV and BSV), then Weibull distributions are fitted to the
flipped data of the WSV and the BSV. Once we have the ‘best fit’ of the flipped data
in the form of standard Weibull distributions of certain parameters, we can generate
data from these standard distributions and the generated data is flipped back to get a
realization of original data of the WSV and the BSV. Figure 2 shows the fitted Weibull
disstributions to the data shown in figure 1.
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Figure 1: Data of the WSV and the BSV of speaker verification system
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Figure 2: Fitted Weibull distributions using MLE from data of WSV and BSV of
speaker verification system
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4 Experimental Results
We select five score values along the score axis and for each score value we estimate
the distribution of the LRs using 10000 realizations of the WSV and the BSV data
from the distributions shown in figure 2. Data is generated in the ratio of 1:63 from
the pdf of the WSV and the pdf of the BSV. We study bias and standard deviation of
each method using five population sizes. Bias is considered as a measure of accuracy
while standard deviation is a measure precision. Figure 3-7 show the corresponding
bias and standard deviation of the distributions of the LRs for given score values and
population sizes. Population sizes shown are the sizes of the WSV data and the BSV
is 63 times these numbers. Observing the results some comments are in order:
For all score locations, with the increase of population size standard deviation decreases.
This is also true for the bias in all cases except for s = -40 where Log Reg gives
fluxuating bias when population size is increased from 100.
Standard deviation and bias of HB approach is very high for small population sizes but
it decreases faster with increase of population size. The parameter representing the
number of samples required in bin to compute the LR in this approach can be adjusted
to get improved result for a given score location and population size however we do not
assume any knowledge about score location and population size when choosing value of
this parameter. There is an interesting trade-off between bias and standard deviation
of HB approach and therefore this provide more flexibility whether we can accept more
bias or standard deviation. This might be a useful property when using this method
for practical cases where we know whether more precise or more accurate value of the
LR is desirable.
In most cases Log Reg perform better compared to other methods particularly it can
guarantee very low standard deviation compared to other methods. This is due to
the fact that the shape of backgorund distributions are closer to family of Gaussian
distributions and the corresponding log odds can be estimated with high accuracy by a
linear or a quadratic model. It is more biased for score values of -20 and +20 and this
bias is not decreasing in usual way with increase of population size which shows that
the parametric curve fitted to the log odds of P(Hp|s) is not fitting to the true curve
at these score locations. This can be a serious drawback of the parametric approaches
that if the model is not appropriate, we cannot compute reliable value of the LR even
by increasing population size.
KDE perform well in all cases except at high score values where we have fewer score
values to estimate the density. The size of the kernel function can be adjusted to
improve the results for a given score location however we use the same kernel throughout
our experiments.
PAV is also attractive as it shows low bias. It has however the drawback that at very
low and very high score values, it can result in zero and infinity values of the LR. In
our experiments, values of zeros are considered as valid results while the LR values of
infinity output by PAV are replaced by the maximum value in the sequence of the LR
mapped from the scores of the WSV and the BSV.
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Figure 3: bias and standard deviation of each method for s = -60
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Figure 7: bias and standard deviation of each method for s = 20
5 Conclusions and future work
In this paper we compared different methods of calibration for score-based biomeric
systems. A simple methodology is presented for evaluation in terms of bias and stan-
dard deviation of the bootstrap distribution of the LRs for a given score value. Bias can
be considered as how accurate a method performs while standard deviation is a mea-
sure of precision. Performance depends on three dependent parameters: background
distributions representing the WSV and the BSV data, population size and location of
score value along score axis. Generally it is hard to obtain accurate estimate of the LR
when the score is very high or very low. The choice of which method to use depends
on all the dependent parameters as well as on the fact whether more accurate or more
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precise value of the LR is desirable. Future research work includes working with the
WSV and the BSV data from real biometric systems. It is expected that when the
shape of background distributions deviate from the family of Gaussian distributions,
the model fitting procedure will not be giving acceptable results in most cases.
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Abstract
Face recognition based on PCA/LDA[1] are normally trained on an entire train-
ing set. By training on all the facial images of an entire set, the assumption is
made that each image of the training set contributes in an equal manner to the
training of a classifier. In this paper a new way of training is proposed, called
bootstrapping learning. Here the assumption is made that training images can
have an unequal influence on the training and therefore on the performance of
the classifier. The selection of training images (from the entire training set)
used for training, is done during the training itself. This is done by a evalua-
tion the performance of the trained classifier on a subset of the training database.
1 Introduction
The conventional way of training a PCA/LDA[1] face recognition classifier is by training
on all the images of the training set. It is not guaranteed that training on all the images
of the training set results in the best performance. It is possible that by training on all
images, some type of faces are recognized better than other type of faces. These type
of faces occurs more often and have thereby a bigger contribution to the classifier. It is
likely that the classifier is better able to recognize these faces. Faces which occurs less
often could be recognized harder by this classifier. This could have a negative influence
on the performance of the classifier.
A possible solution is to train the classifier on those faces which are harder to classify.
A face is hard to classify if a genuine match result in a low likelihood-ratio or if a
impostor match with this face result in a high likelihood-ratio. Depending on the
chosen threshold, the first case results in a false reject error and the second case in a
false accept. It is also possible that the same image of a face will lead to both a false
accept error and false reject. While during the training of a classifier only the training
set can be used, there is only one possible way to check whether a face is difficult to
classify. This is done by testing on the training set itself.
The bootstrapping learning method described in this paper is designed to do so. Faces
which are harder to classify get more attention during training, while faces which are
easy to classify are ignored.
This paper is structured as follows: in section 2 the method of bootstrapping learn-
ing is explained. The experiments and results are discussed in section 3. Finally in
section 4 a discussion on the results is given.
134
SITB/SPS 2012
2 Method
In this section the method of bootstrapping learning will be explained. First a definition
of difficult faces is given. Because the bootstrapping learning method is an iterative
process, a bootstrap is needed. After possible bootstraps are discussed, a detailed
description of the method is given.
2.1 Definition of difficult faces
In order to know which faces are harder to classify, the errors made during classification
can be used. There are two types of errors which can occur: a false reject error (the
result of a low likelihood-ratio of a genuine match) or a false accept error (the result
of a high likelihood-ratio of an impostor match). A threshold or setpoint is used to
determine if a score is too low or too high. During experiments the score belonging to
the equal error rate (EER) is chosen as a threshold. The EER is the rate at which the
false accept and false reject rate are equal. The EER is chosen because it is easy to
calculate and consistent.
2.2 Bootstrap
In order to test the performance of a trained classifier and to learn from errors, the
training set has to be divided into subsets. These subsets can be used for training
and validating the classifier. In order to train the classifier on images of faces which
are harder to classify, a classification has to be performed. This classification needs
a classifier which has to be trained. The problem where a classifier is needed in or-
der to generate data to train a classifier is know as a chicken egg causality dilemma.
One way of solving this problem is by using a bootstrap. A bootstrap is an initial
state or process which starts a sequence , in this case training and testing a classifier.
Bootstrapped learning methods are commonly used in object detection[2], [3] and face
detection [4]. More or less the same principle can be applied to face recognition with
PCA/LDA. The bootstrapping learning method presented here, is focused on error’s
made by the classifier on the training set.
2.3 Possible bootstraps
There are two possible bootstraps which can be used. The easiest solution is to use
an initial training set. This training set could be a subset of the total training set.
A classifier is trained on this subset. This classifier can then be used to perform a
classification on an other subset. The errors from this test can be used to train a new
classifier. By using a subset as a bootstrap, the assumption is made that all the faces
from this subset have an equal influence on the classifier. If this is not the case, it
should not be a problem, as long as the subsets are chosen small enough. Possible
bad influences on the classifier can in that case be neglected, because these influences
can be corrected in the next training round. An initial training set is therefore a good
candidate for a bootstrap.
A second possible bootstrap is an initial classifier. This classifier can be trained on the
entire training set. This classifier can be used to perform a classification on the first
subset. The errors made during this classification can be used to train a new classifier.
By using this method, the assumption is made that the initial classifier performs good
enough to detect faces which are hard to classify. This is again in contradiction to
the initial assumption that training on an entire training set will result in worser
performance. Again, it is assumed that when the subsets are chosen small enough, the
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Figure 1: Bootstrapping learning method
influence of the initial classifier can be neglected, while the classifier get’s better when
it is validated more often to the training set.
Because training a new classifier on the entire training set costs more computation
time, an initial subset is considered as the easiest solution.
2.4 Detailed description of the method
The bootstrapping learning is performed as follows:
Let X denotes the entire training set. The entire training set is divided into n non-
overlapping subsets, so that X = X1 ∪X2 ∪ ... ∪Xn. The subjects from the training
set are equally distributed over these subsets. Let XT i be the i
th training set, where
i = 1...n. Let Ci be the i
th classifier trained using XT i. X¯j denotes the set of faces
which where not recognized by the test on subset Xj with classifier Ck, where j = 2...n
and k = j − 1.
The first training subset is used as bootstrap. This first training set XT1 is therefore
defined by the entire subset X1.
From XT1 classifier C1 is trained. C1 is tested on subset X2. During this test, X2 is
used as gallery set and query set. A comparison is considered as a false accept error
if the score of an impostor match is higher then the score belonging to the equal error
rate. A comparison is considered as a false reject error if the score of a genuine match
is lower then the score belonging to the equal error rate. An image of the gallery is not
recognized if it is concerned with a false accept or false reject error.
The images which are not recognized during the test are placed in X¯2. The training
set for classifier C2 is made from the union of XT1 and X¯2, so that XT2 = XT1 ∪ X¯2.
This cycle of training and testing classifiers is repeated until there are n classifiers.
The final classifier Cn is trained on XTn = XT1 ∪ X¯2 ∪ X¯3 ∪ ... ∪ X¯n. This final Cn is
the classifier produced by the bootstrapping learning method.
136
SITB/SPS 2012
Figure 2: Example of five different subjects from the FRGC database. On the first
row the original images are shown. The second row shows the images after they are
corrected for illumination by the Virtual Illumination Grid method
3 Experiments and Results
3.1 FRGC
The FRGC training set with the Spring 2003 range images are used for the experiments.
The images are first preprocessed using the Virtual Illumination Grid[5] (VIG) method.
VIG tries to correct for bad illumination as can be seen clearly in figure 2. PCA/LDA
is used as classifier. To validate the performance of the final classifier, experiment 2.4
of the FRGC is performed. For computation reasons, only the first 3540 images of the
query set and the first 7080 images of the gallery set are used during this experiment.
During the verification this results in 199,536 genuine scores and 24,863,664 impostor
scores.
3.2 Bootstrapping learning on both errors compared to nor-
mal training
Experiment 2.4 of the FRGC is performed using the normal training. During this
experiment all images of the training set where used to train the classifier. The results
of this experiment are used to determine the performance of the bootstrapping learning.
Table 1 shows the verify rate given a false acceptance rate (FAR) and the equal error
rate (EER). The corresponding Reveiver Operating Characteristic (ROC) and the error
rates of the false acceptance rate and false reject rate (FRR) are given in figure 3.
The bootstrapping learning method is first tested on both types of error’s. This yields
that X¯j consist of images that where involved in a false accept or false reject. As
described in the method, the EER was taken in order to determine if an image was
involved in of of these error’s. During the bootstrapping learning, the entire training set
is divided into n non-overlapping subsets. The experiment with bootstrapping learning
on both errors is performed for n=5, 10 and 20. The results can be found in table 1
and figure 3.
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Figure 3: Results normal training and bootstrapping learning on both error’s
Table 1: Bootstrapping learning on both errors compared to normal training
Verify Rate
Classifier FAR =
0.01
FAR =
0.001
FAR =
0.0001
EER # images
normal 0.786 0.521 0.294 6.26 12776
both 5 0.795 0.531 0.307 6.08 12409
both 10 0.792 0.521 0.294 6.17 11950
both 20 0.797 0.530 0.315 5.94 11209
3.3 Bootstrapping learning with false accept and false reject
error’s
The bootstrapping learning can also be applied on only false accept or false reject
error’s. Again, the EER is used to determine if an image is involved in one of these
errors. This experiment is performed on 5, 10 and 20 rounds. With 10 rounds, the
results where best. The results can be seen in figure 4. In this figure, the normal
training and the bootstrapping learning with both errors and 20 rounds are also plotted.
Table 2 gives the verify rate at different FAR and the EER.
Both the bootstrapping learning with false accept and the bootstrapping learning with
false reject perform worser than the bootstrapping learning with both errors. The
results are even worser then the normal training.
3.4 Fusion of bootstrapping learning and normal training
The previous experiments shows that bootstrapping learning on both errors with 20
rounds and bootstrapping learning on false accept and on false reject with 10 rounds
give the best results. These results can be used to perform fusion. A simple sum fusion
is used, where the scores of the score matrices are summed together. The results of
different types of fusion are shown in table 2.
The best result is obtained by fusion the normal classifier with the bootstrapping
learning classifiers trained on both errors, false accept errors and false reject errors.
The ROC and error rates of this fusion are plotted in figure 5.
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Figure 4: Results normal training and bootstrapping learning on false accept and false
reject error’s
Table 2: Results of different classifiers
Verify Rate
Fusion FAR =
0.01
FAR =
0.001
FAR =
0.0001
EER # images
normal 0.786 0.521 0.294 6.26 12776
both 0.797 0.530 0.315 5.94 11209
fa 0.768 0.494 0.290 6.57 10842
fr 0.751 0.444 0.212 6.56 6948
both + normal 0.807 0.553 0.333 5.86 -
fa + fr 0.805 0.536 0.310 5.78 -
fa + fr + normal 0.811 0.552 0.323 5.74 -
fa + fr + both 0.813 0.552 0.330 5.68 -
fa + fr + both + normal 0.815 0.560 0.336 5.68 -
4 Discussion
Bootstrapping learning (BL) on both errors performs better than training on the entire
training set (table 2). When using BL on both errors with 20 rounds, 11209 images
are used for training against 12776 images for training on the entire training set. This
leads to the conclusion that training on less images with BL can result in a better
performance. The use of BL on false accept or BL on false reject errors will not give
better performance. The fusion of both however will, as can be seen in table 2. The
best results are achieved when using a fusion of normal training, BL on both errors,
BL on false accept and BL on false reject. This shows that a classifier trained with BL
recognizes other faces then a classifier trained on the entire training set.
The relation between the number of subsets during training and the performance of the
classifier is not clear. As can be seen in figure 3, the use of 5 rounds for bootstrapped
learning on both errors works better then the use of 10 rounds, while 20 rounds works
better then 5. It was expected that more training rounds works better, because the
classifier get more feedback on the performance. It could however be coincidence. More
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Figure 5: Results normal training and fusion
experiments with a different number of rounds and/or other defined subsets could give
a better answer to this question.
During the experiments the matching score of the EER was used to determine which
image was involved in a false reject or false accept. The results could be different when
an other threshold is chosen. Future research can look at two different thresholds: one
to reduce false rejects and one to reduce false accepts. It is however not clear if just
one threshold is the best chose. When choosing just one threshold, outliers are also
added to the training set because these are faces which are harder to classify. It is
the question if it is useful to train a classifier also on outliers. Perhaps it is better
the chose of a region with an upper- and lower threshold. In this way the classifier is
trained on images that are hard to recognize while it ignores outliers which are to hard
to recognize.
Although the improvements are small, a classifier trained with bootstrapped learning
performs better then a classifier trained on the total training set. The performance test
of the classifier resulted in 199,536 genuine scores and 24,863,664 impostor scores, which
leads to the conclusion that the improvement is significant. Bootstrapping learning can
therefore be used in order to improve face recognition with PCA/LDA.
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Abstract
The performance of a face recognition system depends on the quality of both test
and reference images participating in the face comparison process. In a forensic
evaluation case involving face recognition, we do not have any control over the
quality of the trace (image captured by a CCTV at a crime scene) and it is
usually of very low quality. However, forensic investigators have some control
over the quality of suspects reference images. In this paper, we investigate if
it is useful to modify the quality of the reference (usually, good quality mug
shot) images in order to achieve better recognition performance using a view
based face recognition system. We found that approximately matching non-
frontal pose between test and reference images can greatly improve recognition
performance. Moreover, it is the relative difference in pose between the test
and reference image that determines the extent of influence that other quality
parameters like illumination, noise, motion blur, and resolution have on the face
recognition performance.
1 Introduction
Although there are CCTV cameras everywhere, they rarely contribute to strong evi-
dence in the court of law because even the best trained forensic investigators find it
difficult to compare and interpret these low quality face images. Automatic face recog-
nition systems are rarely used in evaluation of forensic cases because they are tuned to
deliver good accuracy for well illuminated and sharp frontal face images.
It is known that the performance of a face recognition system depends on the quality
of both test and reference face images participating in the face comparison process. In
a forensic evaluation case involving face recognition, the test image is usually captured
by a CCTV camera and the forensic investigators have no control over its quality. But,
they have some control over the quality of the reference image (i.e. face images of the
suspects). We investigate how this capability of controlling the reference image quality
can be exploited to improve face recognition accuracy under the constraint that quality
of the test image cannot be modified.
For a given quality of test image, there exists a reference image quality that would
deliver optimal recognition performance over all the other possible reference image
qualities using a particular face recognition system. In this paper, we evaluate the
performance of a commercial face recognition system [3] for variations in the following
five image quality parameters of the test and reference images: pose, illumination, noise
(Gaussian), blur (motion), and, resolution. Such an evaluation provides answer to the
following two questions commonly encountered by forensic investigators: (a) for a given
test image, what reference image quality would deliver best recognition performance
using a particular face recognition system? (b) for such image quality pair, what is the
expected recognition performance from that face recognition system?
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2 Related Work
Face recognition systems are fine tuned to achieve optimal recognition performance for
frontal view test (probe) and reference (gallery) images. Therefore, a common approach
to handle pose and illumination variation in test or reference image is to reconstruct 3D
models of faces from non-frontal views and synthesize frontal view images for use with
view based face recognition systems. [6], [2], and, [5] have shown that this approach
delivers superior performance as compared to the case of comparing non-frontal view
images.
This approach of reconstruction of a 3D face model from non-frontal view image
followed by synthesis of frontal view image is very difficult to apply in a real forensic face
recognition cases. In a typical forensic evaluation case involving face recognition, the
trace (image captured by CCTV camera at the crime scene) is often of very low quality
and therefore it is very difficult, and often impossible, to locate adequate numbers of
feature points (like nose tip, eye corners, etc): a prerequisite for reconstruction of a
3D model using [2], [5]. Even if we succeed in locating at least 6 feature points, there
is a possibility that the costly model fitting algorithm would not converge to a stable
solution. [2] and [5] were able to apply this approach because both test and reference
images were of good quality and therefore it was easy to locate feature points.
In this paper, we investigate the possibility of transforming frontal view mug shots in
the suspect reference set (gallery) to match the pose of the trace in order to achieve near
optimal recognition performance. In a typical forensic case, the suspect reference set
consists of good quality frontal view mug shot of individuals suspected to be present in
the trace which is usually of low quality (surveillance view, motion blur, low resolution,
etc). As it is difficult to synthesize frontal view images from such a low quality trace, we
investigate if transforming the frontal view suspect reference images to a pose similar
to that present in the trace can improve recognition performance. If true, this will
allow us to apply the approach of [2] to the frontal view suspect reference images to
synthesize surveillance view images in order to improve recognition performance when
comparing to low quality trace using a view based face recognition system.
Recently, [1] have shown that if we consider quality as being predictive of face
recognition performance, then quality is the property of an image pair and not of an
individual image. Therefore, in this study, we evaluate the performance variation of
a commercial face recognition system [3] for image quality variation in both test and
reference images.
3 Performance Evaluation Setup
In this paper, we evaluate the performance of a commercial face recognition system
[3] for test and reference images varying in the following 5 image quality parameters:
Pose, Illumination, Resolution, Motion Blur, and, Gaussian Noise. In a typical foren-
sic evaluation case involving face recognition system, these 5 quality parameters are
dominant in the trace.
All the test and reference images used in this experiment were taken from the
MultiPIE data set [4]. Selection of test and reference set images was based on the
criteria shown in Fig. 1d. MultiPIE data set provides good sampling of pose and
illumination for 337 subjects using an image capture setup shown in Fig. 1c. We
simulated the open set recognition scenario, commonly encountered in forensic cases,
by creating test and reference set such that not all the individuals in the test set are
present in the reference set.
For all the experiment scenarios, we supplied manually annotated eye coordinates
to [3]. Eye detection is a critical pre-processing stage of [3] and it failed to detect eyes
in a majority of surveillance view, low resolution, noisy and blurred images present
in our experiment. Therefore, to perform an experiment of this nature, we disabled
142
SITB/SPS 2012
Test Set (Probe) Reference Set (Gallery)
size (image count) 479 442
person count 319 268
session 01,03 02,04
expression neutral neutral
eye annotation manual manual
(a) Properties of all the test and reference sets
Motion Blur (angle = 0)
length = 03 length = 17
Gaussian Noise (mean= 0)
var. = 0.007 var. = 0.3
Pose
Illumination
60 x 45 120 x 90
Resolution
(b) Sample of facial image quality variations
included in this study
05_0 04_1 19_0
19_1
08_1
08_0 13_0 14_0 05_1
chair with
head rest
04 05 06
07
08 09 10 1202
14 15 16 17 18
camera
flash
(c) Camera and flash location for all the images used
in this experiment (source : MultiPIE [4])
Quality Camera Flash Resolution Motion Blur Gaus. Noise ResultTesti, Refj Testi, Refj Testi, Refj Testi, Refj Testi, Refj
Pose and
Illumination
ci, cj ∈ C fi, fj ∈ F ri, rj = D0 0, 0 0, 0 Fig. 2
Resolution 19 1, {∗} 18, {∗∗} ri, rj ∈ R 0, 0 0, 0 Fig. 3a
Gaussian Noise 19 1, {∗} 18, {∗∗} ri, rj = D0 0, 0 σ¯i, σ¯j ∈ Nσ¯ Fig. 3b
Motion Blur 19 1, {∗} 18, {∗∗} ri, rj = D0 li, lj ∈ Bl 0, 0 Fig. 3c
where, C = [19 1, 19 0, 04 1, 05 0, 05 1, 14 0, 13 0, 08 0, 08 1],
F = [02, 04, 14, 05, 15, 06, 07, 16, 08, 09, 17, 10, 18, 12], R = [640× 480, · · · , 60× 45],
Bl (length in pixels) = [1, 3, 5, 7, 13, 17, 21], Note: angle= 0
Nσ¯ (variance) = [0.001, 0.007, 0.03, 0.07, 0.1, 0.2]. Note: mean = 0
{∗} = {19 1, 05 1}, {∗∗} = {10, 07}, D0 = 640× 480
(d) Image quality variations included in this study
Fig. 1: Specification of all facial images used in this study
automatic eye detection and provided manually annotated eye locations to [3] for all
the test and reference images used in this study. Also, it is important to mention that
[3] is robust against pose deviation of ±15◦ from the frontal view and it has not been
optimized to handle the pose variations included in this study.
We evaluate the performance of [3] for test and reference image quality variation
as shown in Table 1d. By varying one quality parameter (for example: resolution)
at a time and keeping all the remaining four quality parameters constant, we report
the recognition performance in terms of Area Under the ROC - AUC (for example:
Fig. 3a). For pose and illumination, we report AUC variation in Fig. 2 for all possible
combinations of pose and illumination in the test and reference set.
For evaluation of resolution, motion blur and Gaussian noise, we select surveillance
view (i.e. camera 19 1) test images and the following two views for reference images:
(a) frontal view (i.e. camera 05 1 or mug shot view); (b) near surveillance view (i.e.
camera 19 0). These two pose variations in the reference set were included in our study
in order to simulate different choices available to a forensic investigator in selecting the
pose of the reference image. We report the corresponding recognition performance
results in Fig. 3.
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Some sample images used in this study are shown in Fig. 1b. Note that the cropped
images in all the figures in this paper are only for illustration purpose and in the actual
experiment, we used full view image (as shown for resolution variation in Fig. 1b).
Also, the reported value of variance in zero mean Gaussian noise is for image intensity
value ∈ [0, 1].
4 Results
A summary of overall difference in area under ROC (AUC) for individual image quality
parameters is given in Table 1. In the following sections, we analyze the recognition
performance data corresponding to each quality parameter:
4.1 Pose and Illumination
To compare recognition performance for pose and illumination variation, we show the
AUC value in Fig. 2 for all possible combination of pose and illumination in the test
and reference set. Here, each cell block represents performance variation under all
possible illumination variation for a fixed test and reference pose.
• As expected, the frontal pose (i.e. camera 05 1) test set has good recognition
performance (∼ 90%) for a large range of pose variation (±45◦) in reference
set. The recognition performance drops significantly for the surveillance view
(i.e. camera 19 1) reference set. Note that even near frontal pose trace images
(captured by a CCTV camera at a crime scene) are rare in real forensic cases.
• We observe gradual reduction in recognition performance if the reference set
pose moves away from the pose in the test set. This implies that near-optimal
recognition performance can still be achieved with a reference set having a pose
very close to the pose in the test set. In practice, it is very difficult to exactly
match pose between test and reference images and therefore this result is very
encouraging for practical forensics face recognition.
• For surveillance view test images (i.e. camera 19 1), optimal recognition per-
formance ∼ 95% is achieved if the reference images are also captured by the
same camera (i.e. 19 1) – irrespective of the illumination condition in the test
and reference set. In real forensic cases, it is often not possible to acquire the
CCTV camera that captured the trace. In such a case, sub-optimal recognition
performance can be still be achieved with a suspect reference set having near
surveillance view pose (camera 19 0 : reference pose close to the original pose in
test images). Performance can be further improved by matching the illumination
direction in the test and reference images (AUC along the diagonal in bottom
left plot of Fig. 2).
• It is common practice in the forensic community to chose frontal pose reference
image (i.e. mug shots from police database based on intuition) irrespective of
the pose in the test image. Fig. 2 shows that comparison between a surveillance
view (i.e. camera 19 1) test set and the frontal view (i.e. camera 05 1) reference
set can only achieve maximum performance (i.e. AUC) of ∼ 75%. While the
same surveillance view (i.e. camera 19 1) test set when compared with near
surveillance view (i.e. camera 19 0) reference set can achieve performance ∼ 95%
by also matching the illumination condition.
• Worst possible recognition performance occurs if images captured by symmetri-
cally opposite view are compared (for example: when images from camera 19 1
and 08 1 are compared, performance drops to ∼ 50%.).
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• If there is an exact match between test and reference pose, the role of illumination
is insignificant (Note, in the MultiPIE data set, if we exactly match the pose,
we are also matching all the imaging characteristics). However, if there is a
slight mismatch in pose, matching illumination between test and reference set
can significantly improve the performance (see along diagonal for test and ref.
pose 19 1 and 19 0 respectively).
4.2 Resolution
In Fig. 3a, we report AUC value for different combinations of test and reference image
resolution.
As expected, recognition performance improves with the resolution of the test and
reference set. The resolution of test (or, reference) set constraints the maximum recog-
nition performance achievable by varying the reference (or, test) set image resolution.
If test and reference set have similar pose (for example: test camera = 19 1 and
ref. camera = 19 0), resolution variation has a more dramatic effect on recognition
performance as compared to the case if they have very large difference in pose (for
example: test camera = 19 1 and ref. camera = 05 0). In other words, the effect of
resolution variation on recognition performance is very large if test and reference pose
are similar.
4.3 Noise (Gaussian)
To study the effect of noise on recognition performance, in Fig. 3b we report AUC
value for different combinations of noise in the test and reference set. We report this
result for two combination of test and reference pose as described in 4.2.
After pose, noise has the most significant effect on recognition performance. This
implies that [3] is highly sensitive to noise in test or reference set images. As was the
case with resolution, the effect of zero mean Gaussian noise on recognition performance
is significant if the test and reference set have similar pose.
4.4 Blur (Motion)
Similarly, the effect blur on the recognition performance shown in Fig. 3c for all the
possible combinations of motion blur in the test and reference image.
As expected, recognition performance degrades gradually as we increase motion
blur in the test or reference set. Again, similar to the behaviour of resolution and
noise, the effect of motion blur on recognition performance is significant if the test and
reference set have similar pose.
Table 1: Summary of difference in AUC
Quality Difference in Area Under ROC
Pose ∼ 50%
Resolution ∼ 35%
Noise (Gaussian) ∼ 35%
Blur (Motion) ∼ 20%
Illumination ∼ 20%
5 Conclusion
In this study, we have shown that if the pose between the test (trace) and reference
(suspect set) images match exactly, we get the best recognition performance achievable
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using a particular face recognition system. We also observed gradual decrease in recog-
nition performance as the difference in pose between test and reference set increased.
This implies that even with a small mismatch in pose, we can still attain near opti-
mal recognition performance. Therefore, in a real forensic evaluation cases involving
face recognition, it is sufficient to approximately match the pose between the test and
reference set.
If synthesis of frontal view images from a low quality trace (e.g. using [2]) is difficult,
we recommend applying the method of [2] to the frontal view mug shots in the suspect
reference set in order to synthesize non-frontal view images having pose similar to the
trace image for use with view based face recognition system. We expect that this
approach would helps attain near-optimal recognition performance.
Our study has also shown that the relative pose difference between test and reference
images plays a critical role in determining the extent of performance degradation that
is caused by variations in other quality parameters like illumination, noise, motion blur,
and resolution.
Our findings in this paper are subject to at least three limitations. First, we have
assumed that the image quality parameters are independent. In reality, all the quality
parameters co-exist and presence or absence of one quality parameter (like pose, blur,
etc) might affect the behavior of other quality parameters (like resolution, noise, etc).
Second, all the images used in this study were taken from a single image data set.
Although test and reference images differed by session, ideally both test and reference
images should have been taken from the different data set in order to simulate the
conditions present in a real forensic case. And, finally, these findings are limited by
the inclusion of a specific commercial face recognition system in this study.
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Fig. 2: Face recognition performance variation of [3] in terms of Area Under
ROC(AUC) for all possible combination of pose and illumination variation.
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Fig. 3: Face recognition performance variation of [3] in terms of Area Under
ROC(AUC) for all possible combination of image resolution, noise, and, blur.
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Abstract
NXP has developed a Software Defined Radio platform called MARS. This SDR
platform is developed with the main objective to make reception of the most
important digital TV and Radio broadcast standards (e.g. DVB-T, Sirius-XM
Radio) possible in automotive products. Although mainly developed for broad-
cast standards, it also contains the means for transmission of signals such that
the platform can also be used for wireless two-way communication. In this pa-
per we give a short introduction to the MARS SDR platform and we explain
how the hardware accelerators, in particular the Viterbi decoder, on the MARS
platform can be configured in such a way that they can be used for dual channel
IEEE802.11p reception. The chosen hardware configuration is verified with an
onchip bit error rate and packet error rate test.
1 Introduction
After succesful deployment of MARS in automotive broadcast reception, NXP Re-
search started in 2010 an investigation whether the MARS platform can be used for
Car-to-Car communication in the field of Intelligent Transport Systems (ITS). Car-
to-Car communication can be realised with an implementation of the IEEE802.11p
Physical Layer (PHY) and Medium Access Control Layer (MAC) specification [1].
IEEE published this standard in 2010; this specification is also known as Wireless Ac-
cess in Vehicular Environment (WAVE). The WAVE specification is derived from the
IEEE802.11a PHY/MAC specification, the main difference being the reduced network
access time and the channelization of 10 MHz channels instead of 20 MHz channels.
The assessment carried out by NXP Research pointed out that in principle, the MARS
platform can do the PHY processing for the IEEE802.11p but that for two aspects an
implementation will be challenging. First of all the heartbeat of the PHY processing,
which is governed by the OFDM symbol rate, is much higher than what is typical for
broadcast standards. Secondly, latency of processing and in particular fast acquistion
is much more critical in a two-way communication system than in a broadcast system.
In Section 2 an overview of the MARS Software Defined Radio platform is given.
Car-to-Car communication for Intelligent Transport Systems and its relevant require-
ments for a receiver and in particular the channel decoding are presented in Section 3.
In Section 4 the implementation of two concurrent decoding processes is explained and
the verification of the implementation is presented in Section 5. Finally, in Section 6
conclusions are presented.
149
SITB/SPS 2012
2 Software Defined Radio on MARS
MARS (Multi Application Radio System) is a chip manufactured by NXP for use in
multistandard digital TV and radio receivers for automotive. Its architecture is there-
fore mostly focussed on reception, demodulation and decoding of signals. However,
the platform is also equipped with basic means for transmitting signals. In Figure 1
a block diagram of MARS is shown. The MARS contains 4 AD converters and can
therefore handle 2 Zero-IF signals, or 4 IF signals and appropriate combinations. In
the Digital Front-End (DFE), the received signals can be demultiplexed to 6 streams,
decimated, sample rate converted, and corrected for frequency- and phase errors. Two
vector DSP’s (VDSP) can be fed with signals processed by the DFE for demodulation
purposes like OFDM demodulation (FFT), equalization, channel estimation, QAM
demapping and soft-bit generation. The Flora (Flexible Outer Receiver Architecture)
is a hardware accelerator, containing hardware means for Interleaving, Viterbi decod-
ing, Reed-Solomon decoding, Turbo decoding, LDPC decoding, descambling and CRC
checking. These hardware means can be connected to each other in several configura-
tions via a programmable switch matrix. The ARM microcontroller can act as modem
controller and can also carry out some higher layer protocol tasks. For transmission
ADC
ADC
ADC
ADC
DFE
VDSP VDSP FLORA ARM
Modem data interconnect App Data
UPLINK
DAC
DAC
I/O
Modem Control network App control
Peripherals Peripherals
Figure 1: Block diagram of MARS Software Defined Radio chip
purposes, the MARS is equipped with 2 DA converters and can therefore be connected
to a Zero-IF RF transceiver. A big variety of digital TV and Radio standards can
be programmed on MARS. Until now, DVB-T, Sirius-XM, DVB-SH, ISDB-T, DAB,
FM and CMMB including SW-based reception improvements targetted towards mobile
reception in a car are prototyped on MARS. Lately, the application of ITS commu-
nication was implemented on the SDR platform, which is challenging for SW-based
approaches because of the requirement to be able to do half-duplex communication,
and for the low latency requirements combined with short symbol time.
3 Car-to-Car ITS communication on MARS
In 2010, IEEE published a standard for Wireless Access in Vehicular Environment
(WAVE) [1]. This standard is also known as amendment IEEE802.11p and comprises
a specification of a Physical Layer (PHY) and Medium Access Layer (MAC). To a big
extent, the PHY/MAC specification is identical to the IEEE802.11a specification. The
differences for the PHY are in the typical use of 10 MHz channels instead of 20 MHz and
for the MAC in the reduced network access time. The main components of the PHY
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Datarate Modulation Coding Data bits per
[ Mb/s ] rate OFDM symbol
3 BPSK 1/2 24
4.5 BPSK 3/4 36
6 QPSK 1/2 48
9 QPSK 3/4 72
12 16-QAM 1/2 96
18 16-QAM 3/4 144
24 64-QAM 2/3 192
27 64-QAM 3/4 216
Table 1: Modulation and coding parameters of IEEE802.11p PHY.
are the OFDM modulation (52 sub-carriers), bit-interleaving, convolutional coding
(G = (133, 171)), scrambling and CRC. The faster access to the network is obtained
by the omission of network authentication and the use of ad-hoc (non-centralized)
connections. Furthermore, it is expected that channelization and communication is
done in such a way that scanning of the frequency band is not necessary because it is
a-priori known to which frequency a receiver has to tune in order to participate in the
ITS network. On top of IEEE802.11p, IEEE has drafted the IEEE1609 specification,
which consists of several parts. E.g. 1609.2 specifies security services to the ITS
communication and 1609.3 specifies socalled WAVE short message protocol (WSMP).
The 1609.4 part describes how multiple channels can be operated by either single
channel receivers or dual channel receivers. ITS frequency allocation foresees the use
of one Control Channel (CCH) and one or more Service Channels (SCH’s). Although
actual use of these channel is not settled yet, one of the scenarios is that on the CCH
safety messages with high priority will be communicated and on the SCH’s both safetey
messages with lower priority or non-safety messages will be communicated. A single
channel receiver should be tuned frequently to the CCH to receive the high priority
messages and interrupt and postpone the communication of SCH messages until the
high-priority slot on CCH is over. With a dual channel receiver, one can assign one
receiver to CCH and the other receiver can be allocated to the SCH’s. As stated before,
the IEEE802.11p PHY is identical to the IEEE802.11a except for its typical use in 10
MHz channels. In Table 1 a brief overview of the modulation and coding parameters
of the IEEE802.11p PHY are shown. IEEE802.11a is one of the PHY’s for WiFi and is
intended for stationary use in an indoor environment. The use of this PHY in a mobile
outdoor environment as in a car is therefore challenging and gives the opportunity
to chipmakers to differentiate with advanced signal processing in order to get good
reception quality. Cohda Wireless has designed algorithms that provide good channel
estimation and tracking means such that our receiver can conquer mobile outdoor
conditions and outperform standard WiFi receivers [2]. In 2010 Cohda Wireless and
NXP teamed up in order to design an ITS platform that realizes dual channel ITS
communication or single channel ITS communication with diversity. The ITS platform
is called MK3 [3], as it is for Cohda Wireless it’s third version of an ITS modem.
In the previous versions, the baseband processing was done in FPGA. The MK3 has
similar functionality, but has its baseband processing realized using the MARS SDR
chip. In Figure 2 a block diagram of the MK3 platform is shown. For field trials, in
which the MK3 modem should be used, it was a requirement to be able to do dual
channel reception. In worst case situation the modem must be able to process received
packets from two channels at the same time. The presence of 2 VDSPs, makes it
logical to assign each VDSP to do the demodulation tasks for one channel. So, OFDM
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Figure 2: Block diagram of Cohda Wireless MK3 ITS Modem based on NXP MARS
demodulation, inclusive equalization, channel estimation and soft bit generation can
be carried out on the VDSPs. However, for the outer decoding (De-interleaving, de-
puncturing and Viterbi decoding), only one HW IP block (i.e. Flora) is present and
therefore it has to be shared in-time for the decoding of the 2 channels. In Figure 3, it
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VDSP2
Channel B
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De-
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Viterbi
dec
Flora
MAC
ARM
Figure 3: IEEE802.11p mapped on MARS
is shown how IEEE802.11p PHY processing is mapped on MARS. Because the decoded
data is used in a re-encoding loop to aid the channel estimate, the decoding latency
should be as small as possible such that channel estimates are reasonable accurate
for a new incoming symbol. Therefore it is not preferred to share the Flora on a per
packet base between the 2 channels. The smallest granularity to share the Flora in
a practical way is related to the OFDM symbol time, which is equal to 8 µs. In this
way channel estimation can be fed with new input, every OFDM symbol. The amount
of data to be processed per OFDM symbol varies as function of the used modulation
configuration, it is only 24 bits of information for the 3 Mb/s mode and up to 216 bits
for the 27 Mb/s mode. Although the amount of data can be as little as only 24 bits of
information, the realized decoding depth of the Viterbi decoder must be large enough
to get no significant performance degradation due to this part of processing. The use
of a R = 1/2, K = 7 convolutional code, demands for a decoding depth between 5K
and 10K (actual value depends on puncture rate and applied traceback mechanism).
4 Configuration of the concurrent Viterbi decoder
The de-interleaver is a flexible unit that can carry out permutation schemes with pro-
grammable input-output addressing functions. The de-interleaver is also flexible in the
sense that input size and output size does not have to be the same such that it can
also carry out data reduction or data expansion. This feature of the de-interleaver is
used for copying and re-arranging input data for the Viterbi decoder in an appropriate
fashion. Although puncturing can be carried out by the de-interleaver as well, we use
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for this purpose the dedicated depuncturing units of the Flora. In Figure 4 a block
diagram of the Flora Viterbi decoder is shown.
The Viterbi decoder in Flora has means to implement the concurrent decoding
of two received streams. However, the implemented decoder has no provisions for
storing and restoring the whole Viterbi decoder state (i.e. state metrics and traceback
memories) before and after a switch from one reception stream to another reception
stream. Therefore, the state of the Viterbi decoder has to be rebuild after such a switch.
The so-called run-in memories are designed for that purpose and have therefore to be
filled with data such that the state can be rebuild. To accomodate tail-biting code, the
Viterbi decoder has also so-called run-out memories. Next to the state of the Viterbi
Viterbi
Core
Traceback
memory
Run-out
memories
Configuration Control (ID)
Control
Data 
input
Data 
output
Run-in
memories
Run-in
Run-in
Header
Header
Tail
Tail Run-out
Run-out
Input Block
Figure 4: Block diagram of Flora Viterbi decoder
decoder, there is also the configuration of the Viterbi decoder. Each reception stream
can have different modulation and coding parameters. The corresponding configuration
of the Viterbi decoder can be stored in a so-called configuration ID. The Viterbi decoder
has two configuration ID’s and a configuration has to be selected before the decoder
is triggered for starting its decoding tasks. In case of concurrent Viterbi decoding, a
decoder task consists of three parts:
• Decoding from run-in memory: this is needed for rebuilding the Viterbi state
such that the decoder is (re-)set to a state as it was after the previous operation
on the same reception stream. At the begin of a packet, the decoder should have
the all-zero state to have the best metric. By decoding soft-bits that represent
reliable ”zero’s”, the all-zero state will get the best metric. The right-hand side
of Figure 4 shows how the run-in memory can be filled with data by copying the
last part of an input block using the decoder parameter Tail.
• Decoding from new input: after rebuilding the state, the Viterbi decoder can
start processing new data. After processing a certain amount of data, the Viterbi
decoder will output decoded data. The delay between input data and output data
is called decoder latency and is caused by the decision mechanism in the decoder.
For the Flora Viterbi decoder, traceback mechanism is chosen. The decoder
latency is equal to three times of the traceback depth. During this decoding
phase, the run-in memory can be refilled with input data such that for next
decoding task on this reception stream the Viterbi decoder can be rebuild.
• Decoding from run-out memory, this mechanism can be used for (flushing) getting
decoding results that are present in the traceback memory while no new input
data is present. For this purpose, the actual value of the data in the run-out
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memory is not important because it is only used for emptying the decoder pipeline
with reliable decoding results. But since another purpose of the run-out memory
is to realize proper termination of the convolutional code at the end of the packet.
At the encoder, zero-tailing is used for forcing the encoder in the all-zero state.
By decoding soft-bits that represent very reliable ”zero’s”, the traceback path
will stay in the all-zero state until the end of the packet. The run-out memory
can be filled with data by copying data from the first part (decoder parameter
Header) of an input block of data.
The traceback depth of the Flora Viterbi decoder is programmable. The used traceback
mechanism in the Flora Viterbi is called hybrid trace-forward [4]. The decoding delay
of the decoder due to this traceback mechanism is equal to 3 time traceback depth
plus 3 extra steps. The requirement to be able to do concurrent decoding of two
received signals and the desired low latency processing resulted in a choice to let the
outer receiver switch context after every received OFDM symbol, i.e. the Flora does
alternating processing for each of the signals on a per symbol base. However, in order
to be able to rebuild Viterbi state and in order to be able to realize sufficient large
traceback size one needs to implement an overlapping coding scheme per stream. For
that purpose, one needs to use the run-in memory and for the low datarates we decided
to provide the Flora with data from multiple OFDM symbols. Furthermore, the de-
interleaver is also used to copy the data of OFDM symbols such that it ends up in
the tail (see Figure 4) and can be saved for the next decoding slot. In Figure 5, an
example of the overlapped coding scheme is shown. This scheme applies for the 6 and
9 Mb/s modes. In the run-in memories the data of a previous decoding slot (OFDM
symbol n − 1) is stored and used for rebuilding the Viterbi state. In the current
decoding slot, the data of OFDM symbol n and n+ 1 is provided to the de-interleaver.
The de-interleaver de-interleaves the data, but also takes care that the de-interleaved
symbol n + 1 is read-out again after de-interleaved symbol n and provided to the de-
puncturing unit and Viterbi decoder. The Viterbi decoder is then provided with 3
consecutive OFDM symbols (de-interleaved and de-punctured) and can use this for
rebuilding Viterbi state, decoding OFDM symbol n and with OFDM symbol n + 1
traceback can be accomplished. The copy of symbol n is placed at the tail of the input
to Viterbi and can therefore be copied to the run-in memory for next decoding slot.
Furthermore, the copy of symbol n and the run-out memory are used for emptying the
Viterbi decoding pipeline such that decoded data related to OFDM symbol n can be
outputted from the Viterbi decoder. Since, this data is only used for emptying the
decoding pipeline, their actual value does not matter. Note that except for the wanted
data, also decoding results related to run-in memory will be in the decoding pipeline.
With, the discard parameter one can disable the output of these decoding results.
The datarates 12 Mb/s and beyond, have sufficient data per OFDM symbol available,
such that the de-interleaver can be provided with the data of one OFDM symbol per
decoding slot and the de-interleaver does not have to copy data for these datarates.
Ofcourse, run-in memory still will be used for rebuilding Viterbi state after context
switch. In Table 2, an overview of the outer-receiver configuration for all datarates
is shown. The configurations of datarates with coding rate 1/2, 2/3 and 3/4 have a
traceback depth of 48, 64 and 72 respectively.
5 Verification of the concurrent Viterbi decoder
The verification of the outer receiver is done by on chip test-vector generation. For
this purpose the ARM processor on the MARS chip is used. On the ARM processor
random packets are generated and passed to the Flora, which decodes the presented
data and gives back the decoded data to the ARM processor for comparison. The
packets contain 1000 bytes of payload and are correctly padded with data at the end
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Data- # bits De-Interleaver Viterbi
rate per # input # output run-in run-out traceback
[Mb/s] symbol symbols symbols size size depth
3 24 3 4 24 99 48
4.5 36 3 4 36 147 72
6 48 2 3 48 51 48
9 72 2 3 72 75 72
12 96 1 1 96 99 48
18 144 1 1 144 147 72
24 192 1 1 192 67 64
27 216 1 1 216 75 72
Table 2: Configuration of De-interleaver and Viterbi decoder.
Run-in
Symbol n-1 Symbol n
Run-out
“0's”Symbol n+1 Symbol n
Obtained by duplication in De-interleaver
(used for flushing Viterbi and saving next run-in)
Tail
Discard size
Run-in
Symbol n
Run-out
“0's”
Symbol n
Decoding delay
Figure 5: Example of De-Interleaving and Viterbi processing (6 & 9 Mb/s)
such that an integer number of OFDM symbols can be produced. Also the zerotailing
at the end of the packet is taken care of, both in the encoding at the ARM and
at the decoding in the Flora. The generated packets are distorted with AWGN and
transformed to samples consisting of 5 bits soft-decision information on the ARM.
The addition of white Gaussian noise is done in such a way that effectively BPSK
modulation is simulated. With this approach BER and PER curves as function of
Eb/N0 can be determined. As an ultimate reference, the BER curves are compared
with the upperbound [5] on the bit error probability. For small Eb/N0 the upperbound
is too high to serve as reference, but for high Eb/N0 the upperbound is tight to the
Maximum Likelihood performance of theoretical decoder and serves therefore as a
good reference for determining the implementation loss. In Figure 6 BER and bit error
probability curves are shown for the 6 Mb/s and 12 Mb/s configurations, which are
configurations with unpunctured (R = 1/2) convolutional code. As shown in Figure
6 the Flora configurations for 6 and 12 Mb/s have an implementation loss at BER =
10−4 that is smaller than 0.1 dB. The implementatation loss is also determined for the
R=3/4 configurations (9, 18 and 27 Mb/s) and for the R=2/3 configuration 24 Mb/s.
For the R=2/3 configuration the implementation loss at BER = 10−4 is also smaller
than 0.1 dB and for the R=3/4 configurations it is smaller than 0.2 dB.
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Figure 6: BER and PER after Viterbi, R=1/2, 10000 packets, AWGN
6 Conclusion
The MARS SDR platform can be used for dual channel communication for ITS applica-
tions. Although, designed for broadcast reception, it can also handle the IEEE802.11p
communication which demands fast acquisition, fast channel tracking and high OFDM
symbol rate. The dual channel reception requirement and the low decoding latency
requirement, demands for an efficient concurrent use of the single outer-receiver acce-
lators in Flora. Due to flexibility of de-interleaver and Viterbi core, concurrent use of
Flora can be achieved without sacrificing decoding reliability and decoding latency.
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Abstract
Resource Allocation (RA) and Interference Management (IM) are two key
features of the LTE network that have to be optimized in order to deliver a high
and reliable QoS to the final user. The introduction of heterogeneous uncoordi-
nated base stations, such as femtocells, the high variability in cell size and the
increased mobility of the users, point to a shift from the traditional scheduling
and static IM methods to more dynamic ones capable to adapt to the network’s
condition.
In this work two simple resource allocation and interference management algo-
rithms for heterogeneous LTE networks are presented. The Resource Allocation
scheduler makes use of the channel information shared by the user to the base
station to perform adaptive decisions on which resource to schedule the users.
The proposed method outperforms SoA schedulers (best CQI, Proportional Fair,
Round Robin) regarding the performance of cell users.
Afterwards a fully distributed, low-complexity interference management scheme
that deals with same layer and inter-layer interference independently is proposed.
Comparisons of the proposed algorithm against standard static interference man-
agement schemes( reuse 1, reuse 3 and FFR) show the validity of the proposed
method.
1 Introduction
The next generation cellular communication networks, such as the Long Term Evolu-
tion (LTE) system, promise to deliver high data rates and a much higher quality of
service (QoS) to their mobile users compared to previous technologies [1]. One of the
technologies introduced by LTE is the use of orthogonal frequency division multiple
access (OFDMA) for its Downlink access scheme. OFDMA offers great flexibility in
radio resource management, as it permits to allocate sub-carriers independently in or-
der to exploit diversity gains. On the other hand, it suffers from interference received
by neighboring cells, the inter-cell interference (ICI). The problem is then twofold: the
users placed in the cell’s edge who already experience poor channel conditions are also
the ones who suffer mostly from the ICI.
Many works in literature have studied algorithms dealing with the trade’off between
the system throughput, the sum-rate, and the fairness accorded to the users. Works
[2] and [3] and references there in give a good overview of the scheduling strategies in
the LTE networks. In this work we introduce a simple resource allocation mechanism,
based on the Iterative Hungarian Algorithm, firstly presented by Rahman et. al. in
[4]. The proposed method is design to exploit the user’s channel variations and assign
to each terminal, iteratively, the resources for which the link gain is the highest. The
algorithm is sub-optimal, as this is a limitation for the many-to-one assignment when
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using the Hungarian Assignment Method [5] but delivers a high QoS to edge users
when compared to SoA schedulers such as the Best CQI, the Proportional Fair and
Round Robin.
Naturally the internal scheduler has no control over the ICI originating from the
neighboring cells. Traditional IM methods exploit frequency reuse (FR) techniques [6].
The available frequency band in the cell is split into one part for center users, mobile
stations with excellent channel conditions, and an other one for edge users, users who
experience high interference from neighboring cell because they are positioned far from
the base station.
This assignment can either be static or dynamic; static techniques, such as Soft FR
[7] and Fractional FR [8], offer good interference mitigation but at the cost of a very
reduced available spectrum, thus decreasing overall efficiency [6]. Dynamic techniques,
on the other hand, can adapt to the network operating conditions and do not require
any prior frequency planning. In [9] an adaptive self-organizing FR scheme is proposed.
It delivers interesting results but it relies largely on simulations to achieve a solution
space making it impractical in scenarios where the network topology might change
drastically, as in the femtocell scenario. Wang et al in [10] introduce a centralized
dynamic fractional frequency reuse scheme and in [4] Rahman et. al. present an
ICIC scheme based on the Iterative Hungarian Algorith (IHA). Their works show an
improvement in cell edge behavior and especially the latter seems to provide robust
scalable solutions but make use of centralized controllers.
In order to further improve data rates low-power, small, access points known as
femtocells, were introduced, as a possible solution to enhance capacity in residential,
indoor and hotspot conditions [11]. These devices are user deployed, and connect to
the network via a private internet backhaul; this makes network planning much more
complicated since the position of these base stations is unknown. Femtocells have to
operate on top of the existing cellular network without creating additional interference
to the users connected to the Macro base station . This introduces an additional in-
terfering element that has to be addressed. We will be referring to this phenomenon
as inter-layer interference (ILI). In order to mitigate ILI orthogonal spectral bands
could be used for the two layers,but at the cost of spectral efficiency [12]. To maxi-
mize spectral efficiency the two tiers have to work in shared spectrum (or co-channel
deployment), interfering with each other. [13] and references therein present a good in-
troduction on different ILI mitigation techniques. Since no inter-layer communication
is specified in the LTE standard [1], it is important that femtocells must be able to
minimize interference to the Macro users without requesting information for the macro
base station.
In this paper we propose a scheme, inspired by Rahman et. al., in [4], which makes
use of the IHA to allocate resources to each user and finds a distributed solution to
the ICI problem at macrocell level. This is a low-complexity adaptive mechanism
which allocates resources dynamically based on the channel conditions reported by the
mobile users and their requested data rate; it then generates some protected bands
to avoid interference for the starved users and negotiates them with the neighboring
cell to reduce ICI. Each femtocells then reduces its transmit power according to the
information received by the macro users in order to minimize ILI.
The remainder of this paper is organized as follows; in section 2 the system model
is presented, in section 3 the devised algorithm is presented and discussed. Section 4
shows the simulation results and in section 5 the conclusions are finally drawn.
2 System Model
We consider a heterogenous LTE downlink OFDMA network configuration, with M
Macro base stations, divided into S sectors and N femto base stations, with one sector
each. Each Macro sector serves UM terminals while the femto sectors serve UF users
and, in both cases, K physical Resource Blocks can be allocated per sector. The
2
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number of RBs is dependent on the cell’s bandwidth and can vary between 25 (5 MHz
Bandwidth) and 100 (20 MHz Bandwidth). In order to simulate the environment a
modified version of the LTE system level simulator developed by Ikuno et. al [14] is
used. Each terminal possesses perfect channel knowledge between itself and each of the
interfering base stations. Each base station transmits on all possible resources, hence
the signal-to-noise-and-interference ratio (SINR) at the macro user’s terminal is given
by
γu,k =
Pmu,k ·Gmu,k
σ2 +
∑M
i=1
i6=m
P iu,k ·Giu,k +
∑N
f=1 P
f
u,k ·Gfu,k
Where Pmu,k represents the power received by terminal t in RB n when it is connected
to eNodeB m and Gmu,k is the corresponding channel gain. P
i
u,k and G
i
u,k are the
power received and the gain seen between the user and the other eNodeBs; while
P fu,k and G
f
u,k are the ones received form the femtocells. σ
2 is the noise power at the
terminal. According to [14], using Additive White Gaussian Noise (AWGN) BLER it
is possible to map the received SINR to respective Channel Quality Indicator (CQI).
Each CQI represents the highest possible Modulation and Coding Scheme (MCS) the
user terminal can process with a block error rate less than 10%. The MCS imposes
then the user’s throughput.
The actual rate ru,k can then be easily extrapolated. The problem lies in maximizing
the overall network rate by minimizing the received interference. The base stations have
then, to allocate resources optimally to solve the binary linear programming problem:
max
TM∑
t=1
N∑
n=1
ru,k ·Du,k · au,k (1)
subject to:
N∑
n=1
pu,k ≤ PMAX (2)
where
au,k =
1 when user t is assigned on RB n,0 otherwise (3)
Du,k is called a demand factor, it is introduced to add some fairness to the allocation;
Du,k =
µu,k
R
where R is the average rate received by the user over a time window and
µu,k is the requested rate. So the most starved users will have the highest demand
factor. Constraint 2 is imposed so that the transmitted power per time unit does not
exceed the total allowed power. A computational solution for such a problem is no
easy task,so the Hungarian Algorithm (HA), firstly as proposed by Kuhn [5], and its
iterative version [4], have been studied [REF BLP]. In the next section a simplified,
suboptimal solution based on the IHA will be presented.
3 Proposed Approach
The scope of this section is to introduce a dynamic low-complexity resource allocation
mechanism and a novel distributed interference management scheme, which is capable
of assuring a reasonable QoS to the terminal. Both methods are based on the IHA, as
presented in [4]. The proposed IM scheme is formed by two independent algorithms.
One algorithm resides at the Macro base station and it’s used to minimize ICI. Each
base station, given the neighboring nodes and the interference patterns, limits its own
3
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resources in a way that solves (1). The second algorithm resides in the femto base
station and minimizes ILI by reducing transmission on the resources used by nearby
Macro users.
3.1 Resource Allocation algorithm
Each base station’s sector receives the CSIs from its users and computes the users SINR
γu,k for each user u on each available resource block k and maps it into the respective
data rate ru,k. The inverse of the total throughput matrix RUxKS is then fed into the
IHA and the resulting RBs that maximize it are assigned. Where KS is the sector’s
list of RBS available for allocation resulting from the following algorithms.
3.2 ICI avoidance algorithm
In order to reduce Macro-to-Macro interference a multi-step protocol has been devised:
In the first step each Macro base station receives the CSIs from its users and generates a
list of RBs that the neighboring cells should avoid using in order to maximize that cell’s
sum-rate. In the second step the cells exchange the restriction lists and, individually,
maximize the network sum-rate. Each base station has then a list of RBs it should
restrict in order to maximize network rate.
Phase one:
Each user measures the power received by its serving base station and the neighbor-
ing cells and sends the respective values to its serving base station through the CSI
feedback.
Each base station then computes the users SINR γ1u,k, defines which neighboring
cell is responsible for the highest interference, forces it to zero, and computes a second
SINR value γ2u,k.
Then all the SINR values are mapped into their relative data rates, r1u,k and r
2
u,k.
To define the RBs the sector in question would like to restrict, a Resource Restric-
tion matrix RRUxK is generated, in a way similar to [4], where
If rate r2u,k ≥ r1u,k + thresholdu,k, then rru,k = 1; otherwise rru,k = 0.
Thresholdu,k can be dynamically adjusted, here it is equal to the minimal rate
requested (see table 1). rru,k = 1 signifies that RBk is set to be restricted for the
neighboring cell responsible for the highest interference. Not all the RBs shortlisted
for restriction will actually be requested from the neighbors but only the ones that
maximize overall network rate. A Decision Matrix DM1UxK is thus computed by mul-
tiplying the rate of each user u, in each RB k, for the respective demand Du,k:
DM1u,k = r
1
u,k ·Du,k;
Similarly a second decision matrix DM2UxK is computed using, instead of the actual
rate, the ideal rate r2u,k when the interferers are set to zero The HA is the iteratively ap-
plied to DM1 so to find which RBs maximize sum rate and if these ones are shortlisted
for restriction then they are placed in the sectors Resource Restriction List (RRL).
Additionally the RRL comprises also the entries of DM2 relative to the RBs than are
requested for restriction and the ID of the interfering base station on those RBs.
Phase two:
Each base station sends its RRL to all the neighbors. The RBs effectively to be
restricted are obtained by generating a new matrix TSTotal,K , where STotal is the number
of interfering sectors in the network, defined as
If rrlsk = 1 then Ts,k = dm
2,s
u,k
By maximizing TS,K , the solution that yields highest network rate is obtained. The
maximization process results in a bi-dimensional matrix temp where the first dimension
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temp1 contains the RBs assigned to each sector and the second dimension temp2 the
highest interferers for those RBs. The Restricted RBs list RRB for each sector s is
then computed by bundling all the entries in temp1 which have temp2 == s.
Phase One:
% initialization
DM,RRL, T = ∅
if RRB 6= ∅ then
K = K − RRB
end
% generate Decision and Resource Restriction matrices
for u ∈ U do
for k ∈ K do
γ1
u,k
−→ r1
u,k
γ2
u,k
−→ r2
u,k
if r2
u,k
≥ r1
u,k
+ thresholdu then
rru,k = 1
end
end
end
DM1 = R1 ×D
DM2 = R2 ×D
% apply IHA to find Resource Restriction List
for s ∈ S do
Ks = K
while DM1 6= ∅ do
HA = hungarian(DM1)
for r ∈ rows ofHA do
if the entry ks of HA is allocated and rrr,ks = 1 then
rrl1
ks
= 1
rrl2
ks
= dm2
r,ks
rrl3
ks
= max interferer for RB ks
end
end
Delete colums of DM1 corresp. to allocated RBs
Delete entries of Ks corresp. to allocated RBs
end
end
Phase Two:
% build complete interference matrix T
for s ∈ STotal do
Ts = rrl
s
end
% maximize T to find restricted RBs
T = 1 - T
Ks = K
while T 6= ∅ do
HA = hungarian(T )
for r ∈ rows ofHA do
if har,ks 6= 0 then
temp1
r,ks
= Kks
temp2
r,ks
= t2
r,ks
end
end
Delete colums of T corresp. to allocated RBs
Delete entries of Ks corresp. to allocated RBs
end
% restrict RBs T
for s ∈ STotal do
for r ∈ rows oftemp do
if any temp2r,: == s then
rrbs,: = temp
2
r,:
end
end
end
Algorithm 1: ICI Algorithm
3.3 ILI avoidance algorithm
To reduce Femto-to-Macro interference an algorithm independent from the one above
is introduced. Before describing the algorithm a few assumptions have to be made.
Thanks to the femtocells’ reduced power and the good channel conditions seen by their
users, these base stations make use of much less transmitting power than the respective
macro stations, this makes power control a very interesting and viable option.
While the ICI algorithm proceeds as above, if macro user um receives interference from
a femto base station f on its already scheduled resource k. Then the user sends a
restriction packet RPm,f to femtocell f which contains the users received SINR γum,k,
the power received from the interfering femto base station and the requested rate rrequm .
The femto base station then computes the rate difference δrum,k which is then mapped
into a SINR delta δγum,k. From this it is possible to compute the transmit power
difference necessary for the user um to achieve target rate. The femto base station
then either reduces power on that specific RB or does not transmit on that RB if the
interference is too high.
4 Simulation Parameters and Results
The simulation parameters and the network layout are contained in figure 1, where the
dots represent the Macro base stations while the triangles are the femto access points.
A mixed indoor-outdoor environment has been considered for the pathloss, with the
parameters presented in [14]. Before showing the results for the ICI and ILI algorithms
some results for an IHA internal scheduler are presented. This assignment method
can work very well as a Resource Allocation algorithm internal to the sector. Figure
2 shows how this method behaves when compared to well accepted ones like: Round
5
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% initialization
R = ∅
if RRB 6= ∅ then
K = K − RRB
end
% receive CSIs from users and compute rates
for u ∈ U do
for k ∈ K do
γu,k −→ ru,k
end
% apply IHA to allocated RBs
for s ∈ S do
Ks = K
while R 6= ∅ do
HA = hungarian(R)
for r ∈ rows ofHA do
if the entry ks of HA is == 1 then
RB ks is allocated to user r
end
end
Delete colums of R corresp. to allocated RBs
Delete entries of Ks corresp. to allocated
RBs
end
end
end
Algorithm 2: Scheduling Algorithm
% initialization
receive RP packets from users
% initialization
for u ∈ interfered Macro users do
δru,ku −→ δγu,ku −→ δPku
if δPku ≤ PMAX then
Pku = PMAX − δPku
else
Pku = 0
end
end
Algorithm 3: ILI Algorithm
Parameters Values
Number of Macrocells (M) 7
Sectors per Macrocell (S) 3
Number of Femtocells (N) 6
Sectors per Femtocell 1
Macro users per sector (UM ) 1 to 30
Femto users per sector (UF ) 2
Macro Transmit Power 46 dBm
Femto Transmit Power 20 dBm
System Bandwidth 20 MHz
Available Resource Blocks (K) 100
Minimal Throughput requested 1 Mbps
Figure 1: System Parameters and Layout
Robin (RR), Best CQI (BC) and Proportional Fair (PF) in the same scenario described
in figure 1. Figure 2 a) depicts the average throughput over the number of total users,
it is noticeable that the HA delivers considerably higher data rates compared to RR
and PF and, as it is expected, less than the BC. On the other hand the data rate of
users in a cell edge condition, Figure 2 b), sees a dramatic improvement compared to
any other scheduling mechanism.
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Figure 4 shows the average edge users’ throughput in the network (with 20 users per
sector) with and without the ICI avoidance algorithm. There are no active femtocells
at this stage. The ICI avoidance method provides a better edge throughput to the
users at a minor cost for the overall cell throughput, figure 3. Figure 8 shows how the
proposed algorithm behaves with respect to a PF scheduler with FR 3 and FR 1 or
with Frational FR.
When femtocells are added, the trend remains confirmed, as shown in figure 6. The
macro edge throughput is increased thanks to the reduced interference. Not only, it
is visible from figure 5 that the throughput experienced by the average macro user,
whether in a cell edge or center position is increased by the ILI algorithm, this is due
to the fact that, since femtocells’ location is undefined, the cell center users may also
suffer from increased interference. Figure 7 shows how this behavior remains confirmed
for a varying number of users.
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5 Conclusions
In this paper we propose a simple RA algorithm that provides the edge users with
increased QoS compared to SoA solutions and a distributed low complexity algorithm
for interference management in Heterogenous LTE networks. The proposed scheme
efficiently allocates resources and reduces interference, it adapts to the network condi-
tions. Compared to SoA reference schemes it delivers a consistent gain for the starved
user’s data rate.
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Abstract
We consider a wireless sensor network (WSN) that employs ultra-wideband im-
pulse radio (UWB-IR) to locate a target. This can be done using the two-way
ranging protocol (TWR). It can be shown that when using TWR, the localiza-
tion problem can be linearized. The range measurements between the sensor
nodes and the anchors are not assumed reliable, however. A way to deal with
the presence of a small number of incorrect measurements is to use a robust
estimator such as the least absolute shrinkage and selection operator (LASSO)
or sparse residuals, instead of a least squares estimator. It is demonstrated that
using a robust estimator can significantly improve the quality of the localization,
provided that the number of incorrect measurements is small.
1 Introduction
Ultra-wideband (UWB) has been emerging as an attractive technology with interesting
applications in wireless communication, localization and radar [3, 7, 12]. Due to its
large bandwidth, UWB impulse radio (UWB-IR) can provide good ranging capabilities
with submeter accuracy. This feature is attractive for providing localization services
to wireless sensor networks (WSNs). Moreover, UWB-IR has already been included in
the IEEE 802.15.4a standard for wireless personal area networks (WPANs) [1], which
makes its widespread adoption a possibility.
In this work we consider a WSN that employs UWB-IR ranging to locate a target.
However, we do not assume that all WSN anchor nodes report reliable range measure-
ments: an adversary can tamper with the software of individual nodes, or exploit the
nature of the wireless medium to alter the measured range, for example by using re-
flectors. Non-line-of-sight (NLOS) propagation could also introduce errors to the range
measurement. Since it is difficult to predict and guard against every possible attack or
problem, it can be more reasonable to attempt to detect and thwart any such attacks
instead.
In some cases, it is reasonable to assume that out of all range measurements, only
a few will be corrupted by one or more attackers. We define these as being outly-
ing measurements, or outliers, in the sense that they are a minority in the set of all
measurements. This opens the possibility of formulating the localization problem in
a way that takes advantage of the expected small number of outliers. The least ab-
solute shrinkage and selection operator (LASSO) is such a formulation and has been
successfully employed in various fields such as genetics [13, 15], image processing [2],
compressive sampling [4], and error correction [5] to tackle outlier presence. In some of
these problems, e.g. compressive sampling, it is known a priori that the result should
be a sparse vector. In other problems, such as the localization problem we examine
in this work, the result is a dense vector of coordinates that yields residuals that are
sparse. The popularity of the LASSO and its variants stems from the fact that it has
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the parsimony property: it promotes solutions containing just a few nonzero elements,
their amount being controlled by a tunable parameter λ.
In this paper we begin by examining the two-way ranging protocol (TWR) in Section
2 and deriving linear models for the localization problem using the method presented
in [16], while taking the presence of outliers into account. We then argue in Section
3 that LASSO or sparse residuals can be applied to get a position estimate from the
linear model. In Section 4 we present and discuss simulation results, whereas in Section
5 we give our conclusions.
2 Ranging protocol and system model
In our localization scenario, a target node is located with the help of M anchor nodes
whose locations are known. Each anchor is denoted by a positive integer tag 1, 2, . . . ,M .
The tag 0 is reserved for the target. Let I = {1, 2, . . . ,M} be the set of all anchor tags.
All nodes are dispersed in a p-dimensional space xi = [x1,i, x2,i, . . . , xp,i]
T , i ∈ I, where
xi stacks the coordinates of the ith anchor. Vector x denotes the unknown coordinates
of the target node. The internal clock of each anchor and the target has the relation
Ci(t) = t+ θi, i ∈ {0, 1, . . . ,M} with the real time t. The anchors and the target can
exhibit different clock offsets, i.e. θ0 6= θ1 6= . . . 6= θM in general.
2.1 TWR
The two-way ranging (TWR) protocol [1] is a simple way to provide ranging infor-
mation. An anchor node i can start the protocol by sending a ranging packet. This
can be any kind of packet that has the ranging bit set. The first UWB pulse of the
first bit of a ranging packet is the ranging marker (RMARKER). The anchor node
records a timestamp tiS0 when the RMARKER leaves its antenna. The target receives
the RMARKER at time t0Ri, carries out some internal processing and sends back a re-
sponse to anchor i at time t0Si. When anchor i receives the response, it records a second
timestamp tiR0 (Fig. 1). A fusion node receives the timestamps tiS0, t0Ri, t0Si, tiR0
and can calculate an estimate
ri =
1
2
c((tiR0 − tiS0)− (t0Si − t0Ri)) (1)
of the roundtrip distance,with c denoting the speed of light.
The collected timestamps may be corrupted by noise and some of them could be
altered by an attacker. Let mi and oi model the amount of fictional distance added due
to the measurement noise and the attack respectively. An anchor misreporting tiS0 or
tiR0 can lead to an oi 6= 0. Likewise, the target can misreport t0Si or t0Ri, which again
leads to oi 6= 0. It holds that
ri = di +mi + oi, i ∈ I (2)
where di = ||xi − x||2.
Moving oi to the other side of (2) and expanding di yields
ri − oi = ||xi − x||2 +mi. (3)
Squaring both sides of (3) and separating knowns from unknowns leads to
si = ||x||22 − 2xTi x + ui + ni, i ∈ I (4)
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Figure 1: Schematic representation of the TWR ranging protocol. The circles represent
anchors and the triangle is the target. Solid lines represent transmissions from an
anchor to the target. Dashed lines denote transmissions from the target to the anchors.
where
si = r
2
i − ||xi||22
ui = 2rioi − o2i
ni = 2dimi +m
2
i . (5)
Equivalently, (4) can be rewritten in matrix form as s = Ay + u + n, where y =
[||x||22 , xT ]T
s =

r21 − ||x1||22
r22 − ||x2||22
...
r2M − ||xM ||22

M×1
, u =

2r1o1 − o21
2r2o2 − o22
...
2rMoM − o2M

M×1
,
n =

2d1m1 +m
2
1
2d2m2 +m
2
2
...
2dMmM +m
2
M

M×1
, A = 4

1 −2xT1
1 −2xT2
...
...
1 −2xTM

M×(p+1)
. (6)
A necessary condition to get a unique position estimate is rank(A) = p + 1. Conse-
quently M ≥ p + 1. For p = 2 it follows that M ≥ 3. Additionally, it can be seen
that a single misbehaving anchor can influence only one element of u. A misbehaving
target, however, can potentially influence any number of elements. When only a few
anchors behave maliciously or the target misbehaves a few times, we can expect the
vector u to be sparse with a few nonzero elements.
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3 Cost function and algorithm
The system model derived for the TWR protocol is the linear model
s = Ay + u+ n (7)
When the anchors and target behave reliably, u = 0 and a position estimation is
commonly posed as minimizing J(y) = ||s−Ay||22. This minimization problem admits
the well known least squares (LS) solution y? = A†s, where A† = (ATA)−1AT is the
Moore-Penrose pseudoinverse of A. In the presence of outliers, however, u 6= 0, and
it is well known that the LS estimator can produce a very poor estimate [14, Ch. 1].
Even a single outlier can severely distort it.
A more robust alternative to the LS estimator is to minimize the cost function
J(y,u, λ) =
1
2
||s−Ay − u||22 + λ ||u||1 (8)
J is essentially a sparse residuals formulation of the cost function. The `1−norm favors
a sparse u and a y that minimizes the `2−norm of the noise vector.
A group coordinate descent algorithm can be used to solve J [10]. Alternatively, it
can be transformed into a more traditional LASSO problem [9]. Very efficient solvers
such as Least Angle Regression (LARS) [6] and GLMNET [8] can be then used.
The LASSO formulation of the problem is given by minimizing J over y and plug-
ging the solution back into J . The cost function then becomes
JL(u, λ) =
∣∣∣∣(I−AA†)(s− u)∣∣∣∣2
2
+ λ ||u||1
= ||z−Bu||22 + λ ||u||1 (9)
where B = I − AA† and z = Bs. The position estimate y? can be calculated as
y? = A†(s− u?), where u? = arg minu JL.
Let (y?,u?) be the solution of min(y,u) J for λ fixed and No the true number of
outliers. As mentioned earlier, choosing the parameter λ controls the sparsity of u?.
Choosing a good value for λ is crucial, as a very small value will tend to give many
false positives, whereas a very big value will make u very sparse and outliers might go
undetected. The best value would be the one for which ||u?||0 = No.
A way to deal with this problem is to solve for multiple values of λ and to select
a suitable set of solutions based on some prior knowledge, or estimation procedure [9].
For example, assume a grid of L values for λ, denoted by λ[k], k = 1, 2, . . . , L. Each
value λ[k] corresponds to a solution set (y?[k],u?[k]), k = 1, 2, . . . , L. Then,
• If No is known, a solution (y?[j],u?[j]) for which ||u?[j]||0 = No can be chosen.
• If the noise variance σ2n is known, a solution (y?[j],u?[j]) can be chosen,for which
j = arg mink(|σ2n − var(s−Ay?[k] − u?[k])|).
4 Simulation
The performance of our method in estimating the correct position of the target was
tested using the threat model proposed in [11]. The adversary attempts to contaminate
anchors, so that their measurements point at location xa. The true location of the
target, x is at distance da from xa. The effect on the linear model is that those linear
equations corresponding to contaminated measurements are satisfied by xa. The rest
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are satisfied by x. This can be viewed as some equations “voting” for xa as a solution
and the rest “voting” for x.
In the simulated scenarios, 30 anchors are randomly dispersed in a 500 × 500m2
rectangular area. The target is also dispersed randomly in the same area. A fusion
center gathers measurements that are corrupted by Gaussian noise of variance σ2m,
mi ∼ N (0, σ2m). We examine the cases where either 10%, 20% or 40% of the anchors
give wrong measurements. It is randomly determined which of the anchors will send
contaminated measurements.
A linear TWR model is built. A block coordinate descent algorithm [10] is then
used to provide the vectors u?[k] and y?[k]. The best candidates are chosen using prior
knowledge of the noise variance, as described in Section 3.
The simulation results can be seen in Fig. 2. It can be seen that when the number of
outliers is small, for example 10% or 20%, the root of the mean square error (RMSE) of
the distance of the true location of the target from the estimated location is significantly
better using a simple LS estimation. Since the LS estimation is not robust to outliers,
the error grows as the strength of the attack grows. The robust estimation method
gives comparable results to LS for low attack strengths, since in this case the outliers’
strength is comparable to the noise level and are treated as noise. This is not the
case, however, for high attack strengths, where outliers are succesfully detected by the
robust estimator and we witness a decoupling of the RMSE from the attack strength,
unlike the LS case. It can be seen on Fig. 2(a) that for small contamination rates,
most outliers are successfully detected with a small number of false positives.
The situation is however different for high contamination rates, where many ele-
ments of u are expected to be nonzero. If u is not sparse enough, then the chances
of getting good estimations for u are significantly lower. This can be seen in the 40%
contamination rate case. The RMSE is big, as is the percentage of false positives,
an indication that the quality of the estimation will not be satisfactory when many
outliers are present.
5 Conclusions
In this paper we have provided a linearized form of the localization problem when using
the TWR protocol in UWB-IR WSNs. This linear model takes the presence of outliers
into account and we have established that when only a few ranging measurements are
corrupted by an attack, the vector u that captures the influence of the outliers will be
sparse. The linearity of the problem in combination with the outlier sparsity makes
robust location estimation techniques such as LASSO and sparse residuals feasible.
By using simulations we have shown that when only a few outliers are present, the
RMSE will mostly depend on the measurement noise variance. When lots of outliers
are present, however, this method performs in a less satisfactory manner, since LASSO
and sparse residuals do not correctly identify the outliers when u is not sparse.
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Abstract
The capacity of a wireless lattice network with local interference is studied. In
particular, the transport capacity under a multiple unicast traffic pattern is stud-
ied for a network of nodes placed on the hexagonal lattice. The communication
model is that local interference allows reliable broadcast to all neighbors, but
that simultaneous transmissions from multiple neighbors lead to a collision. If
broadcast is not exploited and only point-to-point transmissions are used, the
normalized transport capacity was previously shown to be between 1/3 and 2/5.
In this work it is demonstrated that by exploiting broadcast the normalized
transport capacity of the hexagonal lattice is at least 3/7.
1 Introduction
Network coding [1] in wireless networks provides a means to exploit broadcast [2–4]
and achieve throughputs that are higher than possible based on point-to-point trans-
missions. We study the capacity of a network in which 1) nodes are located on the
hexagonal lattice and 2) there is only local interference. In particular, we study the
transport capacity in a multiple unicast setting. Our previous studies [5, 6] indicate
that the capacity is at least 2/5 and at most 6/7. The contribution of this work is
an improved lower bound of 3/7. If broadcast is not exploited and only point-to-point
transmissions are used, the normalized transport capacity was previously shown [6] to
be between 1/3 and 2/5. Hence, the multiplicative factor of improvement obtained by
exploiting broadcast is at least 15/14 and at most 18/7.
The constructive scheme that is used to prove the new lower bound is based on the
scheme given in [7,8]. The aim of [7,8] was to demonstrate the energy efficiency gains
that can be obtained by using network coding. As a consequence, no attention was
given to throughput and the presented network codes do not achieve high throughputs.
The scheme that is presented in the current work uses the previous scheme as a building
block and does achieve high throughput.
For an overview of related work on the benefits offered by exploiting broadcast and
using network coding we refer the reader to [6, 8–10]
The outline of the remainder of this paper is as follows. The model is defined in
Section 2 after which our main result is presented in Section 3. Finally, a constructive
proof of this result is given in Section 4.
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2 Model
2.1 Network topology
We consider a network with nodes located on the hexagonal lattice and edges between
nearest neighbours. The size of the network is K × K, where K = (L + 1)(L + 3)
for some positive integer L. We index nodes with a vector u ∈ N2, where we write
u = (u[1], u[2]). The location in R2 of u is uGΛ, with GΛ =
 1 0
1/2
√
3/2
. Now, we
consider (V,E) with
V = {u ∈ N2 | 0 ≤ u[1] ≤ K − 1, 0 ≤ u[2] ≤ K − 1},
E = {(u, v) ⊂ V × V | ‖(u[1]− v[1], u[2]− v[2])GΛ‖2 = 1}.
Let e1 = (1, 0) and e2 = (0, 1).
2.2 Communication Model
Time is slotted and we consider half-duplex constraints, meaning that no node can
simultaneously transmit and receive. Symbols are from the finite field F2, i.e., we con-
sider bits. Let X˜n(u) and Y˜n(u) be the symbols transmitted and received respectively,
by node u in time slot n. Let Nu = {v ∈ V |(v, u) ∈ E} denote the neighbourhood of u.
The channel output Y˜n(v) depends only on the channel inputs of neighbouring nodes
in the same time slot.
We use the communication model as defined in [6]. Broadcast is exploited, but
interference leads to collisions. Hence the functional relation between channel inputs
and outputs is that Y˜n(u) = X˜n(v), iff u ∈ Nv and all nodes in u ∪ Nu \ {v} remain
silent. If half-duplex or interference constraints are not satisfied, the channel output is
uniformly distributed and no information is obtained about the channel inputs, see [6]
for details.
2.3 Transport Capacity
The traffic pattern that we consider is multiple unicast. For a set of M unicast sessions,
let s(m) and r(m) denote the source and destination, respectively, of the mth session,
andR(m) its throughput. Our measure of interest is the transport capacity of a network
which is defined as the maximum, over all configurations of unicast sessions on a given
network and all possible transmission strategies, of
∑M
m=1 dist(s(m), r(m))R(m)/|V |,
where dist(s(m), r(m)) is the number of hops on the shortest path from s(m) to r(m).
The transport capacity is the maximum number of bits× hops per time slot, normalized
by network size, that can be transported in the network.
Our interest is in the transport capacity of the hexagonal lattice in the limit of large
number of nodes.
2.4 Notation
If f(x) = o(g(x)), then limx→∞ f(x)/g(x) = 0. For integers a, b and p > 0, a ≡
b (mod p) iff a− b is divisible by p.
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3 Results
The main result presented in this work is the following lower bound on the normalized
transport capacity.
Theorem 1. The normalized transport capacity of the hexagonal lattice under half-
duplex constraints and reliable broadcast to all neighbors is at least 3/7.
This bound provides an improvement over the earlier bound of 2/5 given in [6].
Some other results from [6] are an upper bound of 6/7 of on the transport capacity
as well as bounds on the capacity in case no broadcast is available. More precisely,
if all transmissions in the network are point-to-point, the transport capacity is lower
bounded by 1/3 and upper bounded by 2/5. Note that this upper bound corresponds to
the previous lower bound in the presence of broadcasting. Hence, previously, it was not
possible to claim that exploiting broadcast would improve transport capacity. From
Theorem 1 it follows that exploiting broadcast does improve the transport capacity.
Combining all known bounds gives that exploiting broadcast leads to a multiplicative
improvement factor of at least 15/14 and at most 18/7.
4 Achievable Strategy
The achievable strategy is based on the construction that was first given in [7]. An
improved presentation of this construction is given in [8]. The problem addressed in the
above mentioned works is that of minimizing energy consumption without imposing any
constraints on the achieved throughput. The elements of the energy efficient scheme
are as follows:
1. Carefull placement of unicast sessions. The sessions have the property that all
sources and destinations are located at the border of the network. (A similar set
of sessions will be considered in the construction below, see Figure 4.)
2. Operation in rounds of multiple time slots.
3. In each round:
(a) Nodes in the interior transmit once,
(b) Nodes on the boundary transmit twice,
(c) One symbol is decoded from each session in the network.
Observe, that since all interior nodes transmit only once per round, the above con-
struction achieves good energy efficiency; the fraction of nodes that transmit twice is
approaching zero in the limit of a large network.
In this section we present a new constructive scheme that uses the existing con-
struction as a building block. The new scheme achieves normalized transport capacity
3/7, hence proving Theorem 1. Remember that the network is of size K ×K, where
K = (L+ 1)(L+ 3) for a positive integer L. The elements of the strategy are:
1. Construct subsets of the network of size (L+ 2)× (L+ 2). The number of such
subsets is L3. This implies overlap among the subsets.
2. In each subset of size (L+ 2)× (L+ 2) construct 4L+ 1 sessions, such that the
total length of all sessions in a subset is 3L(L+ 1).
3. Operate in rounds of 7(L+ 4) time slots.
4. In each round deliver, for each session, one symbol at each receiver.
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(0,0) (1,0)
(0,1)
S(0,0,0) S(1,0,0)
S(0,1,0) S(1,1,0)
S(0,0,1) S(1,0,1)
S(0,1,1) S(1,1,1)
Figure 1: The sets S(αh, αv, αo) for 0 ≤ αh, αv, αo ≤ L− 1. (L = 2)
Figure 2: For L = 4, the sets S(αh, αv, αo) for 0 ≤ αh, αv ≤ 1 and 0 ≤ αo ≤ L − 1.
(Only part of the network is shown.)
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Proof of Theorem 1. Observe that based on the above strategy, the details of which
are given below, the achieved number of bit×hops per time slot is
L33L(L+ 1)
7(L+ 4)
=
3
7
L4 + o
(
L4
)
, (1)
which normalized by the network size of L4 + o(L4) is approaching 3/7 in the limit of
large L.
The different elements of the strategy are addressed in detail in subsequent subsec-
tions.
4.1 Definition of subsets
Let S0 = {u ∈ V |0 ≤ u[1] ≤ L+ 1, 0 ≤ u[2] ≤ L+ 1} and
I0 = {u ∈ S0|1 ≤ u[1] ≤ L, 1 ≤ u[2] ≤ L},
L0 = {u ∈ S0|u[1] = 0, 1 ≤ u[2] ≤ L},
R0 = {u ∈ S0|u[1] = L+ 1, 1 ≤ u[2] ≤ L},
T0 = {u ∈ S0|1 ≤ u[1] ≤ L, u[2] = L+ 1},
B0 = {u ∈ S0|1 ≤ u[1] ≤ L, u[2] = 0},
C0 = L0 ∪R0 ∪ T0 ∪B0,
(2)
i.e., we have a set S0 of size (L+2)×(L+2), its interior, its left, right, top and bottom
boundary and its complete boundary (excluding corners). We denote by ul ∈ L0,
ur ∈ R0, ut ∈ T0, ub ∈ B0 and ui ∈ I0, arbitrary nodes in these sets.
We consider L3 different subsets of V constructed from S0 by using an offset. The
new subsets are indexed by the three parameters αh, αv, αo, each chosen from the set{0, 1, . . . , L− 1}. The subsets are defined as
S(αh, αv, αo) = S0 + αhe1(L+ 3) + αve2(L+ 3) + αo(e1 + e2). (3)
For L = 2 the sets S(αh, αv, 0) are depicted in Figure 1, some of the sets for L = 4 are
given in Figure 2. Let I(αh, αv, αo) and the other components of subset S(αh, αv, αo)
be defined according to (2).
The subsets have been defined in such a way, that even though each node is part of
a number of subsets that grows with L, it is at the border of at most 4 such subsets.
Lemma 1. For any u ∈ V
|{(αh, αv, αo)|u ∈ C(αh, αv, αo)}| ≤ 4. (4)
Proof. If u ∈ L(αh, αv, αo), then there is no (α˜h, α˜v, α˜o) 6= (αh, αv, αo) for which u ∈
L(α˜h, α˜v, α˜o). The same holds for the other border types.
4.2 Scheduling
We use rounds of 7(L+4) time slots, counting time slots in a round from 0 to 7(L+4)−1.
The schedule consists of two parts. The first part assigns to each time slot a set of
nodes that are scheduled to transmit in that time slot. The second part assigns to a
scheduled node a set of parameters αh, αv and αo, i.e., a set S(αh, αv, αo).
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(0,0) (1,0)
(0,1)
Figure 3: Schedule: Square nodes are scheduled to transmit in the 0-th time slot of a
round.
In the ith time slot of a round node u is scheduled to transmit iff
u[1]− 2u[2] ≡ i (mod 7)}. (5)
The schedule is illustrated in Figure 3. It has the property that in each time slot, no
node in the network has more than one scheduled neighbour. Also, in each round, each
node is scheduled L+ 4 times.
Next, for each node u we assign it’s L+4 scheduled slots to triples (αh, αv, αo). This
is done by considering all triples (αh, αv, αo). If u ∈ I(αh, αv, αo) one slot is assigned
to (αh, αv, αo), if u ∈ C(αh, αv, αo), two time slots are assigned to (αh, αv, αo). By
Lemma 1, L+ 4 slots suffice.
Equivalently, we can think of the above procedure of assigning scheduled trans-
missions to different subsets S(αh, αv, αo). The corresponding received symbols are
assigned to a subset S(αh, αv, αo) accordingly. The resulting schedule is such that for
each S(αh, αv, αo):
1. All nodes in I(αh, αv, αo) are scheduled to transmit once.
2. All nodes in C(αh, αv, αo) are scheduled to transmit twice.
3. All transmissions are successfully received by all neighbours.
4. No node in S(αh, αv, αo) is receiving from nodes outside S(αh, αv, αo).
From these observations it follows that the schedule completely decouples the different
subsets. The same set of unicast sessions (not considering offsets) and the same network
code can be used in all subsets. Therefore, we will consider only S0 in the remainder.
4.3 Sessions
In S0 we construct 4L + 1 unicast sessions. These sessions are denoted by m
1(i),
m2(j) and m3(k), where 1 ≤ i ≤ L, 1 ≤ j ≤ L and 1 ≤ k ≤ 2L + 1. Session
md(i), d ∈ {1, 2, 3}, has the sequence of message symbols md0(i),md1(i),md2(i), . . . to
be transferred. In the achievable strategy session m3(L + 1) will be given throughput
zero. Hence, we put all its message symbols to zero, i.e., m3t (L+ 1) = 0 for all t.
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Figure 4: Placement of unicast sessions in S0. (L = 3)
The source and destination of session md(i) are denoted by sd(i) and rd(i) respec-
tively. Sources and destinations are positioned as depicted in Figure 4, i.e., as follows
s1(i) = (0, i), r1(i) = (L+ 1, i),
s2(j) = (j, L+ 1), r2(j) = (j, 0),
s3(k) = (L+ 1 + min{0, L+ 1− k},max{0, L+ 1− k}),
r3(k) = (max{0, L+ 1− k}, L+ 1 + min{0, L+ 1− k}).
Let λd(i) denote the number of hops on the shortest path between the source and
destination of session md(i). We have λ1(i) = λ2(i) = L+ 1 and
L∑
k=1
λ3(k) +
2L+1∑
k=L+2
λ3(k) = 2
L∑
k=1
k = L(L+ 1).
Therefore, the total number of hops, excluding m3(L+ 1), is 3L(L+ 1).
4.4 Coding
Now that we have set up the scheduling and the sessions we can directly apply the
network coding scheme from [8, Section 4] to achieve unit throughput per round for
each of the sessions.
The network coding from [8] has the properties that 1) no intermediate node in
the network can recover the source symbols it is receiving in linear combinations (as
would be required in the COPE framework [3], for instance), 2) source symbols are only
retransmitted in linear combinations by nodes that are on the shortest path between
source and destination, 3) destination nodes can decode the required messages.
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Abstract
We study the channel capacity of q-ary fingerprinting in the limit of large attacker
coalitions. We extend known results by considering the Combined Digit Model,
an attacker model that captures signal processing attacks such as averaging and
noise addition. For q = 2 we give results for various attack parameter settings.
1 Introduction
Watermarking is a means of tracing the (re-)distribution of content. Before distribu-
tion, digital content is modified by applying an imperceptible watermark (WM). Once
an unauthorized copy of the content is found, the WM helps to trace those users who
participated in the creation of the copy. Reliable tracing requires resilience against at-
tacks that aim to remove the WM. Collusion attacks are a particular threat: multiple
users cooperate, and differences between their versions of the content tell them where
the WM is located. Coding theory has provided a number of collusion-resistant codes.
The resulting system has two layers: The coding layer determines which message to
embed, and protects against collusion attacks. The underlying watermarking layer
hides symbols of the code in segments of the content. Many codes have been proposed
in the literature. Most notable is the Tardos code [16], which achieves the asymptot-
ically optimal proportionality m ∝ c2, with m the code length and c the size of the
coalition. Tardos introduced a two-step stochastic procedure for generating codewords:
(i) For each segment a bias is randomly drawn. (ii) For each user independently, a 0
or 1 is drawn for each segment using the bias for that segment. This construction was
generalized to larger (q-ary) alphabets in [17].
The interface between the coding and WM layer is specified in terms of the Marking
Assumption (MA), which states that the colluders can attack only in those segments
where they received different WM symbols. These are called detectable positions.
There is a further classification of attacks according to the manipulations that can
be performed in the detectable positions. In the Restricted Digit Model (RDM), the
coalition is only allowed to pick one symbol that they received. In the Unreadable
Digit Model (UDM), they are further allowed to create an erasure. In the Arbitrary
Digit Model, they can pick any symbol, even one that they did not receive. The
General Digit Model allows any symbol or an erasure. For q = 2, all these MA attacks
are equivalent. For q > 2, the general feeling is that realistic attacks are somewhere
between the RDM and the UDM. To get an even more realistic attack model which
takes into account signal processing (e.g. averaging attacks and noise addition), one
has to depart from the MA. Such models were proposed in [20] and [18] for general q,
and for q = 2 in e.g. [8, 9].
In Tardos’ scheme [16] and later improvements (e.g. [19, 17, 3, 15, 14, 5, 18, 20, 11, 10,
12]), users are found to be innocent or guilty via an ‘accusation sum’, a sum of weighted
per-segment contributions, computed for each user separately. The analysis of achiev-
able performance was helped by an information-theoretic treatment of anti-collusion
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codes. Bias-based codes can be treated as a maximin game [2, 13, 7], independently
played for each segment, where the payoff function is the mutual information between
the symbols x1, . . . , xc handed to the colluders and the symbol y produced by them. In
each segment the colluders try to minimize the payoff function using an attack strategy
that depends on the received symbols x1, . . . , xc. The watermarker tries to maximize
the payoff by setting the bias distribution.
The rate of a fingerprinting code is defined as (logq n)/m, with n the number of users
and m the code length. The fingerprinting capacity is the maximum achievable rate.
For q = 2 it was conjectured [7] that the capacity is asymptotically 1/(c22 ln 2). The
conjecture was proved in [1, 6]. In [1] an accusation scheme was developed where
candidate coalitions get a score related to the mutual information between their symbols
and y. It achieves capacity but is computationally too expensive. Huang and Moulin [6]
proved for the large-c limit (for q = 2) that the interleaving attack and Tardos’s arcsine
distribution are optimal. It was shown in [4] that the asymptotic channel capacity for
q-ary alphabets in the RDM is (q − 1)/(2c2 ln q).
In this paper we study the asymptotic fingerprinting capacity in the Combined Digit
Model (CDM) [18]. We choose for the CDM because this model is defined for general
q and captures a range of non-MA attacks. We show that the asymptotic channel
capacity in the CDM can be found by solving the following problem: Find a mapping
γ from the hypersphere in q dimensions to the hypersphere in 2q dimensions, such
that γ minimizes the volume swept in the latter space; the boundary conditions on the
volume are fixed by the parameters in the CDM. For q ≥ 3 we have not solved the
minimization problem. For q = 2 we present numerical results. The numerics involve
computations of constrained geodesics, a difficult problem in general. The resulting
graphs show a nontrivial dependence of the capacity on the CDM attack parameters.
2 Preliminaries
2.1 Fingerprinting with per-segment symbol biases
We use capital letters for random variables, and lowercase letters for their realizations.
Vectors are in boldface and the components of a vector ~x are written as xi. Vectors
are interpreted as being column vectors. The expectation over X is denoted as EX .
The mutual information between X and Y is denoted by I(X;Y ), and the mutual
information conditioned on a third variable Z by I(X;Y |Z). The base-q logarithm is
written as logq. The standard Euclidean norm of a vector ~x is denoted by ‖~x‖.
Tardos [16] introduced the first fingerprinting scheme that achieves optimality in the
sense of having the asymptotic behavior m ∝ c2. He introduced a two-step stochastic
procedure for generating the codeword matrix X. Here we show the generalization to
non-binary alphabets [17]. A Tardos code of length m for a number of users n over the
alphabet Q of size q is an n×m matrix of symbols from Q. The codeword for user i is
the i’th row in X. An auxiliary bias vector ~P (j) ∈ [0, 1]q with ∑α P (j)α = 1 is generated
independently for each column j, from a distribution F which is considered known to
the attackers. Each entry Xij is generated independently: Prob [Xij = α] = p
(j)
α .
2.2 The Combined Digit Model
Let the random variable Σ
(j)
α ∈ {0, 1, . . . , c} denote the number of colluders who receive
the symbol α in segment j. It holds that
∑
α σ
(j)
α = c for all j. From now on we will
drop the segment index j, since all segments are independent. In the Restricted Digit
Model the colluders produce a symbol Y ∈ Q that they have seen at least once. In
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Figure 1: Overview of the Combined Digit Model.
the Combined Digit Model as introduced by [18] we also allow the attackers to output
a mixture of symbols. Let Ω(Σ) , {α ∈ Q | Σα ≥ 1} be the set of symbols that the
pirates have seen in a certain column. Then the output of the pirates is a non-empty
set Ψ ⊆ Ω(Σ). On the watermarking level this represents a content-averaging attack
where all symbols in Ψ are used. It is sufficient to consider a probabilistic per-segment
(column) attack which does not distinguish between the different colluders. Such an
attack then only depends on ~Σ, and the strategy can be completely described by a set
of probabilities θψ|~σ ∈ [0, 1], which are defined as θψ|~σ , Prob[Ψ = ψ | ~Σ = ~σ].
The CDM also introduces a stochastic detection process. Let |Ψ| be the cardinality
of the output set Ψ. Then each symbol in Ψ is detected with probability t|Ψ|. Each
symbol not in Ψ is detected with error probability r. The set W ⊆ Q indicates which
symbols are detected. Note that Ψ is forced to be non-empty, but W = ∅ can occur.
The numbers ti are decreasing since mixing more symbols makes it more difficult to
detect the individual symbols. The overall probability of detecting a set w, given ψ, is
Mw|ψ = t
|w∩ψ|
|ψ|
(
1− t|ψ|
)|ψ\w|
r|w\ψ| (1− r)q−|w∪ψ| . (1)
These probabilities form a 2q × (2q − 1) matrix M . In this way we can define
τw|~σ , Prob
[
W = w | ~Σ = ~σ
]
=
∑
ψ
Mw|ψθψ|~σ = (Mθ)w|~σ . (2)
2.3 Collusion channel and fingerprinting capacity
Similarly to the RDM [4] the attack can be interpreted as a noisy channel with input ~Σ
and output W . A capacity for this channel can then be defined, which gives an upper
bound on the achievable code rate of a reliable fingerprinting scheme. The first step of
the code generation, drawing the biases ~p, is not considered to be a part of the channel.
The fingerprinting capacity CCDMq for a coalition of size c and alphabet size q in the
CDM is equal to the optimal value of the following two-player game:
CCDMq = max
F
min
~θ
1
c
I(W ; ~Σ | ~P ) = max
F
min
~θ
1
c
∫
F (~p)I(W ; ~Σ | ~P = ~p)dq~p. (3)
Here the information is measured in q-ary symbols. Our aim is to compute the finger-
printing capacity CCDMq in the limit (n→∞, c→∞). The payoff function I(W ; ~Σ | ~P )
is linear in F and convex in ~τ . Because ~τ = M~θ is linear in ~θ the game is also convex
in ~θ and we can apply Sion’s Theorem:
max
F
min
~θ
I(W ; ~Σ | ~P ) = min
~θ
max
F
I(W ; ~Σ | ~P ) = min
~θ
max
p
I(W ; ~Σ | ~P = ~p), (4)
where we did the maximization over F by choosing the optimum F ∗(~p) = δ(~p− ~pmax)
at the location ~p = ~pmax of the maximum of I(W ; ~Σ | ~P = ~p).
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3 Asymptotic analysis for general alphabet size
We are interested in how the payoff function I(W ; Σ | ~P = ~p) of the alternative game (4)
behaves as c goes to infinity. Following the same approach as in [4] our starting point
is the observation that the random variable ~Σ/c tends to a continuum in [0, 1]q with
mean ~p. We introduce the following notation:
hψ(~σ/c)
c→∞
= θψ|~σ. (5)
gw(~σ/c)
c→∞
= τw|~σ =
∑
ψMw|ψhψ(~σ/c), (6)
which can be written as ~g = M~h. Next we do a 2nd order Taylor expansion of gw
(
~σ
c
)
around the point ~σ
c
= ~p. This allows us to expand I in powers of 1/c, giving (see [4])
I(W ; Σ | ~P = ~p) = T (~p)
2c ln q
+O(c−3/2) (7)
T (~p) ,
∑
w
1
gw(~p)
∑
αβKαβ
∂gw(~p)
∂pα
∂gw(~p)
∂pβ
, (8)
where Kαβ = δαβpα − pαpβ is the scaled covariance matrix of Σ. The capacity CCDMq,∞
in the limit of c→∞ is then the solution of the continuous version of the game (4):
CCDMq,∞ ,
1
2c2 ln q
min
~h
max
~p
T (~p). (9)
We introduce variables uα ,
√
p
α
, γw ,
√
gw and the 2
q × q Jacobian matrix Jwα(~u) ,
∂γw(~u)
∂uα
. We switch to hyperspheres (‖~u‖ = 1, ‖γ‖ = 1) instead of the hyperplanes
(
∑
α pα = 1,
∑
w gw = 1). The function ~γ(~u) was originally defined only on ‖~u‖ = 1,
but the Taylor-expansion forces us to define it on a larger domain, i.e. slightly away
from ‖~u‖ = 1. There are many consistent ways to do this. We define ~γ independent of
the radial coordinate ‖~u‖. This yields J~u = 0, which allows us to simplify T (~u) to
T (~u) =
∑
w,α(∂γw/∂uα)
2 = Tr(JTJ) =
∑q−1
i=1λi(~u), (10)
where λi(~u) are the eigenvalues of J
TJ . Because of J~u = 0 we know that one of
the eigenvalues is 0 with eigenvector ~u. Hence i ∈ {1, . . . , q − 1}. We wish to find
minγ maxu T (u) under the constraint γw =
√
gw =
√
(Mh)w, with M known and
hψ ≥ 0 ∀ψ,
∑
ψhψ = 1. (11)
The constraint g = Mh makes the min-max game more difficult. It is not possible to
use the same machinery as for the RDM. For q = 2 we are however able to compute
the asymptotic capacity.
4 Fingerprinting capacity in the CDM for q = 2
4.1 Solving the max-min game
For q = 2 the expression (10) simplifies to T (~u) = Tr(JTJ) = λ(~u) since there is
only one nonzero eigenvalue. Furthermore we have the relation d~γ = Jd~u and ‖d~γ‖ =
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m1 m2
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Figure 2: The vector ~g is not allowed to lie outside the triangle.
√
λ‖d~u‖. We proceed by rewriting
max
~u
T (~u) = max
~u
λ(~u) =
(
max
~u
√
λ(~u)
)2
≥
(∫ √
λ(~u)‖d~u‖∫ ‖d~u‖
)2
=
(∫ ‖d~γ‖∫ ‖d~u‖
)2
≡
(
L~γ
L~u
)2
. (12)
The inequality results from replacing the maximum by a spatial average. The inte-
gration path is the quarter-circle u21 + u
2
2 = 1 from ~u = (1, 0) to ~u = (0, 1) and hence
L~u =
pi
2
. For any curve γ(~u) we have the freedom to re-parameterize such that λ(~u) is
constant over the curve. The above inequality can then be changed into an equality,
min~γ max~u T (~u) = (4/pi
2)(min~γ L~γ)
2. (13)
The problem is reduced to finding a curve ~γ(~u) of minimal length with the constraint
γw(~u) =
√
(M~h)w(~u) where M(t1, t2, r) is
M =
w\ψ {0} {1} {0,1}
∅ (1− t1)(1− r) (1− t1)(1− r) (1− t2)2
{0} t1(1− r) (1− t1)r t2(1− t2)
{1} (1− t1)r t1(1− r) t2(1− t2)
{0,1} t1r t1r t22
. (14)
4.2 Geodesics
Length-minimizing curves are obtained by solving the geodesic equations for the appro-
priate metric. In our case the constraint γw(~u) =
√
(M~h)w(~u) causes complications.
If we write M = [m1,m2,m3] then ~g = M~h is a convex combination of the column
vectors m1,m2,m3. The allowed space of ~g is anywhere inside the triangle shown in
Fig. 2. We switch from variables (u1, u2) to s1, s2 with 0 ≤ s1 ≤ 1, 0 ≤ s2 ≤ 1− s1.
~g(s1, s2) , m1 + s1(m2 −m1) + s2(m3 −m1). (15)
The marking assumption yields ~u = (1, 0) ⇒ ~h = (1, 0, 0) and ~u = (0, 1) ⇒ ~h =
(0, 1, 0). In terms of ~g(s1, s2) this means ~g(1, 0) = m1 and ~g(0, 1) = m2. We are
looking for the shortest path from the lower left corner (m1) of the triangle to the
lower right corner (m2). An infinitesimal change in dγw is given by
dγw =
dgw
2
√
gw
=
(m2,w −m1,w)ds1 + (m3,w −m1,w)ds2
2
√
gw
. (16)
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Case A:
m1 m2
m3
Case B:
m1 m2
m3
P
Case C:
m1 m2
m3
Figure 3: The three cases we encounter for the way the geodesics intersect.
Case B:
m1 m2
m3
P
Q
Case C:
m1 m2
m3
P
Q
Figure 4: The optimal path in both cases is m1−P−m2 over the dashed lines (geodesics).
In case C the geodesic from m2 is tangent to the left side of the triangle.
This allows us to define the appropriate metric G(s1, s2),
‖d~γ‖2 = G11(ds1)2 +G22(ds2)2 + 2G12ds1ds2. (17)
See the full paper for details on the geodesic computations. We want to find the
shortest path between m1 and m2 that is fully inside the triangle. There are three
cases. In case A we are done since the direct geodesic is the shortest path. For B and
C the optimal paths are shown in Fig. 4. Any geodesic starting from m2 with a smaller
initial slope has to cross the maximum-slope geodesic from m1 in a point Q. From Q
the optimal path to m1 is to follow the geodesic; but at P you could have done better
by going directly from m2 to P on the geodesic. We use the length of the optimal path
to compute the capacity,
CCDM2,∞ =
1
2c2 ln 2
4
pi2
L2opt. (18)
4.3 Results
Fig. 5 shows the ratio C = CCDM2,∞ /C
RDM
2,∞ between the asymptotic capacities for the
CDM and the RDM as a function of t1, t2, r. It turns out that the asymptotic capacity
depends on the three attack parameters in a nontrivial way. Obviously, the capacity is
an increasing function of t1 and t2, and a decreasing function of r. For r close to zero
and t1 close to 1, the capacity has very weak dependence on t2. This can be understood
from the fact that we are close to the Marking Assumption: when the MA holds, all
the attack models for q = 2 are equivalent. In Fig. 5a we see a transition from linear
behavior as a function of r (with almost total insensitivity to t2) to nonlinear behavior
(with dependence on t2). The transition point depends on t2.
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Figure 5: The ratio C = CCDM2,∞ /C
RDM
2,∞ for q = 2.
5 Discussion
We have investigated the asymptotic channel capacity in the CDM. For general alpha-
bet size q it turns out to be very difficult to compute this quantity. We have shown
how the previously obtained capacity for the RDM [4] follows as a limiting case of
the CDM. For the binary alphabet we have shown how the problem of computing the
channel capacity reduces to finding a constrained geodesic between two points. We
have presented numerical solutions to this problem. The asymptotic capacity depends
on the three attack parameters t1, t2, r in a nontrivial way. The graphs show a regime
close to the Marking Assumption, in which the CCDM2,∞ is practically independent of t2.
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Abstract
This paper describes capacity results obtained on on-o keying (OOK) sig-
naling schemes with Gaussian background noise in the low signal-to-noise ratio
(SNR) regime based on latest relevant studies. Coherent and noncoherent de-
tection of OOK signals with soft and hard decisions are all treated to perform a
complete investigation. By evaluating the capacity per unit cost and the wide-
band slope to study the capacity behaviors at low SNR, it is shown that the
Shannon limit can be achieved by both coherent and noncoherent OOK although
a signicant loss in spectral eciency is unavoidable. In addition, the capacity
study is also extended with the presence of Rayleigh fading.
1 Introduction
Capacity investigations of on-o keying (OOK) signaling with Gaussian background
noise have been performed ever since the Shannon limit ln(2)   1:59 dB, namely the
minimum Eb=N0 (energy per bit normalized to spectral density of the background noise)
required for reliable communication, was rst derived. For the coherent case where the
knowledge of the carrier phase is available at the receiver, Golay [2] and Wozencraft and
Jacobs [9] demonstrated that pulse-position modulation (PPM), which essentially is a
xed-pattern OOK scheme, can approach the Shannon limit as the duty cycle vanishes
based on hard and soft decisions respectively. For the noncoherent case where the
carrier phase is unknown to the receiver, Jacobs [3] showed that the Shannon limit can
be approached either by applying m-ary frequency-shift keying with energy detection
based on soft decisions when the occupied bandwidth goes to innity. So, this implies
that the minimum Eb=N0 of noncoherent OOK based on unquantized observations can
reach ln(2) too. This result was also implicitly indicated by the work of Verdu [8]
relatively later.
The explicit investigations of OOK at low SNR have been conducted very recently.
The authors [10] investigated noncoherent OOK with soft decisions and hard decisions
at SNR ! 0. It is found out that noncoherent OOK with one-bit quantization (hard
decisions) can also achieve the Shannon limit just like the unquantized case (soft de-
cisions) by properly choosing the threshold and the on-level of the transmit signal as
the SNR tends to zero. In addition, the wideband slope that describes the capacity
behavior close to the Shannon limit was also evaluated for noncoherent OOK and one-
bit-quantized coherent OOK in [10]. The derived zero-wideband-slope results indicate
that a signicant loss in spectral eciency is unavoidable for these schemes. In the
mean time, Koch and Lapidoth [4] also pointed out that the 2dB power loss caused by
hard decisions corresponding to a symmetric one-bit quantizer can be fully recovered by
an asymmetric quantizer and an asymmetric signal constellation for a coherent chan-
nel setting. Thus, their result demonstrates that coherent OOK with hard decisions
can achieve the Shannon limit, which is consistent with the result in [2]. Moreover,
the latest work of Koch and Lapidoth [5], which still focuses on one-bit quantization
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scenario, shows that the Shannon limit can not be achieved anymore by noncoherent
OOK with hard decisions if Rayleigh fading is considered and the channel coecient
is unknown to the receiver.
In this paper, we present a complete investigation of average-power constrained
OOK signaling schemes with Gaussian background noise in the low SNR regime based
on the latest relevant results of this topic. Follows by the approach used in [10], a
binary-in soft-out channel and a binary-in hard-out channel are rst modeled subject
to unconstrained peakiness corresponding to the quantization strategy at the receiver.
Then, corresponding to the dened capacity-cost function of two channels, a framework
of evaluating the capacity per unit cost [7] and the wideband slope of the capacity versus
Eb=N0 [8] is established for studying the capacity behaviors of OOK signaling at low
SNR. Based on dierent channel output distributions corresponding to coherent and
noncoherent detections and soft and hard decisions, the capacity behaviors of OOK
signaling schemes are investigated by applying the derived framework. Furthermore,
Rayleigh fading is also considered for the unquantized case to make our investigation
more complete.
The rest of the paper is organized as follows. Section 2 describes the channel
models of OOK signaling based on soft and hard decisions. Section 3 provides the
denition of the capacity-cost functions of the interested signaling schemes and devel-
ops the framework of evaluating capacity per unit cost and wideband slope for OOK
signaling schemes. Section 4 and Section 5 investigate the capacity of OOK with soft
decisions and hard decisions respectively. Then, Section 6 briey discusses the scenario
of considering the Rayleigh fading. Finally conclusions are presented in Section 7.
2 Channel Models
In this work, we only constrain the average transmitted energy and do not limit the
amplitude of transmitted OOK signals. We denote the set of amplitudes of the trans-
mitted binary \on-o" symbols by f0; Ag and assign energy cost b[x] = x2 to each
\on-o" symbol. If we assume that the average transmitted energy per symbol Es
does not exceed , then
Es = E[b(X)] = PAA
2  ; (1)
where PA is the probability of the `on' symbol and A
2 the energy of an `on' symbol. It
can be seen that this input signaling is a type of ash signaling as dened in [8]. Based
on the quantization strategy at the receiver, we obtain two channel models for OOK
signaling:
 Binary-In Soft-Out (BISO) channel. By considering no quantizer following the
demodulator and denoting the soft observations (decisions) as realizations of a
continuous random variable Y , we can model a discrete-time memoryless soft-out
OOK channel where the channel inputs X are \on-o" symbols. We can assign
to the amplitude of the `on' symbol any positive value, i.e. A 2 (0;1), under
the constraint (1).
 Binary-In Binary-Out (BIBO) channel. By using a one-bit quantizer with thresh-
old setting following the demodulator and taking corresponding hard decisions
into account, we obtain a discrete-time memoryless binary-in binary-out chan-
nel. The input of this channel is the same as that of the BISO channel while the
hard output is Z 2 ff\0" = Y < g; f\1" = Y > gg, where  is the thresh-
old. In general, this is a binary asymmetric channel with transition probabilities
depending on A and .
When we make one use of one of these two channels, it is equivalent to make one use
of a complex channel, since in-phase and quadrature dimensions are actually used at
the demodulator in practice, although binary OOK signaling is utilized as the input.
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3 Capacity per Unit Cost and Wideband Slope
To reveal the capacity behaviors of OOK signaling schemes in the low SNR regime, we
develop the framework of evaluating the capacity per unit cost and the wideband slope
of BISO and BIBO channels based on the results presented in [10] without proofs.
The corresponding proofs of following obtained theorems are available in [10]. The
capacity-cost functions of these two channels are dened rst for the investigation.
3.1 Capacity-cost functions
Observe that, since the amplitude A of the channels can be chosen freely, the capacity-
cost function C() dened for our OOK channel is dierent from the standard deni-
tion, as e.g. in McEliece [6].
Denition 1: The capacity-cost function of a BISO channel denoted as C2;1() is
the supremum, over A, of the capacity-cost function achieved by the OOK channels
with xed amplitude A, which is
C2;1()

= sup
A
CA2;1(); for A > 0; (2)
where CA2;1() is the capacity-cost function of the OOK channel with a xed A, namely,
see [6],
CA2;1() = max
PA
fI(X;Y ) : E[b(X)]  g (nats/transmisson): (3)
Similarly, we can dene the capacity-cost function of a BIBO channel. Besides the
optimization over values of PA and A, there is an other parameter, i.e. threshold ,
that needs to be optimized.
Denition 2: The capacity-cost function of a BIBO channel, which is denoted as
C2;2(), is
C2;2()

= sup
A
CA2;2(); for A > 0; (4)
where CA2;2() is the capacity-cost function of the OOK channel with a xed A, namely,
CA2;2() = max
PA;
fI(X;Z) : E[b(X)]  g (nats/transmisson): (5)
3.2 Capacity per unit cost
To reveal the capacity behavior in the low SNR regime, the capacity per unit (energy)
cost denoted as Cuc that follows from the capacity-cost function of a channel by
Cuc = sup
>0
C()=; (6)
see Verdu [7], can be calculated for our channels. The capacity per unit cost is inti-
mately related with the minimum required bit energy for reliable communication, i.e.
Eb;min = ln(2)=Cuc if capacity is measured in nats.
Theorem 1: Consider an OOK channel with capacity-cost functions CA(), pa-
rameterized by A. Then the capacity per unit-cost of this channel satises Cuc =
supACuc(A), where Cuc(A) is the capacity per unit cost of a channel with a xed am-
plitude A. Moreover Cuc(A) = _C
A(0) where _CA(0) is the rst derivative of the capacity
cost function CA() at  = 0.
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Theorem 2: For xed A, the capacity per unit cost of a BISO channel and that of
a BIBO channel are given by
Cuc;2;1(A) =
D(pY jX=AjjpY jX=0)
A2
and Cuc;2;2(A) =
D(PZjX=AjjPZjX=0)
A2
: (7)
Here D(jj) is the Kullback-Leibler divergence [1] between the two output densities or
probability distributions pY jX=x and PZjX=x given that the input is x.
The general result of computing capacity per unit cost of a channel with a zero-cost
input was originally obtained by Verdu [7]. Thm. 2 is the special case for the OOK
channels parameterized with A.
3.3 Wideband slope
The wideband slope is a important measure for evaluation a signaling method. This
slope is dened as the increase in spectral eciency (in bits per second per Hz) observed
when the energy per bit increases 3dB relative to the minimum Eb=N0, see Verdu [8].
It makes sense to parameterize the wideband slope here for the channel with each xed
A. The wideband slope can be determined from the rst and second derivatives of the
capacity-cost function, i.e.
SA0 =  
2[ _CA(0)]2
CA(0)
(bits/s/Hz/3dB); (8)
which can be expressed equivalently in (bits/complex transmission)/3dB. Hence, it is
also important to calculate the second derivative of channel capacity CA() at  = 0
for both OOK channels, as a function of A.
Theorem 3: For xed A, the second derivative of the capacity cost function of a
BISO channel, and that of a BIBO channel, evaluated at  = 0 are
CA2;1(0) =
1
A4

1 
Z
y
[p(yjX = A)]2
p(yjX = 0) dy

and CA2;2(0) =
1
A4

1 
X
z
[P (zjX = A)]2
P (zjX = 0)

: (9)
4 Capacity of the BISO Channel
4.1 The BISO coherent channel
With additive white Gaussian noise of which the variance is 2 = N0=2, if coherent
detection is used, for a xed A, the densities of the soft outputs are Gaussian, namely
p(yjX = 0) s N (0; 2) and p(yjX = A) s N (A; 2).
Corollary 1: For the BISO coherent channel, the capacity per unit cost is Cuc;2;1 =
1=N0 ln(2) in bits/Joule. It is achieved by any nonzero amplitude A.
Proof. It is easy to show that Cuc;2;1(A) = 1=22 in nats/Joule for any A by applying
Thm. 2 and above Gaussian distributions.
This result implies that the Shannon limit is achieved, which Verdu [8] also shows.
Corollary 2: The wideband slope of BISO coherent channel is S0 = 0:3238.
Proof. By applying Thm. 3 and Gaussian distributions, CA2;1(0) = (1 exp(A2=2))=A4.
Based on the expression of the wideband slope (8) and Corollary 1, it is easy to obtain
that the slope is maximized when A2=22 = 0:7968.
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This result is consistent with the one obtained by Verdu [8]. The slope of this
channel is considerably smaller than what can be achieved for Gaussian inputs (i.e. 2),
see Verdu [8].
4.2 The BISO noncoherent channel
If noncoherent detection is applied, for a certain xed A, the possible densities of the
soft outputs are Rayleigh and Rician, i.e.
p(yjX = 0) = y
2
exp(  y
2
22
); for y  0; (10)
p(yjX = A) = y
2
exp( y
2 + A2
22
)I0(
Ay
2
); for y  0; (11)
where I0() is the zero-order modied Bessel function of the rst kind. Based on these
distributions and Thm. 2 and Thm. 3, the following results can be obtained.
Corollary 3: For the BISO noncoherent channel, the capacity per unit cost is
Cuc;2;1 = 1=N0 ln(2) in bits/Joule. It is achieved for amplitude A!1.
Proof. See [10].
This result indicates that the Shannon limit can also be achieved by the BISO
noncoherent channel. Note that by using of a lower-bound and the result of the coherent
case, the proof in [10] only shows that A ! 1 is sucient to achieve the limit.
Nevertheless, it is also interesting to know the wideband slope for A!1.
Corollary 4: For A ! 1 the second derivative CA2;1(0) =  1. This implies that
the BISO noncoherent channel has limA!1 SA0 = 0.
Proof. See [10].
This wideband slope result implies that noncoherent OOK with soft decisions is
not wide-band ecient, although it achieves the Shannon limit.
5 Capacity of the BIBO Channel
5.1 The BIBO coherent channel
By taking the threshold-setting to perform one-bit quantization, the \on-o" symbol
error probabilities can be expressed with the Q-function as
P (Y > jX = 0) = Q(

) and P (Y < jX = A) = 1 Q(   A

); (12)
when the coherent detection is used. Similarly, we can study the capacity per unit cost
and wideband slope based on Thm. 2 and Thm. 3.
Corollary 5: For the BIBO coherent channel, the capacity per unit cost is Cuc;2;2 =
1=N0 ln(2) in bits/Joule. It is achieved by letting A and  go to innity and the
dierence between the amplitude and the threshold A   tend to innity.
Proof. Using Thm. 3, an achievability proof is presented in [4].
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In [5], Koch and Lapidoth managed to show that it is also necessary to let the
amplitude tend to innity to achieve the Shannon limit for this channel. This can be
demonstrated by using D(pY jX=AjjpY jX=0) to upper-bound D(PZjX=AjjPZjX=0) in the
Gaussian (coherent) case. However, for the non-Gaussian (noncoherent) case, this is
not easy to do, due to the diculty of nding a proper upper-bound.
Corollary 6: For A!1 the second derivative CA2;2(0) =  1. This indicates that
the BIBO noncoherent channel has limA!1 SA0 = 0.
Proof. From Corollary 5 we see that the Shannon limit is achieved only for A ! 1,
 !1, and (A  )!1. To accomplish this we can take
= = A=  
p
A= when A= !1: (13)
From Thm. 2 we now get, using setting (13), that
lim
A!1
CA2;2(0) = lim
A!1
 1
A4

(Q( A

))2
Q( 

)
+
(1 Q( A

))2
1 Q( 

)

= lim
A!1
 1
A4Q( 

)
 lim
A!1
  exp( 2
22
)p
2=A4
=  1; (14)
where the upper-bound on the Q-function [4] is used for the last inequality. This
indicates that SA0 = 0 for A!1 for the BIBO coherent channel.
Above result shows that although the one-bit quantizer with asymmetric setting
can achieve the capacity, the spectral eciency is poor (zero slope) as the noncoherent
case with soft decisions.
5.2 The BIBO noncoherent channel
If a one-bit quantizer is used after the noncoherent detection specied by (10) and (11),
the error probabilities can be expressed as
P (Y > jX = 0) = exp(  
2
22
); and P (Y < jX = A) = 1 Q1(A

;


); (15)
where Q1(; ) is the Marcum-Q function of order one.
Corollary 7: For the BIBO noncoherent channel, the capacity per unit cost is
Cuc;2;2 = 1=N0 ln(2) in bits/Joule. It is achieved for A!1 and =A! 1.
Proof. See [10], same setting (13) is applied to show the achievability.
The result shows that the Shannon limit can also be achieved in the case of hard
decisions and noncoherent detection if we just use extreme asymmetric signaling and
proper quantization at receiver.
Corollary 8: For A ! 1 the second derivative CA2;2(0) =  1. This implies that
the BIBO noncoherent channel has limA!1 SA0 = 0.
Proof. See [10].
As noted in previous subsection, it is also important to show that A ! 1 is
necessary for the noncoherent case to complete the study.
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6 Capacity of the Fading Channel
So far, no fading eect has been considered in the BISO and BIBO channels. Koch
and Lapidoth [5] studied the Rayleigh fading impact on the capacity per unit cost of
BIBO channels. Their results show that the Shannon limit is not achievable anymore
if the channel coecient is unknown and a radial quantizer is used. This result is
corresponding to BIBO noncoherent fading channel. In this section, we briey discuss
the scenario of BISO noncoherent fading channel by using the developed framework
of evaluating the capacity per unit cost and wideband slope. By considering Rayleigh
fading, the received signal r can be expressed by a scalar channel as
r = hx+ n; (16)
where fading coecient h and additive noise n are zero-mean circularly-symmetric
complex Gaussian random variables, the former with unit-variance and the later with
varianceN0, which is two times of the noise power of one dimension, i.e. 2
2. Therefore,
the distribution of the soft output of noncoherent detector y is also Rayleigh, forX = A,
i.e.
p(yjX = A) = y
2t
exp(  y
2
22t
); for y  0; (17)
where 2t = A
2=2 + 2. By applying Thm. 2, we can evaluate the capacity per unit
cost of this channel.
Corollary 9: For the BISO noncoherent fading channel, the capacity per unit cost
is Cuc;2;1 = 1=N0 ln(2) in bits/Joule. It is achieved only if amplitude A!1.
Proof. First we determine Cuc;2;1(A) using Thm.2. The KL-divergence between den-
sities (17) and (10) and divided by A2 can be expressed as
D(PY jX=AjjPY jX=0)
A2
=
1
A2
Z 1
0
p(yjX = A) ln

2
2t
exp(  y
2
22t
+
y2
22
)

dy
=
ln(2=2t )
A2
+ (
1
22A2
  1
22tA
2
)
Z 1
0
y2p(yjX = A)dy
=
ln(2=2t )
A2
+
1
22
<
1
22
; (18)
since ln(2=2t ) < 0. Therefore, only by letting A!1, we obtain that Cuc;2;1 achieves
1=N0 ln(2) and the corollary follows.
Similarly, by evaluating the second derivative based on Thm. 3, we have the wide-
band slope.
Corollary 10: For A!1 the second derivative CA2;1(0) =  1. This implies that
the BISO noncoherent channel has limA!1 SA0 = 0.
Proof. Omitted. Directly use Thm. 3.
Above results show that the Shannon limit can be achieved based on soft decisions
with low spectral eciency even if the channel is fading. Verdu [8] demonstrated this
result in a more general way. By considering the result in [5], we can conclude that
one-bit quantization degrades the system in fading.
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7 Conclusions
In this paper, we discussed capacity studies of OOK signaling schemes in low SNR
regime. Coherent and noncoherent signal detections and corresponding soft and hard
decisions were all considered. By studying the capacity cost per unit cost, it was shown
that the Shannon limit can be achieved by both BISO and BIBO channels, regardless of
whether coherent or noncoherent detection is used. This concludes that noncoherency
at the receiver does not degrade the system in the sense of achieving the capacity. In
addition, we learned that except for the BISO coherent channel, extreme asymmetric
input distributions are used to demonstrate the achievability. As pointed out, it is
only shown that using extreme asymmetric signaling at the transmitter is required
to achieve the capacity for the BIBO coherent channel. There are still some eorts
needed to pave the way of showing the necessity of using asymmetric signaling for the
noncoherent case to make the investigation more complete. Moreover, by studying the
wideband slope of the channels, it turns out that OOK signaling has poor spectral
eciency even if coherent detection with unquantized output is used. In addition, the
BISO fading channel was also studied. We provided a way to show that the capacity
per unit cost of the unquantized OOK channel can be achieved even if the channel
coecient is not known at the receiver.
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Abstract
In several practical settings we wish to communicate an identifier based on flash-
ing lights. The communication channels here use small alphabets, are error
prone, unsynchronized, and require short code words. Nevertheless the number
of identifiers is relatively large. We model this situation as a cyclic shift channel
where the shift length equals the code wordlength. We study the behaviour of the
capacity of this channel and define a class of self synchronized error correcting
codes.
1 Introduction
In a Brain Computer Interface (BCI) experiment subjects are asked to look at one of
several different flashing lights. EEG signals are measured to detect the response. The
lights can flash in various frequencies or relative phases, and these different patterns
can represent the different commands that the subject thus issues.
The simplest communication model that abstracts this process is a Discrete Mem-
oryless (Time-invariant) Channel (DMC).The channel input X is chosen from the A
different frequencies/phases from the light that the subject is looking at and the output
values Y are the detected/estimated frequencies/phases. The A different signal values
are denoted by the alphabet A = {1, 2, . . . , A}.
This DMC models the confusion matrix P (Y |X) that arises from the BCI experi-
ments. The capacity for this well studied channel is given by
CDMC = max
P (X)
I(X;Y ). (1)
The maximum in (1) is realized by memoryless probabilities of the form P (XN) =∏N
i=1 P (Xi).
In a BCI setting we assume that every light transmits a fixed sequence of input
signals (frequency/phase) repeatedly.
The test subject is looking at the light in an unsynchronized manner. We model
this by adding a random shift unit to the channel. This cyclic shift unit works on the
full word length N . In Figure 1 pis denotes a cyclic shift that depends on the value of
a shift value s. More details on this notation will follow shortly, see definition 1.
As we shall show later, there is an alternative and identical view of the CSC as
depicted in Figure 2.
Note that we can replace the test subject by a device with a light sensor. By
pointing this device at a lights that flash in various patterns, one can identify different
devices or commands.
∗This work is in part supported by ENIAC Joint Undertaking, grant 270707-2, EnLight.
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XN DMC
Y N pis ZN
S = s
Figure 1: The Cyclic Shift Channel
XN pis
V N
DMC ZN
S = s
Figure 2: An alternative view to the CSC
2 The capacity of the CSC
In a practical setting the word length N of the CSC is severely constrained by the fact
that subjects cannot and will not look at a single light for a long time. The capacity
of a channel is an asymptotic result where the word lengths can be arbitrarily large
and good codes often have long word lengths. Capacity considerations are still useful
in order to compare the performance capabilities of different settings and the capacity
achieving probability is still a guideline in designing good codes.
We define the capacity of the CSC from Figure 1 as
CCSC = lim
N→∞
sup
P (XN )
1
N
I(XN ;ZN). (2)
It turns out, not unexpectedly, that the capacity of the CSC equals the capacity of
its constituent DMC as given in (1). We state and prove that in the following theorem,
but first we define a formal notation for a cyclic shift.
Definition 1. The sequence obtained from xN after k cyclic shifts is denoted by pikx
N .
Also, the inverse shift is denoted by pi−1k , so
xN = pi−1k pikx
N = pikpi
−1
k x
N .
Theorem 1. Let XN be the input of a CSC of word length N and ZN be the corre-
sponding output. Let XN also be the input of the constituent DMC channel based on
the confusion matrix and let Y N be its output. This implies that ZN is a cyclic shift of
Y N over a random number of positions. The random variable S denotes this shift and
we say that if S = s then ZN = pisY
N . We have
CCSC = lim
N→∞
sup
P (XN )
1
N
I(XN ;ZN) = lim
N→∞
sup
P (XN )
1
N
I(XN ;Y N) = CDMC. (3)
The proof of this theorem is given in appendix A.
So the capacity of the CSC equals the capacity of the DMC it contains. Also,
even though the channel is not memoryless, the capacity achieving input distribution
P (XN) is memoryless and is the same distribution as for the containing DMC. The
penalty term I(XN ;S|ZN) ≤ H(S), fits well with the results of the error correcting
codes that we will discuss later in this paper.
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3 A characterization of the CSC
Using the alternative CSC representation from Figure 2 we can derive a seemingly
strange result, namely that the channel outputs are independent of the shift variable
and of each other. First we will show that the two views are actually identical. For
this we only have to show that the conditional output probabilities, given the input,
are the same in both views. For Figure 1 we find for all zN and all xN
P (ZN = zN |XN = xN) =
∑
s∈S
P (S = s)
N∏
i=1
PDMC(zpi−1s i|xi).
For Figure 2 we find for all zN and all xN , because the DMC is memoryless,
P (ZN = zN |XN = xN) =
∑
s∈S
P (S = s)
N∏
i=1
PDMC(zi|xpisi) =
∑
s∈S
P (S = s)
N∏
i=1
PDMC(zpi−1s i|xi).
3.1 Independence of the Shift variable and the output symbols
In appendix B we show that the channel output ZN is independent of the shift S.
This holds under the condition that the underlying channel is memoryless and that the
input distribution P (XN) is memoryless. The channel is memoryless and a memoryless
input distribution can achieve capacity so these conditions are satisfied.
We can also show that the Zi’s are independent random variables under the same
condition as above. The simple proof is left out due to space limitations.
3.2 Summary of the characterization
The capacity of the CSC equals the capacity of the DMC and is achieved by the
same memoryless input distribution P (XN). The difference in mutual information of
the CSC and the DMC is upper bounded by H(S) which is again upper bounded by
logAN .
Although the CSC is not memoryless, the capacity achieving input distribution is
memoryless and under that condition also the channel output distribution is memory-
less.
4 Coding for the CSC
Due to the asynchronous behavior of the problem setting, any received word will be
a shifted version of a distorted code word. So we will have to consider the word
synchronization problem.
In stead of associating a message with a single word and prepending a word start
indicator sequence (a synchronization sequence), we consider the set of all cyclic shifts
of a word as a single code word. The rationale is that we consider short words where
reserving a part of the word for synchronization purposes is an absolute waste of trans-
mission rate.
An example will clarify this idea. Assume that the symbol alphabet size A = 2.
Let the sequence length N = 4. There are 2N = 16 possible words but but we can
find the following code words or sets, also called cyclic classes.
Word 1: {0000} Word 4: {0101, 1010}
Word 2: {0001, 0010, 0100, 1000} Word 5: {0111, 1110, 1101, 1011}
Word 3: {0011, 0110, 1100, 1001} Word 6: {1111}
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We wish to count the number of cyclic classes in the set of all sequences of length
N given an alphabet of size A. A class is created from a sequence xN and all it cyclic
shifts.
Observation 1. The number of sequences in a class is not fixed, some classes contain
1 element while other contain more than one element.
Definition 2. The cyclic index of a sequence xN is defined as the minimal number of
cyclic shifts that bring xN back to itself.
We see that the cyclic index of 0001 is 4. On the other hand 0000 has a cyclic index
of 1 and 0101 has cyclic index 2.
Observation 2. All sequences in a class have the same cyclic index. The number of
sequences in a class is equal to the cyclic index of a sequence in the class. (This is
trivial).
Definition 3. The cyclic index of a class is given by the number of sequences in the
class.
Observation 3. If d is the number of sequences in a class corresponding to a sequence
of length N , then d divides n. Or equivalently, the sequence xN consists of an integer
number of repetitions of a sequence yd, where yd has a cyclic index of d, i.e. it is not
in itself a repetition of shorter sequences.
Definition 4. The number of cyclic classes from sequences of length N over an alphabet
of size A with cyclic index d is denoted by W (N, d,A).
The following table lists some example values of W (N,A) for an alphabet of size
A = 3 and several values of N .
N log3(W (N, 3))/N N log3(W (N, 3))/N
1 1. 11 0.801591
2 0.815465 12 0.811651
3 0.727553 13 0.820408
4 0.723197 14 0.828447
5 0.71578 15 0.835671
log3(W (5000, 3))/5000 = 0.998449
We see that the size of the set of all classes is not essentially smaller than the set of all
words.
Theorem 2. For any fixed alphabet size A the size of the set of all cyclic classes,
W (N,A), is essentially the same as the size of the set of all sequences, in the sense
that
lim
N→∞
logAW (N,A)
N
= 1. (4)
Proof. A cyclic class contains d sequences for any positive integer d that divides N , as
we discussed before. So a cyclic class contains at most N words. All possible words
belong to exactly one cyclic class so the set of cyclic classes partitions the set of all
words. Therefor
W (N,A) ≥ A
N
N
.
And obviously we cannot have more cyclic classes than words, so
W (N,A) ≤ AN .
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So
logA
AN
N
= N − logAN ≤ logAW (N,A) ≤ logAAN = N.
lim
N→∞
N − logAN
N
= 1 ≤ lim
N→∞
logAW (N,A)
N
≤ lim
N→∞
N
N
= 1.
5 A t-error correcting code
We have seen that, due to the asynchrony, code words must at least be cyclic sets.
The capacity considerations tell us that the loss of information transfer is described
by H(S) − H(S|XN , ZN) which is upperbounded by logAN . This fits well with the
choice to use the cyclic classes as code word candidates.
5.1 A Hamming distance for cyclic classes
We wish to find error correcting codes for the CSC. For this reason we define a Hamming
distance between the code words (cyclic classes) of possible codes.
Definition 5. Let m1 and m2 be two cyclic classes over the set of sequences of length
N over the alphabet A. The cyclic Hamming distance dcH(m1,m2) is defined as the
minimal Hamming distance between any pair of words from m1 ×m2,
dcH(m1,m2) = min{dH(xN1 , xN2 ) : xN1 ∈ m1, xN2 ∈ m2}. (5)
Here dH(x
N
1 , x
N
2 ) is the ordinary Hamming distance.
Note that for any two cyclic classes m1 and m2, dcH(m1,m2) = dcH(m2,m1).
Essential for the error correction capabilities of codes for the CSC is the triangle
inequality. The triangle inequality holds for the ordinary Hamming distance and the
next theorem states that the triangle inequality also holds for the cyclic Hamming
distance.
Theorem 3. Let m1, m2, and m3 be three arbitrary cyclic classes of sequences of length
N over an alphabet A. The following inequality holds.
dcH(m1,m2) ≤ dcH(m1,m3) + dcH(m2,m3). (6)
Proof. Let xN1 ∈ m1 and xN2 ∈ m2 be two sequences with minimal distance, so
dH(x
N
1 , x
N
2 ) = dcH(m1,m2). (7)
Also let x˜N2 ∈ m2 and x˜N3 ∈ m3 be two sequences with minimal distance, dH(x˜N2 , x˜N3 ) =
dcH(m2,m3). There exist a cyclic shift pij such that x
N
2 = pijx˜
N
2 . Using this pij we
define xN3 = pijx˜
N
3 . Note that by definition x
N
3 ∈ m3. Because of the fixed cyclic shift
it is obvious that
dH(x
N
2 , x
N
3 ) = dH(x˜
N
2 , x˜
N
3 ) = dcH(m2,m3). (8)
From (7) and (8) and the triangle inequality of the Hamming distance we find
dcH(m1,m2) ≤ dH(xN1 , xN2 ) ≤ dH(xN1 , xN3 ) + dH(xN2 , xN3 ) = dcH(m1,m3) + dcH(m2,m3).
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Definition 6. For a given cyclic code C containing the cyclic classes m1,m2, . . . ,mK
as the K code words, the minimum cyclic Hamming distance, dcH,min(C) is defined as
dcH,min(C) = min {dcH(m1,m2) : m1 ∈ C,m2 ∈ C,m1 6= m2} .
As a corollary we will state that a cyclic code C with minimum cyclic Hamming
distance dcH,min(C) can correct
⌊
dcH,min(C)−1
2
⌋
errors.
Theorem 4. Let m1 and m2 be two different code words from C. Let m3 be an arbitrary
cyclic class with distance dcH(m1,m3) = e ≤
⌊
dcH,min(C)−1
2
⌋
. Then
dcH(m2,m3) >
⌊
dcH,min(C)− 1
2
⌋
. (9)
The proof follows directly from Theorem 3.
5.2 Code generation
In a general setting the problem of constructing a good error correcting code is not
a simple task. In the setting of a CSC the codes that can be used have short word
lengths and an almost exhaustive search for good codes can be used.
An example
Let N = 5 and A = 3. The next table lists the best codes found for practical CSC
parameters N and A.
Table 1: Some example CSC codes
N A dcH,min nr words code
3 3 2 5 {000, 012, 021, 111, 222}
3 3 3 3 {000, 111, 222}
4 3 2 9 {0000, 0011, 0022, 0101, 0202,
1111, 1122, 1212, 2222}
4 3 3 3 {0000, 0111, 0222}
5 3 2 17 {00000, 00011, 00101, 00122, 00212,
00221, 01022, 01112, 01121, 01202,
01211, 02021, 02111, 02222, 11111,
11222, 12122}
5 3 3 6 {00000, 00121, 01022, 02112, 11111, 22222}
6 3 3 10 {000000, 000111, 001021, 002122, 012012,
020202, 022211, 111111, 121212, 222222}
6 3 4 5 {000000, 001122, 002211, 111111, 222222}
5.3 Asymptotic rate bounds
In this section we shall derive both the direct and the asymptotic Gilbert bound. The
Gilbert bound lower bounds the number of code words that a good cyclic code will
have.
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Theorem 5. Let C be a cyclic code with word length N over an alphabet of size A and
with a minimal cyclic Hamming distance dcH,min. Let |C| denote the numer of words
in the code. Now, given N , A, and dcH,min, there must exist a cyclic code C with
|C| ≥
⌈
AN
N · V (N,A, dcH,min − 1)
⌉
, (10)
where V (N,A, d) is the volume of a sphere of radius d in AN , i.e.
V (N,A, d) =
∣∣{xN ∈ AN : dH(xn, 0N) ≤ d}∣∣
=
d∑
δ=0
(
N
δ
)
(A− 1)δ (11)
Asymptotically, as N →∞ and dcH,min = 2f ·N + 1, so that the fraction of correctable
remains constant for the codes C(N) over the alphabet A, we find
lim
N→∞
logA |C(N)|
N
≥ 1− hA(2f), (12)
where
hA(p) = p logA(A− 1)− p logA p− (1− p) logA(1− p),
for all p ∈ [0, 1− 1
A
]. (13)
Note that this is the same bound as the asymptotic Gilbert bound for ordinary error
correcting codes.
The proof of (10) is similar to the proof of the standard Gilbert bound when we real-
ize that one code word now can defineN spheres and so will use uptoNV (N,A, dcH,min−
1) words. The minimum number of code words needed to cover the complete space is⌈
AN
N ·V (N,A,dcH,min−1)
⌉
.
It is well-known that the volume of aA-ary sphere is upper bounded as V (N,A, δN) ≤
ANhA(δ). With (10) and this upper bound we find for the codes C(N), assuming that
fN is an integer,
|C(N)| ≥ A
N
N · V (N,A, fN − 1) ≥
AN
N · ANhA(2f+1/N) . (14)
(12) follows from (14) and the continuity of hA(p).
Note that again the difference of logAN is visible between the Gilbert bound for
error correcting codes and cyclic error correcting codes.
6 Conclusion
In this paper we consider efficient communication over an unsynchronized channel.
Every word is a shifed and distorted version of the original word. Due to the scenarios
we have in mind, we do know the start of a (shifted) word.
While asymptotically this setting is not essentially different from a memoryless
channel, the special conditions require a different way of coding for short code words.
We introduced a different means to sychronize words and we considered the behaviour
of the mutual information for short word lengths and a method for the design of error
correcting codes for this purpose.
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A Proof of Theorem 1
Proof. First we use the chain rule on I(XN ;ZN , S) and because XN and S are inde-
pendent we have I(XN ;S) = 0, so we obtain
I(XN ;ZN) = I(XN ;ZN |S)− I(XN ;S|ZN). (15)
Because we can determine ZN from Y N and S and vice versa and because S is
independent of XN and Y N , we have I(XN ;Y N , ZN |S) = I(XN ;Y N). But also
I(XN ;Y N , ZN |S) = I(XN ;ZN |S). So we can conclude that
I(XN ;ZN |S) = I(XN ;Y N) (16)
From (15) and (16) we derive
I(XN ;ZN) = I(XN ;Y N)− I(XN ;S|ZN). (17)
Now from 0 ≤ I(XN ;S|ZN) ≤ H(S) ≤ logAN , we find
lim
N→∞
1
N
I(XN ;S|ZN) = 0, (18)
and thus, from (17) and (18), we prove (3).
lim
N→∞
sup
P (XN )
1
N
I(XN ;ZN) = lim
N→∞
sup
P (XN )
1
N
I(XN ;Y N).
B Independence of the Shift variable
Because XN , S V N ZN form a Markov chain and V n = pisX
N for given S = s
I(XN , S, V N ;ZN) = I(XN ;ZN) + I(S;ZN |XN), (19)
We conclude that
I(XN ;ZN) = I(V N ;ZN)− I(S;ZN |XN). (20)
If the probability distribution of V N is equal to the probability distribution of XN
then I(XN ;Y N) = I(V N ;ZN). If P (XN) is memoryless then this is true and P (XN)
is allowed to be memoryless. But then we find
I(XN ;S|ZN) = I(S;ZN |XN)
H(S|ZN) = H(S|XN) = H(S) (21)
So we can conclude that, under the conditions that the underlying channel is mem-
oryless and that the input distribution P (XN) is also memoryless, the output ZN is
independent of the shift S.
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Abstract
Stopping set properties determine the iterative decoding performance of any
linear block code on the Binary Erasure Channel (BEC). Furthermore, there is
a common conception that they are crucial factors on other channels, like the
Binary Symmetric Channel (BSC), as well. In order to investigate whether this is
true indeed, we study stopping set properties and iterative decoding performance
on the BSC of Finite-Geometry Low-Density Parity-Check (FG-LDPC) codes,
which have been chosen due to their eectiveness and the good structure of
their parity-check matrices (PCMs). Also modied versions of these PCMs are
considered. As a rather surprising result, we show that a PCM with better
stopping set properties than another PCM of the same code does not necessarily
lead a better decoding performance on the BSC. Also, PCMs of the same code
with the same stopping set properties, do not always have the same decoding
performance on the BSC.
1 Introduction
Let C be a linear binary [N;K;D] block code, where N , K, and D denote the code's
length, dimension, and minimum Hamming distance, respectively. The set of code-
words of C can be dened as the null space of the row space of an J  N binary
parity-check matrix (PCM) H = (hi;j) of rank N   K. Assuming all rows in H are
dierent, N  K  J  2N K .
Let S be a subset of N = f1; 2; : : : ; Ng and T be a subset of f1; 2; : : : ; Jg. For
any H = (hi;j) of size J  N , let HTS = (hi;j) where i 2 T and j 2 S. Then, HTS is a
jT j  jSj submatrix of H. For simplicity, we write HS and HT to denote HTS in caseT = f1; 2; : : : ; Jg and S = f1; 2; : : : ; Ng, respectively.
A set S is the support of a codeword if and only if all rows in HS have even weight,
i.e., if and only if
jfj 2 S : hi;j = 1gj  0 mod 2; 8i = 1; 2; : : : ; J: (1)
A set S is a stopping set if and only if HS does not contain a row of weight one [2],
i.e., if and only if
jfj 2 S : hi;j = 1gj 6= 1; 8i = 1; 2; : : : ; J: (2)
The notion of stopping sets is important in the context of iterative decoders (us-
ing H-based Tanner graphs), in particular for low-density parity-check codes [2]. For
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example, on the Binary Erasure Channel (BEC), an iterative decoder will not lead
to successful decoding if and only if the set of erased positions contains a non-empty
stopping set. Hence, the minimum (non-empty) stopping set size s, called the stopping
distance and the number of such stopping sets are performance indicators for iterative
decoding, just like the minimum Hamming distance and the number of minimum weight
codewords are for maximum-likelihood decoding. However, contrary to the minimum
Hamming distance, which is xed for a code C, the stopping distance may depend on
the choice of the parity-check matrix H.
Stopping set properties, in particular the number and size of the smallest stopping
sets, have been extensively discussed and studied recently, e.g. in [1, 4, 6, 7, 9, 10, 11].
As mentioned, they determine the iterative decoding performance on the BEC. Some
authors, e.g. in [9], have made allegations that these properties are of importance for
other channels as well. In this paper, we investigate whether this is true for the Binary
Symmetric Channel (BSC). In particular, we consider Finite-Geometry Low-Density
Parity-Check (FG-LDPC) codes in combination with the Bit-Flipping (BF) algorithm.
The structure of the PCM of an FG-LDPC code has some interesting features which
can be exploited in the analysis. Modications of the original PCM will be made
and comparisons will be done with respect to stopping set properties and decoding
performance.
The remaining part of the paper is organized as follows. In Section 2, we introduce
some basic concepts and denitions. In Section 3, stopping set properties and iterative
decoding performance on the BEC are studied for FG-LDPC codes, by both analytical
and simulation methods. Similarly, in Section 4, these issues are investigated for the
BSC. Finally, in Section 5, the results of this paper are compared and concluded.
2 Basic Concepts
2.1 FG-LDPC Codes
In [5], Kou et al. introduced and studied FG-LDPC codes, which are constructed
algebraically based on the points and lines in nite geometries, such as Euclidean and
projective geometries. In the PCM of such a code, each row represents a line and each
column represents a point in the nite geometry. Each line has  points and each point
is incident with  lines. Any two lines are either disjoint or intersect in only one point,
and any pair of points is incident with at most one line. If two lines intersect, then the
rows corresponding to these two lines both have a one in the column of their point of
incidence. Two lines which do not intersect are called parallel lines.
Hence, the PCM of an FG-LDPC code has the following properties:
1. each row has  ones;
2. each column has  ones;
3. no two rows have more than a single one in the same position;
4. no two columns have more than a single one in the same position.
As special cases, Kou et al. considered LDPC codes based on Euclidean geometries
(EG-LDPC codes) and projective geometries LDPC (PG-LDPC codes).
2.2 Bit-Flipping Algorithm
The BF algorithm was devised by Gallager [3] in the early 1960s. It allows of iterative
decoding of LDPC codes on the BSC. The basic BF algorithm can be described as
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follows. Let H be the JN PCM of the LDPC code. Assume a codeword transmitted
over the BSC is received as the binary vector z = (z1; z2; : : : ; zN).
 Step 1. Compute the syndrome s = (s1; s2; : : : ; sJ) = z  HT . If all bits in s
equal zero, then stop the decoding and output z as the codeword estimate.
 Step 2. Calculate fi, which is the number of failed parity-check equations in
which bit i is involved, i.e., fi =
PJ
j=1 hj;isj, where addition is over the real
numbers and 1  i  N .
 Step 3. Flip the bits zi in z for which fi = max1tN ft.
 Step 4. Repeat Steps 1 to 3 until all elements in s equal zero or the (pre-set)
maximum number of iterations is reached.
3 Analysis of FG-LDPC Codes on the BEC
In this section, we analyze the performance of FG-LDPC codes on the BEC for various
modications of the original PCM.
3.1 Theoretical Analysis
Let H be the original PCM of the FG-LDPC code, with column weight .
Lemma 1 Let S be a subset of N of size a with 1  a   + 1 and let V be the row
set of HS which contains all rows in HS with non-zero weight. Then it holds that
jVj  a  a(a  1)=2:
Proof: From the property that all a columns in HS have weight  and that any two
columns in HS have at most a single one in common, it follows that jVj   + (  
1) + (   2) +   + (   a+ 1) = a  a(a  1)=2.
Theorem 1 If the PCM obtained by removing m rows from H has a non-empty stop-
ping set of size smaller than  + 1, then m  .
Proof: Let S denote a stopping set of size a; 1  a   for H 0, which is the PCM
obtained by removing m rows from a original PCM H. Let V be the set consisting of
all rows in HS with non-zero weight. Partition V into two subsets V 0 and V 00, where
the former consists of removed rows and the latter of non-removed rows. Since S is a
stopping set for the reduced PCM H 0, it follows that the weight of each row in HV
00
S
is at least equal to two. Then it follows from Lemma 1, together with the observation
that the total number of ones in HS equals a, that a  jV 0j + 2jV 00j = jVj + jV 00j 
(a a(a 1)=2)+(a a(a 1)=2 m), from which it follows thatm  a( a+1)  .
As a special case of Theorem 1, by taking m = 0, we obtain the well-known result
that the stopping distance of an FG-LDPC code with column weight  is at least +1
[11]. However, the theorem also shows that removing fewer than  rows from the
original PCM will still lead to a stopping distance of at least +1. On the other hand,
it is obvious that removing  or more rows may decrease the stopping distance to 1,
since this process could lead to a column of weight zero in the reduced matrix.
Next, we investigate the eect of adding rows to the original PCM.
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Figure 1: Performance comparisons for the (15,7) EG-LDPC code using iterative de-
coding on the BEC
Theorem 2 For any FG-LDPC code for which the original PCM has stopping distance
 + 1, adding linear combinations of the existing rows as extra rows to the PCM will
neither increase the stopping distance nor decrease the number of stopping sets with
size  + 1.
Proof: Let S denote a stopping set of size +1 for the original PCM H of a FG-LDPC
code. From Lemma 1 with a =  + 1 it follows that there are at least ( + 1)=2 rows
in HS for which the row weight is non-zero. Since S is a stopping set, HS has no rows
of weight one. Since HS has (+1) ones, it thus follows that HS has (+1)=2 rows
of weight two, while all its other rows have weight zero. Hence, any stopping set of size
 + 1 is the support of a codeword, and can thus not be eliminated by adding linear
combinations of the existing rows as extra rows to the original PCM.
Hence, we conclude that no major performance improvements on the BEC are to
be expected when extending the PCM with linearly dependent rows.
3.2 Simulation Results
By running simulations, we checked the performance of iterative decoding on the BEC
for the (15,7) EG-LDPC code. Besides the original PCM, which has J = N = 15
and  =  = 4, we also considered some modied PCMs. The results are shown in
Figure 1. Figure 1(a) shows that adding an extra row to the PCM is not benecial.
Figure 1(b) illustrates that removing up to three rows from the original PCM does not
degrade performance, while removing four rows has a negative impact in case it leads
to a PCM with an all-zero column. We conclude that the simulation results match our
theoretical ndings.
4 Analysis of FG-LDPC Codes on the BSC
In this section, we analyze the performance of FG-LDPC codes on the BSC for various
modications of the original PCM.
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4.1 Theoretical Analysis
It has been shown by Kou et al. [5] that the minimum Hamming Distance of any
FG-LDPC code is at least  + 1, where  is the xed column weight of the PCM.
Hence, for any FG-LDPC code, any error pattern of size smaller than (+1)=2 should
be corrigible. In the next theorem, it will be shown that this can be achieved by the
BF algorithm.
Theorem 3 For any FG-LDPC codes with  ones in each column of the PCM, any
error pattern of size smaller than ( + 1)=2 is corrected by the BF algorithm.
Proof: Assume a transmitted codeword v = (v1; v2; : : : ; vN) is received as the vector
z = (z1; z2; : : : ; zN). For this z, which may be modied during the decoding process,
let E = fi : zi 6= vig denote the set of erroneous bits and G = fi : zi = vig the set of
correct bits. Due to the iterative nature of the BF algorithm, it suces to show that
the BF algorithm ips no bits from G in the rst iteration in case jEj < ( + 1)=2.
From the FG-LDPC code property that no two columns have more than a single
one in the same position, it follows that any column in G can share at most jEj bits
with the rows for which the parity-check equation fails, i.e., fi =
PJ
j=1 hj;isj  jEj for
all i 2 G. On the other hand, by similar reasoning, fi     (jEj   1) for all i 2 E .
Hence,
max
i2G
fi  jEj < ( + 1)=2 <    jEj+ 1  max
i2E
fi; (3)
which shows that in any iteration only bits from the set E are ipped. In conclusion,
the set E will get smaller in every iteration and eventually be empty.
Hence, applying the BF algorithm with the FG-LDPC code's original PCM achieves
the full error-correcting capability promised by the fact that the minimum Hamming
distance is at least equal to  + 1. This is an important observation, since there exist
classes of codes for which the BF algorithm does not achieve the full error-correcting
capability. Interestingly, as will be demonstrated in the next subsection, it may happen
that adding more rows to the original PCM of an FG-LDPC code makes the BF
algorithm actually perform worse. The reason could be that due to the extra rows the
strict inequalities in (3) do no longer hold.
Next, we study the eect of removing rows from the original PCM.
Theorem 4 For any FG-LDPC codes with  ones in each column of the PCM, re-
moving at most =2 rows (if  is even) or    2 rows (if  is odd) from the original
PCM leads to a PCM which corrects any error pattern of size smaller than ( + 1)=2
using the BF algorithm.
Proof: Due to space limitations, the full proof is not given here. It can be found
in [8]. The clue is that when removing a limited number of rows from the original
PCM, although some bits in E could have a smaller fi than some bits in G in a certain
iteration, there are always some other bits in E that have a larger fi than all the bits
in G.
4.2 Simulation Results
By running simulations, we checked the performance of iterative decoding on the BSC
using the BF algorithm for the (255,175) EG-LDPC code and the (273,191) PG-LDPC
codes. Besides the original PCMs, which have J = N = 255 and  =  = 16 for the
former and J = N = 273 and  =  = 17 for the latter, we also considered some
modied PCMs. The results are shown in Figure 2.
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Figure 2: Performance comparisons for the (255,175) EG-LDPC and (273,191) PG-
LDPC codes on the BSC using the BF algorithm
We observe from Figures 2(a) and 2(b) that the decoding performance of the PCMs
with additional rows do perform worse than the original ones. This conrms our
theoretical ndings from the previous subsection. Moreover, the more rows are added
to the original PCMs, the worse the performance gets.
Figures 2(c) and 2(d) show good compliance with Theorem 4. For the EG-LDPC
code ( = 16), removing 8 rows barely degrades the performance. For the PG-LDPC
(273,191) code ( = 17), when removing 15 rows, the decoding performance also barely
changes.
The major dierences between these two codes occur when the number of removed
rows is    1 or larger. For the EG-LDPC code, the observations (in Figure 2(c))
are similar to the ones for the BEC in the previous section (in Figure 1(b)), i.e. when
removing  rows from the original PCM it makes a huge dierence whether the resulting
PCM has an all-zero column (leading to stopping distance 1) or not (leading to stopping
distance  +1). In the former case there is a severe performance degradation, while in
the latter case there is only a slight performance degradation compared to the original
PCM. On the other hand, for the PG-LDPC code, it is observed from Figure 2(d) that
removal of    1 or more rows leads to a severe performance degradation anyway, no
matter what the stopping distance of the resulting PCM is.
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5 Comparison and Conclusion
BEC BSC
Adding Rows  #
Removing m rows (m <    1)   or #
Removing m rows (m     1)  or +  or # or +
: Unchanged; #: Degraded; +: Severely Degraded
Table 1: Comparison Between the Decoding Performance of LM-PCMs on BEC and BSC
Table 1 summarizes the most important results and observations from Sections 3
and 4. The well-known fact that stopping set properties completely determine the
performance of iterative decoders on the BEC also appears from our results. However,
a rather surprising result of our work is that on the BSC, a PCM for which the stopping
set properties are at least as good as another PCM may still perform worse when
applying the BF algorithm. Furthermore, the PCMs with comparatively good stopping
set properties and the ones with signicantly worse stopping set properties may perform
the same. These ndings contradict allegations made in literature that stopping set
properties also determine the performance of iterative decoders on other channels than
the BEC.
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Abstract
Correct interpretation of the events occurring in video has a key role in the improvement of
video surveillance systems and the desired automatic decision making. Accurate analysis
of the context of the scenes in a video can contribute to the semantic understanding of the
video. In this paper, we present our research on context analysis within video sequences
focusing on fast automatic detection of sky and road. Regarding road detection, the
goal of the present study is to develop a motion-based context analysis to annotate roads
and to restrict the computationally heavy search for moving objects to the areas where
the motion is detected. Our sky detection approach is adopted from Zafarifar et al. [1].
To evaluate the results, the average Coverability Rate (CR) is used. Results of the
road detection algorithm are yielding a CR = 0.97 in a single highway video sequence.
Regarding sky detection, we illustrate that our algorithm performs well comparing with [2]
showing a CR of 0.98.
1 Introduction
Video surveillance technology has become a highly relevant tool associated with security sys-
tems applications. Correct interpretation of the events occurring in video has a key role
in the improvement of video surveillance systems and the desired automatic decision mak-
ing. Interpreting events, however, is a complex task, as the same gesture or motion can be
understood in several ways. Current research, such as in the European ViCoMo project is
aiming at improving the decision making by supplying additional information such as con-
text. Context analysis of digital images and video sequences is widely used, with processing
techniques, ranging from high-level image understanding and semantic-driven image- and
video retrieval, to pixel-level applications like object recognition and local picture quality
improvement. Context analysis involves not only determining the general conditions such
as daytime or nighttime, indoor or outdoor environments, but also region labeling [3] and
motion analysis of the scene. Sky and road are among the objects of high visual importance,
appearing often in surveillance video sequences.
For video understanding, road detection is essential for increasing the safety of moving pedes-
trians within overall trac by e.g. abnormal behavior detection and trac analysis. In the
past decades, several approaches for road detection have been proposed and successfully
demonstrated. In principle, vision-based road detection algorithms can be categorized into
three main classes [4]: model-based, region-based, and feature-based techniques. Model-based
techniques are quite robust. However, most model-based techniques are established on some
critical and strict geometrical assumptions. Region-based techniques can be considered as
machine learning technology. In this case, it is dicult to dene a small set of good features
to be extracted from images and to compose an optimal training set. Generally speaking, a
feature-based approach is more precise than other techniques. However, this requires that the
road has well-painted markings in order to be detected [4]. Usually, two particular features,
namely color and texture, are used to extract the road region. The color and texture in var-
ious roads are normally not dierent. Due to the uncontrolled illumination conditions, the
The research of this paper is part of the ITEA 2 ViCoMo and Watervision research projects.
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color of a road varies with time [5]. An alternative approach is based on a Markov framework
to detect road lanes in video sequence [6]. This approach allows to nd a trac lane of a
road, but not the whole road which may be composed of multiple lanes. Zhou et al. [4] do
not exploit a temporal component in the video sequence. Currently, combining spatial and
temporal features is one of the most attractive new technologies [5]. Zhou et al. include
the time dimension for modeling the color changes caused by illumination [5]. Mezaris et
al. [7] have proposed an algorithm for road detection which is based on exploiting the color
and motion information of the MPEG-2 macroblocks. The use of color as a feature is not
suciently reliable. Therefore, we are working on a novel real-time approach to detect roads
in video sequences, using a feature-based technique, based on a combination of two main
features of a road: the motion of objects on the road and the straight lines indicating the
boarders of the road.
Another research direction for outdoor environment analysis is to detect sky regions. A
sky detection system can be used for dierent applications [1]. Sky detection provides the
context information for further image analysis, and it helps to extract information about
weather and illumination conditions during image acquisition. Knowledge about the sky also
often helps to constrain the search domain for later and to support more advanced object
recognition algorithms [2]. Due to sky variations, systems which restrict themselves to blue
sky detection have limited practical value [2]. From [8], we learn that the color of the sky
changes gradually from dark blue in the zenith to a bright, sometimes almost white, blue near
the horizon. In this case, we can model the values in three color channels along straight lines
from zenith to horizon as three one-dimensional functions for further analysis. Sky detection
in [8] is based on calculating an initial \sky belief map", followed by a selection of connected
areas based on texture and color analysis and the tting degree to a two-dimensional (2D)
model. An alternative approach is based on the analysis of color, position and shape prop-
erties of homogeneously colored, spatially connected regions [2]. Another method is based
on the assumption that sky regions are smooth and are regularly located near, or at the
top of the image. Here, an initial sky probability is calculated based on color, texture and
vertical position, followed by an adaptation step and a rened sky-probability calculation [9].
However, as a simple color model is used, this method can lead to false detections, e.g. ac-
cepting non-sky blue objects as sky, and false rejections, such as partial rejection of sky areas
when they cover a large range in the color space. The sky detection algorithm [8] that we
apply has two phases: (1) training phase which denes the color model, texture properties
at multi-resolution and vertical position, (2) detecting phase which adapts the color model,
vertical position and calculates texture properties. It is our objective to detect sky, even
when the sky color information is poor. This is of great importance for robustly analyzing
surveillance videos acquired, for example, outdoor during rainy weather, when there is not
enough sunlight.
In this paper we aim at investigating an ecient solution for road detection by exploiting
the temporal motion aspect of objects on the roads. The other features are based on image
analysis, where for both road and sky detection our objective is to support fast or real-time
processing. The sequel of the paper is divided as follows. Section 2 describes the algorithm
for road and sky detection. Section 3 presents our experimental results for both types of
algorithms. Section 4 concludes the paper.
2 Description of the road and sky detection algorithms
2.1 Road detection
In our road detection approach, we avoid using color and texture properties because they can
be misleading depending on the type of road [10]. To solve this problem, we are investigating
an approach which is based on two parts: (1) heat map-based motion analysis and (2) straight
line detection.
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Algorithm road detection
For each image, all pixels
Step 1
Measure pixel-based motion related to previous frame
Update motion histogram
Classify \Hot" and \Cold" areas
Step 2
Apply Sobel operator
Hough transformation
Straight-line detection
Select peak value of potential segments
Store associated  and  values
Step 3
Combine Hough lines with \Hot" and \Cold" areas
End for
Table 1: Actions in algorithm for road detection
2.1.1 Motion analysis
To analyze and visualize the motion, we apply the concept of a heatmap. A heatmap is a 2D
histogram indicating main regions of motion activity [11]. The motion heatmap represents
\hot" and \cold" areas on the basis of motion intensities caused by moving vehicles and
other trac participants. The hot areas are the zones of the scene where the motion is high.
The cold areas are regions of the scene where the motion intensities are low [12]. The motion
histogram for building the heatmap can be designed from the accumulation of binary blobs of
moving objects, which are extracted from the dierence between pairs of consequent frames.
The obtained heatmap can be used as a mask to dene regions of interest for a following
step of the processing algorithm. The use of the heatmap image improves the quality of the
results and reduces processing time which is an important factor for real-time applications.
2.1.2 Straight line detection
Real-world roads contain many segmented lines or boundary lines of poor quality having
various interruptions. We should detect these lines in actual situations. The Hough trans-
form is known as an algorithm which can extract lines eectively [7]. Straight lines can be
parameterized in the polar Hough parameter space by their length, , and orientation, , of
the normal vector to the line from the image origin [6]. This length parameter  is specied
by
 = xcos() + ycos(); (1)
where (x; y) denotes a pair from a set of image coordinates, which are lying on a straight
line. The transform is quantizing the Hough parameter space into accumulator cells. As the
algorithm runs, each (x; y) is transformed into a discretized (; ) curve and the accumulator
cells which lie along this curve are incremented. Resulting peaks in the accumulator array
represent strong evidence that a corresponding straight line exists in the image.
To detect straight lines in an image, we rst apply the Sobel edge detector. Then the best
scoring results after applying a Hough transform provide the straight lines in the binary
image containing the edges.
2.1.3 Combination of features
In this part of the road detection, we combine heatmap-based motion and straight-line fea-
tures. We add the detection of straight lines as a second feature, since they appear regularly
in two ways: straight-line markings on the pavement and the direction of the movement map
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where cars are normally driving. To implement this, we consider all pairwise combinations of
the lines found by the straight-line detector. For each pair of lines we sum up the heat map
values of the pixels that lie between these proposed two lines. If the obtained summation
value is above the preset threshold, then we classify all pixels between those two lines as
part of a road. The sequence of major algorithm steps of the complete road detection is
summarized in Table 1.
2.2 Sky detection
2.2.1 Model-based algorithm
The sky detection algorithm that we have adopted [13] for our research assumes that sky
regions are smooth and are located somewhere at the top of the image [13]. An initial
sky probability is calculated based on color, texture and vertical position, and the features
with high probability areas are used to compute a nal sky probability [13]. This algorithm
considerably improves false detection/rejection rates. The improvements are primarily due to
an extensive multi-scale texture analysis, adaptive thresholds and a spatially-adaptive color
model. Next to position and color features, the key assumption of our system is that sky
has a smooth texture and shows limited luminance and chrominance gradients, which are
dierent in the horizontal and vertical directions. Using predened settings for the color,
vertical position, texture, and horizontal and vertical gradients, an initial sky probability is
calculated for each image pixel [13] by the following expression:
Psky = Pcolor  Pposition  Ptexture Qsky; (2)
where Pcolor is computed by a three-dimensional Gaussian function in the YUV color space,
having a xed variance, and centered at a predetermined color. Parameter Pposition is dened
by a function that emphasizes the upper parts of the image. For the texture probability
Ptexture, a multi-scale analysis is performed on the image, using an analysis window of 5 5
pixels. Furthermore, we compute a condence metric Qsky, that prevents small sky-blue
objects from being accepted as sky, in images where large areas with high sky probability are
absent [13].
2.2.2 Feature-based algorithm
Let us now briey summarize a recent alternative approach from literature introduced by
Schmitt [2] for the sake of performance comparison. The algorithm is based on the analysis of
color, position, and shape properties of homogeneously colored, spatially connected regions.
We have evaluated this algorithm with a set of images acquired under dierent weather
conditions, and have found that the proposed system shows a good quality. In the rst
steps of the algorithm, the input image is smoothed and segmented by a region growing
segmentation technique. Each segment is analyzed individually regarding its average color
and a sky probability is attached. In a nal step, spatial information typical for urban scenes,
is added to the probability map and all segments are classied into sky and non-sky.
3 Experimental results
To evaluate the performance of the sky and road detection algorithms, we use the Cover-
ability Rate (CR), which measures how much of the true sky and road is detected with our
algorithms. This CR is computed by [2]:
CR(O;GT ) =
jO \GT j
jGT j ; (3)
where the Ground Truth (GT ) is manually annotated sky and road, and O is the area
detected by the algorithm as sky and road.
215
SITB/SPS 2012
Figure 1: Original image (left), heatmap of road (middle), the result of Hough transform
(right).
data set Number of images Average CR
Watervision all test images 0:98
Schmitt [2] 76% of all test images > 0:9
Table 2: Sky detection results comparison
3.1 Road detection experiments
This section presents our rst initial results on road detection for a real-world scene. The
video sequence used contains a straight road with two lanes and some vegetation at each side
of the road. We can observe two neighboring roads that appear in the upper corners of the
scene (Figure 1 (left)). Figure 1 (middle) shows the corresponding heatmap obtained for this
video sequence. This heatmap was obtained using 100 consecutive frames of the sequence.
We expect to obtain a similar heatmap while using much less frames. In our experiment,
we consider rst 3 peaks of the accumulator array with Hough transformation results to
calculate three lines of our dataset. Figure 1 (right) presents the result of applying a Hough
transform to the selected frame, where the result contains an undesired straight line. To
remove this line we consider the heatmap as a gray-scale image with \Hot" and \Cold" areas
which illustrates the value of activity in each pixel. Furthermore, when analyzing the Hough
transform results we nd two lines in between having more activity. Figure 2 shows the
nal result of the proposed method when the gray-scale heatmap and the detected straight
line results are combined by accumulating the motion values in between the straight lines in
the whole potential road area. If the accumulated value above an empirical threshold, that
area between the straight lines is classied as road. The initial results of the road detection
algorithm are promising with CR = 0.97 in this single highway video sequence. We are
presently extending the algorithm for curved roads to perform a broader evaluation.
3.2 Sky detection set up and results
We have trained and tested the algorithm, as explained in [13]. Figure 3 (left) shows the
original image of the Watervision data set, which is one frame extracted from a video se-
quence. As can be observed, this data set does not provide sucient information in terms
of color. Figure 3 (middle) visualizes the corresponding probability map of the sky region of
that image, which is achieved by applying the sky detection algorithm to the original image,
and Figure 3 (right) shows the result of applying a threshold to the determined probability
map.
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Figure 2: The result of the road detection.
Figure 3: Original image from the Watervisie data set (left), probability map of the sky
region (middle), result of applying a threshold (right).
Figure 4: Original image (left), probability map of the sky region (middle), result of applying
a threshold (right).
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Figure 5: Original image (left), probability map of the sky region (middle), result of applying
a threshold (right).
In order to analyze the performance of the sky detection algorithm, we have compared its
results for two dierent data sets: the Watervision data set and the data set of Schmitt [2].
For quality evaluation of sky detection, we have manually annotated sky on 17 images of the
Watervision data set and 179 images of the data set of Schmitt [2]. Then, these images of
the data set of Schmitt are divided into 100 images for training and 79 images for testing.
Afterwards, the sky detection algorithm [13] is trained and tested.
Figure 4 (left) shows an original image of the data set of Schmitt. It can be seen that
this image does not provide sucient information in terms of blue color due to clouds. Fig-
ure 4 (middle) visualizes the probability map of the sky region which is achieved by the sky
detection algorithm on the original image, and Figure 4 (right) shows the result of applying
a threshold to the computed probabilities. The CR for this image is 99%. Figure 5 shows an
other sample of the data set of Schmitt and the obtained CR for this image is 94%. Table 2
shows our sky detection results for the Watervision data set and the Schmitt data set. The
performance of our algorithm is comparable to the Schmitt algorithm or sometimes slightly
better.
4 Conclusions
In this paper, we have presented our ongoing research on fast context analysis for video
sequences. The purpose of the context analysis is to provide additional background informa-
tion to the already existing foreground object detection, to facilitate further understanding
and semantical meaning about event classication in a video scene. The concept of context
analysis has been adopted as a key theme for research in the European ViCoMo project.
This paper reports on our road and sky analysis and detection for determining contextual
information within video surveillance scenes.
We have designed a novel road detection approach by combining two reliable features
which are based on motion and straight-line detection. The motion feature leads eventually
to a heatmap showing the frequent use of a particular area by trac participants. We have
added the detection of straight lines as a second feature, since they are quite common on
roads. This paper has presented our rst results obtained with this algorithm, yielding a
Coverability Rate of 97%. We are extending the algorithm for curved roads to evaluate the
algorithm for a broader data set.
For sky detection, we have adopted a model-based detection algorithm from earlier work,
based on a probability map that jointly uses a color model, texture properties at multi-
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resolution and the vertical position of potential sky pixels [13]. These features are combined
in to a probabilistic measure to distinguish and label sky pixels. To evaluate the results, we
have computed the average Coverability Rate (CR) values for two data sets which contain
images of dierent nature. The Watervision data set presents mostly natural scenes that
contain vegetation, water and ships. The data set of Schmitt is composed of urban scenes
where we observe buildings, pavements and little vegetation. We have illustrated that the
algorithm of Zafarifar [13] performs well for both data sets, showing a CR of 0:98. This
algorithm performs equally well as the algorithm of Schmitt, while being more exible, as it
uses adaptive thresholds and does not limit itself to a particular type of scene. We conclude
that the adaptive model-based technique [13] is more reliable for detection of various types
of sky.
As a general conclusion, we consider that context is supplementary information to object
detection, thereby implicitly requiring fast algorithms for context detection, so that the total
complexity of the video analysis system remains limited. As a bonus, in this way, the context
analysis can also be used in embedded form in intelligent video surveillance cameras as a
preprocessing step.
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Abstract
In this paper, we introduce a registration method for side-view face recognition
that is suitable for home safety applications. We use cameras attached at door
posts, and recognize people as they pass through doors to estimate their location
in the house. First, we present a new database that is collected using this setup,
where we use side cameras and ambient light. We recorded videos of 14 people
that pass through doors in 18 dierent paths. Next, we propose our recognition
method where we automatically nd the prole to register the face images. By
applying hierarchical clustering we detect the frames that include falsely detected
proles and pose variations, and automatically remove them from the video se-
quence to improve our results. After registering, we nd the nose tip, apply
recognition based on proles, and analyze our results.
1 Introduction
Face recognition is a biometric method with many applications for its nature of being
non-intrusive, natural, and passive. Especially, in applications dealing with identify-
ing people from videos, face recognition is the primary biometrics. However, it is a
challenging task to recognize faces in real-life scenarios due to occlusion, expression, or
pose variations.
Home safety applications are one of the possible implementation areas for face
recognition. The accidents and injuries that happen in the home environment are
mostly caused by overlooked risks, busy schedule of the parents, or external threats.
Therefore, face recognition can be used to increase the situational awareness, to prevent
the factors that may cause further accidents, or to detect an emergency in time.
In this paper we introduce a novel method for landmark detection for side-view face
recognition to be used in house safety applications. Our aim is to identify people as
they walk through doors, and estimate their location in a house. In our system, we
will use video recordings from cameras that are attached to door posts. Due to the
location of the cameras, the range of sight will be limited and people are only recorded
as they walk through doors. Consequently, the privacy of the people will be preserved.
Side-view face recognition is a challenging problem due to the complex structure
of human face. A literature survey on face recognition under pose variations can be
found in [21]. The rst attempts to compare side-view face images were based on
comparing prole curves, where ducial points or features describing the prole were
used for recognition. One such method is proposed by Gao and Leung [7], where they
match prole line segments, and apply Hausdor distance to measure similarity. They
achieve 96:7% recognition accuracy on the Bern Database [6], which contains side-view
face images and silhouettes of 30 people. Bhanu and Zhou [4] propose a curvature-
based matching approach, where they use the curvature values to nd nasion and throat
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point, and then compare the curvature values in-between using Dynamic Time Warping
(DTW). They achieve a recognition accuracy of 90:00% on Bern database. In a later
work [22], they propose a method to construct a high resolution face prole image
from low resolution videos. They use an elastic registration algorithm for alignment of
proles, and apply recognition using DTW. They experiment on 28 video sequences of
14 people walking with a right angle to the camera, and recognize more than 70% of
the people correctly.
In applications where identication of people from videos is aimed, the system
should be able to handle pose variations. Therefore, in many approaches where videos
are involved, people make use of the texture information in addition to prole curves.
Tsalakanidou et al. [19] present a face recognition technique based on depth and color
eigenfaces, where they use the depth map for exploiting the 3D information. They
experiment on XM2VTS database using 40 subjects, and recognize 87:5% of them cor-
rectly. Gross et al. [10] investigate recognition of human faces in a meeting room, where
they propose a method called Dynamic Space Warping (DSW). Here, they apply Prin-
cipal Component Analysis (PCA) [20] to vectors of sub-images from a given face, and
compare these sequences using dynamic programming. They evaluate their algorithm
using recordings of six meetings with six people, and achieve an accuracy of 89:4% on
images without occlusion.
Instead of handling the pose variation at feature level, in some applications the
images are warped or synthesized using 2D or 3D-aided systems, so that images contain
the same pose as the image that is compared to. An early approach was proposed by
Beymer and Poggio [3], where they generate 14 virtual views of a given face, and use
them together with the original example for enrollment. They compute the correlation
between images using optical ow and template matching, and achieve a recognition
accuracy of 70:20% in a database with 62 people using a cross-validation methodology.
Blanz and Vetter [5] estimate 3D shape and texture of faces from single 2D images
using a statistical, morphable 3D model. The results on CMU-PIE and FERET show
that, the algorithm achieves 95:00% and 95:90% correct identications, respectively.
Kakadiaris et al. [14] presents a side-view face recognition system, where they make
use of 3D face models for enrollment, and extract proles under dierent poses. For
recognition, they extract proles from given images and use Vector Distance Function
(VDF) to match the proles to the gallery proles. Their system achieves a 60:00%
recognition accuracy on the database UHDB1.
In this study, we introduce our registration method for side-view face recognition.
We will rst present our new database that includes videos of 14 people passing through
doors in Section 2. We recorded these videos in ambient light using cameras attached
to door post. Then we will propose our registration method which relies on prole
lines. The details of our registration method are given in Section 3. After nding the
registration parameters, we compute the median prole and nd the tip of the nose.
We test our system against our new database and analyze our results in Section 4.
Finally, we will give our conclusion in Section 5, and discuss our future work.
2 Database
In our study, we aim to recognize people as they pass through doors. We assume
that the system will be used in home environment, in ambient light, and the person
may approach the door from any direction. Therefore, our system should be robust to
poor illumination conditions and pose variation. Moreover, the camera needs to have a
limited view angle, so that it only records the person's face, and not invade the privacy
of the household.
There are a number of databases that contain face images with variant poses includ-
ing side-view face images [8]. Most of them are collected in a controlled environment
with uniform background, articial illumination changes, or restricted pose variations.
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These databases mostly contain still images. Even though there are some databases,
that contain videos of people in less controlled settings, they either contain small pose
variations, or an unrealistic scenario. Therefore, we collected a database that contains
videos of people passing through a door.
We attached a camera at the doorpost which has a limited view angle and only
records the person's face from side-view. We used ambient light in our recordings,
and used a resolution of 1024  768 pixels. We asked the people to approach the
door from left, from right, or from opposing direction, and after passing through the
door to continue either straight forward or to turn left or right. So, there are totally
18 recordings for each person, and 14 people in our database. The duration of each
recording is 45 frames, which corresponds to one and a half seconds.
The duration for passing through the door may change from half a second to one
and a half seconds depending on how the person approaches the door. Within this time,
the face is only visible in ve to 20 frames. As seen in the examples in Figure 1 there
is a huge variation in head poses. Due to the position of the camera, in some videos
the face is not visible. Therefore, we eliminated 40 recordings after visual inspection,
and obtained a database with 216 recordings.
(a) (b) (c)
(d) (e) (f)
Figure 1: Examples of the recordings from our database.
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3 Registration
Our registration method relies on matching proles. Therefore we rst nd masks that
only contain the face using skin color information and background subtraction. Then,
we extract proles from each frame of the recordings. These proles may contain local
errors due to poor illumination conditions, shadows, or large pose variation. Therefore,
we rst align the proles in an image sequence to the prole of the central frame. Then
we use hierarchical clustering to eliminate the most erroneous proles, and compute
the median prole for each recording. Finally, using the curvature along this median
prole, we nd the tip of the nose. The details to our face segmentation method is
presented in Section 3.1, our prole extraction method is given in Section 3.2, and our
method for nding the tip of the nose is in Section 3.3.
3.1 Face segmentation
In order to obtain a mask that only contains the face, we rst apply background subtrac-
tion, and than combine this with skin color information. For background subtraction,
we use adaptive Gaussian mixture models [23]. Due to poor illumination conditions,
this image contains a lot of noise. Moreover, it contains more information than just
the face. Therefore we detect skin color using HSV color space, where we threshold the
hue values. Then we combine the background mask with skin color mask, and remove
the noise. Our example to our face segmentation algorithm is shown in Figure 2.
(a) (b) (c)
Figure 2: Segmentation of the face. (a) Original image. (b) Mask obtained after
background subtraction. (c) Segmented face image.
3.2 Extracting Prole
After segmenting the face, we rst nd the direction in which the person is walking.
In order to do that, we compute the center of the face in each frame, and from their
dierences we nd the direction. Using the direction, we decide which half of the face
contains the prole. Then, we extract the outer edge of the segmented face and remove
the edge pixels that are located in the back of the head. An example is shown in
Figure 3.
Due to poor illumination conditions, or shadows some local errors may occur in
some proles. Also, in the rst and last few images some parts of the face might be
missing. Moreover, when a large pose variation occurs within a recording, some proles
may be missing information of the face shape. In order to eliminate these proles, we
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(a) (b)
Figure 3: Extraction of the prole. (a) Original image. (b) Prole of the face.
rst smooth the proles and align each prole to the prole of the central frame using
template matching. We assume that within a single recording, the face may have a tilt
between  10 to 10 degrees. Also, the scale of the face might change due to the distance
between the person and the camera. We assumed that the change of the scaling factor
is between 0:8 and 1:2. We match the proles to the prole of the central frame
using Hausdor distance [11], and nd the transformation parameters for each prole.
Using these parameters, we align the proles. Next, we compute the distances between
each prole using Hausdor distance, and apply hierarchical clustering to eliminate
erroneous proles. Finally, we compute the median of the remaining proles to nd
the median prole. Figure 4 illustrates an example of the computation of the median
prole.
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Figure 4: Finding the median prole. (a) Proles obtained from an image sequence.
(b) Median prole.
3.3 Finding the Nose Tip
In our experiments we assume that the tip of the nose is located near the center of
the face, and has the maximum curvature. But in most of our proles, neck is also
included to the image. Therefore, we rst remove the neck, and than search for the
maximum curvature around the center of the face.
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In order to nd the neck, we rst nd the principle component of the edge pixels, and
rotate the face according to this principle component. Then, we assume that between
the top of the head and the eye edge pixels monotonically increase, and between the
chin and the throat they monotonically decrease. According to this assumption, we
determine the face. After nding the face, we search for the maximum curvature located
around the center of the face. In Figure 5 an example of this method is illustrated.
(a) (b) (c)
Figure 5: Obtaining the area where the face is located. (a) Median prole. (b) Median
prole after rotating according to the principle component. (c) Location of the face
and the tip of the nose.
In order to see the performance, we manually labeled the nose tips. In our database,
the average length of the face is 500 pixels. Therefore, we assumed that if the nose tip
is found within 7 per cent of the face size, our algorithm for nding the nose would be
correct. According to this assumption, we were able to determine the nose-tip correctly
in 207 recordings out of 216 recordings and achieved an accuracy of 95:83 per cent.
4 Experimental Results
In our experiments, we divided our set into two subsets: an enrollment set with one
recording for each person, and a test set with a total of 202 recordings. In the videos
belonging to the enrollment set the person is approaching the door from opposing
direction and walks straight. Therefore, in these videos the pose variation is minimal.
For recognition, we align each prole in the test set to each prole in the enrollment set
using a modied template matching method. Here, we rst translate the test prole so
that the nose tip coordinates of the test prole coincides with the nose tip coordinate of
the enrollment prole. Next, we rotate and scale the test prole for several parameters,
and choose the parameters that gives the smallest Hausdor distance as transformation
parameters. A result of our modied template matching algorithm is shown in Figure 6.
When visually inspected, the alignment method successfully aligns the proles be-
longing to the same person. Since the method does not rely on nding the landmarks,
it is more robust to pose variations. However, when we use these distances for recog-
nition, we achieve a very low accuracy of 22:78 per cent. This is because using the
proles alone is not reliable enough for recognizing the faces.
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(a) (b) (c)
Figure 6: Modied Hausdor distance method. (a) Enrollment prole. (b) Test prole.
(c) Enrollment prole and aligned test prole.
5 Conclusion and Future Work
In this work we investigate a registration method for side-view face recognition to
be used in house safety applications, where we aim to identify people as they walk
through doors. Our method relies on proles along the side-view face images, and
only one landmark point on this prole. We rst apply a combination of background
subtraction and skin color detection to obtain a segmented face image for each frame.
From these images we extract the prole lines, and after matching each prole to the
prole of the central frame we apply hierarchical clustering to remove erroneous proles.
From the proles of an image sequence, we compute the median prole, and using the
curvatures along this median prole we nd the tip of the nose.
When we compare proles from dierent videos, we again apply template matching,
but we use the tip of the nose to nd the translation parameters directly. When visually
inspected we see that our alignment algorithm is promising. However, comparing
the aligned proles for recognition results in poor accuracy. We conclude that shape
information should be combined with the texture information. In the future we are
planning to use Local Binary Patterns to extract the texture information and use it
for recognition.
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Abstract
Facial comparison in 2D is an accepted method in law enforcement and forensic
investigation, but pose variations, varying light conditions and low resolution
video data can reduce the evidential value of the comparison. Some of these
problems might be solved by comparing 3D face models: a face model derived
from CCTV camera footage and a reference face model acquired from a suspect.
In our case we will assume uncalibrated CCTV footage, because the original
camera setup may be destroyed or replaced after the incident, so precise camera
information is no longer available. In contrast to other statistical methods, like
Morphable Models, we would like to use no additional statistical information at
all. Our method is based on a projective reconstruction of landmarks on the face
and an auto-calibration step to obtain a 3D face model in a Euclidean space. In
our experiment the effect of the number of frames and noise on the landmarks
is explored for 3D face reconstruction based on landmarks. An estimation of the
3D face shape can already be obtained using 25 points in 30 frames.
1 Introduction
In forensic research anno 2012 most of the law enforcement services still use 2D frontal
facial comparison. Although this can give good results for frontal or near-frontal ref-
erence faces, many problems still arise due to pose variations, varying light conditions
and low resolution video data. One way to improve facial comparison would be to com-
pare 3D facial models instead of 2D models, since in most cases there is much more
information available in CCTV (Closed-Circuit Television) camera footage. The use
of 3D face models requires a change in the technical infrastructure of the law enforce-
ment services and their current methods, but we think that this method can improve
the facial comparison results by taking advantage of more information available in the
original evidence.
Next to eye witnesses, the most common source of evidence in street crime, burglary
and robbery cases is CCTV camera footage. In this paper we will take a specific case
into account: fraud at an ATM with an uncalibrated camera installed. The suspect is
close to the camera and therefore there is much perspective distortion in the frames of
the camera footage. We assume that there is no information available of the original
camera, because in many cases the original camera setup may be destroyed or replaced
after an incident. So the only data available is CCTV camera footage of the suspect,
mainly containing footage of the suspect’s face. Our goal in the Person Verification
3D project is to create a 3D facial reconstruction of the suspect, which can be used
∗In cooperation with the Netherlands Forensic Institute.
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for 3D facial comparison. In this paper we will use landmarks in multiple 2D frames
to obtain an initial estimation of the camera parameters and the 3D shape of the face.
In our experiments we determine the minimum number of points and frames needed
to obtain an accurate reconstruction of a simulated face model. Next we determine
the maximum noise that will still allow us to obtain a precise reconstruction. Finally
we do some experiments with auto-calibration of the reconstruction to validate if the
methods described in this paper can be applied on face models.
2 Background
Our problem, where the face of the suspect is moving in front of a static camera, is
equivalent to a problem where the camera is moving and the suspect is static. So for
each frame [i = 1..M ] we have to find the internal and external camera parameters of
that specific frame. The static shape of the face can be described by [j = 1..N ] 3D
landmarks. We will use N 2D landmarks with known correspondences to 3D landmarks
in all M frames to obtain a 3D reconstruction of the face. Sturm and Triggs provide
a method to obtain a projective structure X and projective motion P by factorization
of the projections x of all frames [1]:
λijxij = Pˆi · Xˆj = PiH · H−1Xj (2.1)
Where Pˆi is a 3× 4 projection matrix of frame i, Xˆj is a 4× 1 homogeneous 3D vector
of point j, xij is a homogeneous 2D vector of the projection i of landmark j and λij is a
scalar representing the projective depth of xij. If the projective depths λij are known,
the system of equations is of rank 4. The projective depths can be estimated using
epipolar geometry on pairs of frames, see [1] for details. A rank 4 approximation of
the system can be found using the Singular Value Decomposition (SVD) of the system.
For details about the linear algebra or SVD see [2]. Noise or imprecise measurements
on the landmarks can lead to a system with a higher rank. The error minimized by
Sturm and Triggs in equation 2.2 is based on both the estimated projective depths and
the image coordinates, but has no geometric meaning, see [3]:
N∑
i=1
M∑
j=1
‖λijxij − Pˆi · Xˆj‖2F (2.2)
Where xij are the image coordinates (which might include noise) and λij the estimated
projective depths corresponding to these points. The reconstruction we have now is a
projective reconstruction of the cameras and shape. Before we can do any measure-
ments of length or angles of the projective structure X, we need to find the 4 × 4
projective ambiguity H, which is independent of the number of frames or the number
of points, to update the projective space to Euclidean space, see Figure 1.
Figure 1: Three projective reconstructions of a cube with different ambiguities (H).
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The calibration can be achieved by adding extra information about the shape or inter-
nal parameters of the cameras, but since the intrinsics of the camera and the 3D shape
of the face are unknown, there is no additional information available. A second method
would be auto-calibration (self-calibration), in which case (almost) no additional in-
formation is needed for the calibration. The auto-calibration estimates the shape and
camera parameters simultaneously. Two available methods for auto-calibration are the
absolute dual quadric as described in [4] and Kruppa equations which can be found in
[5]. According to Hartley and Zisserman [6]: ‘The application of the Kruppa equations
to three or more views provides weaker constraints than those obtained by other meth-
ods such as the modulus constraint or the absolute dual quadric’. Since our purpose is
to use as many frames (data) as possible, we choose the absolute dual quadric method
for auto-calibration.
3 Auto-Calibration
Auto-calibration is a method to estimate the internal camera parameters from uncal-
ibrated CCTV footage. The object itself is used to perform the calibration. Auto-
calibration is based on the dual image of the absolute conic (DIAC), which is fixed
under similarity transformations, so the internal camera parameters can be estimated
despite of the unknown external parameters. The goal of the auto-calibration is to
locate the plane at infinity and the absolute conic ω. For a projective reconstruction
where the first frame contains no rotation and translation, H can be expressed in terms
of the calibration matrix K and the plane at infinity v [7]. In our case K is the same
for all frames.
H =
[
K 0
v> λ
]
(3.1)
Since we can’t determine the scale of the reconstruction without using additional input
data, the scale factor λ can be chosen as λ = 1. The absolute dual quadric Q∗∞ encodes
both K and v in one mathematical entity. The null space of Q∗∞ encodes the plane at
infinity v. Without proof the following equation is given:
ω∗ = KK> = PiQ∗∞P
>
i (3.2)
Equation 3.2 shows the relation between the projection of the absolute dual quadric
and the calibration matrix K. Constraints on K can be transferred to the absolute
dual quadric. The assumption of square pixels and a principle point close to the center
of the camera are sufficient conditions to obtain linear equations for Q∗∞, see [6] for
more details.
4 Experiments
In our experiments we first obtain a projective reconstruction from the projections
and compare the reconstruction to a known ground truth. Our goal is to see if the
quality of the reconstruction and the method are suitable for the reconstruction of facial
models. The second step is the auto-calibration, which is completely separated from
the projective reconstruction. To express the quality of the projective factorization,
we use the 2D RMS reprojection error. The 2D reprojection error E2D is defined as:
E2D =
√√√√ 1
MN
M∑
i=1
N∑
j=1
‖xij − Pˆi · Xˆj‖2 (4.1)
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In all experiments the internal camera parameters K are fixed. The generated projec-
tions are comparable with realistic face images. Therefore the camera rotations vary
between −40 and 40 degrees and the translations vary between −10 and 10 units. All
camera parameters are randomly chosen within their respective bounds. All projec-
tions fit within an image of 400×600 pixels. The 3D ground truth point cloud contains
uniformly distributed random points within a bounding box of 100× 100× 10 units.
4.1 Number of frames and number of points
In the first experiment we try to find the minimal number of frames and points needed
to obtain a projective reconstruction. In theory 4 landmarks in 3 frames are enough
to obtain a projective reconstruction, but if the image coordinates contain noise, more
points and/or frames are necessary to average out the noise. The projection of each
point in each frame is known, but we add Gaussian noise with a standard deviation
of σ = 1 to both the x- and y-coordinates. For each combination of number of points
and number of frames the reprojection error E2D is calculated two times: with respect
to the projections with noise and with respect to the ground truth image points. The
experiment was repeated 1 000 times, with independent instances of noise for every
combination of points and frames to get more stable results. The curves show the
average value over all repetitions.
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Figure 2: Variable number of point and frames. In the left graph the reprojection error
is calculated with respect to the projections with noise and in the right graph with
respect to the ground truth.
Notice that in the left graph at least 50 points are needed to approximate the value of
the expected asymptote
√
2. Since the most consistent reconstruction is the reconstruc-
tion of the noise-free image points, the reprojection error approximates the
√
2 value
for Gaussian noise of σ = 1. More points still improve the results, but a number of
points around 50 seems to be the lower bound on an approximation of the asymptote.
According to the number of frames at least 30 frames are needed to stabilize the lines.
Adding more frames doesn’t seem to offer a drastic improvement of the results.
In the right graph the error seems to be decreasing for the first time for around 25
points. Using more points leads to an even faster decreasing function. Using more
frames seems to have less effect on the error for a given number of points. So adding
more points has a stronger effect than adding more frames and can even lead to a switch
from an increasing to a decreasing error function. Finding the lower bounds allows us
to make an approximation of the number of points and frames needed for a 3D facial
reconstruction. We would like to find the lowest number of points possible, because in
CCTV footage usually plenty frames are available, but determining more landmarks is
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difficult. We choose 25 points as an acceptable lower bound on the number of points,
since it provides a decreasing function when more frames are added.
4.2 Effect of the number of frames on 2D and 3D error
In the following experiment we use a fixed number of points and explore the effect of
the number of frames in 2D and in 3D. The 3D error is calculated based on the 3D
ground truth landmarks, see Equation 4.2.
E3D = argmin
H
√√√√ 1
N
N∑
j=1
‖Xj −HXˆj‖2 (4.2)
Where Xj is a normalized known 3D ground truth point of the shape and Xˆj is a
normalized reconstructed 3D point. E3D in Equation 4.2 can only be calculated for a
known ground truth, but mostly finds the best auto-calibration possible independent
of the auto-calibration method used.
Projective reconstructions are made from the projections of 25 points in a variable
number of frames. Each subset of frames is randomly taken out of 100 000 frames. In
each set zero-mean Gaussian noise with σ = 1 is added to both x- and y-dimension.
The reconstructions are made with an increasing number of frames, ranging from 4 to
50 frames. The experiment is repeated 1 000 times with different subsets of frames.
Outliers of more than 4 times the standard deviation were removed from the results.
The results are shown in Figure 3.
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Figure 3: 2D RMS and 3D RMS error of projective reconstruction with a variable
number of frames.
The 2D reprojection error with respect to the ground truth image points shows only
a slight improvement of the quality between 10 and 50 frames, but the 3D error is
reduced by 40% when comparing 10 to 40 frames (0.27 compared to 0.16). So more
frames indeed improve the 3D reconstruction.
4.3 Gaussian noise
To validate our choice that 25 points are sufficient for a projective reconstruction, we
add Gaussian noise with a higher σ to the projections in the next experiment. The
Gaussian noise varies within the range of 0 to 2.5 times the standard deviation for both
the x- and y-coordinates. The noise experiment is repeated 1 000 times. The results
are shown in Figure 4.
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Figure 4: Variable Gaussian noise used for reconstruction.
For noise σ ≤ 1 the reprojection error with respect to the image points with noise
seems to be linear with the Gaussian noise. Also the 3D error (for a perfect calibration)
seems to be linear. If more noise is added, both errors rise above linear, see the blue
line in Figure 4. This might be a problem of the depth estimation in the projective
reconstruction method or more frames may be needed to get a consistent projective
reconstruction.
4.4 Auto-calibration
The auto-calibration method of Section 3 is also calculated for a variable number of
frames and for increasing Gaussian noise. The 3D error of the auto-calibration is
calculated by finding the best simularity transformation H, because after the auto-
calibration the 3D points and the cameras should no longer be affected by an affine or
a projective transformation, see Equation 4.2. The auto-calibration uses a projective
reconstruction as a starting point. The results are shown in Figure 5.
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Figure 5: 3D error after auto-calibration for a variable number of frames and increasing
Gaussian noise.
The left graph in Figure 5 shows that a minimum number of frames is required to
perform the auto-calibration. Adding more frames improves the 3D result of the auto-
calibration, but as can be seen in the right graph of Figure 5 adding noise (σ > 1.5)
leads to an explosion of the 3D error function. So some work needs to be done on the
robustness of the auto-calibration under Gaussian noise or more information needs to
be added to the problem.
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5 Conclusion
At least 25 image points in 30 frames are needed to obtain a precise perspective recon-
struction. This is still valid for Gaussian noise with σ ≤ 1. Accurate automatic or even
manual labeling of the landmarks is needed to find such landmarks on a face. Though
the number of frames certainly influences the quality of the reconstruction, the number
of points seems more important to obtain an accurate reconstruction. Our experiment
shows that there is no use adding additional frames for a small number of points. The
number of points even has influence on the increasing or decreasing behaviour of the
2D error function. If more noise (σ ≥ 1.5) is involved, the projective reconstruction
deteriorates and auto-calibration might fail. The auto-calibration method or condi-
tions need to be improved to obtain better results. Also more work needs to be done
to determine if additional available information of the camera or the background scene
can improve the 3D reconstruction.
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Abstract
The 3D Morphable Face Model (3DMM)[1] has been used for over a decade
for creating 3D models from single images of faces. This model is based on a
PCA model of the 3D shape and texture generated from a limited number of
3D scans. The goal of tting a 3DMM to an image is to nd the model coe-
cients, the lighting and other imaging variables from which we can remodel that
image as accurately as possible. The model coecients consist of texture and of
shape descriptors, and can without further processing be used in verication and
recognition experiments. Until now little research has been performed into the
inuence of the diverse parameters of the 3DMM on the recognition performance.
In this paper we will introduce a Bayesian-based method for texture backmap-
ping from multiple images. Using the information from multiple (non-frontal)
views we construct a frontal view which can be used as input to 2D face recog-
nition software. We also show how the number of triangles used in the tting
proces inuences the recognition performance using the shape descriptors.
The verication results of the 3DMM are compared to state-of-the-art 2D face
recognition software on the MultiPIE dataset. The 2D FR software outperforms
the Morphable Model, but the Morphable Model can be useful as a preprocesser
to synthesize a frontal view from a non-frontal view and also combine images
with multiple views to a single frontal view. We show results for this preprocess-
ing technique by using an average face shape, a tted face shape, with a MM
texture, with the original texture and with a hybrid texture. The preprocessor
has improved the verication results signicantly on the dataset.
1 Introduction
The state-of-the-art in forensic face recognition is based on comparing a single im-
age from a video with a suspect. Information from all the other video frames is lost.
Moreover it is unlikely that suspects look straight into the camera, so a clear, well
illuminated, frontal view of the suspect is not present. Therefore, in the Person Veri-
cation 3D project we aim to improve this proces by taking 3D information of a face
into account in image sequences from uncalibrated cameras.
A 3D Morphable Face Model (3DMM) provides a method to generate a 3D recon-
struction of a face based on a single or on multiple images. In an analysis by synthesis
loop the variables of the Morphable Model, the lighting and the camera model are
optimized by using a cost function to minimize the dierence between a target image
or video and the image that is generated by the illumination and projection of the
model.
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This paper is organized as follows. Section 2 gives a short introduction to the 3DMM
and the cost function that is minimized for a single image and for multiple images. Since
much valuable texture information is not contained within the Morphable Model we
introduce a method to extract this texture from the target images within a Bayesian
framework. In section 3, the experiments and the results are given. In the nal section,
the results are discussed.
2 Methods
The morphable face model [1] is a vector space representation of both the shape and
the texture of faces. Principle Component Analysis is applied to m aligned 3D scans
to create a face description based on the average face shape and face texture and the
most likely variations. A face with identity i can then be described as a combination
of its shape Si and texture Ti:
Si = s+
m 1X
j=1
j;i  sj; Ti = t+
m 1X
j=1
j;i  tj (1)
where s and t denote the mean shape and texture respectively, and sj and tj denote
the eigenvectors. The identity can now be described in a lower dimensional subspace
using the vectors i = [1;i 2;i : : : m 1;i] and i = [1;i 2;i : : : m 1;i]. We will refer
to these as the shape (i) and texture vector (i).
A 3D shape and texture can be projected to a 2D image using a rigid transformation,
applying a lighting model, a colour correction and a perspective projection[2]. The goal
of tting a Morphable Model to an image is to nd the vectors i, i and simultaneously
estimate the pose and the lighting parameters. The vectors i, i can be used directly
for identication and verication using for instance the cosine distance measure.
A Morphable Model is tted to an input image in an analysis-by-synthesis loop,
minimizing a cost function
E = arg min
;;
1
2I
X
8k
kIm(k;;;)  I(xk; yk)k2 +
X
8i
2i
2S;i
+
X
8i
2i
2T;i
(2)
The rst part of this cost function describes the pixel error between the model and
the input image. The parameters for the pose and lighting have been concatened in 
for brevity. The second part is for regularization. Since the parameters of the shape
and texture vector are PCA coecients, we assume they have a normal distribution
with a mean of 0 and a variation equal to the eigenvalues. This regularization prevents
overtting by pulling it towards the mean face, but on the other hand can also cause
undertting. For the PCA Morphable Model we use the Basel Face Model (BFM) [3],
which is based on 100 males and 100 females. The model has 53490 vertices and 106466
triangles.
The cost function in equation 2 will nd the model parameters for a single image.
If we want to t the model to multiple images of the same individual, we simply sum
the pixel dierence error over all available images:
E = arg min
;;
1
2I
0@ X
8 images
X
8k
kIm(k;;;)  I(xk; yk)k2
1A+X
8i
2i
2S;i
+
X
8i
2i
2T;i
(3)
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This analysis by synthesis method is computationally expensive. The speed of the
tting algorithm is most of the time increased by only optimizing equations 2 and 3 for
a subset of the visible triangles in the target image. This subset is randomly chosen at
each iteration. The used cost function is highly non-convex, which can result in tting
algorithms nding a local minimum instead of the global minimum. Figure 1 shows
the cost landscape: the value for the rst shape parameter 1 versus the value of the
cost function. These gures show that there is much noise on the value of the cost
function if fewer triangles are used for tting. This can inuence both the convergence
and the quality of the t.
(a) 1000 triangles (b) 2000 triangles (c) 10000 triangles
Figure 1: Cost landscape for 1 for varying number of triangles
2.1 Texture backmapping
The texture of a Morphable Model Ti lacks detail after tting it to an image or to
multiple images. A mole or scar can be a very distinctive biometric feature, but it is
unlikely that a PCA model based on 200 faces is able to model this trait. By using
the estimated shape S^i we can improve the texture detail by extracting it from the
input image. For every model vertex that is visible in the input image we can undo
the eects of lighting. For vertices that are not visible we stick to the estimate of the
Morphable Model. The resulting rened Morphable Model can be used to generate a
frontal image with controlled lighting conditions. This frontal image can then be used
as input to a 2D FR algorithm. Let T^i;k be the estimated texture of the kth vertex and
assume that this vertex is visible in the input image at position x; y. The RGB-value
at the location x; y is written as Ix;y. The texture can now be calculated as follows,
using the notation from[2]:
T^i;k =
M 1(Ix;y   [or og ob]T )  s  Ldir hrk; v^ki
Lamb + Ldir  hnk; li (4)
In these equations the matrix M and the vector [or og ob]
T are used for colour
correction, s  Ldir hrk; v^ki is the contribution of specular highlights, Lamb is the
ambient light contribution and Ldir is the direct light contribution.
A specular highlight is a bright spot of light that can appear on a face if the normal
at a point is oriented precisely halfway between the direction of incoming light and the
camera viewing direction. When saturation occurs at such a point, it is not possible
to calculate the original texture from equation 4. We assume that saturation occurs if
two out of three colour channels have the maximum value of 255. At these points we
don't use texture backmappping, but we use the texture from the Morphable Model.
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Figure 2(a) shows an input image and the tted Morphable Model in 2(b). The
result of texture backmapping and rendering a frontal view is given in gure 2(c).
(a) Original image (b) After tting (c) Backmapping
Figure 2: Texture backmapping
If there is only a single input image, this method is straightforward. The texture
might however not be uniquely dened if there are multiple input images in which the
same vertex is visible. We propose a Bayesian-based method in which the normal of a
vertex with respect to the camera viewing direction is used to determine the reliability
of a pixel. The general idea is that a vertex with a normal pointing towards the camera
can be more accurately estimated than a vertex with a normal under an angle.
By p(T^k) we denote the prior probability of the RGB value of vertex k. A uniform
distribution can be used as prior, discarding the MM texture. This makes sense if the
results from the MM are not reliable. The prior can also be learned and takes into
account the texture from the MM. In order to calculate the posterior probability we
need to learn the conditional probability density function p(zjT^k). This measurement
vector consists for each image of the estimated texture and the z-component of the
normal of the vertex. The total measurement vector z does not have a xed length,
since it depends on the number of images in which a vertex is visible. Therefore we
propose to estimate the conditional probability density function for each colour channel
in which the vertex is visible by a Gaussian distribution: N (T^k; fnk;z ), in which nk;z is
the z-component of the normal of the vertex and f is the standard deviation for a
pixel with a normal pointing straight to the camera.
Using the Bayes rule and denoting by Tk;n the texture of the kth vertex in the nth
image and assuming that we have only two images:
p(T^k; Tk;1; Tk;2) = p(T^k)  p(Tk;1; Tk;2jT^k) = p(T^k)  p(Tk;1jT^k)  p(Tk;2jTk;1; T^k) (5)
and also
p(T^k; Tk;1; Tk;2) = p(T^kjTk;1; Tk;2)  p(Tk;1; Tk;2) (6)
Combining these two equations yields the desired posterior pdf:
p(T^kjTk;1; Tk;2) = p(Tk;1jT^k)  p(Tk;2jT^k)  p(T^k)
p(Tk;1)  p(Tk;2) (7)
Both terms in the denominator are constants which reduces this equation to:
p(T^kjTk;1; Tk;2) = p(Tk;1jT^k)  p(Tk;2jT^k)  p(T^k) (8)
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We assume a uniform distribution for p(T^k) and maximize the previous equation
by minimizing the negative of its logarithm
T^k = arg min
T^k

  ln p(Tk;1jT^k)  ln p(Tk;2jT^k)

(9)
It can be shown that for N images the minimization can be written as
T^k = arg min
T^k
 
 
NX
n=1
ln p(Tk;njT^k)
!
(10)
Figure 3 shows the pdf's of the texture (RGB channels) of the tip of a nose based
on 6 images and f = 10. Using these technique we can combine the images in
gure 4(a) and 4(b) to a combined frontal view as shown in gure 4(c).
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Figure 3: pdf's of the nose tip texture
(a)  15 view (b) +15 view (c) Backmapping
Figure 4: Texture backmapping
3 Experiments and Results
The verication experiments were performed on a subset of 49 people in the CMU
Multipie dataset, including 6 dierent views for each individual. These views dier in
yaw rotation  45; 30; 15; 0; 15; 30, in which 0 is the frontal view, see gure 5.
The inter-ocular distance in the frontal views is 73 (3:5) pixels. For each image or
set of images we t the Morphable Model to obtain the shape and texture parameters.
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These parameters are used as feature vectors. The normalized similarity score (2 [0; 1])
between two feature vectors f1; f2 is calculated by:
f1  f2T
2kf1k  kf2k +
1
2
(11)
The similarity scores between the feature vectors of images are divided into two sets.
The rst set is the genuine set with scores for feature vectors that came from images
with the same identity and the second set is an impostor set with scores for feature
vectors that came from images with dierent identities. The genuine and impostor
scores are used to calculate the Receiver Operating Characteristic and from this we
extract the equal error rate (EER) as scalar performance measure.
(a)  45 (b)  30 (c)  15 (d) 0 (e) 15 (f) 30
Figure 5: 6 views from the dataset
3.1 Single vs Single image for varying number of triangles
In section 2 we have indicated that the number of triangles used in the tting process
can inuence the quality of the t. In this experiment we varied the number of triangles
used for tting and we also investigated the inuence on the performance of both the
shape and texture individually. Table 1 shows the EER's for this experiment.
Table 1: EER of single images with dierent number of triangles used for tting
All vs All 0 vs -15 0 vs -30 0 vs -45
#tri s t s + t s t s + t s t s + t s t s + t
2000 32.4 20.4 21.4 12.2 8.2 8.2 32.6 24.5 24.5 44.9 32.7 32.7
10000 22.7 16.6 16.7 12.2 4.1 4.1 22.4 18.4 16.3 36.7 22.4 24.5
40000 16.2 19.9 15.4 8.2 4.1 4.1 16.3 14.3 10.2 26.5 24.5 22.4
100000 16.1 23.0 14.4 10.2 8.2 4.1 18.4 14.3 12.2 28.6 26.5 24.5
Based on these results we conclude that there is a clear performance improvement
going from 2,000 triangles to 10,000 triangles. This improvement is especially visible in
the 0 vs -30 and the 0 vs -45 experiments. In the All vs All experiment the performance
gain between 2,000 and 100,000 triangles in the s+t experiment is 7% (21.4%! 14.4%)
The results in the experiments with 40,000 and 100,000 triangles suggest that the
texture is overtted if using many triangles, e.g. the EER in All vs All increases 3.1%
(19.9% ! 23.0%). This is a problem that occurs often in PCA based approaches.
3.2 Single image vs Multiple images
In the single image vs multiple images experiment we use multiple images under a non-
frontal angle to t a Morphable Model and compare these feature vectors to those of
a single frontal image. The results are given in table 2. The results show, as expected,
an improvement with respect to the results in table 1. The EER of the s+t experiment
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with images at a view of  30 and 2,000 triangles is 14.2%, compared to 24.5% if only
the  30 image is used. Combination of multiple images with dierent views yields
better results.
Table 2: EER of single images with dierent number of triangles used for tting
0 vs  15 0 vs  30
#triangles s t s+t s t s + t
2000 10.2 6.1 4.1 24.5 18.4 14.2
10000 8.2 4.1 4.1 18.4 12.2 12.2
40000 10.2 4.1 6.1 16.3 8.2 10.2
3.3 Sensitivity to landmarking
The results obtained in the previous sections are based on manually landmarking.
According to the results in [4] automatic landmarking methods have an error of 4% of
the inter-ocular distance. We therefore added Gaussian noise with  = 3 pixels to the
position of the manually labelled landmarks to investigate the robustness of Morphable
Model tting in systems where an automatic landmarking method would be used. The
average EER in the previous experiments increased with 1.2%.
3.4 Texture backmapping
After applying texture backmapping we can render a frontal view under controlled
lighting conditions and use this as an input to a 2D FR system. For the experiments
we use the FaceVACS B5 algorithm to calculate matching scores. The following exper-
iments have been conducted:
1. Baseline
The baseline FaceVACS B5 results are obtained by directly applying the 2D FR
software to the images, so without any pose correction or Morphable Models.
For a number of images the B5 algorithm was not able to locate the eyes. These
images have been regarded as failure to enroll (FTE) and are not considered in
the calculation of the EER.
2. Average face shape, without MM
The average face shape has been used to correct the pose of an image to render a
frontal view. Pixels that are missing to reconstruct a full frontal view have been
left black.
3. Average face shape, with MM
The average face shape has been used to correct the pose of an image to render
a frontal view. Missing pixels in the frontal view have been replaced with the
average texture from the model
4. With tted MM
A MM has been tted to the image and texture backmapping has been applied.
5. Multiple input images
The MM has been tted to multiple images simultaneously and backmapping
using the Bayesian framework has been applied.
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The results of these experiments are summarized in table 3. The experiments show
how a state-of-the-art 2D face recognition system can benet from a Morphable Model,
especially for faces under an angle of  30. The baseline 2D FR software achieves
an EER of 4.2% on the single view (0 vs -30). Using a combination of multiple views,
texture backmapping and the 2D FR software we have achieved a 0% EER.
Table 3: EER (%) with texture backmapping
Experiment FTE (%) All vs All 0 vs -15 0 vs -30 0 vs -45
1. baseline 3,1 16.9 2.1 4.2 17.9
2. avg. shape, no MM 3,4 13.7 2.1 2.1 15.0
3. avg. shape + MM 0 10.5 2.1 2.1 11.8
4. with tted MM 0 6.3 2.1 2.1 5.9
0 vs  15 0 vs  30
5. multiple input images 0 0 0
4 Discussion
In this paper we have introduced a Bayesian-based method for texture backmapping
to optimally combine the information from multiple images in order to generate a
frontal view, which can be used in 2D FR systems. We have also shown the inuence
of the number of triangles used for tting a Morphable Model on the verication
performance of a face recognition system. The number of triangles needed for tting
might be decreased if the cost function can be made less non-convex and less noisy [5].
Fitting a model to multiple images under dierent angles simultaneously yields a higher
verication performance. In future work we will explore the possible benets of this
approach for low-resolution images.
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