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Abstract The modelling of heat and mass flow through
porous media in the presence of pyrolysis is complex
because various physical and chemical phenomena need to
be represented. In addition to the transport of heat by
conduction and convection, and the change of properties
with varying pressure and temperature, these processes
involve transport of mass by convection, evaporation,
condensation and pyrolysis chemical reactions. Examples
of such processes include pyrolysis of wood, thermal
decomposition of polymer composite and in situ upgrading
of heavy oil and oil shale. The behaviours of these systems
are difficult to predict as relatively small changes in the
material composition can significantly change the ther-
mophysical properties. Scaling reduces the number of
parameters in the problem statement and quantifies the
relative importance of the various dimensional parameters
such as permeability, thermal conduction and reaction
constants. This paper uses inspectional analysis to deter-
mine the minimum number of dimensionless scaling
groups that describe the decomposition of a solid porous
material into a gas in one dimension. Experimental design
is then used to rank these scaling groups in terms of their
importance in describing the outcome of two example
processes: the thermal decomposition of heat shields
formed from polymer composites and the in situ upgrading
of heavy oils and oil shales. A sensitivity analysis is used to
divide these groups into three sets (primary, secondary and
insignificant), thus identifying the combinations of solid
and fluid properties that have the most impact on the per-
formance of the different processes.
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Ea Activation energy (J/mol)
F Fraction of remaining reactant
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Greek symbols
Dhr Reaction enthalpy (J/kg)
DT Temperature scale DT ¼ Ti  T0 (K)
 Emissivity
c Specific heat capacity (J/kg K)
j Thermal conductivity (W/m K)
l Viscosity (Pa s)
/ rock porosity (no unit)
q Mass density (kg/m3)
r Stefan–Boltzmann constant (5:67  108 W/m2/K4)
f Final value
g Gas
i Incident heat value
s Solid
1 Introduction
The thermal decomposition of porous solids by pyrolysis
involves a range of processes including heat and mass
transport, phase behaviour and chemical reactions. There
are numerous applications of pyrolysis; examples include
thermal decomposition of polymer composites when used
as heat shields during spacecraft re-entry or for rocket
nozzle protection [2, 13], wood and biomass pyrolysis for
heat generation [16, 20, 31], or in situ upgrading of oil
shale or heavy oil [5, 18]. Oil shale is one of the most
promising unconventional sources of energy in the world,
with large deposits situated in almost all the continents.
In situ upgrading is a process that uses heat to decompose
the solid kerogen through a series of chemical reactions
into liquid and gas hydrocarbons.
In all these processes, an external energy source, such as
electrical heaters or gas burners, heats one edge of the
porous solid. This heat propagates into the solid by con-
duction. Once the solid reaches a sufficiently high tem-
perature it decomposes into liquid and/or gas by pyrolysis.
Typically this will occur initially in a zone near the energy
source. This reaction zone then propagates into the solid
following the heat front. During the initial stages of
pyrolysis the reaction products are trapped in pores within
the solid, resulting in an increase of pressure in the heated
domain; however, as more of the solid decomposes, these
pores become interconnected and the liquid and/or gas can
flow away from the reaction zone. This fluid transport also
enables further heat transfer via convection.
It is challenging to predict the outcome of thermal
decomposition in porous media because it depends upon a
large number of physical parameters, the values of which
are often uncertain e.g., the reaction constants and the
temperature dependence of the material properties [8, 10].
In addition, the relative importance of these parameters
depends upon the application. Numerical simulation can be
used but needs to be calibrated and validated by reference
to laboratory studies. In most cases these laboratory studies
are performed on different length scales and under different
conditions from the planned application. This means they
cannot be used directly in designing that application [13].
Analysis using dimensionless numbers can provide
useful insight into the relative importance of different
parameters and processes, especially if combined with
experimental design, which allows quantification of the
impact of the parameters with a minimal number of com-
putation. Dimensionless numbers are often used to scale
laboratory results to the application length scale and con-
ditions, and may be developed using techniques such as
dimensionless analysis (DA) [26] and inspectional analysis
(IA) [27]. Ranking the different parameters controlling a
given thermal decomposition application enables experi-
mental programmes to be focussed on acquiring the rele-
vant data with the appropriate accuracy. It can also enable
better design of that application and, potentially, the
development of more robust and efficient numerical sim-
ulation tools.
In this paper, we determine the set of dimensionless
numbers required to analyse the thermal decomposition of
solid charring materials and identify which of those num-
bers are most important for two very different applications:
the thermal decomposition of polymer composites for heat
shielding and the thermal conversion of oil shale into non-
reactive gas. The dimensionless numbers were derived
using a mathematical model of these two systems, which
are identical apart from boundary conditions. The relative
importance of the dimensionless numbers was determined
by performing a sensitivity analysis using a numerical
model written specifically for this investigation. The model
and boundary conditions for the thermal degradation of
polymer is identical to that of Henderson and Wiecek [13].
This allowed us to validate our model by comparison with
the experimental results described in their paper.
2 One-dimensional models
The first application we model is the thermal decomposi-
tion of polymer composite when used for heat shielding
during spacecraft re-entry or for rocket nozzle protection.
Figure 1a illustrates our conceptual model of this process.
This is based on the model of Henderson and Wiecek [13]
where the gas can flow out of the lateral boundaries. Note
that a different model could consider an impervious right
boundary condition. In this case the results would be
modified but not the methodology. Radiative heat flux
causes the thermal decomposition and is represented by the
incident heat flux on the left end of the domain. The
material can exchange heat at both ends by radiation. The
boundary pressure on both ends is equal to the initial
pressure P0.
The second application we investigate is the thermal
conversion of oil shale into non-reactive gas as a simplified
model for in situ upgrading by subsurface pyrolysis for the
recovery of oil shale. In this process, the reservoir is
exposed to an external energy source such as electrical
heaters or gas burners. The in situ upgrading process
generally uses tightly spaced electrical heaters in boreholes
to slowly and uniformly heat the formation by thermal
conduction to the conversion temperature of about 350 C
[7]. The gas created by the decomposition of the oil shale
flows into the borehole of a producing well.
A mathematical model for this application was devel-
oped by Fan et al. [5]. We observed that the chemical
reactions and the fluid and material behaviors can be
described using the same model as Henderson and Wie-
cek’s thermal decomposition of polymer composite [13].
The two processes only differ in their geometry, boundary
conditions and fluid and material properties. Thus it is
sensible to identify the two processes in the same study.
In this paper, we consider a one-dimensional oil shale
reservoir (Fig. 1b). The domain is bounded by the heater
boreholes on the left end and the well producer on the right
end. To define the boundary conditions, we assume a
constant temperature Ti around the heater. On the left end
of the domain, we assume no mass flow. On the right end
of the domain, the well produces at constant pressure and,
due to the symmetry of the problem, we assume no heat
transfer by conduction around the producer.
For both models, the following assumptions are made:
1. The solid decomposes into a non-reactive gas with a
single reaction mechanism (following [13, 16]).
Further primary pyrolysis reactions do occur but for
simplicity are ignored.
2. The decomposition gas behaves ideally.
3. Gas flows are described by Darcy’s law.
4. The gas viscosity has a linear dependence on
temperature.
5. Porosity and permeability are linear functions of the
solid fraction remaining as the reaction progresses.
6. Local thermal equilibrium (LTE) exists between the
solid and the decomposition gas.
7. Thermal expansion of the solid is negligible.
8. Solid and gas heat capacities and thermal conductiv-
ities are constant.
Assumptions 1–5 have been used previously by Kansa
et al. [16] and Henderson and Wiecek [13]. Florio et al. [6]
used analytical methods to study the validity of assumption
6 during the thermal decomposition of a particular glass
filled polymer composite. They found that the gas and solid
phases were not always in LTE but this affected mainly the
mechanical behaviour of the composite rather than the heat
and mass transfer. Puiroux et al. [24] also found that the
main impact was on the maximum pressure reached and
hence the mechanical response of the material although
they did observe a small effect on the position of the
pyrolysis front. Our study is focussed primarily on the
scaling of heat and mass transport rather than the
mechanical behaviour (hence assumption 7) so assumption
6 simplifies our analysis without significantly affecting our
predictions. Assumptions 7 and 8 are discussed in the next
section.
The models are described by the following equations.
The rate of decomposition follows an Arrhenius law of
order n:
(a)
(b)
Fig. 1 Model for thermal
decomposition of polymer
composite as represented in
Henderson and Wiecek
experiment (a) and thermal
conversion of oil shale into non-
reactive gas (b). The two
models only differ in their
boundary conditions
1qs;0  qs;f
oqs
ot
¼ A qs  qs;f
qs;0  qs;f
 !n
exp  Ea
RT
 
ð1Þ
where the terms with subscript 0 are initial values and
terms with subscript f are final values (when all reactant
has decomposed). Note that we decided to use a more
common formulation for the rate of decomposition [8] than
Henderson and Wiecek’s where the pre-exponential factor
AHW is applied as follow:
1
qs;0
oqs
ot
¼ AHW
qs  qs;f
qs;0
 !n
exp  Ea
RT
 
ð2Þ
The pre-exponential factor used in Eq. (1) is obtained from
AHW :
A ¼ AHW 1 
qs;f
qs;0
 !n1
ð3Þ
The porosity and permeability of the solid material are
given by:
/ ¼ /0F þ /f ð1  FÞ ð4Þ
K ¼ K0F þ Kf ð1  FÞ ð5Þ
where
F ¼ qs  qs;f
qs;0  qs;f ð6Þ
The total mass conservation equation reads:
o/qg
ot
¼  oqgvg
ox
 oqs
ot
ð7Þ
The left-hand side of Eq. (7) is the rate of mass accumu-
lation of gas in the pores. The first term on the right rep-
resents the rate of change of the mass flow and the last term
the rate of gas generation by pyrolysis. The ideal gas
equation of state is used for gas density:
qg ¼
MgP
RT
ð8Þ
The velocity of the gas is given by Darcy’s law:
vg ¼  Klg
oP
ox
ð9Þ
with the gas viscosity given by:
lg ¼ lg;0 þ
olg
oT
T  T0ð Þ ð10Þ
Given local thermal equilibrium between the solid and the
decomposition gas, then the energy conservation equation
is:
o
ot
qshs þ /qghg
  ¼  o
ox
qgvghg
  oq
ox
 Dhr oqsot ð11Þ
where the enthalpy of the solid and the enthalpy of the gas
are given by:
hi ¼ ci T  T0ð Þ; i ¼ s; g ð12Þ
The first term in Eq. (11) is the rate of energy accumulation
in the domain; the second term represents the rate of energy
transferred by convection; the third term represents the rate
of energy transferred by conduction; the last term accounts
for energy consumption or generation by chemical reac-
tions. This equation is modified by expanding the accu-
mulation and convection terms and then substituting in the
mass conservation equation (7), to yield:
qscsþ/qgcg
 oT
ot
¼qgvgcg
oT
ox
oq
ox
 Dhr0þhshg
 oqs
ot
ð13Þ
Finally, the heat flow by conduction q is given by Fourier’s
law:
q ¼  ð1  /Þjs þ /jg
  oT
ox
ð14Þ
In Eq. 14, we have adopted for convenience a simple
estimate of the effective thermal conductivity which
depends on the volume fraction of the solid and gas in the
material. This approximation has been previously used [3].
More complex expressions would not fundamentally
change the analysis. Equations (1), (7), (9), (13) and (14)
form a set of coupled non-linear equations to be solved
simultaneously for qs; P; T ; vg and q.
For the heat flow boundary conditions, we assume
constant flux with heat loss by radiation, or constant tem-
perature. For the thermal conversion of oil shale, the
heating temperature Ti is defined as the temperature of the
heater well bore, while for the thermal decomposition of
polymer composite, Ti is defined as the effective temper-
ature of the radiative source. This gives:
at x ¼ 0 8t
q ¼ sr T4i  T4
 
or T ¼ Ti
at x ¼ L 8t
q ¼ srT4 or q ¼ 0
ð15Þ
For the mass flow boundary conditions, we assume
constant pressure P0 or no mass flux. This gives:
at x ¼ 0 8t
P ¼ P0 or vg ¼ 0
at x ¼ L 8t
P ¼ P0
ð16Þ
Finally, we apply the following initial conditions:
qs ¼ qs;0
T ¼ T0 at t ¼ 0 8x
P ¼ P0
ð17Þ
To solve the system of equations, a MATLAB simulator
using the control volume method [23] was developed. We
used an implicit solution technique with the Newton–
Raphson algorithm to handle non-linearities [17].
3 Validation of the mathematical model
We validated our mathematical model first by comparing
its output with analytical solutions for the trivial cases of
very short time (heat conduction and no reaction) and very
long times (after pyrolysis is finished). Having obtained
good agreement for these cases, we then compared its
predictions with the experimental data for the thermal
decomposition of a polymer composite obtained by Hen-
derson and Wiecek [13]. As noted previously, the same
mathematical model describes polymer degradation and
in situ upgrading of oil shale, the only difference between
the two systems is in the boundary conditions. Henderson
and Wiecek developed a mathematical model for one
dimensional heat transfer in a polymer matrix composite
during pyrolysis and performed laboratory experiments to
validate their model. The material used in their experi-
ments consisted of a basic phenolic resin and was chosen
because it displays typical decomposition/expansion
behaviour for glass-filled composites and is used in a large
number of high-temperature thermal protection applica-
tions [6, 13]. The experimental study was conducted using
a 3 cm thick slab subjected to a pure radiant heat flux. The
pressure at both ends, as well as the initial pressure, was
1  105 Pa and the initial temperature was 24 C. The gas
and material properties used in their simulations were
obtained after a careful literature review of [10–13].
In our study, we choose to neglect the thermal expansion
of the solid (assumption 7). The maximum solid elongation
reported by Henderson and Wiecek [13] was \20 %.
Therefore, we assume that the expansion has little impact on
the heat propagation, the solid decomposition and the gas
flow. In order to simplify the model, the thermal properties
of the solid and gas (heat capacity, thermal conductivity,
emissivity) are taken as constant and so do not change with
temperature and the fraction of remaining reactant
(assumption 8). We note that Henderson and Wiecek [13]
allowed the thermal properties to change with temperature in
their study; however, we choose values for these thermal
properties so that the solid temperature obtained in our
simulation and the solid temperature reported in Henderson
and Wiecek [13] are similar. The solid and gas properties,
along with the initial and boundary conditions that we use in
our simulation are summarized in Table 1.
Figure 2 compares our simulated predictions of the
temperature, pressure and solid mass profiles with those
obtained experimentally and numerically by Henderson
and Wiecek [13]. In Henderson’s numerical simulation, the
solid elongation was not neglected. Thus, the control vol-
ume widths were not constant and their spatial positions
changed during the simulation. To compare the numerical
results with ours, we plot the temperature evolution for
different initial position x0 (Fig. 2a). As discussed before,
the values of the heat capacity and thermal conductivity of
the solid and gas have been chosen so that the temperature
profiles are similar. We observe that this, nonetheless,
Table 1 Summary of parameters for test case 1
Property Test case 1
Length L (cm) 3.0
Initial porosity /0 0.113
Final porosity /f 0.274
Initial permeability K0 (m
2) 2.6 9 10
-18
Final permeability Kf (m
2) 2.19 9 10
-16
Initial solid bulk density qs;0
(kg/m3)
1,810
Solid specific heat capacity cs
(kJ/kg K)
2.0
Solid thermal conductivity js
(W/m K)
1.2
Mass decomposition mf =m0 0.795
Activation energy Ea (kJ/kmol) 2.6 9 10
5
Pre-exponential factor A (1/s) 1.14 9 10-18, m=m0  0:91
1.84 9 1015,
0:91m=m0  0:795
Order of reaction n 17.33, m=m0  0:91
6.3, 0:91m=m0  0:795
Heat of decomposition Dhr
(kJ/kg)
234.0
Gas molecular weight Mg
(kg/kmol)
18.35
Gas initial viscosity lg;0 (Pa s) 1.54 9 10
-5
Gas viscosity derivative
olg;0
oT
(Pa s/K)
2.5 9 10-8
Gas specific heat capacity cg
(kJ/kg K)
3.0
Gas thermal conductivity jg
(W/m K)
0.1
Initial pressure P0 (Pa) 10
5
Initial temperature T0 (C) 24
Emissivity  0.85
Incident heat flux qi ¼ rT4i
(W/m2)
2.8 9 105
results in similar profiles for the dimensionless pressure
and the solid mass fraction (Fig. 2b, c). The relative error
between our results and the numerical results of Henderson
and Wiecek is \5 % while the relative error for the tem-
perature between the experimental result and our results is
\10 %. We conclude that our simplified model was able to
reproduce with good agreement the coupling between heat
propagation, chemical reaction and gas flow for the test
case and that our assumptions about the process are
appropriate.
4 Identification of the dimensionless numbers
We use IA to determine the set of dimensionless numbers that
fully describe our mathematical model. IA is a well known
scaling method first described by Ruark [25]. It has previously
been applied to various mathematical models including
immiscible waterflooding in oil reservoirs [27], miscible dis-
placements in heterogeneous permeable media [9] and mis-
cible displacements in soil columns [28]. To the best of our
knowledge, IA has not been applied to a system with the
boundary conditions implemented here, where the input is not
an injected velocity but a heat flux or a fixed temperature.
The procedure introduces two arbitrary scaling factors
for each of the variables in the equations. These scaling
factors are linear (affine) transformations from dimensional
to dimensionless space. They are then grouped into
dimensionless scaling groups. Finally, the values of the
scaling factors are selected to minimize the number of
groups. The details of the procedure are presented in
‘‘Appendix’’. As the IA method is based on the existing
differential equations and boundary conditions, the
grouping and elimination of translation factors is physi-
cally meaningful provided the equations are complete for
the process we are modelling. An important step in the
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Fig. 2 a Temperature evolution for various initial positions,
b pressure profile in the domain at various times and c solid mass
fraction profile in the domain at various times. We observe good
agreement between our numerical results and Henderson and
Wieceks’s experimental and numerical simulation results
method is the introduction of a reference time scale s,
which is chosen here to be the time taken for heat to be
conducted across the system at initial conditions.
s ¼ qs;0csL
2
js
ð18Þ
This implies that the dimensionless rate of heat transfer is set
to unity at initial conditions (see ‘‘Appendix’’, Eq. 43). We
made this choice as there is no natural time scale for mass
flow in the systems of interest as there is zero flow initially;
moreover, both the thermal degradation and the in situ
upgrading problems are controlled by the rate of reaction,
which in turn depends upon the temperature and thus the rate
of heat transfer. It is therefore natural to compare the effi-
ciency of these processes by comparing the time taken for
heat to conduct at initial (low temperature) conditions.
By employing the method presented, we obtain a min-
imal form of the dimensionless groups [27]. The groups are
summarized in Table 2 and the values of the scaling groups
for test case 1 in Table 3.
The Lewis number obtained through our analysis is
actually a thermal Lewis number. It represents the ratio of
thermal diffusivity a and pressure diffusivity DP [29].
Le ¼ a
DP
¼ /0lg;0js
K0P0qscs
ð19Þ
The Lewis number can be use to calculate a Pe´clet heat
transfer number [15] which is defined here as
Pe ¼
qgcgvgL
js
ð20Þ
and describres the ratio of heat driven by convection to
thermal diffusion. As no fluid is injected, the fluid velocity
is generated by the pressure gradients induced by heating.
Hence, the Pe´clet number is local and varies with the
dimensionless pressure and temperature:
Pe ¼
cg
Le
qgDvgD ð21Þ
where qgD and vgD are defined in ‘‘Appendix’’ (Eqs. 58,
59).
The Damko¨hler number characterises the ratio of the
reaction rate and the heat diffusion rate at infinite tem-
perature. The Damko¨hler number we define here is a var-
iation of Damko¨hler’s second number, representing the
ratio of the reaction rate and the diffusion rate [15]. In our
model, we use the heat diffusion rate.
We validated our set of dimensionless numbers by
constructing another test case (test case 2, Table 4) with
different solid properties to test case 1 but with param-
eter values such that the dimensionless groups given in
Table 3 have the same values as for test case 1 and 2.
Figure 3 shows that the dimensionless temperature and
pressure are almost identical for the two test cases, as we
would expect. The dimensionless pressure and tempera-
ture error between case 1 and 2 are smaller than 0.1 %.
We conclude that our set of scaling groups works as
expected. The dimensionless numbers define a scaling
relationship between different values of the dimensional
parameters.
5 Calculation of reaction temperature
The Arrhenius number quantifies the impact of temperature
on the chemical reaction rate but it can be seen that there is
no obvious way of determining how hot the system needs
to be before the reaction becomes important. The temper-
ature at which the reaction appears will depend upon the
time scale considered. This is a natural consequence of the
exponential nature of the Arrhenius law (Eq. 1). None-
theless it would be very useful to know what this ‘‘reaction
temperature’’ is for any given system.
One useful consequence of the choice of reference
timescale for our dimensionless analysis is the possibility
to define this ‘‘reaction temperature’’. We chose the time
scale for thermal diffusion to be our reference time scale
Table 2 Summary of scaling groups
Name Notation Definition Description
Damko¨hler number DK AqscsL
2
js
chemical reaction rate
heat diffusion rate
Arrhenius number Na EaRDT
activation energy
potential energy
Reduced reaction
enthalpy
Dhr DhrcsDT
energy liberated
energy stored
Reduced initial
temperature
T0 T0DT
Mass decomposition
fraction
Dm qs;0qs;f
qs;0
solid mass decomposition
solid initial mass
Reduced final porosity d /f
/0
Reduced final
permeability
n Kf
K0
Lewis number Le /0lg;0js
K0P0qscs
heat diffusivity
pressure diffusivity
Reduced gas density qg /0MgP0qs;0RDT
Reduced gas specific heat cg
cg
cs
Reduced gas viscosity
derivative
Dlg olgoT
DT
lg;0
Gas heat conductivity
reduction factor
Djg /0 jgjsð Þ
js
Reduced radiative heat
loss
 srDT3
js
radiative heat loss
heat flux by conduction
Reaction order n
(Eq. 18). The dimensionless reaction rate can be defined in
terms of the Damko¨hler number, the Arrhenius number and
the reduced initial temperature as
DK exp Na 1
TD þ T0
  
¼ time scale thermal diffusion
time scale chemical reaction
ð22Þ
where the dimensionless temperature TD is defined as
TD ¼ TDT
DT ¼ Ti  T0
ð23Þ
The Damko¨hler number represents the dimensionless
reaction rate at a hypothetical infinite temperature and the
exponential term represents an energy barrier to the reac-
tion. This energy barrier is associated with a barrier or
threshold temperature defined as:
TB ¼ Ea
R
¼ NaDT ð24Þ
Thus the dimensionless reaction rate at the initial temper-
ature T0 is defined by the Damko¨hler number and the ratio
of the threshold temperature to the initial temperature:
TB
T0
¼ Na
T0
ð25Þ
Similarly the dimensionless reaction rate at the applied
(incident) temperature Ti is defined by the Damko¨hler
number and the ratio of the threshold temperature to the
incident temperature:
TB
Ti
¼ Na
1 þ T0
ð26Þ
As noted in our discussion of dimensionless time, for both
of the applications examined here we are interested in
evaluating how the reaction rate increases when the system
is heated, because the reaction rate is insignificant at initial
conditions. As the temperature increase in the domain, the
reaction rate grows faster. We arbitrary chose 0.1 to be the
limit when the reaction becomes significant.
DK exp  Na
TD þ T0
 
 0:1 ð27Þ
We can therefore calculate a threshold temperature from
the the Arrhenius and Damkohler numbers as
TR ¼ DT Na
logð10DKÞ ð28Þ
For test case 1, we obtain a reaction temperature
TR = 331 C. Figure 4a shows the solid mass profile for
Table 3 Value of
dimensionless groups for test
case 1 and 2
Groups Value Groups Value
DK (m=m0  0:91) 3.14 9 1021 n (m=m0  0:91) 17.33
DK (0:91m=m0  0:795) 5.2 9 1018 n (0:91m=m0  0:795) 6.3
Na 26.2 T

0 0.25
d 2.42 n 43.8
Dm 0.205 qg 1.16 9 10
-5
Le 2.2 Dlg 1.93
cg 1.5 Dh

r 0.098
Djg 0.1036 
 2.05
Table 4 Summary of parameters for test case 2
Property Case 2
Length L (cm) 2
Initial porosity /0 0.164
Final porosity /f 0.397
Initial permeability K0 (m
2) 5.0 9 10
-18
Final permeability Kf (m
2) 1.14 9 10
-16
Initial solid bulk density qs;0 (kg/m
3) 1,500
Solid specific heat capacity cs
(kJ/kg K)
1.8
Solid thermal conductivity js
(W/m K)
0.7
Mass decomposition mf =m0 0.795
Activation energy Ea (kJ/kmol) 2.48 9 10
5
Pre-exponential factor A (1/s) 2 9 105, m=m0  0:91
3.24 9 1015,
0:91m=m0  0:795
Order of reaction n 17.33, m=m0  0:91
6.3, 0:91m=m0  0:795
Heat of decomposition Dhr (kJ/kg) 200
Gas molecular weight Mg (kg/kmol) 20
Gas initial viscosity lg;0 (Pa s) 1.3 9 10
-5
Gas viscosity derivative
olg;0
oT (Pa s/K)
2.23 9 10-8
Gas specific heat capacity cg
(kJ/kg K)
2.7
Gas thermal conductivity jg (W/m K) 0.26
Initial pressure P0 (Pa) 5 9 10
4
Initial temperature T0 (C) 10
Emissivity  0.86
Incident heat flux qi (W/m
2) 2.3 9 10
5
test case 1 at different times. The dashed lines indicate the
position at which the reaction appears. We report these
positions on the temperature profiles (Fig. 4b). Thus, the
intersection between the dashed lines and the temperature
profiles shows the temperature at the position where the
chemical reaction appears. We observe that there is very
good agreement between the reaction temperature calcu-
lated (Eq. 28) and the one observed. This validates our
choice of 0.1 for our limit of significance. When the
chemical reaction is more than 10 time slower than the heat
conduction, it is too slow to be significant. When the
dimensionless reaction rate is between 0.1 and 1, the
change in solid mass fraction will start to decrease signif-
icantly over time.
6 Sensitivity analysis with experimental design
Some of the mechanisms that are involved in our model
can be influenced by several non-dimensional parameters.
For example, the chemical reaction is defined by the
Damko¨hler number, the Arrhenius number and the reduced
initial temperature. Moreover, one dimensionless number
can impact several physical mechanisms. For example, the
reduced initial temperature influences the chemical reac-
tion and the radiative part of the boundary conditions, and
the reduced gas specific heat capacity impacts heat accu-
mulation in the fluid and heat flow by convection.
We used experimental design to investigate the sensi-
tivity of the two processes of interest to the different
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Fig. 4 Comparison of predicted and observed reaction temperature
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position is then reported on b which shows the temperature profile at
various times and compares the results with the predicted temperature
Tr = 331 C. We observe good agreement between the numerical and
the predicted results
dimensionless numbers in order to determine which are the
key dimensionless numbers in each case. This analysis also
enables us to better understand the different factors that
influence the performance in each case. The procedure for
the sensitivity analysis is:
1. Choose the type of experimental design.
2. Determine a range for each parameter.
3. Choose the measure of system performance.
4. Perform the experimental trials.
5. Calculate the main and interaction effects.
6. Determine which parameters are important in charac-
terising system performance.
In this study, we applied for each experiment a first-
order response surface model with interactions [22]:
y ¼ b0 þ
X
bixi þ
X
i6¼j
bijxixj ð29Þ
where y is the response analysed and xi the factors of
interest. The bi terms are called main factor effects and the
bij terms the two-factor interaction effects. We used a
factorial experimental design and assumed high order
effects were negligible. This is appropriate when the
response surface is to be approximated over a relatively
small range of the independent variables where the
response has little curvature. However, even when the error
is large, this model can still be used for identifying primary
parameters [22].
Factorial designs are widely used in experiments
involving a large number of factors [21]. A two-level
factorial design is a design where each of the k factors of
interest has only two levels (1 and 1). Such a design has
exactly 2k experimental trials or runs. If higher orders are
negligible, then information on the main effects and low-
order interactions between the factors can be obtained by
running a fraction of the full factorial design.
An important parameter of a fractional design is the
resolution [22]. A design is of resolution R if no p-factor
effect (0\p\R) is aliased with another effect containing
less than R  p factors. A design of resolution V has no
main effect or two-factor interaction aliased with any other
main effect or two-factor interaction. In this study, we will
use fractional factorial design of resolution V. Algorithms
to generate a design of resolution V are described in Myers
et al. [22]. The results of the sensitivity analysis depend
only on the resolution of the design and not on the choice
of the generators.
Note that we can use a higher order design such as a
second-order model. This design is similar to the first-order
response surface model with interactions except that it also
contains second order terms bii. To evaluate the bii, we
need to use a three-level factorial design where each of the
k factors of interest has three levels (1, 0 and 1). For this
design, the analysis is more expensive in CPU time as we
need to perform 3k trials. In our study, we tried the two
models without noticing any difference in terms of deter-
mining which parameters were primary and which were
insignificant, so we have reported here the results for the
first order model with interactions.
After determining a range for each parameter and per-
forming the trials, we can calculate the impact of the var-
ious factors and identify the important and insignificant
parameters. We will apply the methodology to the case of
thermal decomposition of polymer composite and thermal
conversion of oil shale.
6.1 Thermal decomposition of polymer composites
We first consider a thin slab of polymer material used as a
thermal protection system for space-shuttle and rocket
nozzle. The performance of the thermal protection system
is measured by the temperature in the protected area, on the
right end of the domain (Fig. 1a), and by the amount of
mechanical stress within the system. Therefore, we will use
two measures of performance: first, the dimensionless
temperature on the right boundary of the domain; secondly,
the maximum dimensionless pressure in the domain.
The system depends on fourteen dimensionless groups.
We select a design of resolution V comprising n ¼ 28 tri-
als. The next task is to evaluate a range for each scaling
group. Table 5 gives the ranges used in this study. These
were chosen after an extensive literature study [2, 6, 13]
and bracket the values reported in the literature. We note
that there is a very large range for orders of reaction
(1–50). Recent papers [8, 20] tend to quote orders of 1 but
older papers [6, 13] quote much larger values. This may be
due to improvements in experimental techniques and ana-
lysis over time, but it is beyond the scope of this paper to
explore further these issues.
In reality, data for properties such as molecular mass,
heat capacity and viscosity of the gas or activation energy
and order of the reaction are not independent, but in this
experiment they are assumed to be for the purpose of the
sensitivity analysis. Dependencies between parameters
should be explored in future work as this may reduce the
set of primary numbers further. Assuming they are inde-
pendent, we obtain a range for our 14 dimensionless groups
(Table 6).
The next step is to perform the experimental trials. We
use our Matlab simulator introduced earlier and obtain the
dimensionless temperature for every run. We then com-
pute the main effects bi and the interaction effects bij
using the least squares method [22]. In order to obtain a
normalized measure of the impact, we compute the t value
of each effect, which is simply the numerical effect
divided by its associated standard error [14]. Figure 5a
shows the t value of the main effects and Figure 5b shows
the t value of the 12 most important interaction effects.
The model consists of a total of p ¼ 105 effects (main and
interaction). In order to classify the importance of the
effects, we define two measures of significance. The first
measure compares the t-value of the effect with the crit-
ical value ta;d of a student t-distribution with d degrees of
freedom and a confidence limit 1  a. Student
distributions are generally used when estimating confi-
dence intervals for normally distributed statistics where
standard deviation is unknown [22]. In our case, for a
confidence interval of 95 %, we compute the student
distribution critical value with degree of freedom
d ¼ 28  p  1 ¼ 150. We apply the Bonferroni correc-
tion [1] which takes the number of estimated effects into
account by dividing it into the desired probability for the
risk value a. We obtain the Bonferroni corrected t value
referred as the t-limit:
t ¼ t0:05=255;150 ¼ 3:8 ð30Þ
The second measure referred as the l-limit is defined by the
t value of Lenth’s margin of error LME [19] based on a
simple formula for the standard error of the effect:
l ¼ LME  t0:05;255 ¼ 1:32  1:97 ¼ 2:6 ð31Þ
Effects that are smaller than the l-limit are considered to be
insignificant (in white in Fig. 5). Effects that are greater
than the t-limit are considered to be primary (in black in
Fig. 5).
We observe that the factors are naturally regrouped into
three classes:
• The primary factors , Na, T0 , Dhr , Djg and Dm.
These are the factors which have their main effect or at
least one of their interaction effects greater than the t-
limit. The thermal protection system of the polymer
composite depends mainly on these six factors and their
interactions.
• The secondary factors cg, n, d and DK . These are the
factors which have no main effect or any interaction
effect greater than the t-limit but their main effect or at
least one of their interaction effects is greater than the l-
limit. The effect of the secondary factors is not
negligible, but it is reduced compared to the effect of
the primary factors.
• The insignificant factors Dlg, n, qg and Le. These are
the factors which have no main effect or interaction
effect greater than the l-limit.
It is not surprising that the scaling groups  and T0 are
primary factors because they characterise the incident heat
flux and the heat radiated (Eq. 15). Similarly, we would
expect the Arrhenius number Na and the reduced reaction
enthalpy Dhr to be primary factors as they describe the
chemical reaction and its interaction with heat transfer as
some of the heat conducted through the material is con-
sumed by the endothermic reaction. The thermal protection
system is more efficient for high Dhr and low Na, as high
Arrhenius numbers delay the reaction.
It is more surprising that the Damko¨hler number is not
one of the primary factors in our case. This is because of
Table 5 Range of values for the various dimensional parameters of
the thermal decomposition of polymer composite model
Property Min. Max. Property Min. Max.
L (cm) 1 10 /0 0.05 0.15
/f =/0 2 4 K0=/0 (m
2) 10
-17 10-14
Kf =K0 40 800 qs (kg/m
3) 1,500 2,000
cs (kJ/
kg K)
0.5 2 js (W/m K) 0.5 2
mf =m0 0.6 0.96 Ea (kJ/kmol) 2 9 10
5 3 9 105
A (1/s) 1015 1019 n 1 50
Dhr (kJ/kg) 100 1,000 Mg (kg/kmol) 16 30
lg0 (Pa s) 10
-15 2 9 10-15 olg
oT (Pa s/K)
10-8 3 9 10-8
cg (kJ/
kg K)
2 4 jg (W/m K) 0.05 0.2
P0 (Pa) 10
5 106 T0 (C) 10 50
 0.6 0.9 Ti (C) 1,000 1,600
Table 6 Range of values obtained for the various scaling groups for
thermal decomposition of polymer composite range
Groups Min. Max.
DK 3.75 9 10
16 8.00 9 1023
Na 15.1 38.0
T0 0.18 0.340
d 2 4
n 40 800
Dm 0.04 0.40
qg 3.0 9 10
-6 3.80 9 10-4
Le 1.25 9 10
-4 50
Dlg 0.475 4.77
cg 1 8
Dhr 0.031 2.1
Djg 0.03 0.15
 0.15 41.0
n 1 50
We observe that several numbers, such as Le, vary over a large range,
whereas other numbers, such as T0 vary over a much smaller
the wide range of temperature variation in this process
which means that the Arrhenius number has more impact
than the Damko¨hler number. The Lewis number is also
insignificant. More generally, we observe that the scaling
groups representing convection (Dlg, n, and Le) are
insignificant. This is because the chemical reaction happens
in an immobile phase. We conclude that heat convection
has an insignificant impact on the thermal protection
system.
Next, we perform the analysis using the maximum pres-
sure in the domain between dimensionless time 0 and 1 as a
measure of the system performance (instead of the right
boundary dimensionless temperature). Figure 6a shows the t
value of the main effects and Fig. 6b shows the t value of the
12 most important interaction effects. We obtain the critical
values t ¼ 3:8 and l ¼ 1:9. In this case, we find that the
primary factors are Le, qg, n, Dm
 and  and the insignificant
factors are Djg and Dh

r . The reduced gas density q

g
(a)
(b)
Fig. 5 Variability of thermal
protection of polymer
composite. The various effects
are compared with Bonferroni t-
limit (in plain line) and Lenth’s
margin of error l (in dashed
line). Primary effects are
represented in black, secondary
in grey and insignificant in
white
represents the ratio of the density of the gas product of the
reaction and the density of the solid reactant. The smaller it
is, the higher the volume of fluid created by the chemical
reaction, and the higher the impact on the mechanical stress.
The mass decomposition fraction Dm represents the quan-
tity of solid reactant. For Dm closer to 1, more gas is gen-
erated and so more mechanical stress is applied to the
domain. The Lewis number Le quantifies the ratio of the heat
diffusivity and pressure diffusivity. For large Le, the pressure
diffuses slowly and the mechanical stress is large. For large
reduced final permeability n the pores have become larger
due to the chemical reaction reducing the amount of the
polymer matrix and so the pressure increase is less. Finally,
the radiation number  quantifies the incident heat flux and
the heat loss. For large , the temperature increases more
quickly within the system and so the rate of the chemical
reaction also increases. Meanwhile the pressure diffusivity is
unchanged. As a result, the mechanical stress increases.
(a)
(b)
Fig. 6 Variability of maximum
dimensionless pressure for
polymer composite. The various
effects are compared with
Bonferroni t-limit (in plain line)
and Lenth’s margin of error l (in
dashed line). Primary effects are
represented in black, secondary
in grey and insignificant in
white
Our observations for both analyses are verified by
comparing the evolution of the dimensionless right
boundary temperature and the maximum dimensionless
pressure with respect to the scaling groups considered for
test case 1. Figure 7 shows the evolution for the groups
Dhr , Dl

g and Le. The x-axis has been scaled so that 1
represents the minimum of the scaling groups and 1 the
maximum.
We conclude that 4 out of the 14 dimensionless num-
bers, defined for this model by IA, are insignificant when
considering the performance of a thermal protection sys-
tem using a polymer composite. This result can be illus-
trated by comparing the outcome from test case 1 with the
outcome from two test cases in which parameters have
been varied so that only the values of these insignificant
numbers have changed (Table 7). For test case 3, Dlg, n,
qg are taken at their minimum value and Le at its maxi-
mum value. For test case 4, Dlg, n, q

g are taken at their
maximum value and Le at its minimum value. The impact
of changing these insignificant numbers on the tempera-
ture profile at various dimensionless times is shown in
Fig. 8a. It can be seen that there is no observable differ-
ence between the three test cases. In contrast, if we con-
sider the dimensionless pressure in the system (Fig. 8b),
we see that this varies significantly between the test cases.
This validates our method for identifying the least sig-
nificant dimensionless numbers but also shows that the
ranking of the importance of the different dimensionless
numbers will depend upon the measure used to quantify
system performance.
6.2 Thermal conversion of oil shale into non-reactive
gas
We also apply the same sensitivity analysis to the model-
ling of the thermal upgrading of oil shale. In this process
we are interested in the energy return over investment
(EROI) ratio. The EROI is defined by the ratio of the
energy content of the produced hydrocarbons and the
energy supplied by the heater. If we define Ec as the energy
content of 1 kg of recovered gas, the EROI is given by:
EROI ¼ Ec
R t
0
qgvgjx¼Ldt
 
R t
0
js oTox jx¼0dt
ð32Þ
We express this in terms of our dimensionless groups and
variables using IA (see ‘‘Appendix’’). This gives:
EROI ¼ Ec
csDT
1
Le
R tD
0
qgDvgDjxD¼1dtD
 
R tD
0
oTD
oxD jxD¼0dtD
ð33Þ
Therefore, the EROI of the process depends upon one
additional scaling group, which we call the reduced energy
content of the gas, and is defined by:
Ec ¼
Ec
csDT
ð34Þ
In this model, there is no incident heat flux and no heat loss
by radiation ( ¼ 0). Moreover, we assume for consis-
tency with previous work that the order of the decompo-
sition reaction is always one [4, 8]. Thus, our model of
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Fig. 7 Evolution of a dimensionless right boundary temperature and
b maximum dimensionless pressure with respect to Dhr , Dl

g and Le
for thermal decomposition of polymer composite. The value of the
dimensionless groups have been scaled so that 1 represents the
minimum value and 1 the maximum value of each number according
to Table 6
thermal conversion of oil shale depends upon 13 dimen-
sionless groups. As before we choose to use an experi-
mental design of resolution V with n ¼ 28 trials to evaluate
the sensitivity of the EROI to these 13 different dimen-
sionless numbers. The next task is to evaluate a range for
each scaling group. Table 8 defines a minimum and max-
imum value for each dimensional parameter used to cal-
culate each dimensionless number. These are determined
from the literature [5, 30]. Table 9 gives the resulting
ranges for the 13 dimensionless groups.
We observe several differences in the range of the
dimensionless numbers compared with the thermal
decomposition of polymer composite. The initial porosity
and permeability of the solid are very small, but the ratio
K0=/0 is larger than in the polymer composite case. As a
result, we obtain higher Lewis numbers. The porosity and
permeability decomposition numbers d and n are also larger
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Fig. 8 Numerical simulation results for a temperature evolution for various initial positions and b pressure profile in the domain at various times.
The temperature evolution is identical for the three test cases but the pressure profiles are different
Table 7 Value of dimensionless groups for test case 1, 3 and 4
(thermal decomposition of polymer composite)
Groups Test case 1 Test case 3 Test case 4
DK (m=m0  0:91) 3.14 9 1021 3.14 9 1021 3.14 9 1021
DK
(0:91m=m0  0:795)
5.2 9 1018 5.2 9 1018 5.2 9 1018
Na 26.2 26.2 26.2
T0 0.25 0.25 0.25
d 2.42 2.42 2.42
n 43.8 43.8 43.8
Dm 0.205 0.205 0.205
qg 1.16e-5 3.0 9 10
-6 3.0 9 10-5
Le 0.22 50 1.25 9 10
-4
Dlg 1.93 0.475 4.77
cg 1.5 1.5 1.5
Dhr 0.098 0.031 2.1
Djg 0.1036 0.1036 0.1036
 2.05 2.05 2.05
Order (m=m0  0:91) 17.33 17.33 17.33
Order
(0:91m=m0  0:795)
6.3 6.3 6.3
The numbers in bold are the ones that differs from test case 1
Table 8 Range of values for the various dimensional parameters of
the thermal conversion of oil shale model
Property Min. Max. Property Min. Max.
L (m) 1 3 /0 0.0001 0.0005
/f =/0 500 1,000 K0=/0 (m
2) 10
-13 10-11
Kf =K0 1,000 10,000 qs (kg/m
3) 1,500 2,000
cs (kJ/
kg K)
0.5 2 js (W/m K) 0.5 2
mf =m0 0.6 0.96 Ea (kJ/kmol) 1.50 9 105 2.5 9 105
A (1/s) 1011 1013 Dhr0 (kJ/kg) 100 1,000
Mg (kg/
kmol)
16 50 lg0 (Pa s) 105 104
olg
oT
(Pa s/
K)
108 3 9 108 cg (kJ/kg K) 1 4
jg (W/
m K)
0.01 0.2 Ti (C) 300 400
P0 (Pa) 105 106 T0 (C) 10 50
Ec (MJ/
kg)
40 50
than in the polymer case. Another important difference is in
the range of temperature DT (Eq. 23). The Arrhenius
number Na and the reduced initial temperature T

0 are very
high because the heating temperature Ti is smaller.
As before we perform the sensitivity analysis using the
chosen experimental design and then compute the main and
interaction effects using the least squares method [22].
Figure 9a shows the t value of the main effects and Fig. 9b
shows the t value of the fifteen most important interaction
effects. In this case the critical values are t ¼ 3:8 and l ¼ 2:4:
Thus, for the thermal decomposition of oil shale into
non-reactive gas, the scaling groups are naturally
regrouped into:
• The primary factors Na, Ec, Dm, Dhr , cg and n.
• The secondary factors Dk, d, T0 .
• The insignificant factors Djg, Dlg, qg and Le.
We observe that, again, the Arrhenius number and the
reduced reaction enthalpy are primary factors, the Dam-
ko¨hler number is a secondary factor and the Lewis number
an insignificant parameter. For large reduced gas heat
capacity cg the domain is heated by the advection of the gas
and so the chemical reaction happens faster. Note that the
reduced final permeability n is a primary factor in this
study, whereas it was an insignificant factor in the thermal
protection application for polymer composite. This may be
due to the larger range for this parameter or to the measure
of performance used (EROI instead of thermal protection).
We conclude that we can reduce the parameter space to
9 dimensionless numbers. As before, we illustrate this
result by comparing 3 test cases with different values of the
scaling groups (Table 10). Test case 5 has been built with
values from Fan et al. [5]. Test cases 6 and 7 are derived
from test case 5 with minimum or maximum values for the
insignificant parameters Djg, Dl

g, q

g and Le. Test case 8 is
the same as test case 5 apart from the value of the Arrhe-
nius number, which takes a higher value (80) but still small
enough to insure there is some reactions. Figure 10 shows
the comparison of EROI for the four test cases. We see that
the differences between the EROIs of test case 5 and test
case 6, and test case 5 and test case 7 are smaller than 10 %
while the difference in the EROI of test case 5 and test case
8 is higher than 90 %. This demonstrates that the impact of
changes in one of the insignificant numbers on EROI is
small compared with the impact of a change in one of the
primary dimensionless numbers.
7 Conclusions
The main contribution of this paper is to apply IA, com-
bined with sensitivity analysis using experimental design,
to obtain a minimum number of dimensionless groups that
characterise the problem of heat and mass flow in the
presence of pyrolysis. We demonstrate that completely
scaling a problem where solid decomposes into non-reac-
tive gas with flexible boundary conditions requires the
matching of fourteen dimensionless groups. These groups
and their physical meaning are summarized in Table 2.
Several of the scaling groups obtained in our analysis
have been identified in previous work, including the
Damko¨hler and the Lewis number. They describe respec-
tively the ratio of reaction rate and heat diffusion and the
ratio of heat convection and heat diffusion. In our model
however, the chemical reaction rate also depends on the
Arrhenius number because of the temperature dependence
of the reaction constant. By simple consideration of these
dimensionless numbers, we were able to obtain a formula
to predict the reaction temperature (Eq. 28).
The sensitivity analysis enabled us to divide the
dimensionless numbers into three groups (primary, sec-
ondary and insignificant) based on the values of the t and l-
limits. We applied the procedure to two systems of prac-
tical importance: thermal protection using polymer com-
posite and thermal conversion of oil shale. In each case this
classification helped us determine which physical mecha-
nisms have a major impact on the efficiency of the process.
For the first application, the system performance is
measured in terms of the temperature of the polymer on the
far side of the domain (away from the heat source) and the
pressure within the polymer (an indication of the
mechanical stress). The lower the temperature, the better
the heat protection; the lower the change in pressure, the
less likely it is that the polymer will break up. We found
that the temperature depends mainly on six factors: the
Table 9 Range of values obtained for the various scaling groups
obtained for thermal conversion of oil shale model
Groups Min. Max.
DK 3.75 9 1016 7.2 9 1020
Na 46.3 120.3
T0 0.73 1.29
d 500 1,000
n 1,000 10,000
Dm 0.05 0.20
qg 2.5 9 108 8.0 9 106
Le 1.25 9 107 0.027
Dlg 0.025 1.17
cg 0.5 8.0
Dhr 0.13 4.0
Djg 6.0 9 105 4.87 9 104
Ec 51.3 480
We observe that several numbers, such as Le, vary over a large range,
whereas other numbers, such as T0 vary over a much smaller range
radiation number, the Arrhenius number, the reduced initial
temperature, the reduced reaction enthalpy, the gas thermal
conductivity reduction factor and the mass decomposition
number. These control the rate of polymer break down and
the rate of heat transfer. The amount of mechanical stress
depends mainly on the Lewis number, the reduced gas
density, the reduced final permeability, the mass decom-
position number and the radiation number.
For the second application the system performance is
measured in terms of Energy Return on Investment
(EROI). Obviously the higher this number the better the
system performance. We observed that the EROI depends
mainly on six primary factors: the Arrhenius number, the
reduced energy content, the mass decomposition number,
the reduced reaction enthalpy, the reduced gas specific heat
capacity and the reduced final permeability. These numbers
(a)
(b)
Fig. 9 Variability of EROI for
thermal cracking of oil shale.
The various effects are
compared with Bonferroni t-
limit (in plain line) and Lenth’s
margin or error (in dashed line).
Primary effects are represented
in black, secondary in grey and
insignificant in white
control the amount of energy needed to obtain a useful
product from the in situ upgrading.
For both applications, we observed that the Damko¨hler
number, which describes the ratio of the reaction rate times the
heat stored in the gas produced by the reaction to heat con-
duction through the solid was a secondary factor. This sug-
gests that the rate of chemical reaction is mostly controlled by
the energy barrier represented by the Arrhenius number.
The procedure applied to identify and rank the dimen-
sionless number can be applied to other models and other
applications. The model for thermal conversion of oil shale
can be extended with a liquid phase to model more precisely
the in situ upgrading of oil shale. The kerogen decomposes
into liquid and gas, and the liquid experiences further
decomposition into lighter products. The sensitivity analysis
can help in reducing the number of experiments necessary to
identify the behaviour of the system by only considering the
most important parameters. It may also be useful when
developing improved numerical models of these processes.
For example, we could analyse the sensitivity of the number
of non-linear iterations used to solve the conservation
equations and try to reduce the number of significant
parameters. This may also simplify the study of various non-
linear solvers and the testing of their performance.
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Appendix: Deriving the dimensionless groups
by inspectional analysis
The general procedure of nondimensionalizing the equa-
tions that describe a physical process by inspectional ana-
lysis involves the introduction of arbitrary scaling factors.
They make a linear transformation from dimensional to
dimensionless space. The scaling factors are then grouped
into dimensionless scaling groups, and their values are
selected to minimize the number of groups.
We define the following linear transformations of every
variables from the original dimensional space to a general
dimensionless space:
x ¼ x1xD þ x2 t ¼ t1tD þ t2
qs ¼ qs1qsD þ qs2
T ¼ T1 TD þ T2 P ¼ P1PD þ P2
vg ¼ v1vgD þ v2 q ¼ q1qD þ q2
ð35Þ
In these transformations, the scale factors are the ‘‘*’’
quantities and the dimensionless variables are those with a
subscript ‘‘D’’. There are 14 scale factors, two for each
Table 10 Value of dimensionless groups for test case 5, 6, 7 and 8
Groups Test case 5 Test case 6 Test case 7 Test case 8
DK 1.5 9 1019 1.55 9 1019 1:5  1019 1.55 9 1019
Na 55.7 55.7 55.7 80
T0 0.84 0.84 0.84 0.84
d 1,000 1,000 1,000 1,000
n 3,000 3,000 3,000 3,000
Dm 0.15 0.15 0.15 0.15
qg 1.85 9 106 2.55  10 8 8.0  10 6 1.8  106
Le 2.8 9 105 0.027 1.25 9 10 7 2.8 9 105
Dlg 0.57 0.0025 1.17 0.57
cg 2.6 2.6 2.6 2.6
Dhr 1.35 1.35 1.35 1.35
Djg 3 9 104 6.0 9 10 5 4.87 9 10 4 3 9 104
Ec 123 123 123 123
The bold values are the ones that have been modified for the purpose of
the test
0 1 2 3 40
5
10
15
20
Time in sec × 106
ER
O
I
Case 5
Case 6
Case 7
Case 8
Fig. 10 Comparison of EROI
for test case 5, 6, 7 and 8. We
observe that the differences in
the EROIs of test case 5 and test
case 6, and test case 5 and test
case 7 are smaller than 10 %
while the difference in the EROI
of test case 5 and test case 8 is
higher than 90 %. Once again,
we insist on the fact that the
sensitivity analysis depends on
the measure of performance
used, here the EROI. Different
conclusions may arise if using a
different point of view
independent variable (x and t) and depend variable (qs, T , P,
vg, q). The scale factors may be multiplicative (subscript 1)
or additive (subscript 2). We substitute (35) into Eqs. (1),
(7), (9), (13) and (14) and multiple by selected scale factors
to make the equations dimensionless. We obtain:
• Solid decomposition
( (
((
ð36Þ
ð37Þ
ð38Þ
• Mass conservation
ð39Þ
ð40Þ
• Darcy’s law
ð41Þ
ð42Þ
• Energy equation
( (
( (
( (( (( (
ð43Þ
• Fourier’s law
ð44Þ
• Heat flow boundary conditions
( (
( (
))
ð45Þ
• Mass flow boundary conditions
ð46Þ
• Initial conditions
ð47Þ
The scaling groups that appear in these equations are
numbered (e.g., ). Each equation is dimensionless, and
the 30 scaling groups are dimensionless too. The next task
is to reduce the number of groups.
A large number of scaling groups can be set to zero by
chosing the additive factors to be zero or to the initial or
final value of the variable. Therefore, we choose:
x2 ¼ 0 t2 ¼ 0
qs2 ¼ qs;f
T2 ¼ T0 P2 ¼ 0
v2 ¼ 0 q2 ¼ 0
ð48Þ
Then, the groups 3, 9, 12, 15, 22, 23 and 30 are equal to
zero. Next, we need to define the multiplicative factors.
Setting scaling groups to one usually leaves the final for-
mulation in a compact form that is generally free of con-
stant. Therefore, we choose:
x1 ¼ L
qs1 ¼ qs;0  qs;f
T1 ¼ DT ¼ T1  T0 P1 ¼ P0
v1 ¼
K0P0
lg;0L
q1 ¼ js
DT
L
ð49Þ
Thus, the groups 1, 13, 20, 26, 27, 28 and 29 are equal to
one. For the multiplicative factor t1, various time scales
such as the time scale of the chemical reaction or the time
scale of heat conduction could be chosen. Here we chose to
normalize our time to the time taken for heat to diffuse at
initial conditions. This has the advantage that group 18 in
Eq. 45 is set to 1 i.e. the rate of change of heat transfer with
distance is 1 at initial time.
t1 ¼ s ¼
qs;0csL
2
js
) Group18 ¼ 1 ð50Þ
Note that the order of the reaction n is an additional
parameter. Therefore there remain 15 groups that are not
yet defined. These remaining dimensionless groups are no
longer arbitrary. They are:
D2 ¼ As D4 ¼ Ea
RDT
D5 ¼ T0DT D6 ¼
/f
/0
 1
D7 ¼ Kf
K0
 1 D8 ¼ K0P0s/0lg0L2
D10 ¼
qs;0  qs;f
qs;0
D11 ¼ /0P0qs;0csRDT
D14 ¼ DTlg;0
olg
oT
D16 ¼
qs;f
qs;0
D17 ¼
cg
cs
D19 ¼ Dhr;0csDT
D21 ¼
/0 jg  js
 
js
D24 ¼ srDT
3L
js
D25 ¼ T
4
i
T41
ð51Þ
The last task is to minimise the number of groups by
identifying dependent groups. We observe that:
D16 ¼ 1  D10
D25 ¼ ð1 þ D5Þ4
ð52Þ
Finally we obtain 13 groups. The system depends only on
these groups and the order of reaction. The groups are:
DK ¼ As Na ¼ Ea
RDT
T0 ¼
T0
DT
Dm ¼ qs;0 qs;f
qs;0
d¼ /f
/0
n¼ Kf
K0
Le ¼
/0lg;0L
2
K0P0s
qg ¼
/0MgP0
qs;0RDT
Dlg ¼
DT
lg;0
olg
oT
Dhr ¼
Dhr;0
csDT
cg ¼
cg
cs
Djg ¼
/0 jg js
 
js
 ¼ srDT
3L
js
ð53Þ
The dimensionless groups satisfy the scaling require-
ments for the one-dimensional problem. We can demon-
strate that they are independent by using the method of
elementary row operations descibed in [27]. We obtain the
following form of the dimensionless equation:
• Solid decomposition
oqsD
otD
¼ DKqnsD exp 
Na
TD þ T0
 
ð54Þ
/D ¼ 1 þ 1  dð Þ 1  qsDð Þ ð55Þ
KD ¼ 1 þ 1  nð Þ 1  qsDð Þ ð56Þ
• Mass conservation
o
otD
/DqgD
  ¼  1
Le
o
oxD
qgDvgD
  Dm oqsD
otD
ð57Þ
qgD ¼ qg
PD
TD þ T0
 
ð58Þ
• Darcy’s law
vgD ¼ KDlgD
oPD
oxD
ð59Þ
lgD ¼ 1 þ Dlg TD  T0
  ð60Þ
• Energy equation
1  Dm 1  qsDð Þ þ /DqgDcg
  oTD
otD
¼  1
Le
qgDc

gvgD
oTD
oxD
 oqD
oxD
 Dm Dhr þ 1  cg
 
TD
  oqsD
otD
ð61Þ
• Fourier’s law
qD ¼  1 þ /DDjg
  oTD
oxD
ð62Þ
• Heat flow boundary conditions
at xD ¼ 0 8tD
qD ¼ Qi   TD þ T0
 4
or TD ¼ 1
at xD ¼ 1 8tD
qD ¼  TD þ T0
 4
or TD ¼ 0
ð63Þ
• Mass flow boundary conditions
at xD ¼ 0 8tD
PD ¼ 0 or vgD ¼ 0
at xD ¼ L 8tD
PD ¼ 0 or vgD ¼ 0
ð64Þ
• Initial conditions
qsD ¼ 1
PD ¼ 1 at tD ¼ 0 8xD
TD ¼ 0
ð65Þ
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