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Let J be a (complex)m × m signaturematrix, that is, both unitary and Hermitian. Anm × mmatrix
function (in short, mf) U(z) which is meromorphic (i.e., every entry of U(z) is a meromorphic scalar
function) on theupperhalfplaneC+ = {z ∈ C : Im z > 0}, is said tobe J-contractive if J − U(z)∗JU(z)
is positive semideﬁnite for every z ∈ C+, not a pole of U(z). Other variants of this notion relate to the
unit disk or to other halfplanes, rather than the upper halfplane. IfU(z) is J-contractive and in addition
J = U(z)∗JU(z) for almost every z on the real line (the value U(z), z ∈ R, exists almost everywhere
as a nontangential limit), then a J-inner function is obtained. Both classes of J-contractive and of J-
inner functions are multiplicative, i.e., closed under pointwise multiplication of mf’s. Thus, questions
concerning multiplicative structure (various types of factorizations, multiplicative representations,
etc.) of those classes are of interest. Many results of consequence, some to bementioned in this review,
are known in this direction.
The J-contractive and J-inner classes are quite remarkable. They are fundamental inmany problems
that cut across several areas in theoretical mathematics such as function theory, operator theory, ma-
trix analysis, integral equations, linear systems, as well as applied problems: interpolation, canonical
systems, optimal control, stochastic analysis, among others. The theory of J-contractive mf’s and its
extensions and applications is known as J-theory, terminology apparently popularized by V.P. Potapov
(1914–1980). Despite beautiful and deep mathematics and plethora of applications of J-theory, there
are not many book publications so far where J-contractive mf’s is a main theme: [5] is dedicated to
the J-theory, and [8,4,9] is a sample of books that contain substantial parts of the J-theory and/or
applications. In particular, function theory for meromorphic J-contractive mf’s in the disk is exposed
in [4].
Already the case of constant J-contractive functions U is of interest. Extending the deﬁnition by
requiring that A∗JA cJ for some nonnegative scalar c (whichmay depend on A) the class of J-minus, or
−J-plus, matrices A is obtained. This is a well studied class in the theory of operators in inner product
spaces, both ﬁnite and inﬁnite dimensional [7,1]. On the other hand, the particular case of I-theory (i.e.,
when J = I, the identity matrix) is especially important. Indeed, analytic I-contractive mf’s, and more
generally analytic I-contractive functions taking values in the algebra of linear bounded operators on
a Hilbert space, are a staple of modern operator theory and its applications, and appear there in many
ways, most notably as characteristic operator functions – which also show up as transfer functions
of certain input–output systems – originating in the late 1940s with M.S. Livšic (1917–2007). Among
numerous books on that subject, wemention [10,11,6]. On the applied side, Schur analysis – the line of
ideas originating with the Schur algorithm (1917) – is an integral part of the I-theory, with numerous
applications including layered medium models in geophysis and H∞-control (worst case control) in
electrical engineering. Schur algorithm, its variations, and far reaching generalizations continue to play
a key role in modern numerical and algorithmic analysis.
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The rational J-contractive mf’s are also of special concern, and particularly consequential in en-
gineering applications [2,3], although this class is somewhat de-emphasized in the reviewed book.
Since the J-theory in that case can be developed using largely methods of linear algebra, rational J-
contractive and J-inner mf’s may be of particular interest to the readership of Linear Algebra and its
Applications.
A brief chapter-by-chapter review follows. Chapter 1 (Introduction; 12 pages), aswell as the last two
chapters 10 (More criteria for strong regularity; 21 pages) and 11 (Formulas for entropy functionals; 15
pages)will be omitted from the review. AlthoughChapters 10 and 11 contain interesting and important
material, it seems somewhat outside of the central topic of the book.
Chapter 2: Algebraic preliminaries (70 pages). Here a comprehensive exposition is given of basic
properties of constant matrices in the J-contractive and related classes. Potapov–Ginzburg and Red-
heffer transforms (essentially, linear fractional transformation of matrices) are studied in great detail.
Rudiments of the indeﬁnite inner product theory are also provided.
Chapter 3: The Nevanlinna class of meromorphic matrix valued functions (86 pages). The chapter
focuses on function theoretic properties of several basic classes of mf’s deﬁned on the open upper
half-plane, in particular: Schur class of analytic functions bounded by I; Carathéodory class of analytic
mf’s with positive semideﬁnite real part; Nevanlinna class of analytic mf’s of the form h−1g, where
g is a matrix and h is a scalar valued functions in the Hardy class H∞. Inner–outer and coprime
factorizations in various classes are studied in detail; however,many proofs (especially of basic results)
are omitted, and instead references to relevant literature are given. Also, characterizations of functions
in theNevalinna class andother related classes are given in termsofmutliplicationoperators generated
by the function. Potapov’s theorem onmultiplicative representations of certain entire Schur functions
is also included in Chapter 3, albeit without proof.
Chapter 4: J-contractive and J-inner matrix valued functions (71 pages). Fundamental theorems due
to Potapov form the core of this chapter (although often they are presented with only a partial proof,
or no proof at all). The ﬁrst one describes representations of J-contractive mf’s with not identically
zero determinants as (possibly inﬁnite) products of elementary J-contractivemf’s (so-called Blaschke–
Potapov factors). The second theorem represents entire J-contractive mf’s as multiplicative integrals.
Among other results in that chapter we note identiﬁcation of linear fractional transformations (of the
form (2) below) in terms of their mapping properties as induced by meromorphic mf’s whose values
are J-minus matrices.
Chapter 5: Reproducing kernel Hilbert spaces (94 pages). A positive kernel on a setΩ is anm × mmf
Kω(λ) deﬁned on Ω × Ω with the property that ∑ni,j=1 u∗i Kωj(ωi)uj  0 for every positive integer n
and every choice ofω1, . . . ,ωn ∈ Ω andm-component vectors u1, . . . , un. Every positive kernel gives
rise to a unique reproducing kernel Hilbert space of vector valued functions onΩ; the linear span of all
functions of the form Kω(·)u, ω ∈ Ω , u ∈ Cm, is dense in the RKHS. If U is J-contractive, then
(−2π i(λ − ω¯))−1(J − U(λ)JU(ω)∗)
is a positive kernel on the domain of analyticity of U(λ). The corresponding RKHS is known as the
(particular case of) de Branges space, denoted H(U). The chapter starts off with a general discussion of
RKHS’s and various characterizations of de Branges spaces. A complete proof is given of de Branges’
theorem asserting that J-inner functions U1 and U are such that U
−1
1 U is also J-inner if and only if
H(U1) is contained contractively in H(U).
Chapter 6: Operator nodes and passive systems (24 pages). In this short chapter, basic connections
with passive network theory are outlined, starting with characteristic operator functions. These con-
nections undoubtely deserve to be more thoroughly exposed than it is done here; in any event, an
extensive literature guide and bibliography are provided.
Chapter 7:Generalized interpolation theorems (62 pages). Several interconnected interpolation prob-
lems, or problems that can be interpreted as interpolation problems, are treated in that chapter. They
are known by names of Schur, Carathéodory, Krein, Nehari, and Sarason. Those and related problems,
on theirmanyversions, havebeenextensively studied in the literature. Typical results describe solution
sets of generalized interpolation problems in terms of the ranges of linear fractional maps deﬁned by
certain J-inner mf’s.
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More speciﬁcally, consider a version of the Nehari problem as considered in the book. Let f0 be
a measurable essentially bounded p × q mf on the real line. The Hankel operator Γ (f0) is the linear
bounded operatorH
q
2 → Kp2 , whereH2, resp. K2 is the HardyHilbert space of analytic functions on the
upper, resp., lower, halfplane, deﬁned as themultiplication by f0 followed by the orthogonal projection
on K
p
2 . The Nehari problem is: Given a Hankel operator Γ (f0), identify the set
{f : Γ (f0) = Γ (f ) and ‖f‖∞  1} (1)
It turns out that, under appropriate hypotheses, the set (1) is described as
(u11x + u12)(u21x + u22)−1, (2)
where x is in the Schur class, and
[
u11 u12
u21 u22
]
is a ﬁxed (p + q) × (p + q) mf connected with a[
Ip 0
0 −Iq
]
-inner function.
Chapter 8: Generalized Krein extension problems (50 pages). Three interrelated problems studied by
M.G. Krein in the 1940s and 1950s and their generalizations are examined.
Positive extension problem PEP. A p × p mf f (t), −a t  a, is said to be positive on the interval
[−a, a] if f (t) is continuous, f (−t) = f (t)∗ for t ∈ [−a, a], and the kernel f (t − s) is positive, i.e., the
matrices [f (ti − tj)]ni,j=1 are positive semideﬁnite for every ﬁnite collection of points t1, . . . , tn ∈ [0, a].
The PEP consists of ﬁnding the set of all positive mf’s f˜ (t) on (−∞,∞) such that the restriction of f˜
to [−a, a] coincides with the given positive function on [−a, a].
Helical extension problem HEP. An mf f (t) is said to be helical on [−a, a] if f satisﬁes the deﬁnition
of a positive function except that the kernel f (t − s) − f (t) − f (−s) + f (0), rather than f (t − s), is
required to be positive. The HEP consists of ﬁnding all mf’s that are helical on (−∞,∞) and whose
restrictions to [−a, a] coincide with a given function which is helical on [−a, a].
Accelerant extension problem AEP is similarly stated, working with mf’s h ∈ L1[−a, a] such that∫ a
0
φ(t)∗
(
γφ(t) + 2
∫ a
0
h(t − s)φ(s)ds
)
dt  0
for every mf φ ∈ L2[0, a], where the Hermitian matrix γ is given. (The terminology “helical" and
“accelerant” is Krein’s; "helical" refers to helical arcs in Hilbert space.)
As in the case of interpolation problems of Chapter 7, under certain hypotheses, the solution
sets of those problems and their generalizations are described by ranges of suitable linear fractional
transformations.
Chapter 9: Darlington representions and related inverse problems (45 pages). Darlington synthesis
originated in a 1939 paper by Darlington; in engineering terms it reduces synthesis of a circuit to that
of a lossless circuit. Inmathematical terms, and generalized tomf’s, the problem is to represent a given
mf as a diagonal block of a J-inner mf. Thus, Darlington synthesis is a certain extension problem: Given
a part of a matrix, extend, if possible, to the whole matrix with required properties, and describe all
such extensions when they exist. Several related extension problems are studied in detail in Chapter
9, including criteria for solvability and full descriptions of the solution sets. We mention two such
problems: (1) Given a p × q mf w describe the set of all mf’s of the block form W =
[
w11 w
w21 w22
]
and
such thatW is
[
Ip 0
0 −Iq
]
-inner. (2) Given a p × pmf c describe the set of all mf’s of the block form
Θ =
⎡
⎣θ11 θ12 0θ21 c Ip
0 Ip 0
⎤
⎦ , and Θ is
⎡
⎣Ir 0 00 0 −Ip
0 −Ip 0
⎤
⎦inner.
Two important topics pertaining to J-theory and not developed in the book (although mentioned
in the introduction) are worth noticing: 1. Symmetric operators on a Hilbert space with equal (and
ﬁnite) deﬁciency indices (m,m). The J-contractive 2m × 2m matrix functions (for a particular J) may
be identiﬁed with the resolvents of such operators; see [8], for example. Those ideas originated with
M.G. Krein (1907–1989) in the 1940s and were substantially expanded and developed over the years.
2. Canonical systems of integral equations
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u(x, λ) = u(0, λ) + iλ
∫ x
0
u(s, λ)dM(s)J, 0 x < d,
whereM(s) is a nondecreasing Hermitianm × mmf, and λ is a complex parameter. The fundamental
solution of the canonical system turns out to be an entire J-inner function of λ. A second volume on
canonical systems of integral and differential equations is planned by the authors, as they announce in
the preface, where hopefully a complete and systematic treatment of canonical systems will be given.
The authors are experts of international renown and have written extensively on the topic of J-
theory and its applications, including 17 substantial joint papers comprising 894 journal pages. They
did an ourstanding job of putting together a ﬁrst comprehensive book on J-theory. The exceptionally
well written introduction provides much needed guidance to the subject. However, the book is not an
easy reading. The exposition is often onerous, consisting entirely of deﬁnitions, statements (theorem,
lemma, corollary, etc.) and proofs, without comments. On the other hand, the hard work frequently
required to penetrate parts of the book will be richly rewarded: The book contains a wealth of useful
information, as beﬁts an Encyclopedia of Mathematics volume.
An up-to-date extensive bibliography of about 300 items is included.
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