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BOUNDARY INTEGRALS AND APPROXIMATIONS OF
HARMONIC FUNCTIONS
GILES AUCHMUTY AND MANKI CHO
Abstract. Steklov expansions for a harmonic function on a rectangle are analyzed.
The value of a harmonic function at the center of a rectangle is shown to be well approx-
imated by the mean value of the function on the boundary plus a very small number
(often 3 or fewer) of additional boundary integrals. Similar approximations are found
for the central values of solutions of Robin and Neumann boundary value problems.
These results are based on finding explicit expressions for the Steklov eigenvalues and
eignfunctions.
1. Introduction
One of the best known theorems about solutions of Laplace’s equation is the mean
value theorem that says the value of a harmonic function h at the center of the ball is
the mean value of the boundary values of h on the boundary. Epstein [9] proved that if
this holds for all harmonic functions on a region Ω then Ω must be a ball.
In a number of papers (see [1] - [4]), the first author has studied the representation
of solutions of elliptic boundary value problems via orthogonal expansions involving the
Steklov eigenfunctions. These representations for harmonic problems may be regarded as
spectral representations of the Poisson integral operator for the solution of the harmonic
Dirichlet problem on Ω.
Steklov expansions give the value of a harmonic function at any point x ∈ Ω is given
by a series whose first term is the mean value of the boundary values of the function. See
(3.7) below. The coefficient in these expansions only involve the boudnary values of the
functions and the Steklov eigenfunctions as described in (3.9) since the definition of a
Steklov eigenfunction relates an inner product over the domain to the L2- inner product
on the boundary. Theorem 3.2 below that these Steklov expansions converge both in H1
and uniformly on compact subsets of the region.
Here the special case of harmonic functions on a rectangle in the plane is investi-
gated and some strong convergence properties are found. First the Steklov eigenvalues
and eigenfunctions for a rectangle are described explicitly in section 4. The eigenfunc-
tions are classified by their symmetries and by the determining equation for a paprameter
related to the eigenvalues. The results hold for arbitrary rectangles in the plane upon
scaling and possibly a rotation. In their recent survey, Girouard and Polterovich [11]
outline similar results for the case of a square.
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In the doctoral thesis of the second author [7] many aspects of the convergence
of Steklov approximation of harmonic functions on rectangles were studied numerically.
In particular Cho observed that these coefficients dacayed to zero very rapidly and that
these Steklov approximations converged very rapidly away from the boundary of the
rectangle.
The analysis here shows that this decay rate actually is exponential as described
in theorems 5.1 and 6.1. The usual mean value theorem for discs and balls in 2 and
higher dimensions reflects the fact that all other Steklov eigenfunctions, (besides the
first one which is constant,) are zero at the origen. Thus a natural question is what are
the corresponding formulae at the center of a rectangle or square?
At the origin 3 out of the 4 families of Steklov eigenfunctions are zero and the
remaining family involves functions that are exponentially small at the center. As a
consequence, the Steklov approximations converge geometrically to the true value of the
harmonic function at the center. The usual mean value theorem for discs and balls in
2 and higher dimensions reflects the fact that all other Steklov eigenfunctions, ( besides
the first one which is constant,) are zero at the origin. Our observation is that, on a
square, the use of just one further boundary integral is sufficient to guarantee relative
accuracy of better than 4% for the central value. Specific error estimates in terms of the
2-norm of the data is provide in Theorem 5.2 for a square and from a similar analysis
involving theorem 6.1 for a rectangle.
In section 7, analogous formulae for the central values of solutions of Robin and
Neumann boundary value problems are derived. These involve the same boundary inte-
grals as for the Dirichlet problem but with new weightings depending on the boundary
condition. In particular these formulae indicate how solutions of Robin problems with
non-zero mean values for the boundary data behave as it converges to a Neumann prob-
lem.
A referee has pointed out that some other exponential convergence results are
described in theorem 1.1 of Hislop and Lutzer [12]. The results here differ from those of
[12] as this paper studies pointwise estimates at specific points - not H1 bounds. Also
here our boundary is Lipschitz but not C1 so the very general methods used in [12] are
not applicable. The recent review paper [11] discusses a number of features of Steklov
eigenproblems that change significantly when the boundary is no longer smooth.
2. Notation and Definitions.
Let Ω be a non-empty, bounded, connected, open subset of RN , n ≥ 2, with
boundary ∂Ω. Such a set Ω is called a region and let its boundary be ∂Ω. Let L2(Ω)
be the usual real Lebesgue space of all functions ϕ : Ω → [−∞,∞] which are square
integrable with respect to Lebesgue measure on Ω.
For our analysis we also require some mild regularity conditions on Ω and ∂Ω. Our
basic criteria is that the boundary ∂Ω is Lipschitz in the sense of Evans and Gariepy,
[10], section 4.2.
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Let σ, dσ represent Hausdorff (n− 1)−dimensional measure and integration with
respect to this measure respectively. When ∂Ω is Lipschitz, the unit outer normal ν(x)
is defined σ a.e. on ∂Ω and the boundary traces of functions in W 1,p(Ω) are well-defined.
The trace operator will be noted γ and usually will be omitted in boundary integrals.
See section 4.3 loc. cit. In particular, the divergence theorem holds in the form∫
Ω
Dj ψ d
nx =
∫
∂Ω
ψ νj dσ for all 1 ≤ j ≤ n, ψ ∈ W
1,1(Ω). (2.1)
This follows from theorem 1, section 4.3 of [10] with p =1. Our requirement is that Ω
satisfy
Condition A: Ω is a bounded open region and ∂Ω is a finite union of Lipschitz
surfaces with finite surface area.
When (A) holds and ψ ∈ H1(Ω), then the standard trace theorem implies that
γ(ψ) ∈ Lp(∂Ω; dσ) for p ∈ [1, pT ] where pT = 2(n − 1)/(n− 2) when n ≥ 3 and for all
p ∈ [1,∞) when n = 2. In particular they are in L2(∂Ω, dσ) for every n.
Let L2(∂Ω, dσ) be the usual space of L2−functions on Σ, ∂Ω respectively. The
inner product and norm on L2(∂Ω, dσ) is
〈u, v〉∂Ω := |∂Ω|
−1
∫
∂Ω
u v dσ. (2.2)
When p = 2, the space W 1,2(Ω) will be denoted H1(Ω) and an equivalent inner
product is
[u, v]∂ :=
∫
Ω
∇u · ∇v dx + |∂Ω|−1
∫
∂Ω
u v dσ. (2.3)
The corresponding norm will be denoted by ‖u‖∂ . The proof that this norm is equivalent
to the usual (1, 2)−norm on H1(Ω) when (A) holds is Corollary 6.2 of [1] and also is
part of theorem 21A of [14].
A function u ∈ H1(Ω) is said to be harmonic on Ω provided it is a solution of
Laplace’s equation in the usual weak sense. Namely∫
Ω
∇u · ∇ϕ dx = 0 for all ϕ ∈ C1c (Ω). (2.4)
Here C1c (Ω) is the set of all C
1−functions on Ω with compact support in Ω.
Define H1(Ω) to be the space of all such H1−harmonic functions on Ω. When
(A) holds, the closure of C1c (Ω) in the H
1−norm is the usual Sobolev space H10 (Ω).
Then (2.4) is equivalent to saying that H1(Ω) is ∂−orthogonal to H10 (Ω). This may be
expressed as
H1(Ω) = H10 (Ω)⊕∂ H
1(Ω), (2.5)
where ⊕∂ indicates that this is a ∂−orthogonal decomposition. This result is also dis-
cussed in section 22.4 of [14].
The terminology of Axler, Bourdon and Ramey [5] for harmonic functions will
be used in discussing harmonic functions. Other standard notation from the theory of
elliptic boundary value problems should be taken as that used in Chipot [6].
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3. Steklov Approximations of Harmonic functions.
Let Ω be a bounded region in RN that satisfies (A). It is well-known that the
Bergman space of all real L2−harmonic functions on Ω is a reproducing kernel Hilbert
spaces (RKHS) with respect to the usual L2− inner product. Since we wish to prove
results involving boundary integrals, we will concentrate on the subspace H1(Ω) of all
H1− harmonic functions. This is also a RKHS of functions on Ω but now the functions
have boundary traces - see Auchmuty [2] and [3] for results about such spaces. Trace
theorems imply that for regions satisfying (A) the traces of functions in H1(Ω) will be
in L2(∂Ω, dσ), so the integrals involved here are well-defined and finite.
A non-zero function s ∈ H1(Ω) is said to be a harmonic Steklov eigenfunction on
Ω corresponding to the Steklov eigenvalue δ provided s satisfies∫
Ω
∇s · ∇v dx = δ 〈s, v〉∂Ω = δ|∂Ω|
−1
∫
∂Ω
s v dσ. for all v ∈ H1(Ω). (3.1)
This is the weak form of the boundary value problem
∆ s = 0 on Ω with Dν s = δ |∂Ω|
−1 s on ∂Ω. (3.2)
Here ∆ is the Laplacian andDν s(x) := ∇s(x)·ν(x) is the unit outward normal derivative
of s at a point on the boundary.
Descriptions of the analysis of these eigenproblems may be found in Auchmuty [1]
- [4]. These eigenvalues and a corresponding family of ∂−orthonormal eigenfunctions
may be found using variational principles as described in sections 6 and 7 of Auchmuty
[1]. δ0 = 0 is the least eigenvalue of this problem corresponding to the eigenfunction
s0(x) ≡ 1 on Ω. This eigenvalue is simple as Ω is connected. Let the first k Steklov
eigenvalues be 0 = δ0 < δ1 ≤ δ2 ≤ . . . ≤ δk−1 and s0, s1, . . . , sk−1 be a corresponding set
of ∂−orthonormal eigenfunctions. The k-th eigenfunction sk will be a maximizer of the
functional
B(u) := |∂Ω|−1
∫
∂Ω
|γu|2 dσ (3.3)
over the subset Bk of functions in H
1(Ω) which satisfy
‖u‖∂ ≤ 1 and 〈γu, γsl〉∂Ω = 0 for 0 ≤ l ≤ k − 1. (3.4)
The existence and some properties of such eigenfunctions are described in sections
6 and 7 of [1] for a more general system. In particular, that analysis shows that each δj
is of finite multiplicity and δj →∞ as j →∞; see Theorem 7.2 of [1]. The maximizers
not only are ∂−orthonormal but they also satisfy∫
Ω
∇sk · ∇sl dx = |∂Ω|
−1
∫
∂Ω
sk sl dσ = 0 for k 6= l. (3.5)∫
Ω
|∇sk|
2 dx =
δk
1 + δk
and |∂Ω|−1
∫
∂Ω
|γsk|
2 dσ =
1
1 + δk
for k ≥ 0. (3.6)
Recently Daners [8] corollary 4.3 has shown that, when Ω is a Lipschitz domain, then
the Steklov eigenfunctions are continuous on Ω.
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The analysis in this paper is based on the fact that the harmonic Steklov eigenfunc-
tions on Ω can be chosen to be an orthonormal basis of both H1(Ω) and of L2(∂Ω, dσ).
Note, however, that these functions are not L2−orthogonal on Ω - so the following con-
structions are quite different to results from the much studied theory of Bergman spaces.
Let S := {sj : j ≥ 0} be the maximal family of ∂−orthonormal eigenfunctions
constructed inductively as above. Given u ∈ H1(Ω), consider the series
PH u(x) :=
∞∑
j=0
[u, sj]∂ sj(x). (3.7)
This series will be called a harmonic Steklov expansion and represents a harmonic func-
tion on Ω. For any region Ω the first term in this expansion is the mean value of the
function u on the boundary ∂Ω. Then theorem 3.1 of [3] may be stated as
Theorem 3.1. Assume Ω, ∂Ω satisfy (A), then S is an orthonormal basis of H1(Ω). PH
defined by (3.7), is the ∂−orthogonal projection of H1(Ω) onto H1(Ω).
Proof. This follows from standard results about orthogonal expansions and theorem
7.3 of [1] which says that S is a maximal orthonormal subset of H1(Ω). 
In this paper, it is more convenient to use the Steklov eigenfunctions normalized
by their boundary norms. Define the functions s˜j(x) :=
√
1 + δj sj(x) for j ≥ 0. From
(3.6), these satisfy
|∂Ω|−1
∫
∂Ω
s˜j s˜k dσ = 0 when j 6= k and |∂Ω|
−1
∫
∂Ω
s˜j
2 dσ = 1. (3.8)
These Steklov eigenfunctions are said to be boundary normalized and the associated set
S˜ := {s˜j : j ≥ 0} is an orthonormal basis of L
2(∂Ω, dσ). See theorem 4.1 of [2].
When h ∈ L2(∂Ω, dσ), then the Riesz-Fischer theorem and the fact that S is an
orthonormal basis of L2(∂Ω, dσ) implies that
h(x) :=
∞∑
j=0
cj s˜j(x) with cj := 〈h, s˜j〉∂Ω (3.9)
in an L2−sense. The first term in this series is the mean value of h on ∂Ω; h := 〈h, 1〉∂Ω.
The analysis in [2] shows that the harmonic extension of this function to Ω has the same
representation for any x ∈ Ω and has finite energy on Ω if and only if
∞∑
j=0
(1 + δj) |cj|
2 < ∞. (3.10)
More details of this are to be found in [2] where (3.10) is used as the definition
for h to be in H1/2(∂Ω). This Steklov representation of the harmonic function h only
involves integrals of the boundary values of h.
Here our interest is in the approximation of harmonic functions by finite sums of
this series. When h ∈ H1(Ω) is an H1−harmonic function on Ω, then the M-th Steklov
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approximation of h is the function
hM(x) := h +
M∑
j=1
〈h, s˜j〉∂Ω s˜j(x). (3.11)
The essential theorem about these approximations is the following.
Theorem 3.2. Assume (A) holds, h ∈ H1(Ω) and hM is defined by (3.11). Then hM
converges strongly to h in H1(Ω) and H1(Ω) and it converges uniformly to h on compact
subsets of Ω.
Proof. The fact that hM converges strongly to h in H
1(Ω) and H1(Ω) follows from the
fact that S is an orthonormal basis of H1(Ω). This sequence also converges uniformly on
compact sets from theorem X, chapter X of Kellogg [13]. The theorem in Kellogg was
only proved for regions in R3 - but a similar proof holds in all dimensions N ≥ 2. 
When Ω is a disc in R2, or a ball in RN , N ≥ 3 these approximations have been
extensively studied by Fourier analysts. The Steklov eigenfunctions are rk cos kθ, rk sin kθ
for discs and rkYkl(θ, φ) on a ball in R
3. Here Ykl is a spherical harmonic function with
k,l integers. Its worth noting that the usual mean value theorem for harmonic functions
on a disc or a ball follows from this theorem as sj(0) = 0 for all j ≥ 1.
These eigenproblems have a scaling property. Given a region Ω1 ⊂ R
N , define
ΩL := {Lx : x ∈ Ω1} with L > 0. When h is a harmonic function on Ω1, then the
function hL(y) := h(y/L) will be a harmonic function on ΩL. When h is a harmonic
Steklov eigenfunction on Ω1 associated with an Steklov eigenvalue δ, then hL will be
a harmonic Steklov eigenfunction on ΩL with the Steklov eigenvalue δ/L. Thus it
will generally suffice to study problems for a normalized bounded region Ω1; results for
scalings of this region then follow using this change of variables.
4. Harmonic Steklov Eigenproblems on a Rectangle
In this paper we will concentrate on the analysis of harmonic functions on the
rectangle Gα := (−1, 1)× (−α, α) ⊂ R
2. Here α is called the aspect ratio of the rectangle
and without loss of generality is assumed to be in (0, 1]. This suffices for analysis on
any rectangle upon scaling as described above and possibly a rotation by pi/2.
Henceforth points in Gα will be denoted by (x, y) and the boundary ∂Gα consists
of 4 line segments Γj with Γ1,Γ3 being the vertical lines with x = 1, −1 respectively
and Γ2,Γ4 being the horizontal lines with y = α, −α respectively. The perimeter
|∂Gα| = 4(1 + α).
First note that if s is a harmonic Steklov eigenfunction on Gα, then the functions
obtained by symmetrizing s about the x and y axes will either be 0 or will again be
a harmonic Steklov eigenfunction, so it suffices to look for eigenfunctions with specific
symmetries about the axes.
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Consider the eigenfunctions obtained by separating variables and assuming the
following symmetries.
Class I: Steklov eigenfunctions that are even in x and y;
Class II: Steklov eigenfunctions that are odd in x and y;
Class III: Steklov eigenfunctions that are even in x and odd in y, and
Class IV: Steklov eigenfunctions that are odd in x and even in y.
The first eigenfunction s0(x, y) ≡ 1 is in class I and the other (unnormalized)
eigenfunctions have the forms
s(x, y) := cosh νx cos νy when tan να + tanh ν = 0, (4.1)
s(x, y) := cos νx cosh νy when tan ν + tanh να = 0. (4.2)
When α = 1, the first eigenfunction in class II is s3(x, y) = xy. Otherwise the
(unnormalized) eigenfunctions and eigenvalues in this class have the form
s(x, y) := sinh νx sin νy when tan να = tanh ν, (4.3)
s(x, y) := sin νx sinh νy when tan ν = tanh να. (4.4)
Similarly eigenfunctions in class III have the forms
s(x, y) := cosh νx sin νy when tan να − coth ν = 0, (4.5)
s(x, y) := cos νx sinh νy when tan ν + coth να = 0 (4.6)
Finally the eigenfunctions in class IV have the forms
s(x, y) := sinh νx cos νy when tan να + coth ν = 0 (4.7)
s(x, y) := sin νx cosh νy when tan ν − coth να = 0. (4.8)
These formulae show that the eigenfunctions are products of trigonometric and
hyperbolic functions and the Steklov boundary conditions enforce conditions on the
possible parameter ν. The equations for ν will be called the determining equations and
only need to consider positive solutions νj in view of the symmetries present.
For all ν, one has tanh να ≤ tanh ν < 1 < coth να ≤ coth ν and each of these
terms converges to 1 as ν increases. Hence the determining equations approximate either
tan ν = ±1 or else tan να = ±1 when ν, να are large enough. Thus there are two families
of values of these ν when α < 1; these families asymptote either to odd multiples of pi/4
or to odd multiples of pi/4α.
The Steklov eigenvalues are
(i) δ = ν tanh ν when ν is a solution of the equation in (4.1) or (4.5).
(ii) δ = ν tanh (να) when ν is a solution of the equation in (4.2) or (4.8).
(iii) δ = ν coth ν when ν is a solution of the equation in (4.3) or (4.7).
(iv) δ = ν coth (να) when ν is a solution of the equation in (4.4) or (4.8).
These eigenvalues all are positive and grow asymptotically linearly with the values
ν. For given α ∈ (0, 1], the functions ν tanh (να) and ν coth (να) are strictly increasing
functions of ν on [0,∞) that have smooth inverses g1, g2 respectively. These inverse
functions also are strictly increasing and satisfy g2(δ) < δ < g1(δ) for all δ > 0. In the
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following, the parameter ν rather than the Steklov eigenvalues δ will be used for the
analysis to simplify many expressions. For δ = O(1) , however, one has that g1(δ) and
g2(δ) both are approximately equal to δ so they are essentially the same parameter.
There is an asymptotic ordering of the classes of eigenfunctions. When α = 1
all the eigenvalues will be multiple eigenvalues except for δ0 and δ3. For all α the
large eigenvalues appear to be double, and then quartic, though in fact they differ by
exponentially small amounts.
The boundary normalized eigenfunctions s˜j used in section 3 are required to satisfy
(3.8). As will be seen our interest is primarily in Steklov eigenfunctions of class I, and
the boundary integrals of s2 are found to be
I(α, ν) = 2α cosh2ν [1 + sinc (2να)] + cos2(να) [2 + ν−1 sinh (2να)] (4.9)
J(α, ν) = 2 cosh2να [1 + sinc (2ν)] + cos2(ν) [2α + ν−1 sinh (2να)] (4.10)
for the two functions in (4.1) and (4.2) respectively. Here sinc(θ) := θ−1 sin θ is the
cardinal sine function.
Thus the normalized eigenfunction s1j associated with the j-th solution νj of (4.1)
is
s˜1j(x, y) :=
√
4(1 + α)
I(α, νj)
cosh (νjx) cos (νjy) (4.11)
while that associated with the j-th solution νj of (4.2) is
s˜2j(x, y) :=
√
4(1 + α)
J(α, νj)
cos (νjx) cosh (νjy). (4.12)
These eigenfunctions will be L2−orthogonal on the boundary and ∂-orthogonal on Gα
whenever they arise from distinct νj .
A proof that these eigenfunctions provide a basis for the set of all Steklov eigen-
functions for the case of a square is outlined in section 3.1 of [11]. The argument provided
there generalizes to the case of a rectangle in a straightforward manner.
The general results of [1] and theorem 3.2 say that Steklov approximations of
the form (3.11) of the solutions of various harmonic boundary value problems converge
strongly to harmonic functions in H1(Gα). This was explored numerically by the second
author in his recent doctoral thesis [7]. Given that H1(Ω) is also a RKH space, this
implies also that there is pointwise convergence of these approximations at interior points
of Gα.
For most of the following sections, our interest is in studying approximations of
harmonic functions using only harmonic Steklov eigenfunctions corresponding to small
eigenvalues δj . Numerically our finite element computations found that all of the lowest
harmonic Steklov eigenfunctions were represented by some of eigenfunctions of separated
variables form. The surprising result that was observed is that this convergence is ex-
tremely rapid at the center of the rectangle. So the value of a solution at the origin may
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be estimated quite accurately by evaluating just a few boundary integrals. The following
sections provide an analysis of this phenomenon.
5. Central Value Formulae on a Square.
In this section the results of the previous two sections will be combined to give
explicit approximations for the value of a harmonic function h at the origin in terms
of boundary integrals of h on the square G1 with sides of length 2. The formulae say
that h(0, 0) is the mean value of h on the boundary plus some simple integrals with
coefficients that converge geometrically to zero.
First note that the Steklov eigenfunctions of classes II, III and IV all are zero at the
origin and that the determining equations for the two different eigenfunctions of class I
will be the same when α = 1. Thus in this section νj will denote the j-th strictly positive
solution of
tan ν + tanh ν = 0 (5.1)
The set of all solutions of this equation is denoted K1.
The following table gives the value of the first 6 such zeroes to 8 decimal places, the
first differences ∆νj := νj − νj−1, and the Steklov eigenvalues. Henceforth we will only
consider harmonic Steklov eigenfunctions of class I so that δj will be the j-th Steklov
eigenvalue of this class (not over all eigenvalues). Note that to six decimal places δj = νj
already when j = 4, and the differences converge rapidly to pi.
j 1 2 3 4 5 6
νj 2.36502037 5.49780392 8.63937983 11.7809725 14.9225651 18.0641578
∆νj 3.13278355 3.14157591 3.14159262 3.14159265 3.14159265
δj 2.32363775 5.49761947 8.63937929 11.7809724 14.9225651 18.0641578
Table 1. The first 6 points in K1, their first differences and the Steklov eigenvalues.
For larger j, the solutions are approximated by
νj =
(
3
4
+ j
)
pi and 0.999 νj < δj < νj (5.2)
as the second term in (5.1) is essentially 1.
The m-th Steklov approximation of the value of h(0, 0) is, from (3.11)
hm(0, 0) := h +
m∑
j=1
[〈h, s˜1j + s˜2j〉∂G1 ] s˜1j(0, 0). (5.3)
Here we have used the fact that s˜1j(0, 0) = s˜2j(0, 0) to simplify the expression. This
involves the mean value of h on the boundary together with m further boundary integrals.
Numerically the values of of s˜1j(0, 0) = s˜2j(0, 0) for small j were found to be
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j 1 2 3 4 5 6
s˜1j(0, 0) 0.36925721 0.016382475 7.079865× 10
−4 3.0594874× 10−5 1.3221244× 10−6 5.7134174× 10−8
Table 2. The values of the first 6 Steklov eigenfunctions of class I at (0,0)
Let s˜1j, s˜2j denote the unnormalized Steklov eigenfunctions of (4.1) and (4.2), then
this approximation becomes
hm(0, 0) := h +
m∑
j=1
cj
∫
∂G1
h (s˜1j + s˜2j) dσ. (5.4)
with cj := 1/I(1, νj). The actual values of cj and cj/cj−1 found computationally were
j 1 2 3 4 5 6
cj 1.7043861× 10
−2 3.35481862× 10−5 6.26556108× 10−8 1.17005787× 10−10 2.18501606× 10−13 4.08039237× 10−16
cj/cj−1 1.9683443× 10
−3 1.8676303× 10−3 1.8674431× 10−3 1.8674427× 10−3 1.8674427× 10−3
Table 3. The values of the first 6 coefficients in (5.4).
These values appear to converge rapidly to zero and a logarithmic graph shows
that the convergence is geometric. This may be proved using the following estimates.
Theorem 5.1. When I(1, ν) is defined by (4.9) then, for j ≥ 1,
0 < cj < 2.56 exp (−2 νj) and 0 < s˜1j(0, 0) = s˜2j(0, 0) ≤ 4.53 exp (−νj). (5.5)
Proof. The coefficients cj are strictly positive as the I(1, νj) are. To obtain a lower
bound, note from (4.1) | tan νj | = tanh νj ≤ 1. Hence cos
2 νj ≥
1
2
and the properties of
sinc yield that 1 + sinc2ν ≥ 0.782. Substitute in (4.9) then
I(1, νj) ≥ 1.564 cosh
2 νj + 1 +
sinh 2νj
2νj
(5.6)
≥ 0.391 e2νj (5.7)
Thus cj ≤ 2.56 e
−2νj and s1j(0, 0) ≤ 4.53 e
−νj as claimed. 
For large j, this and (5.2) implies that upper bounds for successive coefficients cj
in these approximations decay by a factor of e−2pi = 1.8674428× 10−3. This decay rate
is very close to the actual computations for j > 2.
The extra terms in this expression may be regarded as correction terms to the
usual mean value theorem that account for the fact that our region is a rectangle rather
than a disc. Since the I1,ν , J1,ν grow exponentially, a computable error estimate may be
obtained for this approximation. When h is harmonic on G1, this leads to the following
pointwise error bound for approximating h(0, 0) by hm(0, 0).
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Theorem 5.2. (Harmonic Central Value) Assume h is a H1−harmonic function
on G1, then for m ≥ 1 there is a Cm > 0 such that
|h(0, 0) − hm(0, 0)| ≤ Cm e
−νm ‖h||∂G1. (5.8)
When m ≥ 3 then Cm < 0.41.
Proof. The Steklov series expansion for h(0, 0) converges pointwise at (0, 0) from prop-
erties of this RKHS and each term satisfies
| < h, s1j + s2j >∂G1 sj(0, 0)| ≤ 2‖h‖∂G1s1j(0, 0) ≤ 9.06 e
−νj ‖h‖∂G1 (5.9)
upon using the normalization of the eigenfunctions. The boundary norm is the mean
L2−norm. When (5.2) is used,
|h(0, 0) − hm(0, 0)| ≤ 9.06 ‖h‖∂G1 e
−νm+1
∞∑
j=0
e−jpi (5.10)
= 9.06
(
e−νm
epi − 1
)
‖h‖∂G1 (5.11)
≤ 0.41e−νm‖h‖∂G1 as e
pi − 1 = 22.1407 (5.12)

That is, these Steklov approximations converge exponentially to h(0, 0) with suc-
cessive error estimates decreasing by factors of e−pi = 0.04321392 when (5.2) is used.
This is consistent with the observed decrease for the numerical values of the coefficients
seen in Table 3. The following table gives upper bounds on the relative error for some
small values of m. When m=3, it is an upper bound on 0.41e−ν3
m 1 2 3
relative error 0.039 1.7× 10−3 7.26× 10−5
Table 4. Relative error coefficient for the central value.
6. Central Value Approximations on Rectangles.
Here we shall describe the corresponding results when the domain is a rectangle
Gα with α < 1. First note that attention may be restricted to functions of class I as the
other eigenfunctions are zero at the origin. In this case the two determining equations
differ and the values of the functions s˜1j and s˜2j at the origin will differ.
Let ν
(1)
j be the j-th the strictly positive solution of
tanαν = − tanh ν (6.1)
and ν
(2)
j be that of
tan ν = − tanhαν (6.2)
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For moderate and large ν, these are given by
ν
(1)
j =
(
3
4
+ j
)
pi
α
and ν
(2)
j ≈ α ν
(1)
j < ν
(1)
j (6.3)
As before the m-th Steklov approximation to h(0, 0) is
hm(0, 0) = h +
m∑
j=1
∫
∂Gα
h [c1j s˜1j + c2j s˜2j ] dσ. (6.4)
Here c1j = 1/I(α, ν
(1)
j ) and c2j = 1/J(α, ν
(2)
j ). The following result provides bounds on
the coefficients in the correction terms needed to accurately estimate the central value
of h.
Theorem 6.1. When I(α, ν), J(α, ν) are defined by (4.9), (4.10) and c1j , c2j as above
then
(i) 0 < c1j <
2.56
α
e−2ν
(1)
j and also c1j < 4 ν
(1)
j e
−2αν
(1)
j (6.5)
and (ii) 0 < c2j < 2.56 e
−2αν
(2)
j (6.6)
Proof. From (4.9) using (4.1) as before, one finds
I(α, ν
(1)
j ) ≥ 1.564 α cosh
2 ν
(1)
j + 1 +
sinh 2αν
(1)
j
2ν
(1)
j
(6.7)
≥ 0.391 α e2ν
(1)
j (6.8)
This yields the first part of (i). When α is small this goes to zero so for this case use
I(α, ν
(1)
j ) ≥
e2αν
(1)
j
4ν
(1)
j
[
1 + 1.564 α ν
(1)
j e
2(1−α)ν
(1)
j
]
(6.9)
which yields the second inequality in (i). This proves that there is exponential decay
even with small α.
To prove (ii), note that from (4.10)
J(α, ν
(2)
j ) ≥ 1.564 cosh
2 αν
(2)
j + 2α (6.10)
≥ 0.391 e2αν
(2)
j (6.11)
Hence (ii) follows. 
In general one has that αν
(2)
j < ν
(2)
j < αν
(1)
j < ν
(1)
j so the coefficients c2j
typically are larger than the c1j but both decrease exponentially as j increases. Com-
bining (6.3) with this theorem one sees that only good approximations of h(0, 0) may
be obtained with just a few additional boundary integrals. The proof of theorem 5.2 is
easily modified to obtain a similar estimate here and the terms converge geometrically
with factors smaller than or equal to e−pi/α.
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7. Central Value Formulae for Robin Harmonic Problems.
The results in the previous sections involved solutions of Dirichlet problems for
Laplace’s equations. That is they provide formulae for h(0, 0) when h is harmonic and
known on the boundary.
The analysis can be extended to estimate the central value h(0, 0) of a harmonic
function h when Robin boundary conditions of the form
(1− t)Dνh + th = η, on ∂Gα (7.1)
are prescribed. Here t ∈ (0, 1] is a constant and it suffices that η = Lp(∂Ω) for some
p > 1. When this holds then the linear functional
b(u) :=
∫
∂Gα
η u dσ (7.2)
is continuous on H1(Gα) and the solution of Laplace’s equation subject to (7.1) is given
by
h(x, y) =
η
t
+
∞∑
j=1
< η, s˜j >∂Ω
(1− t)δj + t
s˜j(x, y). (7.3)
This series converges in H1(Gα) with the limit being a C
∞ function on Gα. The
convergence is uniform on compact subsets of Gα. In particular one sees that
h(0, 0) =
η
t
+
∞∑
j=1
< η, s˜j >∂Ω
(1− t)δj + t
s˜j(0, 0). (7.4)
This summation is over all the Steklov eigenfunctions. Since the only eigenfunctions that
are non-zero at the origin are those of class I, the summation may be restricted to this
class.
Then the m-th Steklov approximation of h(0, 0) is
hm(0, 0) =
η
t
+
m∑
j=1
s˜j(0, 0)
δj + t(1− δj)
∫
∂Gα
η [c1j s˜1j + c2j s˜2j ] dσ (7.5)
with c1j , c2j as below equation (6.4). Note that the integrals here are the same as in (6.4)
- and this reduces to that equation when t=1. Thus these coefficients decay exponentially
as described in theorem 6.1 and these partial sums converge rapidly to the actual value
of h(0, 0) - which will be close to t−1η.
When t = 0 in the boundary condition (7.1), we have a Neumann harmonic bound-
ary value problem that has solutions if and only if η = 0. When t = 0 and η = 0, the
problem has a 1-parameter family of solutions and the solution with mean value 0 on Gα
is given by the infinite sum in (7.3). When η = 0, these formulae show that as t ց 0+
the solutions of Robin problems converge pointwise to this mean zero solution of the
Neumann problem
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