A s probability elicitation becomes widely used, methods other than one-on-one interviews are being used to elicit expert probabilities. This paper considers biases that may arise when probabilities are elicited in an online or workbook setting. We develop a prescriptive model in which the elicited probability is a convex combination of the expert's underlying probability with elements of partition dependence and two anchors arising from responses to previous questions ("carryover" bias). Our model, applied to two data sets, allows us to estimate the amount of the various biases in a set of elicited probabilities from experts. We find that both the format of the questions-whether they appear on the same or separate pages/screens-and the ordering of the questions can affect the amount of bias. Our research addresses biases in the presence of multiple anchors and provides guidance on manipulating the availability of anchors. The results demonstrate the persistence of anchoring even with careful questionnaire design; thus, the proposed model-based methods are useful to suggest corrections for the resulting biases.
Introduction
Risk and decision analysts often ask experts to provide subjective probability distributions when frequency or historical data are not available. Despite the need for such subjective probabilities, research has demonstrated that experts use heuristics to develop these judgments, and thus their assessments are subject to a variety of biases (Kahneman et al. 1982 , Gilovich et al. 2002 , Fox and Clemen 2005 . To minimize these biases, existing probability elicitation guidelines recommend conducting an initial assessment of probabilities, providing feedback to experts to improve their ability to provide probability judgments, and checking for inconsistencies in judgments (Spetzler and Staël Von Holstein 1975 , Merkhofer 1987 , Morgan and Henrion 1990 , Cooke 1991 , Keeney and von Winterfeldt 1991 , O'Hagan 1998 , and Meyer and Booker 2001 . But time limitations, locations of the experts, or the large number of distributions being assessed means that such iterative interactions between analyst and expert are not always possible. In those situations, analysts may adopt survey-style elicitations in which the elicitation involves the expert filling out an online or paper workbook with little to no further feedback (e.g., Spaccasassi and Deleris 2011). Unfortunately, current elicitation guidelines are insufficient to minimize biases from survey-style elicitations.
We focus here on subjective probability elicitation surveys for continuous variables and their possible biases-specifically, partition dependence bias Rottenstreich 2003, Fox and Clemen 2005) and two types of carryover bias. Partition dependence bias occurs when the range of a variable is partitioned into mutually exclusive and collectively exhaustive intervals, and the expert assesses a probability for each interval and perhaps combinations of intervals. If n is the number of outcomes into which the state space is partitioned, then n − 1 questions are required for a unique set of probabilities; additional questions can be asked as consistency checks. If the probability of a single outcome is requested, Fox and Rottenstreich (2003) and Fox and Clemen (2005) demonstrate that a natural starting anchor is 1/n. The value 1/n is called the ignorance prior, and anchoring on it can lead to partition dependence bias, whereby assessed probabilities tend toward the ignorance prior.
Another possible anchoring-related bias in such elicitations is the carryover bias. We consider two manifestations of this bias, which result from a subject's recall of previous responses (Bunn 1975 (Bunn , 1979 Wright and Anderson 1989) . The first type of carryover bias is when the response is influenced by the subject's recollection of previous answers to logically related questions that provide a relevant anchor (logical carryover bias). Because logical carryover results in assessed probabilities being more consistent, it is more difficult to detect other biases via consistency checks. The second carryover bias occurs when the response to one question is anchored on the response to the immediately preceding question (previous response carryover bias). An expressed probability for an interval may be simultaneously subject to both types of carryover biases as well as partition dependence bias; the methods we propose consider the possibility of multiple sources of bias acting at once.
Our goal in this research is twofold. First is to understand the effect of survey format (whether all the intervals are shown in one page or each one in separate page), the ordering of assessment questions, and their interactions on partition dependence and carryover biases. Second is to develop a model-based approach that first simultaneously quantifies partition dependence and carryover biases in probability elicitations and then uses that information to debias the elicited probabilities. Our approach incorporates aspects of the relevant psychological theory, but our motivation is entirely prescriptive; we wish to help analysts in their quest to reduce inherent probability biases. Our model formulations extend previous work that has studied quantifying and mitigating biases in preference and probability elicitations (i.e., Anderson and Hobbs 2002 , Jacobi and Hobbs 2007 , Clemen and Ulu 2008 . Fitting these formulations to subjects' assessed probabilities allows us to estimate the extent of each bias. The fundamental model, described in §3, expresses elicited probabilities as a function of unbiased probabilities, the ignorance prior, and previous responses. Our modeling approach allows us to both estimate parameters that describe the biases and to recover the underlying unbiased probabilities. Our work contrasts that of Fox and Clemen (2005) and Clemen and Ulu (2008) in the way we manipulate the bias (ordering and page format) and estimate debiased probabilities (using an optimization based approach).
The paper is organized as follows. Section 2 provides background on both partition dependence bias and carryover biases. Section 3 describes our mathematical model and the optimization procedure used to estimate model parameters. In §4, we apply our model to two data sets, including data collected by Clemen and Ulu (2008) ( §4.1) and Web-based data collected for this paper and their results; we also include bootstrap analysis on a subsample ( §4.2). Section 5 provides conclusions.
Partition Dependence and Carryover
Biases in Probability Assessments 2.1. Partition Dependence Bias Partition dependence bias is a phenomenon in which "the assessed probabilities are systematically biased toward a uniform distribution over the relevant partition state space adopted by the judge" (Fox and Clemen 2005, p. 1 events (i.e., an ignorance prior) and then adjusts, usually insufficiently, from this initial anchor (Fox and Clemen 2005) . As a result, these assessed probabilities have an identifiable bias toward the ignorance prior. For example, suppose an analyst asks an expert for her probability that sea level rise will inundate more than 75% of the island of Tuvalu by 2035. This question implies two possible outcomes and hence suggests a twofold partition (75% or less inundated versus more than 75% inundated). Thus, the expert starts with the ignorance prior of 0.5 for each outcome and then adjusts those probabilities given her understanding of the relevant issues. In general, if there are n possible events implied by the question, then we would hypothesize that the assessed probabilities will be biased toward the ignorance prior of 1/n. Fox and Rottenstreich (2003) and Clemen and Ulu (2008) have provided mathematical models of partition dependence. Fox and Rottenstreich (2003) hypothesize that the ratio of expressed probabilities for two different events are a multiplicative combination of an ignorance prior (defined as the number of elements in each of the events, with m A m B for events A and B, respectively) with the "support" Koehler 1994, Rottenstreich and Tversky 1997) for each event. Let P X denote the probability of event X and s X its support. Fox and Rottenstreich's model is given by
where is the weight placed on the support, and 1 − is the weight on the ignorance prior. Notation has been changed to make it consistent with our model formulation in this paper. Clemen and Ulu (2008) propose that the expressed probability for an event is instead an additive (convex) combination of the ignorance prior and the support. Using similar notation, their model can be expressed as follows for our case, in which there are n elementary events:
Logical and Previous Carryover Biases
We define carryover bias as an order effect in which previous responses or functions of those responses act as anchors for later responses. The carryover bias in probability assessment is related to similar psychological phenomena in other contexts. For example, "testing recall" is an effect in which recall provides a false reading of the test-retest reliability method used to measure the reliability of contingent valuation and choice experiments in economics (Allen and Yen 1979) . The test-retest method requires test and subsequent retest responses to be assessed independently. However, when the time gap between test and retest is small, the subject may recall and anchor upon previous responses, thereby providing a false indication of reliability (Teisl et al. 1995) . This compromise of the test-retest measure of reliability may be avoided by increasing the time lag between test and retest. However, in probability elicitations using workbooks, questions are usually asked one after the other with little or no time lag. Similar carryover effects are also a possible problem when overlapping questions in the form of consistency checks are asked in a probability assessment. As these questions assess the same distributions, the judge may try to be consistent (Bunn 1975 (Bunn , 1979 , leading to an effect similar to testing recall. Wright and Anderson (1989) also showed significant anchoring from previous probability assessments. Because probabilities for intervals must be assessed by a sequence of questions, previously expressed probabilities also become a natural anchor (Spetzler and Staël Von Holstein 1975) . We consider two types of carryover effects based on whether or not the anchor from previous responses is informative for answering the current question. The first is called logical carryover bias, whereby the expert attempts to state a probability that is logically consistent with her previously stated probabilities and the laws of probability. Specifically, we hypothesize that the expert will begin with an estimate of probability that is consistent with what she can recall of her previously stated probabilities and then adjusts from that anchor to give a final response. This case is similar to the effect described by Rottenstreich and Tversky (1997) , in which the anchor is one minus the previously stated probability for the complementary event. Logical carryover can also arise from partial computation. For example, consider an expert who assessed probabilities for two mutually exclusive outcomes A and B and is subsequently asked for P A ∪ B . To the extent that she can recall her previous responses, she can add those numbers and use the result as an Downloaded from informs.org by [50.111.116 Rottenstreich 2003, Fox and Clemen 2005) . However, perfect logical carryover would result in fully additive probabilities that would be useless for providing such an indication.
The other means of carryover is the previous response carryover bias in which the value of the immediately preceding probability response can act as an anchor, even though it might be irrelevant to the event now under consideration. For instance, if the preceding question in the workbook asked for P E and a response of 0.2 was given, then if the next event considered was A, then the expert might use 0.2 as an anchor and then adjust it insufficiently when expressing P A . Such anchoring on previously assessed probabilities is discussed by Bunn (1975) .
Because previous responses can be natural anchors, the ordering of questions can be important in probability elicitation surveys. Similarly, the ordering effect has also been studied in the case of ordering of attributes. For example, the position of a price attribute has an impact on its relative importance, indicating that elicited preferences are context dependent (Kjaer et al. 2006) . The ordering effect has also been studied in contingent valuation studies in the context of willingness to pay (WTP) estimates for reduced health damage from air pollution (Halvorsen 1996) . In addition, Stewart et al. (2002) examined the ordering effects in a single WTP survey for three health care programs and found that the order in which questions are presented affects WTP estimates. Because an ordering effect in probability judgments can result from either logical carryover or previous response carryover, we study which type of carryover is the dominant effect for a particular elicitation ordering, depending on how easy it is estimate the logical anchor from previous responses.
Modeling Biases

General Bias Modeling and
Estimation Approach Our general model starts with the assumption that the elicited (assessed, reported) probability for an outcome j denoted by P R j , is a function of the unbiased probability P U j , previously assessed probabilities P R j−1 P R j−2 P R 1 , and the ignorance prior P E j :
where is a vector of bias parameters and j is a random error term. The unbiased probability P U j is best thought of as what the expert would have said if she could avoid biases and assessment error altogether. The ignorance prior P E j depends on the implied partition of the state space. We follow Clemen and Ulu (2008) , who argue that P E j depends specifically on how the expert perceives the partition for any given probability assessed, which in turn can be affected by the framing of the question. For example, even if the analyst has partitioned the space into 5 possible outcomes, framing a question as "What is P A ?" can lead the expert to implicitly infer a twofold partition, A andĀ, so that the ignorance prior is 1/2. With (3) specified and a data set containing assessed probabilities, one can (in principle, at least) use a constrained least-squares approach to estimate and the unbiased probabilities P U j . We use weighted least squares to account for possible heteroscedasticity in the errors; because the errors are constrained to the unit interval, one might expect assessed probabilities near zero or one to have error variances that are different from assessed probabilities near 0.5, for instance. Weighted least squares yields more efficient estimates of coefficients for the classical linear regression model in the presence of heteroscedasticity (Carroll and Ruppert 1988) . The constraints upon the probabilities and parameters include nonnegativity of probabilities and that the sum of unbiased probabilities sum to 1 as well as constraints that relate to the particular data obtained; how those data relate to the biases; and, for data sets containing assessments from more than one individual, whether and how we model relationships between different individuals' probabilities and biases. Details on the constraints are provided in §3.4.
Example of Using a Model to Estimate
Partition Dependence To help build intuition, we begin with a simple model of partition dependence, building on the approaches of Clemen and Ulu (2008) and Jacobi and Hobbs (2007 the assessed probability P R j is a convex combination of the ignorance prior P E j and the unbiased probability P U j plus an error term:
where ∈ 0 1 is the partition dependence bias parameter. Although Equation (4) is an additive formulation of unbiased probabilities and ignorance prior, one can consider alternative formulations such as multiplicative. Our use of the linear model follows Clemen and Ulu (2008) , who provided evidence for this particular form. Another advantage of the additive form relative to the multiplicative form is that the former is computationally much easier to fit to the large data sets in this paper. Given a set of assessed probabilities, including perhaps some overlapping probabilities (e.g., P R A ∪ B ∪ C as well as P R A , P R B , and P R C , we wish to estimate P U j and . We only estimate P U j for elementary partitions, 1 using those probabilities to calculate probabilities for other partitions. For example, we would estimate P U A , P U B , and P U C and use those to calculate P U A ∪ B ∪ C . To estimate the simplified partition dependence model (4), we solve for decision variables P U j , , and j using the following weighted least-squares optimization:
The Partition Dependence Bias Model
where EE is the set of elementary events J : is the set of all events for which probability is assessed.
1 Elementary partitions are the elementary events in the probability space as defined by the analyst. For example, if the analyst defines three contiguous ranges (A, B, and C) for a variable, each of those ranges is an elementary partition, whereas, for example, A ∪ B is not.
EE j : is an indexed set over J which contains elementary events contained in the event j. P U j : is the unbiased probability of event j.
: is the partition dependence bias parameter, which is restricted to the range of [0, 1].
j : is the error term in question j. P R j : is expressed probability of question j. P E j : is ignorance prior of question j. w j : is the inverse of the variance of the error term.
Although this is treated as a fixed parameter in this optimization, it can be estimated in a two or more stage procedure in which ordinary (unweighted) least squares is first applied (subject to the constraints), yielding estimates of the error terms, from which estimates of the variance of the error as a function of relevant factors (in particular, the right side of (4), omitting the error term) can be obtained. This is related to the standard two-stage least-squares approach used in econometrics (Carroll and Ruppert 1988) . Alternatively, an a priori weight estimate can be assumed for the purpose of initializing the process; in our case, as explained below, we assume that the error can be larger for probabilities near 0.5 than it can be for probabilities near 0.0 or 1.0.
Constraint (6) is a rearrangement of expression (4) above. Constraint (7) expresses the unbiased probability of the event addressed in question j as the sum of the relevant elementary probabilities. Constraint (8), which is that the unbiased probabilities of elementary events should sum to one, is a consistency condition. Constraints (9)-(10) are the nonnegativity constraints. P E j for all events is equal to the assumed ignorance prior. Because we used bipartite questions in the elicitations (which imply that the expert's partition state space has only two outcomes, the event and its complement; see Clemen and Ulu 2008), we assume P E j = 0 5.
General Partition Dependence and
Carryover Bias Model In this section we present the general bias model that we will use in the remainder of the paper. The model shown below in Equation (11) includes logical and previous response carryover effects in addition to partition dependence. Compared to (4), (11) and previous response carryover anchors, respectively, for question j:
The subscript k refers to an individual subject k. To state (11) simply, the expressed probability is written as a linear combination of the unbiased probability and anchor probabilities plus an error term. The logical carryover anchor P LL j k is calculated from the preceding questions (1 j − 1) using laws of probability. This requires that sufficient questions be answered previously so that the logical anchor can be computed. However, if there are inconsistencies in previously stated probabilities, using different sets of previous questions can give different logical anchors. In this case we use the most immediate preceding questions possible to calculate the logical anchor because these questions might be presumed to have the dominant effect, being easier to recall. The anchor for previous response carryover is just the response to the immediately preceding question.
Estimation Procedure
With the model in (11) specified, we use a constrained optimization procedure to estimate bias parameters LL k PR k and k as well as probabilities P U j k for each subject k. The optimization program is as follows.
The Partition Dependence and Carryover Bias Model
subject to
where subscript k indexes the individuals in the sample and M k is an indexed set for an individual k, and its elements are the indices of events for which logical carryover can be calculated. The following points explain the objective function and the constraints, as well as the notation:
• The objective function (12) minimizes the sum of weighted squares of error terms for all events and for all individuals in the sample.
• Constraint (14) is the same as (11) except that it is applicable to an event if it is in set M k .
• Constraint (15) includes both previous response carryover bias and partition dependence bias and is applicable for events without a logical carryover anchor. Because we need a preceding response for previous response carryover to occur, j must be greater than one.
• Constraints (16) and (17) are the consistency conditions, respectively, that the sum of all unbiased elementary event probabilities is equal to one and that each compound event probability is equal to the sum of the probability of the elementary events it contains.
• Constraints (18) are the "expectation constraints" that the averages of unbiased probabilities of two separate subsamples of subjects must be equal for each elementary event. The sample S of a subject is divided into two subsamples S i and S
The reasoning for such constraints is explained below in §3.4.2.
• Constraints (19) and (20) constrain individual bias parameters and unbiased probabilities to fall in the interval [0, 1].
• Constraint (21) ensures that the sum of all bias parameters must be less than or equal to one so that the weight on the unbiased probability is nonnegative.
In order to estimate the constrained weighted leastsquares model, two things need to be defined properly. One is the weighting scheme used, and the other is the formulation of the expectation constraints on subsamples (18 Steps to Implement Weighted Least Squares
Step 1. Run OLS on the model. Estimate residuals (e i ) and convex combination (fitted valueŶ ), the right-hand side of (11).
Step 2. Run quadratic regression e i onŶ ; i.e., ei = a + bŶ + cŶ 2 . The fitted value from the quadratic regression is taken an estimate of 2 i . We also constrain that the fitted values are nonnegative at 0 and 1.
Step 3. Use w i = 1/ 2 i , and repeat steps 1 and 2, except running weighted least squares, using the i as weights.
Step 4. If weights or unbiased probabilities converge, then stop.
3.4.1. Estimating Weights. The standard approach in econometrics for dealing with heteroscedasticity in the error terms is to divide them by their standard deviation so that resulting error terms have the same standard deviation, converting the problem into a more standard least-squares estimation problem. However, the variances of error terms are unknown; thus, the variances need to be calculated from initial estimates of the errors. The error residuals allow us to obtain estimates of variance of the errors as a function of factors that are hypothesized to affect the variance, for instance, the magnitude of right-hand side of (11) excluding the error term. Figure 1 shows the steps to implement weighted least squares for this study. The main steps in the process are running ordinary least squares (OLS), estimating weights using the residuals, and then repeating these steps using the estimated weights to run weighted least squares until any of the stopping criteria are met. The stopping criterion is convergence in the estimates, either of the weights or unbiased probabilities. This method of estimating weights iteratively is a version of iteratively reweighted least squares (Carroll and Ruppert 1988) .
3.4.2. Formulating Expectation Constraints. According to constraints (13)- (15), if a person's responses are nearly or perfectly consistent, then there are at least two possible explanations. The first is that the value of LL k is one (perfect logical carryover) such that constraint (14) reduces to
The second possibility is that LL k , PR k , and k are all zero, so the responses are the unbiased probabilities
Thus, given a set of perfectly consistent responses, it is impossible to tell whether the reason is a total absence of bias or perfect logical carryover. In either case, we would not be able to identify partition dependence bias.
To help overcome this estimation problem, we impose expectation constraints (18) on the unbiased probabilities over subsets of the individuals. These constraints use the theoretical expectation that the average unbiased probability of an elementary event for two separate random subsamples drawn from the same population should be similar (although of course not identical because of sample error). The larger the subsamples, the closer they should be. This provides useful information if, for example, two subsamples yield different expressed probabilities as a result of having two different orderings of questions. Average expressed probabilities for the two subsamples will, in general, differ for the same event because the combined effect of the partition and carryover will generally differ in those two orderings.
2
This idea can be implemented as follows: Let S i be the set of individuals who assessed elementary event i in their first n − 1 linearly independent questions, and S C i is the set that contains individuals who did not assess elementary event i in their first n − 1 independent questions. We can then constrain the average probabilities to be the same for the set of individuals in S i and its complementary set S C i .
Results
The proposed model was applied to two data sets. The first data set was taken from Clemen and Ulu (2008) , who used it to demonstrate partition dependence bias. Our analysis of this data set serves two purposes. First, using our model, we show that partition dependence bias exists in the data set along with other biases, Decision Analysis 13(1), pp. 51-67, © 2016 INFORMS thereby providing a "proof of concept" of our model and estimation procedure. Second, our analysis highlights insights that can be learned from the Clemen and Ulu data. Because their data set was not originally designed to study the effect of carryover bias and the effect of ordering of questions, it did not allow us to answer all of our research questions. For that reason we collected and analyzed a second data set obtained from a Web-based survey. This section summarizes each data set and the corresponding analyses. (2008) data set. This analysis showed that expressed subjective probabilities can be manipulated by changing the partition state space. The data set contains survey data collected from 64 first-year Duke University MBA students who assessed subjective probability distributions for two variables: the SAT score of a randomly selected Duke University undergraduate (variable "SAT") and the total points scored in all the matches in the next Atlantic Coast Conference men's soccer tournament (variable "Soccer").
In the survey questionnaire, the range of each variable was divided into either four elementary events (four-fold partition) or six elementary events (six-fold partition). Each participant answered a four-fold questionnaire for one variable and six-fold questionnaire for the other. The four-fold questionnaire contained nine events; four were elementary events (EE), another three were possible combinations of adjacent EEs taken two at a time, and the last two were all possible combinations of adjacent EEs taken three at a time. The 6-fold questionnaire contained 20 events; 6 were EEs, 5 were combinations of adjacent EEs taken two at a time, 4 were combinations of adjacent EEs taken three at a time, 3 combinations of adjacent EEs taken four at a time, and 2 combinations of adjacent EEs taken five at a time. Appendix A contains descriptions of the elementary events of both SAT and Soccer variables for four-fold and six-fold partitions. The ordering of events was randomized for each participant. Participants were also asked to rate their level of knowledge on the variable of concern on a scale of one (no knowledge) to five (very knowledgeable).
Results for Clemen and Ulu (2008) Data Set.
The bias model was applied using the procedure of §3.4. The estimation procedure was programmed in Matlab 2010 and produced estimates of bias parameters ( LL k , PR k , and k ) and unbiased probabilities P U k A i for all elementary events i and for all individuals in the data set. Iterative weighted least squares was implemented as in Figure 1 . We performed seven such iterations and saw rapid convergence in the estimated unbiased probabilities and bias parameters. Equations (13)- (15) are nonlinear equality constraints and hence the optimization problem is a nonconvex problem. Although there can exist multiple local optima for such an optimization problem, we have used standard techniques (such as resolving the problem from multiple starting points) that increase confidence that an optimum or near-optimum has been obtained.
As explained in §3.4.2, estimation of the bias model requires partitioning the sample of subjects into subsamples. For each elementary event we divided the sample into two subsamples based on the position of the elementary event in an individual's questionnaire. For example, individuals who answered a particular elementary event (say, P A ) in the first three questions fall into group S A and otherwise into group S C A . For each subsample and its complement, the average of unbiased probabilities for all elementary events was constrained to be equal. For a 4-fold partition, with 4 subsamples, there are 12 constraints. Similarly, for the 6-fold partition there are 30 constraints. The number of individuals in each subsample for each variable is shown in Appendix B. Table 1 shows the averages (across subjects) for the estimated bias parameters and probabilities for the SAT and Soccer four-fold data sets, and Table 2 shows a similar analysis for SAT and Soccer six-fold data sets. Both Tables 1 and 2 also have standard deviations of the probabilities shown below them in parenthesis. The average estimated partition dependence bias ( ) is always positive, suggesting the presence of partition dependence, consistent with Clemen and Ulu (2008) .
The presence of partition dependence as identified by the bias model can also be confirmed by checking for superaddivitiy of the assessed probabilities. If the sum of the expressed elementary event probabilities exceeds one, it can be attributed to partition dependence (Clemen and Ulu 2008 a The normalized expressed probability is the expressed probability divided by the sum of all expressed probabilities of elementary events. Standard deviations are shown in parenthesis below each probability. the judge starts from an ignorance prior and insufficiently adjusts from it. For example, if only partition dependence is present, the sum of the elementary probabilities would be 1 + n/2 − 1 , where is the partition dependence bias parameter and n ≥3 is the number of partitions. A t-test of the null hypothesis that the sum of the expressed elementary event probabilities equals one (for both four-fold and six-fold) gives a p value < 0 001; 72% of subjects have their sum greater than one. Although we do not report full details here, analysis using our model produced statistically significant results consistent with Clemen and Ulu regarding the effect of six-versus four-fold partitions on the extent of the partition dependence bias, and that partition dependence bias decreases with increasing expertise. We close this section with two other observations. First, Tables 1 and 2 show positive logical and previous response carryover bias even though the ordering of the questions is randomized among individuals. This shows that the effect is not removed by randomizing.
Second, we see that the magnitude of logical carryover is higher in the four-fold compared to six-fold scenarios, suggesting that as the number of elementary events increases, it may be increasingly difficult to be consistent, resulting in the individual anchoring less on logical probabilities. However, there is no such trend in the previous carryover parameter, which seems reasonable because we would not expect a strong connection between this bias and the number of elementary events. These results motivated us to design study 2 so as to manipulate the magnitude of carryover biases by varying the questionnaire ordering and page format. (2008) ran their experiment with the probability assessments in random order for each participant. As a result, we cannot determine whether different orderings result in different degrees of logical carryover, as we hypothesized it would. In addition, we cannot use the Clemen and Ulu (2008) To develop a data set that would allow us to test our hypotheses, we designed a Web-based experiment in which we systematically manipulated the ordering of the assessments and the format of the elicitation. In particular, we chose four orderings of assessments, of which two are hypothesized to have high logical carryover but the other two would have low logical carryover. In addition, we used two different elicitation formats hypothesized to result in different levels of previous response carryover. This also allows us to study how different levels of logical or previous response carryover biases affect partition dependence bias.
Logical Carryover Manipulation. To design an experiment to study factors that affect carryover, we first considered how carryover may operate in the context of eliciting probabilities for a specific variable. Let us consider a continuous uncertain variable (X), for which we establish four contiguous intervals A B C and D , as in the Clemen and Ulu (2008) experiment. The subject's task will be to assess a discrete probability distribution over these intervals. The four-fold partition implies that we could elicit probabilities for nine intervals A AB ABC B BC BCD C CD, and D . Table 3 shows four different orderings of the nine assessments. A particular ordering may have more (less) logical carryover bias based on how easy (difficult) it is to determine logically consistent probabilities from the preceding questions. In order to compare orderings in a systematic way, however, we need an index for an ordering's difficulty. For a single assessment, the difficulty of calculating a logical anchor depends on (1) the number of previous events that must be used to calculate the logical anchor and (2) the number of operations (additions and subtractions) needed to calculate the anchors. Thus, we propose the following index: for a single assessment within an ordering, an index is calculated as the product of the number of previous questions times the number of minimum required calculations. For a particular ordering, this product can be calculated for each of the nine assessments. Those nine values can then be summed to obtain an overall difficulty metric for the ordering. In Table 3 , the overall difficulty is 17 for the ordering labeled MaxLog and 37 for MinLog, 
suggesting that MaxLog (MinLog) should result in a greater (lesser) degree of logical carryover. Now consider the mirror images of MaxLog and MinLog as shown in Table 3 . An ordering's mirror image is obtained by a simple inversion of the intervals. Where A is used in the original ordering, D is used in the mirror image. Similarly, B, C, and D in the original are replaced by C, B, and A, respectively. Symmetry implies that the original and mirror image will have the same overall difficulty values. As explained in §3.4.2, having separate groups of participants make assessments using the original and mirror image orderings allows us to statistically identify logical carryover.
Previous Response Carryover Manipulation. We also consider two different formats for presenting the elicitation questions. One we will call "same page format" in which all nine elicitation questions for a variable are shown on the same screen. In contrast, in the "separate page" format, each elicitation question has its own screen. We hypothesize previous response carryover bias decreases as we go from same page format to separate page format because the previous responses are not as readily available in the separate page format. Combining the four orderings in Table 3 with the two page formats, study 2 had eight different conditions for each uncertain variable X.
Although we manipulate the availability of logical anchors and previous responses using different orderings of assessments and page format respectively, we do not do such a manipulation for the partition dependence bias. Previous literature has only considered how to manipulate the ignorance prior adopted Downloaded from informs.org by [50.111.116 .218] on 07 March 2016, at 18:22 . For personal use only, all rights reserved.
by the subject but not the ease of availability of the anchor itself (Clemen and Ulu 2008) . Our study does not explicitly manipulate the magnitude or availability of the ignorance prior anchor, but we do quantify how its influence (i.e., the partition bias) changes when there are differing availabilities of carryover anchors. Although we do not hypothesize on how partition dependence bias is directly influenced by change of ordering or page format, we can consider how strongly that bias is expressed depending on the availability of previous response anchors. We hypothesize that if the availability of carryover anchors increases, then the degree of the partition bias would decrease.
Variable Selection. We chose eight uncertain variables related to various topics of general knowledge and interest to the public. One variable was ultimately removed because of an error in coding the questionnaire, leaving us with seven for the subsequent analysis. The seven variables are described in Appendix C, along with example questions. For each variable and the specified intervals, participants were asked to report their probabilities, in percent, that the variable would fall within each interval. Each survey participant assessed probabilities for four variables each in one of four different combinations-MaxLog same page, MinLog same page, MaxLog separate page, and MinLog separate page.
Our Web-based survey was programmed using the Qualtrics system and administered online by Clear Voice. The experiment was open to Clear Voice registrants in the United States who have at least an undergraduate degree. A total of 1,644 people participated. Instructions were provided on how to complete the questionnaire, including a filter to determine how carefully the participant had read the instructions. In addition, we applied several filters to discard assessments that had been made hastily and with little thought or attention. For instance, one such filter was the time taken to complete the survey. The median time taken to complete the survey was nine minutes, so all participants who took less than two minutes were discarded. Appendix C lists all of the filters that we applied. Table 4 shows the number of participants remaining in each of the four conditions after the filters were applied.
Results:
Web-Based Data Set. To estimate the bias parameters and unbiased probabilities, data from study 2 were analyzed using (11) and the estimation procedure described in §3.4, implemented and run in Matlab 2010. Before we present the model results of our study 2, we check the hypothesis that availability of carryover anchors affects expressed probabilities systematically. Consider the MaxLog and its mirror image orderings shown in Table 3 . For the MaxLog P A is assessed first and P D is assessed as the seventh question and vice versa for its mirror image. When a question is assessed in the very beginning, then only the ignorance prior anchor is available, and when assessed as seventh question, either type of carryover anchor is also available. In the data set, the average P A when assessed first is higher compared to average P A when assessed seventh in 10. Out of 14 cases (7 variables and 2 page formats and 1 MaxLog ordering). Similarly for P D out of 14 cases 13 cases have average P D higher when it is assessed first. Both results are significant by a binomial test at 5% significant level. We argue that the effect is systematic because average probabilities of both A and D decrease as we go from assessing the first position to seventh. This happens because of the easily available lower logical carryover anchor; i.e., when P D is assessed first it is inflated due to partition dependence resulting in a lower logical carryover anchor for P A Because subjects were randomly assigned questions and survey formats, it is reasonable to expect that averages of unbiased probabilities of elementary events would be equal for mirror image orderings of events (subject to sample error); therefore, we implemented constraints in the optimization to that effect. Thus, for each variable we have four different sets of bias parameter and unbiased probability results, one for each combination: MaxLog same page, MinLog same page, MaxLog separate page, and MinLog separate page. In the subsections below we test hypotheses regarding the Downloaded from informs.org by [50.111.116 .218] on 07 March 2016, at 18:22 . For personal use only, all rights reserved.
Decision Analysis 13(1), pp. 51-67, © 2016 INFORMS effects of ordering of events and page format on the bias parameters. We conclude with an example bootstrap analysis on a sub-sample to assess the significance of the estimated biases.
Partition Dependence Bias Effect of Ordering and Page Format. Figure 2 shows a plot of the average estimated partition dependence bias parameters¯ k (across subjects) for each combination of ordering and page format for each variable. The average partition dependence bias for the separate page format is higher compared to the same page format for a given ordering of events. The average partition dependence bias also appears to be lower for MinLog ordering compared to MaxLog ordering.
To assess the statistical significance of these results, we also conducted a two-way analysis of variance (ANOVA) on partition dependence bias with the two factors being ordering of events (MaxLog or MinLog), and the page format (same page or separate page). The data points in each sample group are the estimates of the individual partition dependence bias k . We also included possible interactions between ordering and page format. Table 5 shows the results of the two-way ANOVA conducted using R software suggesting that the effect of page format is significant. There is also some effect of ordering on partition dependence bias. We can also see in Figure 2 that average partition dependence is slightly higher for MaxLog than for MinLog (p-value = 0.02). There appears to be no interaction effect between ordering and page format.
Logical Carryover Bias: Effect of Ordering and Page Format. Figure 3 shows a plot of the average logical carryover bias parameters¯ LL k for each of the four combinations of ordering and page format and for each variable. In §4.2.1, we hypothesized that the MinLog ordering would yield less logical carryover compared to MaxLog for a given page format. The reason for this conjecture is that MinLog makes it more difficult to estimate the probability required for logical carryover. Results in Figure 3 are consistent with this hypothesis; for each page format (same or separate), the average bias for the MaxLog lies above that of the MinLog. Note. Each column shows the distribution of average logical carryover parameter estimates for each of the seven variables; averages are over all participants. However, we do not see either page format having consistently higher bias than the other for a given ordering of events; logical carryover bias is no worse in same page compared to separate page format. Table 6 shows results of a two-way ANOVA on logical carryover bias ( LL k ) with ordering and page format as factors. Ordering is significant (p-value < 0 0001), thereby validating our hypothesis. Neither page format nor the interaction between page format and ordering is significant.
Previous Carryover Bias Effect of Ordering and Page Format. Figure 4 shows a plot of average previous response carryover bias parameters¯ PR k for each of the four combinations of ordering and page format and for each variable. The average previous response carryover is lower for separate page compared to same page format for a given ordering validating our hypothesis. Additionally, for a given page format, average previous response carryover for MaxLog orderings is lower compared to MinLog orderings. A two-way ANOVA (Table 7) suggests that both ordering and page format have significant effects on previous response carryover. However, consistent with the logical carryover results, there appears to be no interaction between ordering and page format. Figure 5 shows averages of bias parameter estimates and residual weights across individuals and variables. Logical carryover is lowest for the MinLog same page combination, although MinLog separate page is a very close second. Previous response carryover is lowest for MaxLog separate page, and partition dependence bias is lowest for MinLog same page. Table 8 Trade-offs between biases appear to be inevitable. For example, on one hand, MinLog same page minimizes both logical carryover and partition dependence but maximizes previous response carryover. On the other hand, MaxLog.SeparatePage minimizes previous response carryover but maximizes logical carryover and partition dependence. Confidence in Bias Parameter Estimates. In order to assess the significance of the parameter estimates we ran an example bootstrap analysis on a subset of the results. In particular, we ran a sample of 85 bootstrap runs for the MaxLog same page format sample for the box office variable. The number of bootstrap samples is small because of the computational effort required to optimize the model for each sample; however, a sample of this size is still useful for giving an indication of the confidence band for each parameter. The full sample has a mean logical carryover of 0.26, previous response carryover of 0.10, and partition dependence bias of 0.12. Table 9 shows the mean bias parameters for the 85 bootstrap runs, which are identical (to two significant digits) to the full sample means; this indicates that the model estimates are likely to be unbiased. The standard errors are relatively tight (coefficient of variation of approximately 10% to 20%). This indicates that we can have confidence that the partition dependence parameter is positive and that logical carryover is stronger than previous response carryover.
Conclusions
We have studied the effect of three types of anchors that can result in three distinct types of cognitive biases in probability elicitation surveys. These anchors are (1) an ignorance prior (here, 0.5); (2) the probability that is most consistent with previous answers; and (3) the immediately previous response. The resulting biases are, respectively, (1) partition dependence, (2) logical carryover, and (3) previous response carryover. We hypothesize that these biases result from a tendency to adjust insufficiently away from the corresponding anchor for each bias. The partition and previous carryover biases distort elicited probabilities, whereas logical carryover bias reduces the value of consistency checks in probability elicitation.
To reduce pseudo-consistency, some researchers have suggested using an ordering that makes it difficult to be consistent (e.g., Bunn 1975) . Our analysis tests this suggestion and also tests how questionnaire format (same page versus separate page) can affect previous response carryover. To our knowledge these issues have not been studied previously. We also propose a model that quantifies these biases and simultaneously obtains debiased probabilities. Our research also contributes to the theory of anchoring in studying the effects of multiple anchors in probability elicitation.
Our results from both study 1 (based on Clemen and Ulu's 2008 data) and study 2 (using data from our Webbased survey) show that all three biases can be present in assessed probabilities. Our paper contributes to the existing literature in two ways. One is that it studies multiple biases in a probability elicitation setting and how those biases can be affected by questionnaire design. Second is that it quantifies the biases so that unbiased probabilities can be estimated.
The results from study 1 indicate that the effect of the biases is not removed by randomizing the ordering of events for which probabilities are elicited in a questionnaire and that greater expertise can decrease all three types of biases. In study 2, we consider how each bias can be affected by questionnaire design, in particular the ordering of elicitation questions and the questionnaire format (same page versus separate page for each probability question). First, we hypothesized that a question ordering that makes it easy for the subject to determine what answer would be consistent with previous answers ("MaxLog ordering") will result Downloaded from informs.org by [50.111.116 .218] on 07 March 2016, at 18:22 . For personal use only, all rights reserved. in higher logical carryover than a questionnaire for which that task is more difficult ("MinLog ordering"). The results show that the MaxLog ordering does indeed result in higher logical carryover bias compared to MinLog for a given format. However, there is no effect of page format (same page versus separate page) on logical carryover.
Second, we hypothesized that previous response carryover is affected by page format because previous responses are more readily available when all questions are on the same page compared to a separate page format for questions. Our experimental results show the effect to be significant. Additionally, the effect of question ordering (MaxLog versus MinLog) is significant on previous response carryover, with the immediately previous response having more of an effect on the stated probability under the MinLog case. This is possibly an indirect effect in which a reduction in availability of one anchor (the probability most consistent with previous answers, which is harder to obtain under MinLog) makes another relatively more salient (the previous response).
Third, we study how partition dependence is affected by the availability of logical carryover and previous response anchors. If the latter anchors are less available, we might expect to see an increased impact of the ignorance prior upon the expressed probabilities. However, evidence for that is mixed. The results indeed show that partition dependence increases from same page to separate page format (representing a reduced salience for the previous response). However, in contradiction to that hypothesis, partition dependence slightly decreases rather than increases as we move from MaxLog to MinLog (reduced salience for the logical carryover anchor).
These results are interesting and bear further thought. We conjecture the following: absent any other available anchors, the ignorance prior is the primary anchor (hence partition dependence would be the only bias). If there is a previous response anchor, then the subject relies on that as well, diminishing the effect of the ignorance prior. If there is a logical carryover anchor, then the judge relies on that, diminishing the effect of previous response. For example, MaxLog provides easy access to logical probabilities and hence previous response effect decreases, although there is a slight increase in partition dependence bias. Decision Analysis 13(1), pp. 51-67, © 2016 INFORMS our objective has been to provide techniques that can be useful for decision and risk analysts who must cope with inherent biases, However, our work follows that of Clemen and Ulu (2008) , who showed that the linear model is a reasonable way to model the way an individual incorporates the ignorance prior into his or her assessed probabilities. Even though our approach estimates unbiased probabilities, further research is needed to compare the performance (e.g., calibration or scoring rules) of the assessed and estimates of the unbiased probabilities. Further research would also be useful to understand the relative roles of previous response and the ignorance prior as primary anchors in a survey-style elicitation. Appendix C (4) If the sum of all the responses was less than 200% or greater than 600%. A coherent set of responses for the nine events would have a sum between 300% and 500%.
(5) If sum of responses of elementary events was not in the range of 65%-165%. A coherent set of responses for elementary events will equal 100%.
