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INFLUENCES OF PROBABILITY INSTRUCTION ON UNDERGRADUATES’ 
UNDERSTANDING OF COUNTING PROCESSES 
 
Historically, students in an introductory finite mathematics course at a 
major university in the mid-south have struggled the most with the counting and 
probability unit, leading instructors to question if there was a better way to help 
students master the material. The purpose of this study was to begin to 
understand connections that undergraduate finite mathematics students are 
making between counting and probability. By examining student performance in 
counting and probability, this study provides insights that inform future instruction 
in courses that include counting and probability. Consequently, this study lays the 
groundwork for future inquiries in the field of undergraduate combinatorics 
education that will further improve student learning and resulting performance in 
counting and probability. 
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CHAPTER I: INTRODUCTION 
 Various informal interactions with past and present instructors of an 
introductory finite mathematics course at a major university in the mid-south, in 
the semesters leading up to this study, revealed a temptation to skip over 
counting in the counting and probability unit of the course. Historically, students 
had struggled the most with the counting and probability unit, leading instructors 
to question if there was a better way to help students master the material. As the 
probability application was often seen as more important than the theoretical 
counting on which it was based, dropping the counting material so more time 
could be spent on probability was one of the more commonly suggested 
solutions. 
 This suggestion is unsurprising as many instructors agree counting is the 
mathematics behind the probability application (Tucker, 2002). Those who share 
this belief tend to treat counting as a means to an end rather than as an end in 
and of itself. In recent years, the most prominent example of this belief in practice 
is in the Common Core State Standards for Mathematics (CCSSM; National 
Governors Association Center for Best Practices [NGACBP] & Council of Chief 
State School Officers [CCSSO], 2010). In the CCSSM, counting is only 
mentioned under High School Statistics and Probability; students should be able 
to “use permutations and combinations to compute probabilities of compound 
events and solve problems” (NGACBP & CCSSO, 2010, p. 82). 
The problem with viewing counting as simply the mathematics behind 
probability in the introductory finite mathematics course is the population of the 
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course is made up of business majors who will likely encounter other applications 
of counting in their future careers. These applications could include, but are not 
limited to, optimization problems, computer programming, and general decision 
making procedures.  
Ultimately, if students are truly gaining a stronger understanding of 
counting through probability instruction, then the potential decision to drop 
counting instruction is not, necessarily, negative. However, if students are only 
learning the application of probability procedurally while understanding little 
counting, then failing to teach counting could negatively impact students in their 
future careers. 
Purpose Statement 
 The purpose of this study was to begin to understand connections that 
undergraduate finite mathematics students are making between counting and 
probability. By examining student performance in counting and probability in an 
introductory finite mathematics course at a major university, this study provides 
insights that inform future instruction in courses that include counting and 
probability. Consequently, this study lays the groundwork for future inquiries in 
the field of undergraduate combinatorics education that will further improve 
student learning and resulting performance in counting and probability.  
Research Questions 
The following questions were addressed by this mixed methods study: 
• What relationships, if any, exist amongst topics in counting and 
probability as demonstrated by student performance on online 
 
 
3 
 
 
homework problems? 
• What influence, if any, does exposure to topics in probability have on 
student performance on counting online homework problems? 
• How successfully are students using the counting techniques of 
enumeration, Venn diagrams, and counting formulas when completing 
free response probability exam questions? 
Significance of the Study 
This study is situated in the United States because the structure of the 
finite mathematics course is a phenomenon of institutions in the United States. 
Finite mathematics courses include topics useful in many professions. The 
original finite mathematics course debuted in 1957 at Dartmouth College 
(Kemeny, Snell, & Thompson, 1957). While the course has changed some in the 
intervening span, it has remained relatively unaltered in the last forty years. This 
era of stability began when the business major became popular in the United 
States and business faculty recognized the importance of the finite mathematics 
course. Despite having such a long, established history, the research literature 
regarding finite mathematics courses remains limited. 
Not only is the history of the course long and relatively stable, annual 
enrollment in the course is substantial. According to the Conference Board of 
Mathematical Sciences (CBMS) 2010 Survey, there were 60,000 students 
enrolled in finite mathematics courses in the fall 2010 semester. This survey 
serves as a kind of census for the mathematics community. The 2015 data have 
been collected but are not yet published. At the site of this study, spring 
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enrollments in finite mathematics have been three to four times as large as fall 
enrollments in the course. Therefore, an estimate of 120,000 students per annum 
enrolled in a finite mathematics course in the United States is likely conservative.  
 The counting and probability unit taught in Introduction to Finite 
Mathematics courses is full of versatile topics that matter to the population of 
students taking the course. As will be discussed later, counting and probability 
are important to decision making processes used by business people. These 
topics have been included in one form or another as a part of the finite 
mathematics from the courses’ beginning in the late 1950s and are not likely to 
be excluded while business majors are still required to take the course. As 
Tucker (2013) states, “measuring and counting things [has] interested business-
minded Americans from the republic’s founding” (p. 692). Despite the interest in 
these topics and the importance put on them in the CCSSM, they remain largely 
unstudied at the undergraduate level. Yet, many people utilize counting and 
probability in their daily decision making without ever being conscious of it. 
 While it may be that finite mathematics courses and the way instructors 
teach counting and probability at the undergraduate level are maximally effective, 
educators cannot know for sure until the topic is fully explored. To date, Elise 
Lockwood has been the primary contributor to the field. Her studies have been 
qualitative in nature and have largely focused on students’ association of 
counting with sets (Lockwood, 2011a, 2011b, 2012, 2013, 2014, 2015; Lockwood 
& Gibson, 2016; Lockwood, Reed, & Caughman, 2016). However, she has not 
addressed the application of counting techniques to probability. Counting and 
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probability are interrelated topics and educators do not know if students are 
making the necessary connections. The current study allows educators to better 
understand what, if any, connections students are making between the counting 
and probability components of the finite mathematics course. 
Assumptions 
 This study assumes all students have completed each online homework 
assignment to the best of their ability without assistance from external sources – 
including, but not limited to, the internet, tutors, or classmates as per the 
academic honesty section of the course syllabus (MA162 Hines). Additionally, it 
is assumed the course was taught identically by all lecturers and recitation 
instructors involved as collaboration and sharing of materials was common. 
Delimitations 
 Data were collected from students enrolled in an introductory finite 
mathematics course at a large public university in the mid-south for the Spring 
2015, Fall 2015, and Spring 2016 semesters. Due to the structure of the course 
and homework, demographic information was not collected from participants. 
Consequently, demographics could not be used as covariates in the analyses of 
this study. Additionally, as the data collected reflects a part of a credit-bearing 
coordinated course at the university, each student received instruction in both 
counting and probability; both are core topics in the course. Consequently, the 
treatment of probability instruction was administered to all participants and the 
pre-posttest was conducted with a single sample and no control group. 
 Quantitative data was collected from online homework assignments 
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submitted through WebAssign. As per course policy, the assignments were 
programmed to allow a student unlimited attempts at reaching a correct answer. 
WebAssign allows the instructors (and researcher) to know how long a student 
spent on an assignment, but not how many attempts the student made before 
reaching a correct answer. 
 Although the lecturers and recitation leaders collaborated and shared 
materials, they were not required to conduct lectures or recitations in the same 
manner. While informal conversations with lecturers and recitation leaders each 
semester have made it clear all classes look quite similar, lecturers and recitation 
leaders each bring their own style and various experiences into their classroom, 
so some variance in instruction from section to section may have occurred. 
 Finally, the format of the exams collected for qualitative data analysis 
changed between the Spring 2015 and Fall 2015 semesters. The Spring 2015 
semester exams consisted of only free response problems while the Fall 2015 
and Spring 2016 semester exams each only had 3 free response problems with 
the rest of the problems being multiple choice. As only the free response 
questions were considered in this study, the Spring 2015 exams provided much 
more data for each participant than did the Fall 2015 and Spring 2016 exams. 
Definition of Terms 
Counting: For the purposes of this study the term counting will refer to the 
methods used to determine the cardinality of a set of elements which satisfy a 
certain condition. 
Probability: While the definition of probability can most certainly become more 
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technical in nature, for the purposes of this study probability will be considered to 
be the ratio of the number of favorable cases to the total number of cases. This is 
the basic intuitive definition of probability first put forth by Laplace approximately 
200 years ago (Tucker, 2002). 
Organization of the Study 
This study is organized into five chapters. Chapter 1 was an introduction, 
including the research questions and the purpose of the study. Chapter 2 
contains the literature review. Chapter 3 sets forth the methodology used to 
conduct the research. Chapter 4 provides the outcome of the data analysis. 
Chapter 5 consists of a discussion of the results, conclusions, and implications 
future research. 
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CHAPTER II: LITERATURE REVIEW 
The relevant literature to this study is two-fold. Consequently, the review 
of literature is presented in two parts. The first part situates the counting and 
probability content addressed by the finite mathematics course, while the second 
part discusses the evolution of the course and previous studies related to it. 
Part I: The Counting and Probability Content 
In this part of the review of literature, the counting and probability content 
of the finite mathematics course will be discussed. I begin with a treatment of the 
broader history of probability, followed by topics in probability that are addressed 
as a part of the finite mathematics course. Then comes an explanation of the 
definition of probability and an explanation of the definition of counting that was 
presented at the end of chapter one. Finally, connections between counting 
material and probability material are made.  
The History of Probability. For purposes ranging from gambling and 
board games to divination, humanity devised methods to obtain random 
results more than 5,000 years ago. Today those random events and the 
study of them have evolved into a vibrant and flourishing field of 
mathematics known as mathematical probability theory. 
 The earliest known way to obtain a random result was to roll heel bones of 
hoofed animals, commonly referred to as astragali. Prehistoric uses of astragali 
are not known, but archaeologists have found vast quantities of such objects in 
dig sites (David, 1962). Since these astragali are not carved or decorated in any 
way, archaeologists have conjectured that the bones did not serve any magical 
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or mystical purposes. Rather, David (1962) speculated the bones were used as 
toys. Further, astragali were used as early as 3500 BC as four-sided dice (Green, 
1981). It was not until approximately 3000 BC that the more regularly shaped 
dice we are still accustomed to today first made an appearance. However, 
astragali remained the primary way to obtain a random outcome into Classical 
times (David, 1962). In addition, David claimed the use of astragali was 
geographically widespread. Babylonians, Egyptians, Greeks, and Romans all 
used these objects as toys and in games.  
Regarding the initial use of the random event determined by a throw of 
dice or astragali, David (1962) likened this question to the chicken verses the egg 
paradox. We cannot be sure whether the first use occurred in divination or in 
recreation. Green (1981) claimed the more regularly shaped dice that were 
carved in early times were used for divination, while David (1962) counters with 
evidence that a board game similar to the modern day Chutes and Ladders game 
existed in the First Dynasty in Egypt, approximately 3500BC. Such a game would 
require a way to randomly obtain a number of spaces to move, and astragali 
were likely the answer (David, 1962). 
Despite the early entrance of board games, gaming in a gambling sense 
was not introduced to Egypt from Greece until about 300 BC by Ptolemy (David, 
1962). Early gambling was done almost exclusively with dice, as cards were not 
invented until the 14th century, and even then, cards were a luxury item (Green, 
1981). Finally, random events determined by dice were used in Christianity as a 
way to determine which virtue one should focus meditations (Green, 1981).  
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While the creation of random events certainly had its uses, if not its 
origins, in religious traditions, its use in gambling was the motivating factor in the 
development of mathematical probability theory. One of the oldest probability 
problems posed was the “Problem of Points,” which is also referred to as the 
“Division Problem.” The exact origin of the problem is unknown. According to Ore 
(1960), the Problem of Points “does not appear in Leonardo Fibonacci’s Liber 
abaci (1202), which brought many Arabic puzzles to Italy, but the form of the 
problem is reminiscent of the distribution and inheritance problems of the Arabs” 
(p. 414). However, the problem can be found in Italian manuscripts as early as 
1380.  
The Problem of Points has gone through many forms over the years, with 
one of the most influential stated in Luca Paccioli’s Summa de arithmetica, 
geometria, proportioni e proportionalità (1494) (Green, 1981). Green (1981) gave 
the problem as it was stated by Paccioli: 
A and B are playing a fair game of balla. They agree to play until one has 
won six rounds. The game actually has to stop when A has won five 
rounds and B has won three rounds. How should the stakes be shared 
out? (p. 6) 
Paccioli likely viewed the Problem of Points as a simple proportion problem 
(Green, 1981). Regardless of the validity of this assertion, Paccioli’s version of 
the Problem of Points “led to the development of Probability considerations by 
later mathematicians” (Green, 1981, p. 6). David (1962) also discussed this 
problem as stated by Paccioli. She went on to say that modern theory divides the 
 
 
11 
 
 
stakes 7:1, while Paccioli suggested the arguably more straight-forward solution 
of 5:3 (David, 1962).  
 While Paccioli may not have arrived at the “right” answer by today’s 
standards, his work was enough to inspire Cardano, Tartaglia, and Peverone 
(David, 1962). There is no evidence that Cardano gave the specific problem any 
particular focus; however, Tartaglia and Peverone both solved the problem 
incorrectly, with Tartaglia approaching it from a proportions angle, while 
Peverone came much closer to the correct answer (David, 1962). David (1962) 
gave Peverone’s argument. 
𝐴𝐴 should take 2 crowns and 𝐵𝐵 12 crowns. For if 𝐴𝐴, like 𝐵𝐵, had one game to 
go, each would put 2 crowns. If 𝐴𝐴 had two games to go against 𝐵𝐵’s one, 
he should put 6 crowns against 𝐵𝐵’s two, because by winning two games 
he would have won four crowns but with the risk of losing the second after 
winning the first. And with three games to go he should put 12 crowns 
because the difficulty and the risk are doubled. (p. 38) 
 Despite not working on the specific problem, Cardano was so inspired by the 
ideas involved in the problem that he wrote a book on games of chance that was 
“the first text on theory of probability” (Ore, 1953, p. 143). Before Cardano, all of 
the work done were “weak attempts” that “show no grasp of the basic ideas of 
probability” (Ore, 1953, p. 143). 
One of the basic ideas of probability Cardano had at least an elementary 
understanding of was theoretical probability. Green (1981) quoted the following 
regarding a standard six-sided die from Cardano’s work with the intent to prove 
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that Cardano had a grasp of theoretical probability: 
 One half of the total number of faces always represents equality. The 
chances are equal [i.e. 50-50] that a given face will turn up in three throws, 
for the total circuit is completed in six. Or again, the chances are equal 
that one of three given faces turn up in one throw. (p. 6) 
Cardano’s work represented the first sign the relationship between experimental 
and theoretical probabilities was starting to be recognized by mathematicians. In 
his 1663 book, Cardano wrote: “this knowledge is based on conjecture which 
yields only an approximation, and the reckoning is not exact in these details, yet 
it happens in the case of many circuits, that the matter falls out very close to 
conjecture” (p. 196 in Ore, 1953). Nevertheless, while Cardano had a 
foundational grasp of theoretical probability and its relationship to experimental 
probability, he also infamously confused expected values with probability. This 
“confusion, which has pestered pioneers as well as beginners” (Chung, 1974, p. 
166) to the field of mathematical probability, theory is known as Cardano’s 
Paradox. 
 Specifically, “𝐸𝐸�𝐼𝐼𝐴𝐴1 + ⋯+ 𝐼𝐼𝐴𝐴𝑛𝑛� is to be emphatically distinguished from 
𝑃𝑃(𝐴𝐴1 ∪ …∪ 𝐴𝐴𝑛𝑛) or any other probability” (Chung, 1974, p. 166). 𝐸𝐸�𝐼𝐼𝐴𝐴1 + ⋯+
𝐼𝐼𝐴𝐴𝑛𝑛� = 𝐸𝐸�𝐼𝐼𝐴𝐴1� + ⋯+ 𝐸𝐸�𝐼𝐼𝐴𝐴𝑛𝑛� is the sum of the mathematical expectations of the 
indicator variables of the summable events 𝐴𝐴1 through 𝐴𝐴𝑛𝑛. An indicator variable 
returns a value of 1 if the event is in the sample space and a value of zero if it is 
not in the sample space (Chung, 1974, p. 12). Mathematical expectation is 
defined by Chung (1974) as follows: 
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 For a random variable 𝑋𝑋 defined on a countable sample space Ω, its 
mathematical expectation is the number 𝐸𝐸(𝑋𝑋) given by the formula 𝐸𝐸(𝑋𝑋) =
∑ 𝑋𝑋(𝜔𝜔)𝑃𝑃({𝜔𝜔})𝜔𝜔∈Ω , provided that the series converges absolutely, namely 
∑ |𝑋𝑋(𝜔𝜔)|𝑃𝑃({𝜔𝜔}) < ∞𝜔𝜔∈Ω . (p. 83) 
That is to say, the mathematical expectation is simply a weighted sum with the 
weight being supplied by the probability of each outcome in the sample space. 
This is most easily demonstrated with a raffle example. Suppose there are 
10,000 lottery tickets sold for a prize of $100,000 which is going to be split 
equally between two winning tickets. If a single ticket is purchased, the 
probability of an outcome of winning $0 is 9,998 out of 10,000, while the 
probability of winning $50,000 is 2 out of 10,000. Then we take the weighted 
sum, ($0)(9,998/10,000)+($50,000)(2/10,000)=$10. Therefore, the mathematical 
expectation is $10 upon entering this lottery with one of the 10,000 people. With 
indicator variables, the indicator variable takes the value of 0 for 9,998 of the 
10,000 and 1 for 2 of the 10,000 entries. Consequently, the expected value of the 
indicator variable is (0)(9,998/10,000)+(1)(2/10,000)=0.002. 
 The intellectual trap that caught Cardano and so many others after him is 
illustrated by the scenario when a person purchases two tickets to the above 
lottery. Then the expected value for the indicator variable for each ticket is still 
0.002, so the expected value for the indicator variable for your combined tickets 
is 2(0.002)=0.004. However, the probability of winning the lottery is given by the 
probability of winning with at least one ticket less the probability of winning with 
both tickets. So P=0.002+0.002-(0.002)(0.002)=0.003996. The difference 
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between the expected value of the indicator variable and the probability is due to 
the events of winning with ticket one and winning with ticket two not being 
disjoint. Therefore, Cardano’s Paradox can be most easily described as an 
erroneous assumption about the disjoint nature of events. Regardless of his 
confusion regarding mathematical expectations and probability, no one questions 
the monumental role Cardano played as a father of the field of mathematical 
probability theory.  
Another figure presented in some accounts of the history of the field, but 
not in others, is Galileo. David (1962) referred to Galileo as a “negligible 
contributor” (p. 68) to the field, but deemed him important enough to mention. By 
Galileo’s time, a method to calculate basic probabilities seemed to have been 
commonplace among Italian mathematicians (David, 1962). Galileo’s largest 
contribution to the field may have been producing a table of probabilities for 
rolling any number from 3 to 18 on a set of three dice (David, 1962). If this is true, 
we may surmise Galileo dabbled in the field, but seemingly chose not to devote 
to it much of his time. 
 Overlapping the end of Galileo’s period of writing, Fermat and Pascal 
furthered the field of mathematical probability theory in a historically memorable 
way. As a result, Pascal and Fermat are often called “joint discoverers of the 
probability calculus” (David, 1962, p. 75). David (1962) argued Fermat simply 
extended the exhaustive enumeration of Galileo, which she does not consider a 
large contribution to the field. However, she admitted popular history presents a 
different story. The Chevalier de Méré, who has been remembered as a gambler 
 
 
15 
 
 
above any other contribution to the field of mathematical probability theory, 
posed the historic Problem of Points to Pascal. Pascal then shared it with 
Fermat, which led to a famous exchange of letters in the year 1654 between the 
two regarding the problem. Green (1981) provided the problem as it was stated 
in the ensuing letters, a problem which he said was presented by Paccioli, but 
was not correctly solved: 
 Two players of equal skill play a game which requires three points to win. 
Each player lays down 32 gold coins as stake. Suppose the game is 
unfinished when player A has two points and player B has one point. How 
should the stake be divided? (p. 7) 
In his letters to Fermat, Pascal showed he realized the problem was really asking 
for the probability that each player wins from their current position (Green, 1981). 
This understanding was made clear in this translation of Pascal’s words, as they 
appeared in Green (1981): 
 Now if they play another game and A wins he takes all the stakes, that is 
64 gold coins, if B wins it then they have each won two points, and 
therefore if they wish to stop playing they must each take 32 coins. Then 
consider, Sir, if A wins he gets 64 coins, if he loses he gets 32 coins. Thus 
if they do not wish to risk the last game, A must say “I am certain to get 32 
coins, even if I lose I still get them. But as for the other 32, perhaps I will 
get them, perhaps you will get them, the chances are equal. Let us 
therefore divide these 32 coins in half and give one-half to me as well as 
my 32 which are mine for sure.” A will then have 48 coins and B 16 coins. 
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(p. 7) 
Ore (1960) stated Fermat agreed with Pascal’s previously provided result, which 
was a great comfort to Pascal as Pascal sought out Fermat’s opinion after 
Roberval disagreed with him as to the solution. Since Fermat was the 
“recognized grand master of mathematics in France” (Ore, 1960, p. 415) when 
Pascal sought his aid, his opinion carried more weight for Pascal than 
Roberval’s.  
Pascal was particularly well-situated to solve this problem as it involved 
binomial coefficients, a particular specialty of the mathematician (Ore, 1960). 
While the recursive solution Pascal presented is perhaps the most 
straightforward, it is more widely applicable when given in terms of binomial 
coefficients. Considering the game being played in Pascal’s example to Fermat, 
said game is guaranteed to be completed in another two rounds. In fact, two 
more rounds can be played regardless of who wins the first and the problem will 
still only have a single winner. So one may assume two more rounds are played. 
This is an assumption both Pascal and Fermat appear to have made in their 
solutions (Todhunter, 1865). Now, when two more games are played, there are 
four different possible outcomes. Namely, one way player A can win zero games, 
two ways player A can win one game, and one way player A can win two games. 
These are given by �20�, �
2
1�, and �
2
2�, respectively. Summing these, we have �
2
0� +
�21� + �22� = 1 + 2 + 1 = 4 possible outcomes. Of these outcomes, player A wins 
any time he wins one or more games. Therefore, player A wins in �21� + �22� = 2 +1 = 3 of the possible outcomes. So we can compute the probability that player A 
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wins the whole game from this point as 3 4� , so he should be awarded 3 4�  of the 
stake, as Pascal explained recursively in his letter to Fermat.  
Though a seemingly convoluted solution, situating this work historically 
reveals that Pascal had been working with binomial coefficients through the 
arithmetic triangle quite extensively leading up to, and during, his work on this 
problem (Ore, 1960). In fact, he discussed it extensively in his book on the 
triangle, Traité du Triangle Arithmétique (Ore, 1960). Using the triangle, as 
Pascal likely did, the computation becomes immediately less complicated, 
despite the more complex theory behind it. In Figure 2.1 the triangle is 
transposed from the way Pascal printed it so rows and columns may be 
referenced rather than diagonals. 
 
1      
1 1     
1 2 1    
1 3 3 1   
1 4 6 4 1  
1 5 10 10 5 1 
Figure 2.1. Pascal’s Triangle Arithmétique. 
Beginning with zero, we number the rows. Then, when there are two games left, 
if we look at row number two (which is the third row above), we see the first 
number is how many ways player A can win zero games, the second number is 
how many ways player A can win one game, and the third number is how many 
ways player A can win two games. So adding the second and third numbers in 
the row (those in columns number one and two), gives the total number of ways 
that player A can win the stake, and adding all of the numbers in the row gives 
the total number of outcomes. Therefore, the probability that player A will win is 
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(1 + 2) (1 + 2 + 1)� = 3 4� , without resorting to the more complicated binomial 
coefficients.  
While Pascal had many successes in his mathematical career, including 
the above, he was seemingly ill content. Despite his successes, towards the end 
of his correspondence with Fermat, Pascal did not seem to understand the 
mathematics Fermat was sending him, even appearing resentful of Fermat’s 
success where he had failed (David, 1962). In particular, David (1962) 
speculated from some phrases and the tone of later letters, upon receiving the 
unsolved problem from Pascal, Fermat came up with a correct solution to the 
Problem of Points by listing the possible outcomes and it was not until after he 
received this solution that Pascal came up with his more mathematically powerful 
result which led to the correct answer as well. Regardless of who solved the 
problem first, Pascal can be credited with the more powerful use of binomial 
coefficients and both Fermat and Pascal deserve the recognition that they have 
received as founding fathers of the field of mathematical probability theory. 
 Christaan Huygens was a slightly younger contemporary to Pascal and 
Fermat, though he never met either of them. Huygens was, however, acquainted 
with Roberval who was in turn familiar with Pascal and Fermat and their work 
(David, 1962). Through Roberval, Huygens wrote letters to Pascal and Fermat, 
though neither responded promptly (David, 1962). Yet, despite this lack of 
regular communication, David (1962) argued Huygens was “the scientist who first 
put forward in a systematic way the new propositions evoked by the problems set 
to Pascal and Fermat, who gave rules and who first made definitive the idea of 
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mathematical expectation” (p. 110). In 1655, Huygens travelled to Paris and lived 
there for a time with the intention of meeting Fermat or Pascal, however neither 
made time for a meeting (David, 1962). Nevertheless, while in Paris, Huygens 
was introduced to the Problem of Points, though not to Pascal or Fermat’s 
solutions to the problem (David, 1962).  
Huygens proceeded to solve the Problem of Points independently, but in 
the same manner as Fermat upon returning home before sending the same to 
Fermat (David, 1962). Upon receiving this solution, Fermat wrote back to 
Huygens giving him some additional problems which Huygens included in his 
treatise on probability as exercises (David, 1962). Interestingly, there is some 
debate over the origins of these problems. Ore (1960) believed the very same 
problems were sent to Huygens by Pascal after reading a draft of Huygens’ 
treatise on probability. Pascal received the treatise entitled Calculations in 
Games of Chance so enthusiastically that he wished to contribute some 
problems to the book and so he sent the disputed problems to Huygens (Ore, 
1960).  
Regardless of which side of the Pascal-Fermat duo the problems came 
from, scholars agree one of the problems in question is of great importance to 
the field of mathematical probability theory. Ore (1960) described the last 
problem included in the exercises of Huygens’ treatise: 
 It is far more difficult than the rest, and it embodies, in spite of its 
innocuous form, the beginnings of a whole field of probability, the theory of 
random walks, Brownian motion, and other questions from the kinetic gas 
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theory. (p. 417) 
As it appears in Huygens’ (1714) treatise as translated by Gould, the problem 
reads: 
A and B taking 12 pieces of money each, play with 3 dice on this 
condition, that if the number 11 is thrown, A shall give B one piece; but if 
14 be thrown, then B shall give one to A; and he shall win the game that 
first gets all the pieces of money; and the proportion of A’s chance to B’s 
is found to be as 244,140,625 to 282,429,536,481. (p. 24) 
By comparison, the first problem in Huygens’ (1714) problem set in his book was: 
 A and B play together with a pair of dice upon this condition, that A shall 
win if he throws 6, and B if he throws 7; and A is to take one throw first, 
and then B two throws together, then A to take two throws together, and 
so on both of them the same, till one wins. The question is, what 
proportion their chances bear to one another? (p. 23) 
While the first problem, with only a pair of dice in play and an immediate winner, 
is quite involved, Huygens’ last problem, involving money passing back and forth 
throughout the game and a third die, is significantly more complicated than the 
first. In fact, if one is to ignore the contributions of Paccioli, Cardano, and Galileo 
to the field of mathematical probability theory and assert that Pascal and Fermat 
founded the field, then Pascal and Fermat should also be passed over (David, 
1962). While Pascal and Fermat did solve the problem of points first, it was not 
until Huygens that the content of the field was more widely communicated by 
being put forth in a publication which made the ideas underlying the field clear. 
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While the Italians, French, and Dutch took part in the development of the 
field of probability theory, the English only contributed minimally. That minimal 
contribution came from Newton after Pepys posed to him a simple gambling 
probability question (David, 1962). Newton satisfactorily answered the question 
through straightforward enumeration (David, 1962). In solving the problem, 
Newton noticed the relationship between theoretical and experimental probability 
that Cardano had earlier begun to grasp. When Newton replied to Pepys, he 
explained the difference between the mathematical definition, based on the idea 
of equally likely outcomes, and the statistical or experimental definition, based on 
frequency ratios that can only come about by rolling a pair of dice or performing 
some other act repetitively (Green, 1981, p. 7). Consequently, the latter definition 
is the one gamblers were likely to encounter, while mathematicians had been 
developing their theories based on the former. Other than this one account, the 
English demonstrated little more than a passing interest in the field. David (1962) 
suggested this may be due to religious concerns and restrictions on gambling.  
Among mathematicians as a whole, after Newton and Leibniz created 
Calculus, the field of mathematical probability theory fell out of popular study for 
some time; but it did return after a brief detour following the invention of Calculus 
(Todhunter, 1865). With such a linear and solid historical foundation, the field of 
probability theory would soon take off in several directions. What follows are 
some of the basic concepts in the field of probability that are addressed at some 
level in the finite mathematics course.  
Topics in Probability. One of the most basic concepts in the field of 
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probability, one that has already arisen several times thus far, is a random 
variable. Formally, a random variable is defined as follows: “a numerically valued 
function 𝑿𝑿 of 𝝎𝝎 with domain Ω:𝝎𝝎 ∈ Ω:𝝎𝝎 → 𝑿𝑿(𝝎𝝎) is called a random variable [on 
Ω]” (Chung, 1974, p. 75). For example, the function that takes the roll of a die to 
the set of values {𝟏𝟏,𝟐𝟐,𝟑𝟑,𝟒𝟒,𝟓𝟓,𝟔𝟔} is a random variable. That set of values is known 
as the sample space, and the random variable is named a random variable 
because it can take any of the values in that space at random (Jukna, 2001). The 
example of a roll of a die is an example of a discrete random variable, specifically 
a finite discrete random variable, as it produces “only isolated values with non-
zero probabilities” (Johnson &Kotz, 1977, p. 44). Discrete random variables do 
not have to be limited to finite sets of values; they may be infinite, as long as they 
remain enumerable, so that the 𝒏𝒏𝒕𝒕𝒕𝒕 term may be picked out (Johnson & Kotz, 
1977). 
The Poisson Distribution is an example of an infinite discrete random 
variable. For a random variable 𝑋𝑋, having the Poisson distribution, 𝑃𝑃(𝑋𝑋 = 𝑘𝑘) =
𝜋𝜋𝑘𝑘(𝛼𝛼) = �𝑒𝑒−𝛼𝛼 𝑘𝑘!� � (𝛼𝛼𝑘𝑘) for any 𝑘𝑘 in the Natural Numbers, including 0, and 𝐸𝐸(𝑋𝑋) =
𝛼𝛼 (Chung, 1975, p. 192). One can check that the sum of these probabilities over 
all values of 𝑘𝑘 is 1, so the Poisson Distribution is a legitimate probability 
distribution. Since the values of 𝑘𝑘 are given by the natural numbers, the 
distribution only takes on countably many values. As a rule, the graph of the 
distribution of a discrete random variable will be a collection of points rather than 
a smooth line, though the distribution of an infinite discrete random variable, such 
as the Poisson Distribution may appear to be smooth due to the vast quantity of 
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points. 
Another important concept in probability is independence. However, in 
order to properly define independence, a definition of conditional probability is 
necessary. Conditional probability is defined as: “for two events 𝐴𝐴 and 𝐵𝐵, the 
conditional probability of 𝐴𝐴 given 𝐵𝐵, denoted 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝐴𝐴|𝐵𝐵), is the probability that 
one would assign to 𝐴𝐴 if one knew that 𝐵𝐵 occurs” (Jukna, 2001, p. 222). One 
calculates conditional probability using the formula 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝐴𝐴|𝐵𝐵) ⇌
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝐴𝐴 ∩ 𝐵𝐵)
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝐵𝐵)� , when 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝐵𝐵) ≠ 0 (Jukna, 2001, p. 222). After calculating 
the conditional probability, one can, without difficulty, determine if two events are 
independent of one another. Independence is simply defined as: “an event 𝐴𝐴 is 
independent of 𝐵𝐵 if 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝐴𝐴|𝐵𝐵) = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝐴𝐴)” (Jukna, 2001, p. 222). 
Probability Definition. With the basic history and topics of probability 
addressed, an unabridged definition of probability this study utilized is presented. 
From as early as the sixteenth century, mathematicians were calculating basic 
probability exactly as it is calculated today (Ore, 1953). Specifically, Cardano 
used “the direct count of the various possible cases” (Ore, 1953, p. 145) which 
consistently led to accurate answers. Even though this method was widely 
employed beginning very early in the history of the field of probability theory, it 
was not until the times of Laplace, approximately 200 years ago, that the modern 
definition of basic probability was first formally written down (Tucker, 2002). 
Laplace defined probability as 𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝒕𝒕𝑷𝑷 = 𝑵𝑵𝑵𝑵𝑵𝑵𝑷𝑷𝑵𝑵𝑷𝑷 𝑷𝑷𝒐𝒐 𝑭𝑭𝑷𝑷𝑭𝑭𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑵𝑵 𝑪𝑪𝑷𝑷𝑪𝑪𝑵𝑵𝑪𝑪
𝑻𝑻𝑷𝑷𝒕𝒕𝑷𝑷𝑷𝑷 𝑵𝑵𝑵𝑵𝑵𝑵𝑷𝑷𝑵𝑵𝑷𝑷 𝑷𝑷𝒐𝒐 𝑪𝑪𝑷𝑷𝑪𝑪𝑵𝑵𝑪𝑪  which 
Tucker (2002) reports “corresponds to the ‘person in the street’s’ intuitive idea of 
what probability is” (p. 395).  
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However, in order to consider anything more than basic probability, a 
more modern definition of a probability space is necessary. A probability space is 
“a representation of a random experiment, where we choose a member of Ω at 
random and 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥) is the probability that 𝑥𝑥 is chosen” (Jukna, 2001, p. 221). 
This definition is as broad as possible, describing a continuous probability space, 
where Ω might be an uncountable set. If Ω is a countable set, the same definition 
defines a discrete probability space. Discrete and continuous probability spaces 
can be used as approximations of one another (Johnson & Kotz, 1977, p. iv).  
For the Introduction to Finite Mathematics course which serves as the 
population source for this study, a specific subset of discrete probability spaces 
are considered. They are finite probability spaces which “[consist] of a finite set Ω 
and a function, 𝑃𝑃:Ω → [0,1], such that of ∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥)𝑥𝑥∈Ω = 1” (Jukna, 2001, p. 
221). In a finite probability space, “subsets 𝐴𝐴 ⊆ Ω are called events” and “the 
probability of an event is defined by 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝐴𝐴) ⇌ ∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥)𝑥𝑥∈𝐴𝐴 , i.e., the probability 
that a member of 𝐴𝐴 is chosen” (Jukna, 2001, p. 221). For the purposes of this 
study, the term probability will be used to refer to Jukna’s (2001) definition within 
a finite probability space.  
Counting Definition. This study not only addresses probability material, it 
considers the relationship between counting and probability material. Therefore, 
an unabridged definition of counting as it was used in this study is now 
presented. The field of “enumerative combinatorics is concerned with counting 
the number of elements of a finite set 𝑺𝑺” (Stanley, 1997, p. vii). Combinatorics is 
the field referred to when counting is addressed in an academic sense. Stanley 
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(1997) elaborates that “in a genuine enumerative problem, the elements of 𝑺𝑺 will 
usually have a rather simple combinatorial definition and very little additional 
structure” (p. vii).  
Pedoe (1958) raises a philosophical question when he inquires “What do 
we mean when we say that there are twenty-one members in a finite set of 
objects?” (pp. 57-58) and goes on to maintain that assigning each member in 
sequence one of our number words which are part of a “highly specialized 
vocabulary” (pp. 57-58) is not nearly enough to give meaning to the concept of 
twenty-one members in the set. Instead he insists upon a meaning that requires 
no vocabulary at all. He impresses upon his readers that “counting in its simplest 
and most fundamental form” is the existence of a “‘one-to-one’ correspondence 
between the marks cut on a sick” (pp. 57-58) (or some equally simple object) and 
the members of the set. That is, “for every [member] there is one notch on the 
stick, and every notch corresponds to just one [member]” (pp. 57-58). 
In his textbook Finite Mathematics for the Managerial, Life, and Social 
Sciences—which is used at the site of this study—Tan (2012) introduces the 
counting chapter by setting forth several goals. He first defines a set as a “well-
defined collection of objects” and then moves on to explain that the chapter will 
explore “how sets can be combined algebraically to yield other sets,” as well as 
“techniques for determining the number of elements in a set and for determining 
the number of ways in which the elements of a set can be arranged or combined” 
(p. 323). 
Connections between Counting and Probability. While the finite 
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mathematics course only uses the elementary definitions of counting and 
probability presented above, the broader “theory of combinations is closely 
connected with the [broader] theory of probability” (Todhunter, 1865, p. 26) 
throughout the history of mathematical probability theory. Tucker (2002) 
bolstered this assertion in his textbook on combinatorics opining that “historically, 
counting problems have been closely associated with probability” (p. 395). Not 
only did Tucker (2002) hold that the two subjects are historically related, he 
argued combinatorics underlies the field of finite probability as “determining the 
probability that one of a certain subset of equally likely outcomes occurs requires 
counting the size of the subset” (p. v). While Tucker saw only one side of the 
connection, Jukna (2001) reminded the reader the relationship goes both ways in 
his textbook on Extremal Combinatorics stating, “The probabilistic method is a 
powerful tool for taking many problems in discrete mathematics” (p. 221). In fact 
Jukna claimed “with a mere knowledge of the concepts of linear independence 
and discrete probability, completely unexpected connections can be made 
between algebra, probability, and combinatorics” (p. vii). As the connections and 
applications can and do stretch back and forth between the fields of probability 
theory and combinatorics, it would be a mistake to limit oneself to seeing only 
one side of this two-way connection. 
 For example, if mathematicians had ignored the duality of this connection, 
some of the power of generating functions may have been lost given the topic 
has deep roots in both fields. In fact, this central topic in combinatorics arose 
from the study of probability. Tucker (2002) explained “The theory of 
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combinatorial generating functions, developed in the late eighteenth century, was 
primarily motivated by parallel work on probability generating functions” (p. 272). 
While the theory was first developed with respect to probability, the two theories 
seemingly grew up together. 
As Tucker went on, “Laplace made many contributions to both theories 
and presented the first complete treatment of both in his 1812 classic Théorie 
Analytique des Probabilitiés” (p. 272). Feller (1968) explained: 
Among discrete random variables those assuming only the integral values 
𝑘𝑘 = 0,1,2, … are of special importance. Their study is facilitated by the 
powerful method of generating functions which will later be recognized as 
a special case of the method of characteristic functions on which the 
theory of probability depends to a large extent. (p. 264) 
However, while generating functions have long been used in the theory of 
probability, “the power and the possibilities of the method are rarely fully utilized” 
(Feller, 1968, p. 264). Yet, while Feller wrote his text in 1968, no recent academic 
has treated generating functions in probability theory as thoroughly as Stanley 
(1983) treated them in enumerative combinatorics fifteen years later. Seemingly, 
the field of combinatorics has taken a theory originally developed in probability 
and developed it further than probability has managed thus far. 
 Another topic that seemingly arose in the field of probability theory only to 
become central to the field of combinatorics is the study of the distinction 
between combinations and permutations. Galileo is the first known intellectual to 
draw a distinction between combinations and permutations (Green, 1981). Said 
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distinction became especially important when Galileo was working on the “most 
well-known problem in probability” at the time: 
 When three dice are thrown together, there are six combinations which 
produce a total score of nine: 
    1 2 6 
    1 3 5 
    1 4 4 
    2 2 5 
    2 3 4 
    3 3 3 
 There are also six combinations which produce a total of 10: 
    1 3 6 
    1 4 5 
    2 2 6 
    2 3 5 
    2 4 4 
    3 3 4 
 Why, then, does 10 occur slightly more often than nine? (Green, 1981, p. 
7) 
The premise underlying the problem had been observed by gamblers, but no one 
could explain it (Green, 1981). Galileo, from his work producing tables of 
probabilities for different outcomes when rolling various numbers of dice, realized 
the missing factor was the “order of the dice;” so it was an issue of permutation, 
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not combination, as it was being treated by others attempting to solve the 
conundrum (Green, 1981).  
 While combinations and permutations had common roots in probability 
associated with gambling, modern definitions of the terms in combinatorics are 
devoid of connections to these roots. In modern combinatorics, “a permutation of 
𝑛𝑛 distinct objects [as] an arrangement, or ordering, of the 𝑛𝑛 objects” and “a 
[combination] of 𝑛𝑛 distinct objects [as] an unordered section… of the 𝑛𝑛 objects” 
(Tucker, 2002, p. 178). 
Another under-noticed, yet important, connection between probability and 
counting is the importance of inequalities in both fields; “inequalities play a 
particularly fundamental role in probability, partly because many important 
models are too complex to find exact answers, and partly because many of the 
most useful theorems establish limiting rather than exact results” (Gallager, 2013, 
p. 31). If “combinatorics”, especially “extremal combinatorics” were substituted for 
“probability” in Gallager’s text, his statement would be no less true. In fact, in his 
2001 book on Extremal Combinatorics, Jukna entitled an entire part of his book 
“The Probabilistic Method.” 
One of the most prominent inequalities in probability is applicable to 
continuous as well as discrete or finite probability – the Markov Inequality. The 
Markov Inequality provides that “if a non-negative [random variable] 𝑌𝑌 has a 
mean of 𝐸𝐸[𝑌𝑌], then, for every 𝑦𝑦 > 0, Pr {𝑌𝑌 ≥ 𝑦𝑦} satisfies Pr {𝑌𝑌 ≥ 𝑦𝑦} ≤ 𝐸𝐸[𝑌𝑌] 𝑦𝑦� ” 
(Gallager, 2013, p. 32). Jukna (2001) stated the Markov Inequality similarly and 
further proved several combinatorial theorems using said inequality.  
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However, before looking at the theorems the Markov Inequality is used to 
prove, it is worthwhile to first examine exactly what the inequality provides. In 
fact, after some definitions are presented, a simple pictorial proof allows one to 
not only understand the inequality, but also understand why it is true. One such 
necessary definition is the concept of expected value, 𝐸𝐸[𝑌𝑌]. While this definition 
was discussed earlier appertaining to discrete probability, as Chung (1974) 
defined it, the continuous probability definition is both necessary and illuminating. 
According to Gallager (2013) “the expectation 𝐸𝐸[𝑋𝑋] of a non-negative [random 
variable] 𝑋𝑋 is defined by 𝐸𝐸[𝑋𝑋] = ∫ 𝐹𝐹𝑋𝑋𝐶𝐶𝑑𝑑𝑥𝑥∞0 = ∫ Pr{𝑋𝑋 > 𝑥𝑥}𝑑𝑑𝑥𝑥∞0 . The expectation is 
said to exist if and only if the integral is finite” (p. 20-21). Here, the superscript 𝐶𝐶 
on the function, 𝐹𝐹, stands for the complement of the function, as 𝐹𝐹𝑋𝑋(𝑥𝑥) is defined 
as 𝐹𝐹𝑋𝑋(𝑥𝑥) = Pr{𝑋𝑋 ≤ 𝑥𝑥}, so 𝐹𝐹𝑋𝑋𝐶𝐶(𝑥𝑥) = Pr {𝑋𝑋 > 𝑥𝑥} (Gallager, 2013). 𝐹𝐹𝑋𝑋 is the 
“cumulative distribution function (CDF) of a [random variable] 𝑋𝑋” (Gallager, 2013, 
p. 12).  
Taking the above concepts, one can now see that 𝐸𝐸[𝑋𝑋] is defined as the 
area under the complement of the cumulative distribution function. Consequently, 
the Figure 2.2 both illustrates and proves the assertion made in Markov’s 
Inequality as the shaded rectangle has area (𝑦𝑦)(Pr{𝑌𝑌 ≥ 𝑦𝑦}). 
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Figure 2.2. An Illustration and Proof of Markov’s Inequality. 
Markov’s Inequality is one of the ways Jukna (2001) used tools from 
probability to prove theorems in extremal combinatorics. One such theorem 
states that “the threshold for a random graph 𝐺𝐺(𝑛𝑛,𝑝𝑝) to contain a 4-clique is 𝑝𝑝 =
𝑛𝑛−
2
3� ”, where 𝐺𝐺(𝑛𝑛, 𝑝𝑝) is a random graph with 𝑛𝑛 vertices and “each edge [appears] 
independently with probability 𝑝𝑝” (Jukna, 2001, pp. 276-277). Another is a 
theorem of Erdös from 1959. It states that “for all 𝑘𝑘, 𝑙𝑙 there exists a finite graph 𝐺𝐺 
with 𝜒𝜒(𝐺𝐺) ≥ 𝑘𝑘 and 𝑔𝑔(𝐺𝐺) ≥ 𝑙𝑙” (Jukna, 2001, pp. 265-266). Here, 𝜒𝜒 is the chromatic 
number of the graph, and 𝑔𝑔 is the girth of the graph. The chromatic number of a 
graph is the minimum number of colors necessary to color the vertices of the 
graph so that no two vertices that are connected by a single edge have the same 
color. The girth of a graph is the minimum taken over all of the vertices in the 
graph of the length of the shortest path from a vertex back to itself. For example, 
the girth of a complete graph on three vertices (which is the shape of a triangle 
when drawn) has a girth of 3. For the sake of brevity, the complicated and 
currently irrelevant proofs of these theorems are omitted, with the exception of 
𝑌𝑌 
𝑃𝑃 
(𝑦𝑦, Pr{𝑌𝑌 ≥ 𝑦𝑦}) Pr{𝑌𝑌 ≥ 𝑦𝑦}   
𝑦𝑦 
Complementary 
CDF 
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noting the Markov Inequality is used in each as a turning point for the proof. 
Consequently, it should be noted that tools from probability theory are sometimes 
used nontrivially in combinatorial proofs. 
While, the Markov Inequality utilizes the cumulative distribution function in 
its proof, the cumulative distribution function is not the only common way to think 
about a probability distribution. Jukna (2001) defined “the distribution of a random 
variable 𝑋𝑋 [as] the function 𝑓𝑓: Ω → [0,1] defined as 𝑓𝑓(𝑖𝑖) ⇌ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑋𝑋 = 𝑖𝑖), where… 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑋𝑋 = 𝑖𝑖) denotes the probability of the event 𝐴𝐴 = {𝑥𝑥 ∈ Ω:𝑋𝑋(𝑥𝑥) = 𝑖𝑖}” (pp. 222-
223). One of the simplest distributions one may encounter is the Uniform 
Distribution. In this distribution, the size of the domain is calculated, and then the 
probability assigned to each element in the domain is 1 𝑆𝑆𝑖𝑖𝑆𝑆𝑒𝑒 𝑃𝑃𝑓𝑓 𝑡𝑡ℎ𝑒𝑒 𝐷𝐷𝑃𝑃𝐷𝐷𝐷𝐷𝑖𝑖𝑛𝑛�  
(Jukna, 2001, p. 221). Consequently, every element in the domain has the same 
probability. An example of a uniform distribution is the distribution for the roll of a 
single, fair, six-sided die. Such a die has 6 sides, so the size of the domain is six. 
When the die is rolled, each side has a probability of 1 6�  of landing face up. This 
distribution is illustrated in Figure 2.3. 
 
Figure 2.3. Probability Distribution for Rolling a Single Die.  
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Another common distribution, one slightly more complicated, is the 
binomial distribution. The binomial distribution occurs when using a specific type 
of random variable, known as a Bernoulli random variable. Bernoulli random 
variables are said to be Bernoulli distributed. That is, “𝑋𝑋 is a random variable 
which takes 1 with probability 𝑝𝑝 and is 0 otherwise,” then 𝑋𝑋 is Bernoulli distributed 
with probability of success 𝑝𝑝 and 𝐸𝐸[𝑋𝑋] =  𝑝𝑝 (Jukna, 2001, p. 223). So if 𝑋𝑋 is a 
collection of Bernoulli random variables each with probability of success 𝑝𝑝, one 
gets 𝐸𝐸[𝑋𝑋] =  ∑ 𝐸𝐸[𝑋𝑋𝑖𝑖]𝑛𝑛𝑖𝑖=1 = 𝑛𝑛𝑝𝑝 (Jukna, 2001). Using Bernoulli distributions and 
random variables, one can define a binomial distribution.  
The standard binomial distribution 𝐵𝐵(𝑛𝑛,𝑃𝑃) is the sum 𝑋𝑋 = 𝑋𝑋1 + ⋯+ 𝑋𝑋𝑛𝑛 of 𝑛𝑛 
independent Bernoulli random variables 𝑋𝑋1, … ,𝑋𝑋𝑛𝑛 each with success probability 
𝑝𝑝. That is, 𝐵𝐵(𝑛𝑛,𝑝𝑝) is the number of heads obtained by flipping a weighted coin 𝑛𝑛 
times, each time getting a head with probability 𝑝𝑝. The word ‘binomial’ is justified 
by the fact that, for any 0 ≤ 𝑘𝑘 ≤ 𝑛𝑛, 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑋𝑋 = 𝑘𝑘) = �𝑛𝑛𝑘𝑘�𝑝𝑝𝑘𝑘(1 − 𝑝𝑝)𝑛𝑛−𝑘𝑘. (Jukna, 2011, 
p. 223) 
So binomial distributions contain probabilities that utilize binomial 
coefficients when they are calculated as directly as possible. As binomial 
coefficients are heavily used in combinatorics as well, the binomial distribution 
creates another connection between the field of probability theory and the field of 
combinatorics. 
Not only are probability and counting closely interrelated, they are also 
widely applicable. Consequently, students realize the many connections and 
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applications are useful for a number of reasons. “Measuring and counting things 
[has] interested business-minded Americans from the republic’s founding” 
(Tucker, 2013, p. 692). Probability is “widely taught at different levels due to its 
usefulness for the daily life, its instrumental role in other disciplines, and its 
relevance in developing critical reasoning” (Batanero, 2004, p. 1). Probability is 
one of the many topics in mathematics students are constantly using without 
conscious thought. For example, every time a pedestrian jaywalks, she will first 
semi- or sub-consciously consider the odds that she will get hit by passing traffic. 
Similarly, every time a college student skips class, he may wonder, “What are the 
odds that I will get caught?”  
These “odds,” so colloquially considered, are really ruminations on 
probability which people use on a regular basis to make the smallest of decisions 
in informed ways. Since business people are often making decisions that impact 
not only themselves, but also the lives and livelihoods of their clients, it is 
important they are able to make decisions which require probabilistic reasoning 
on a more conscious level. Those educating business students for the future 
must realize developing good decision making skills requires some formal 
training in probability. 
 Moreover, at its most basic roots, probability requires counting and 
understanding the underlying counting does not just make our students better at 
calculating probabilities and using those probabilities to make decisions; counting 
is much more widely applicable. Even a brief review of some of the homework 
exercises in Tan’s (2012) Finite Mathematics textbook revealed that counting can 
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be used when working in quality control and television programming, organizing 
book displays and arranging seating, and making management decisions. It is 
applicable in sports bracket organization, jury selection, Senate committees, and 
planning bus routes. The usefulness of counting extends far and wide to many 
more situations. Considering this applicability, undergraduate counting education 
is undeniably important, just like undergraduate probability education. 
Conclusion. Probability has a long history and is connected to counting in 
deep ways. The finite mathematics course provides an introduction to these rich 
fields of mathematics. For a more detailed look at the material covered in the 
finite mathematics course for this study, the complete homework assignments 
over counting and probability are provided in Appendix A while Appendix B 
provides the counting and probability exams given over the course of this study. 
Part II: Finite Mathematics Education 
In this part of the review of literature, the evolution of the finite 
mathematics course will be discussed. A search for literature which provides an 
international context for this study was fruitless. Consequently, this discussion is 
situated in the United States because the structure of the finite mathematics 
course is generally a phenomenon of United States institutions. I begin with a 
history of undergraduate mathematics education and then narrow the focus to a 
history of the finite mathematics class. Then comes an exploration of the 
evolution of finite mathematics textbooks over the last six decades which leads to 
a discussion of online homework and online learning. Finally, the importance of 
combinatorics education and its research literature are presented. 
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History of Undergraduate Mathematics Education. The nineteenth 
century marked the dawn of the modern university. Middle class students began 
attending university as high schools became more common (Tucker, 2013). The 
increase in the availability of high schools increased the common age for 
entering the university to eighteen. It also increased the admissions requirements 
of the university. Instead of learning basic Euclidean geometry and basic algebra 
at the university, students were now required to have covered Euclidean 
geometry and a year of algebra before enrolling in the university. 
Another outcome of the growing availability of public high schools was a 
surge in enrollment in university – topping 350,000 students by 1910 (Tucker, 
2013, p. 690). Another possible cause of the soaring enrollment was the adoption 
of all-elective curricula which allowed students to forego the classical curriculum 
in favor of a “program of study [that] tended to be very practical, in keeping with 
the spirit of the country” (p. 690). 
While the elective curriculum system increased enrollment in the university 
as a whole, it decreased enrollment in mathematics courses as students moved 
away from the mathematics courses that were a central part of the previously 
required classical curriculum (Tucker, 2013). The elective system had the effect 
of creating competition, even schisms, between the disciplines, and single-
mindedness on the part of all of the disciplines (Reuben, 1996). During this 
period, “What saved collegiate mathematics from being totally decimated was the 
growing need for engineers and technically-oriented professionals in industry and 
agriculture” (Tucker, 2013, p. 690). Consequently, in order to save itself, 
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undergraduate mathematics instruction had to make its first major change. The 
survival of the field depended on disassociating itself with the once mandatory 
classical curriculum, and instead latching onto the usefulness of mathematics in 
science and technical fields, even though many “mathematicians continued to 
hold to the classical view that the study of mathematics is valuable as a general 
training of the mind” (Tucker, 2013, p. 690). 
Mathematics as a field became so subordinate that a 1918 National 
Education Associate Report listed 14 subject areas of central importance for high 
schools, and mathematics was not among them (Tucker, 2013). Mathematics 
courses became electives at every level and enrollment suffered. Since students 
were taking fewer mathematics courses in high school, colleges began offering 
many more remedial courses, at levels as basic as arithmetic, in an attempt to 
prepare students for the more advanced courses they may require to prepare for 
their future careers (Tucker, 2013). 
Not surprisingly, the elective system was a tragic mess, as students 
became less ambitious in their class choices the college environment 
experienced “fragmentation of intellectual life and the loss of values in education” 
(Reuben, 1996, p. 231). In 1910, the idea of an academic major began at 
Harvard in an attempt to force students to take more advanced courses in some 
field (Tucker, 2013). Other colleges were not long following this example. Shortly 
after Harvard began the move towards academic majors, Princeton added the 
requirement of general education classes as well (Tucker, 2013).  
While the requirements were light by today’s standards, after both the 
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academic major and the general education requirements were instituted, Harvard 
advertised as having a concentration and a distribution requirement (Reuben, 
1996). The concentration requirement was for students “to take at least six 
courses, four of them advanced, in one department or area of study” (Reuben, 
1996, p. 242). As for the distribution requirement: students were required to take 
“six classes, dispersed among four areas: (a) language, literature, fine arts, and 
music; (b) natural sciences; (c) history and political and social sciences; (d) 
philosophy and mathematics” (Reuben, 1996, p. 242). Tucker (2013) disagrees 
with this breakdown, claiming students could take natural sciences in place of 
mathematics. However, the central idea, that mathematics was no longer 
required and was replaceable by a course from a different discipline, remains 
intact between the two sources. 
 Throughout the first third of the twentieth century, while more and more 
Doctor of Philosophy (Ph.D.) degrees were being awarded, the primary job of 
mathematics faculties was not teaching graduate students or doing research. 
Rather, most departments’ primary focus was teaching undergraduates majoring 
in fields other than mathematics (Tucker, 2013). In fact, “beginning mathematics 
faculty at leading doctoral mathematics departments were typically teaching 12-
15 hours per week up through the 1940s” (Tucker, 2013). Consequently, even 
students taking remedial and service courses could expect to be taught by a 
faculty member. The reason for this focus directly related to mathematics 
departments’ position as “service departments.” Said departments, which had 
few of their own students, “were sensitive about having good relations with the 
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departments whose students they taught” (Tucker, 1974, p. 894). As a result of 
this focus, mathematics educators “understood that pedagogical skills were at 
least as important in teaching as mathematical skills (p. 894). 
Yet this situation would change by the 1950s when the United States 
began to produce mathematicians who were “world leaders in their fields” 
(Tucker, 2013, p. 692). Between the American mathematicians who earned 
Ph.D. degrees at American universities, and the mathematicians who had 
escaped Europe by coming to the United States during World War II, universities 
found themselves becoming institutions that not only taught knowledge, but also 
created knowledge (Tucker, 2013).  
At the same time, particularly as a result of the use of mathematics during 
World War II, mathematics began to gain respect for its applicability to practical 
problems; an understanding that led to an increased appreciation for the field in 
engineering and the sciences. Consequently, more students began enrolling in 
college mathematics courses. By 1950, high school mathematics training had 
regained strength such that college freshman were often ready for calculus 
(Tucker, 2013). By the mid-1950s, a turning point had been reached – 
mathematics graduate students were no longer in drastic minority at universities 
across the country (Tucker, 1974).  
The 1950s were a turning point in the history of undergraduate 
mathematics education for other reasons as well. From 1950 through 1970, 
college enrollment quadrupled, setting the stage for a new course to be quite 
successful (Tucker, 2013). Kemeny, Snell, and Thompson introduced their Finite 
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Mathematics course in the mid-1950s with their original Finite Mathematics book 
being published not long after in 1957. A class and book so central to this study, 
it will be addressed in a section of its own following this one. 
Unfortunately, not all the changes in the 1950s were positive for 
undergraduate mathematics instruction, for, as a direct result of those very 
changes, pedagogy fell to lesser levels of importance. Not long after Kemeny, 
Snell, and Thompson finished their book and had their course flourishing, the first 
research professorships were developed. In order to secure some of the top 
researchers in the field, universities would lure them to their departments with 
promises of jobs with little to no teaching required (Tucker, 2013).  
These research professorships were in high demand. Peterson (1972) 
described the new situation: “the university mathematician gives his first loyalty to 
mathematics” and opinionated “those who accept [this] as desirable are quite 
wrong” (p. 76). One of the consequences of this shift from teaching to research 
was that service courses were typically taught by graduate students or in “large 
lectures by faculty with supporting TA-led recitations” (Tucker, 2013, p. 699). 
Moreover, the shift “in values discouraged most faculty in doctoral departments 
from taking a serious interest in undergraduate education” (Tucker, 2013, p. 
699). Hughes (1973) wrote about the effects of this fallout claiming over half of 
undergraduate instructors were such poor teachers that their teaching’s “effect is 
to crush all but the most obdurate students” (p. 689). 
In an attempt to explain the major change that occurred between the 
1950s and the 1970s and the many problems associated with it, Tucker (1974) 
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wrote: 
It is my impression that the intensity of these problems is post-Sputnik and 
that twenty years ago there was no concerted move to fill colleges with 
Ph.D.’s nor was there so much strong criticism of university teaching and 
of the teaching preparation for Ph.D.’s. (p. 894) 
There certainly was much criticism. For example, within the context of 
talking about who was teaching the undergraduate students and how they were 
being taught, Peterson (1972) claims “some of our greatest universities offer 
what seem to me disgraceful undergraduate programs – so badly presented as 
almost to constitute fraud upon their customers” (p. 71). Hughes (1973) explores 
further, looking at the training of mathematics Ph.D.’s who teach undergraduate 
mathematics classes and claims that “the primary reason for the deplorable state 
of the art of teaching mathematics is that the college/university professor[s] of 
mathematics [were] not trained to teach” (p. 689). Peterson explains his 
perspective claiming, “his experience in the classroom as a teacher originated 
with his appointment as a teaching assistant” (Hughes, 1973, p. 689). He goes 
on to explain that teaching assistants are not trained to teach; rather, they tend to 
simply “ape” the techniques they found favorable throughout their schooling and 
avoid those techniques they disliked (Hughes, 1973, p. 689).  
Both authors continue, giving their opinion on how the future of 
undergraduate mathematics instruction could be improved. Peterson (1972) 
suggested to his readers that “universities must give more than lip service to 
teaching” if they were to improve (p. 70). In full agreement, Hughes (1973) 
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stated, “Mathematics students will survive in greater numbers and with increased 
satisfaction after teachers of mathematics in higher education are prepared as 
teachers” (p. 690). 
 In addition, despite Peterson’s admonitions, from the 1970s until today, 
the large lecture with TA-led recitations model for service courses has remained 
in most universities and the large lectures have been further handicapped as 
they are more likely taught by a non-tenure-track faculty member. In 1969, 21.7% 
of the academic workforce held non-tenure-track positions, compared to in 2009, 
66.5% held non-tenure-track positions (Kezar & Maxey, 2013). While these 
figures are forty years apart, the highest rate of change did not happen in the 
early years. In 1993, the American Association of University Professors 
published a report concerning the status of non-tenure-track faculty. According to 
this report, part-time and full-time non-tenure-track faculty account for 58% of all 
faculty appointments at higher education institutions. In 2012, June found that 
“about 70 percent of the instructional faculty at all colleges is off the tenure track,” 
a statistic she says has been on the rise for the past decade. Not only is the 
percentage of non-tenure-track faculty on the rise, those without tenure often 
populate the lowest ranks within a department (American Association of 
University Professors, 1993). Accordingly, 100-level courses for non-majors at 
research universities, where there are substantial numbers of non-tenure-track 
faculty, are likely taught almost exclusively by those considered to be among the 
lowest ranks. 
 Not only has the classroom remained unchanged since Tucker, Peterson, 
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and Hughes were writing in the 1970s, within the last five years little has changed 
in the qualifications of undergraduate mathematics instructors (Minter, 2011). 
Minter (2011) explains that in most cases, “college and university faculty learn to 
teach by trial-and-error with little mentoring or coaching available to them” (p. 7). 
He goes on to assert, “some [faculty members] learn from their mistakes and 
some do not” (Minter, 2011, p. 7). Minter also draws a sharp distinction between 
college/university faculty and teachers at the K-12 level. He observes that while it 
is common to find K-12 teachers sharing their stories of teaching successes and 
failures with one another, full-time faculty members hardly ever engage in this 
practice (Minter, 2011). 
 Writing in 2013, Tucker draws his reader’s attention to a final major 
change that has occurred in the last 40 years. Namely, enrollment in two-year 
colleges grew from 1,000,000 in 1965 to 6,000,000 in 2000 (Tucker, 2013, p. 
702). During a similar time period, remedial mathematics enrollments at two-year 
colleges grew “from 200,000 in 1970 to 1,100,000 in 2010” (Tucker, 2013, p. 
702). Undergraduate mathematics education in the United States has now 
reached a point in history where “current mathematics enrollments of 1,800,000 
per semester [mathematics enrollments] in two-year colleges now exceed 
mathematics enrollments in four-year colleges and universities, even though 
colleges and universities have almost three times as many students as two-year 
colleges” (Tucker, 2013, p. 702). In effect, many college students are no longer 
doing any mathematics coursework at four-year institutions (Tucker, 2013). 
Rather they are completing all necessary coursework at two-year schools. 
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Included among this population are finite mathematics students. A simple internet 
search for finite mathematics courses offered at two-year schools reveals a 
plethora of options. Despite the decline in mathematics enrollment at four-year 
institutions, there are still a significant number of students taking finite 
mathematics at four year institutions every year. At the four-year institution which 
served as the site of this study the percentage of the student body taking finite 
mathematics has remained constant despite a decrease in the same percentage 
at four-year institutions nation-wide. 
History of Finite Mathematics Course. In an era when undergraduate 
mathematics was focused on problem solving skills, and the world, as a whole, 
appreciated the applicability of mathematics to diverse fields, three men 
converged on Dartmouth College. John Kemeny, Laurie Snell, and Gerald 
Thompson took different paths; yet, nevertheless, they all arrived close to the 
same time with a variety of experiences and expertise within the field of 
mathematics. Together, they would achieve what was arguably “the first 
significant innovation in the undergraduate mathematics curriculum of the second 
half of the twentieth century” (Meyer, 2007, p. 106): the creation of a finite 
mathematics course. 
 At Dartmouth, in 1954, shortly after Kemeny, Snell, and Thompson 
arrived, the Dean of Students, Donald Morrison, “presented [Kemeny, Snell, and 
Thompson] with the challenge of creating a course in mathematics for social 
science majors” (Meyer, 2007, p. 114). Fortunately, Morrison also set about 
making the project both politically and financially possible for the new professors 
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to complete (Meyer, 2007).  
To Kemeny, Snell, and Thompson, the challenge of providing significant 
support from the field of mathematics to the social sciences was inspiring (Meyer, 
2007). In fact, in the preface of their book, Kemeny, Snell, and Thompson (1957) 
disclosed that during the process of writing they consulted behavioral scientists 
seeking to make their applications to social science more reliably accurate and 
relevant to the field. 
Introduction to Finite Mathematics was first offered at Dartmouth College 
as an elective class, despite its relevance to many fields, but quickly became 
wildly popular (Kemeny et al., 1957). After successful pilots of the class and 
refining the material covered throughout the pilots, Kemeny, Snell, and 
Thompson released the first finite mathematics textbook, Introduction to Finite 
Mathematics in 1956 (Tucker, 2013). The topics that made it through the pilots 
and were ultimately included in Kemeny et al. (1957) were compound logical 
statements, set theory, combinatorics, probability, matrix algebra, linear 
programming, game theory, and applications to behavioral science problems. 
With the above list of topics included, Kemeny et al. (1957) claimed the 
purpose of their text was “to introduce a student to some concepts in modern 
mathematics early in his college career” (p. v). For any student who took the 
course using this text in the 1950s, the authors succeeded in achieving this goal. 
Meyer (2007) addressed this point: “among books of its time that have no college 
level prerequisites, [Introduction to Finite Mathematics] is unique in that it 
contains entire chapters based on research carried out scarcely a decade earlier” 
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(p. 107). Kemeny et al. explained their “aim was to choose topics which are 
initially close to the students’ experience, which are important in modern day 
mathematics, and which have interesting and important applications” (p. v). Many 
areas of mathematics contain topics that satisfy the last two criteria, but finite 
mathematics has a unique advantage regarding topics that satisfy those two 
criteria while still being approachable at an elementary level in meaningful ways 
(Kemeny et al., 1957). 
Despite Kemeny et al. (1957) clearly stating their purpose in the preface of 
their book, many erroneous assumptions are made today about the original 
purpose of the course. One such assumption is that undergraduate finite 
mathematics courses were just an attempt to make undergraduate discrete 
mathematics courses appropriate for a general undergraduate audience. For this 
theory to be successful, finite mathematics courses would have had to come into 
existence after undergraduate discrete mathematics courses. However, quite the 
opposite is true. Introduction to Finite Mathematics preceded the earliest 
undergraduate discrete mathematics books (Meyer, 2007). 
 Another common myth is that the original finite mathematics class was 
designed to appeal to business students, even to be used as a part of their 
major, much like it is today. However, this assumption is also erroneous. Both 
business and another possible target major, operations research, “were just 
being born as recognized academic disciplines with mathematics aspects in the 
1950s” (Meyer, 2007, p. 108); they were not yet established enough for Kemeny, 
Snell, and Thompson to be particularly concerned with catering to them when 
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writing their textbook. A common piece of evidence used to support the claim that 
the course was designed for business majors was the inclusion of linear 
programming. However, this topic was actually included for the sake of 
economists in the original course (Meyer, 2007). 
While both the world and the target audience of the course have certainly 
changed since the late 1950s, the content of finite mathematics courses has 
changed very little. After the launch of Introduction to Finite Mathematics, 
“[mathematics] departments [began] trying to respond to societies’ demands by 
building up their offerings in statistics and mathematics related to computer 
science and operations research” (Tucker, 1974, p. 893). Given its broadly 
applicable topics, Introduction to Finite Mathematics was well equipped to 
respond to these demands.  
Since its inception, the material covered in the course has remained 
relatively unchanged in the rapidly changing world of mathematics research. 
However, over the years, applications of the topics in the course have changed. 
As the field of business gained a footing in the world of academics, finite 
mathematics classes “became a favorite of business faculty who were trying to 
add analytical rigor to their students’ programs” (Meyer, 2013, Service Courses 
section, para. 2). With the addition of many business majors to finite mathematics 
classes, the course received quite a boost in enrollment (Meyer, 2013). 
Consequently, the course shifted to appeal even more to this new-found 
audience. Today, the introductory finite mathematics course remains a service 
course for business majors rather than social science majors at the site of this 
 
 
48 
 
 
study. 
The Evolution of Finite Mathematics Textbooks. Perhaps the best way 
to trace the evolution of the finite mathematics course material over the last six 
decades is to consider textbooks for the course through the years. Completing a 
review of every undergraduate level finite mathematics textbook ever written 
would be a monumental task. Therefore, after examining the preface and table of 
contents of twenty-five such books, I chose six – one from each decade since 
1957. The sample set was chosen such each book was most representative of its 
decade. The sample set is given in Table 2.1. The final book on this list, Tan 
(2012), was used in the introductory finite mathematics course for the duration of 
this study. 
Table 2.1 
Selected Finite Mathematics Textbooks Through the Decades 
Year Title Author(s) Edition 
1957 
 
Introduction to Finite 
Mathematics 
 
John Kemeny, J. Laurie 
Snell, and Gerald 
Thompson 
 
1st 
 
1968 
 
Finite Mathematics 
 
William Richardson 
 
1st 
 
1978 
 
Finite Mathematics  
 
Steven Althoen and Robert 
Bumcrot 
 
1st 
 
1988 
 
Finite Mathematics and Its 
Applications 
 
Stanley Farlow and Gary 
Haggard 
 
1st 
 
1998 
 
Finite Mathematics & Its 
Applications 
 
Larry Goldstein, David 
Schneider, and Martha 
Siegel 
 
6th 
 
2012 
Finite Mathematics For the 
Managerial, Life, and Social 
Sciences 
Soo Tan 10th 
 
 Though Kemeny, Snell, and Thompson’s (1957) original text was initially 
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meant to be used in a finite mathematics course, it was eventually employed for 
use in both a finite mathematics course and a basic linear algebra course 
(Tucker, 2013). As a likely result of this division in topics from Kemeny, Snell, 
and Thompson’s (1957) original course, Richardson (1968) included 
approximately half of the topics in his text as compared to Kemeny et al.. 
Richardson’s (1968) topics echoed only those in Kemeny et al.’s text that are not 
related to linear algebra. 
In the 1970s, Althoen and Bumcrot (1978) made the decision to include 
many of the topics from Kemeny et al. (1957) that had been neglected by 
Richardson (1968), while dropping the basic logic and set theory components 
that Richardson had chosen to keep as a part of his text. The shift may be 
partially due to Althoen and Bumcrot’s decision to include the simplex method as 
one of the topics addressed. In order to allow students to successfully perform 
the operations necessary to carry out the simplex method, the textbook had to 
address basic matrix algebra skills. This focus on the simplex method likely 
reflected the changing climate of the course, as business majors began to 
compose the primary target audience of the finite mathematics course. As the 
simplex method is an optimization method, it was considered useful in business-
related fields. Since the 1970s, even the prefaces of the textbooks reflect this 
shift in focus and successful implementation of the simplex method appears be a 
likely goal of the course at that time. Consequently, it seems as though Althoen 
and Bumcrot decided to make a primary goal of their book to have students be 
able to use this method effectively.  
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After Althoen and Bumcrot (1978) introduced the simplex method, the 
samples from the following decades reflect the method remaining a primary focus 
of the textbooks. The only other major changes to the textbooks over the years 
has been the addition of financial mathematics and basic graph theory related to 
networks, both by Farlow and Haggard (1988). Farlow and Haggard also added 
back in some of the topics Richardson (1968) had included but Althoen and 
Bumcrot left out. Goldstein, Schneider, and Siegel (1998) completed this trend 
towards reintroduction by adding in the final remaining topic, introductory logic. 
Finally, in Tan (2012), all of the above-mentioned topics can be found within the 
textbook, with the exception of graph theory and networks.  
However, the entirety of a textbook is rarely covered in any college level 
course and finite mathematics is no exception to this phenomenon. Today the 
most common topics covered in the finite mathematics course at the site of this 
study are: linear optimization, the matrix algebra necessary to study basic linear 
optimization, counting, probability, and financial mathematics. The counting 
chapter of Tan (2012) includes: sets and set operations; the number of elements 
in a finite set; the multiplication principle; and permutations and combinations. 
Within the permutations and combinations section, the multiplication principle is 
used briefly to introduce the permutation formula, which is then used to introduce 
the combination formula. The probability chapter of Tan (2012) contains: 
experiments, sample spaces, and events; definition of probability; rules of 
probability; uses of counting techniques in probability; conditional probability and 
independent events; and Bayes’ Theorem. However, the Bayes’ Theorem section 
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is omitted from the course material for the introduction to finite mathematics 
course at the site of this study. 
Online Learning and Homework. The publisher of Tan (2012), Cengage, 
offers an online homework option paired with the book through WebAssign. The 
instructors involved in this study chose to use this online homework option in lieu 
of traditional writing homework. Numerous studies have considered whether 
online homework is more or less effective in comparison to traditional written 
homework (e.g., Bonham, Beichner, & Deardorff, 2001; Demirci, 2007). However, 
despite the use of online homework and the studies of it, both of which span 
more than a decade, the results of these studies are mixed and no consensus 
has been reached (Axtell & Curran, 2011). For example, in large calculus-based 
physics classes, Bonham, Beichner, and Deardorff (2001) found no statistically 
significant differences between online and written homework, thus concluding 
that online homework is a “viable alternative” to written homework (p. 296). 
Demirci (2007) echoed Bonham et al.’s results adding that while student 
perceptions of online homework are generally positive, there are no statistically 
significant differences in perceptions of online homework and written homework. 
Meanwhile, low-skilled students gained more with online homework than high 
skilled, but not so much as to achieve a statistically significant difference (Brewer 
& Becker, 2010). Additionally, seventh grade mathematics student achievement 
was boosted by online homework, especially for students with low prior 
achievements (Roschelle, Feng, Murphy, & Mason, 2016). In a more fully online 
learning environment, that of studied emporium-style mastery learning settings 
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where students learned instructional material at roughly equivalent high levels at 
a more individualized pace, Charters (2013) found that such a setting was more 
effective when students needed to complete a developmental mathematics 
curriculum faster than a traditional format allowed. 
Since studies have remained relatively undecided about the merits of 
online homework thus far, Malevich (2011) encouraged instructors and 
researchers to move away from the question of which format of homework is 
better. Rather, she encouraged her readers to start working with programmers 
and publishers to improve online homework systems towards an end of making 
the systems work better for them. One source of frequent frustration for 
instructors using web homework systems is being unsure of how accurate a 
student’s response must be in order to be marked correct. Malevich’s study 
looked at the accuracy of various homework systems, reporting that “the default 
tolerance setting” (p. 17) in WebAssign – which is used in this study - is two 
percent of the correct answer. Therefore, a student who is within two percent of 
the correct answer will have their homework problem graded as correct. 
Consequently, some students who get online homework questions marked 
correct may actually be doing the problems incorrectly and misunderstanding the 
material. 
Importance of Combinatorics. Combinatorial problems have “deep 
implications for science and technology” (Kapur, 1970, p. 126). Educators first 
recognized the importance of combinatorics education in the early 1970s when 
they began recommending it be included in school mathematics curriculum 
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(English, 2005). Among Kapur’s specific examples of areas that combinatorial 
problems are pertinent to is probability theory. Freudenthal (1973) concurs, 
stating “simple combinatorics is the backbone of elementary probability” and 
goes on to contend that “our teaching of probability should take account of this 
fact” (p. 596). 
 Further, combinatorics education is important beyond its applications 
(English, 1993). Due to its accessible nature, it is an important “source of 
problem-solving activities” (English, 1993, p. 255) through which students can 
develop skills in creating, modifying, and extending their own mathematical 
theories. In her 1993 study, English found 7-12 year-old children were able to 
extend their strategies and theories from a two-dimensional problem to its more 
complex three-dimensional analogue. Later, she found young children were “able 
to work effectively with combinatorial situations” (English, 2005, p. 137) when 
they are situated in meaningful contexts. Probability is one such context, as 
“combinatorics comprises a rich structure of significant mathematics principles 
that underlie” it (English, 2005, p. 137). 
Previous Studies in Undergraduate Combinatorics Education. More 
recently, researchers have begun to explore the field of undergraduate 
combinatorics education. To date, Elise Lockwood has been the primary 
contributor to undergraduate combinatorics education research. All of 
Lockwood’s work has helped professors and teachers, alike, better understand 
students’ thought processes and work towards a better understanding of how 
best teachers and professors can best present counting to students.  
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Lockwood (2011a, 2013) posited a model of students’ combinatorial 
thinking where she explored connections students make between counting 
processes, formulas and expressions, and sets of outcomes. Since then, she has 
published various qualitative studies in undergraduate combinatorics education. 
Throughout her work, Lockwood primarily uses student interviews as a tool for 
gaining insight into the thought processes of students. Investigating counting 
techniques used by students has led to significant evidence that students 
struggle to solve counting problems correctly (Lockwood, & Gibson, 2016). More 
specifically, students “struggle to detect common structures and identify models 
of underlying problems” (Lockwood, 2011b, p. 307) when solving counting 
problems. However, the roots of these struggles and ways to mitigate them have 
not yet been thoroughly studied (Lockwood, 2015).  
One direction of study has been to focus on listing sets of outcomes when 
working to solve counting problems (Lockwood, 2012, 2014; Lockwood & 
Gibson, 2016). These studies have resulted in evidence that students understand 
counting problems best when they enumerate sets of outcomes (Lockwood 2012, 
2014; Lockwood & Gibson, 2016). Consequently, Lockwood (2012) encourages 
students and instructors alike not to be tempted to skip over the crucial step of 
listing outcomes when learning and teaching students to do counting problems. 
The multiplication principle connects counting processes with sets of outcomes 
and, consequently, deserves to be studied in and of itself (Lockwood, Reed, & 
Caughman, 2016). To begin studying it, Lockwood, Reed, and Caughman (2016) 
examined many finite mathematics textbooks’ treatments of the multiplication 
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principle in counting. They found there were many ways textbooks covered the 
multiplication principle and hypothesized this could have significant impacts on 
students’ combinatorial thinking (Lockwood, Reed, & Caughman, 2016).  
Another direction of study has considered the problem solving technique 
of breaking a larger counting problem down into small problems and relating 
large problems to similar smaller cases (Lockwood, 2015). However, Lockwood 
links the problem solving techniques and the listing sets of outcomes directions in 
her research by pointing out students can gain a lot of insight as to the 
combinatorial structure involved in a problem when they relate it to a similar 
smaller problem where they can easily enumerate the set of outcomes.  
 Beyond Lockwood’s work, finite mathematics classrooms have been the 
setting for various studies on alternative teaching methods and flipped 
classrooms. Smeal et al. (2013) conducted a pretest-posttest study with students 
enrolled in a finite mathematics course at Alabama State University where they 
compared three methods of instruction in the course – traditional teaching, 
teaching incorporating graphing calculators, and online learning. The study found 
that the calculator group scored statistically significantly higher on the posttest 
than both the traditional teaching and online learning groups. The difference 
between the online learning group and the traditional teaching group was not 
statistically significant. Zack et al. (2015) examined the outcomes of flipping the 
classroom in finite mathematics, pre-calculus, business calculus, and calculus I 
courses. The study resulted in no statistically significant differences in exam 
scores; however, student attitudes towards mathematics declined statistically 
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significantly, and the students reported disliking the flipped classroom 
environment. Conversely, in a study involving a finite mathematics course, 
Guerrero et al. (2015) found flipping the classroom resulted in more positive 
student attitudes towards mathematics. However, their results did confirm the 
result of no statistically significant differences in student learning measured 
through student achievement. 
Conclusion. While finite mathematics has a long, rich history, it is little 
studied. Counting and probability deserve the attention of education researchers 
and there is much work left to be done. While Lockwood and her co-authors have 
made strides towards understanding undergraduate comprehension of counting 
problems, they have yet to conduct a study with a quantitative component to 
confirm any of their qualitative results. Additionally, their work has remained in 
counting problems without considering the probability application of counting. 
This study begins to fill that gap in the literature to contribute further to 
understanding students’ thought processes towards a better understanding of 
how professors can best present counting to undergraduate students. 
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CHAPTER III: METHODOLOGY 
The purpose of this mixed methods study was to begin to understand 
connections undergraduate finite mathematics students make between counting 
and probability. A convergent parallel mixed methods design was used in which 
quantitative data and qualitative data were collected and analyzed in parallel and 
then brought together through comparison and interpretation. By examining 
student performance in counting and probability in the finite mathematics class at 
a large public university, the study provides insights that can inform future 
instruction in courses which cover counting and probability. Additionally, it lays 
groundwork for future studies in the field that may further improve student 
learning and consequent performance in counting and probability.  
Research Questions 
The following questions were addressed by the study: 
• What relationships, if any, exist amongst topics in counting and probability 
as demonstrated by student performance on online homework problems? 
• What influence, if any, does exposure to topics in probability have on 
student performance on counting online homework problems? 
• How successfully are students using the counting techniques of 
enumeration, Venn diagrams, and counting formulas when completing 
free response probability exam questions? 
Mixed Methods 
 Multiple methods have been used for triangulation since 1959 when 
Campbell and Fiske used multiple quantitative methods and compared them to 
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help with validation in their paper. Despite the concept of triangulation originating 
in 1959, it was not until the 1966 book, Unobtrusive Measures, by Webb, 
Campbell, Schwartz, and Sechrest that the term “triangulation” came about 
(Mathison, 1988). Since then, triangulation has evolved from using only multiple 
quantitative or only multiple qualitative methods to strengthen results. In 1979 
and 1980, Jick and Patton, respectively, initiated the idea of “triangulating both 
quantitative and qualitative approaches” (Creswell & Plano Clark, 2011, p. 25). 
Additionally, the book Qualitative and Quantitative Methods in Evaluation 
Research (Cook & Reichardt, 1979) contained several chapters advocating for 
the consideration of both qualitative and quantitative methods as useful. 
Specifically, they advocated building bridges between the two methods and 
begged the question “Why not use both qualitative and quantitative methods?” 
(Cook & Reichardt, 1979, p. 19) and went on to discuss the potential benefits and 
difficulties that would arise from the use of both methods.  
Cook and Reichardt’s (1979) work may have marked the end of the 
formative period, but this work also addressed the issue of the role of a research 
paradigm in choosing a research method (Creswell & Plano Clark, 2011). In 
doing so, they managed to play a part in the “paradigm debate period” which 
overlapped the formative period for the decade of the 1970s (Creswell & Plano 
Clark, 2011). During this period, researchers examined if and how the different 
research paradigms used in qualitative and quantitative methods could be 
reconciled to allow for the use of mixed methods. Cook and Reichardt argued 
“the attributes of a paradigm are not inherently linked to either qualitative or 
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quantitative methods” (p. 16). Additionally, they pointed out “all of the attributes 
which are said to make up the paradigms are logically independent” (p. 18), 
which allows researchers to pick and choose the attributes most fitting for their 
study at present without being on methodologically shaky ground. In 1988, Howe 
helped push the “paradigm war” discourse forward by laying the grounds for a 
“compatibility theses at the paradigm level” (Denzin, 2010, p. 419). The 
pragmatic worldview is central to Howe’s (1988) argument as he chooses to 
“advance an alternate pragmatic view: that paradigms must demonstrate their 
worth in terms of how they inform, and are informed by, research methods that 
are successfully employed” (p. 10). Howe explained how ridiculous he felt; the 
idea of letting a paradigm dictate what research can and cannot be done which is 
what he paraphrased the incompatibilist’s viewpoint to demand (Howe, 1988). 
While the conversation about research paradigms and their connection to 
research methods continues today, the introduction of the compatibility thesis 
ended the war, thus making mixed methods a methodologically legitimate 
research method (Denzin, 2010). 
The 1980s saw the rise of another overlapping of phases when the focus 
moved away from paradigmatic development and shifted towards a “procedural 
development period” (Creswell & Plano Clark, 2011, p. 26). During this period, 
Greene, Caracelli, and Graham (1989) enumerated five purposes for conducting 
mixed methods research: triangulation, complementarity, development, initiation, 
and expansion, along with the rationale behind each of these purposes (p. 259). 
Additionally, Greene et al. presented the “seven characteristics of mixed-method 
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designs” and then took these purposes and design characteristics and evaluated 
57 evaluation studies in an attempt to develop a “conceptual framework that 
could inform and guide the practice of mixed-method inquiry” (pp. 262-264). Not 
only were conceptual frameworks to guide decisions on study design created, by 
1991, Morse “had designed a notation system to convey how the quantitative and 
qualitative components of a study were implemented” (Creswell & Plano Clark, 
2011, p. 26). Finally, by 1994, Creswell had “created a parsimonious set of three 
types of designs” in mixed-methods research (Creswell & Plano Clark, 2011, p. 
26). 
Currently, we are in two periods, an “advocacy and expansion period,” as 
well as a “reflective period” during which, while advances are still being made, 
the field is not under constant attack which makes genuine “assessment of the 
field” and “constructive criticism” possible (Creswell & Plano Clark, 2011, pp. 27-
30). Consequently, several conversations have arisen as to where the field is to 
move to next and what issues remain unresolved from the more contentious 
years in the development of mixed methods (Creswell & Plano Clark, 2011). 
The definition of mixed methods has changed substantially over the years. 
While “there might not be a perfect or essentialist definition forthcoming” (p. 112), 
it is worthwhile for mixed methodologists to strive for a “workable definition” that 
can and will change and grow with the field (Johnson, Onwuegbuzie, & Turner, 
2007, p. 112). Johnson et al. analyzed nineteen definitions of mixed methods 
from leading researchers in the field, and have offered culminating definitions 
from their work.  
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Mixed methods research is the type of research in which a researcher or 
team of researchers combines elements of qualitative and quantitative 
research approaches (e.g., use of qualitative and quantitative viewpoints, 
data collection, analysis, inference techniques) for the broad purposes of 
breadth and depth of understanding and corroboration. (Johnson et al., 
2007, p. 123) 
They further apply the definition as a type of research, stating mixed methods 
studies involve mixing quantitative and qualitative methods within a single study 
(p. 123). This definition was the one which this study used. 
More recently, Creswell and Plano Clark (2011) elaborated with a 
description that takes the form of a six-point bulleted list. This list says that in a 
mixed methods study “the researcher collects and analyzes persuasively and 
rigorously both qualitative and quantitative data (based on research questions)” 
(p. 5); integrates the qualitative and quantitative data by merging them, 
embedding them, or having them build off of one another; prioritizes data 
according to the research emphasis, uses both quantitative and qualitative data 
within a single study or within a single program of study; frames the research 
“within philosophical worldviews and theoretical lenses” (p. 5); and combines the 
methods in “specific research designs that direct the plan for conducting the 
study” (p. 5). This description was used to guide this study. 
 With such an involved definition and description, there are certainly 
challenges to doing a mixed methods study. There are three overarching 
challenges: the “question of skills,” the “question of time and resources,” and the 
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“question of convincing others” (Creswell & Plano Clark, 2011, pp. 13-15). Given 
the many challenges, it is important there are advantages to make overcoming 
the challenges worthwhile. In fact, there are many advantages to using mixed 
methods. Namely, “mixed methods research provides strengths that offset the 
weaknesses of both quantitative and qualitative research” (pp. 12-13), mixed 
methods research has the ability to “answer questions that cannot be answered 
by quantitative or qualitative approaches alone” (pp. 12-13), and “mixed methods 
research is practical” (Creswell & Plano Clark, 2011, pp. 12-13). Possibly most 
importantly, multiple paradigms or more all-encompassing paradigms are both 
allowed and encouraged in mixed methods (Creswell & Plano Clark, 2011). 
 There are four primary worldviews used in research: constructivism, 
postpositivism, pragmatism, and transformative (Creswell, 2014). Multiple 
researchers believe pragmatism is the best paradigm for mixed methods studies 
(Johnson & Onwuegbuzie, 2004; Tashakkori & Teddlie, 2003). Since the major 
elements of pragmatism – “consequences of actions, problem-centered, 
pluralistic, [and] real-world practice oriented” (p. 6) – were most fitting for the 
motivations for, and purpose of, this study, pragmatism was the underlying 
worldview for this study (Creswell, 2014). The pragmatic method is a 
philosophical middle ground for the competing world views of quantitative and 
qualitative research, postpositivism and constructivism, respectively. Pragmatism 
“rejects traditional dualisms and generally prefers more moderate and 
commonsense versions of philosophical dualisms based on how well they work 
in solving problems” (Johnson & Onwuegbuzie, 2004, p. 18). Pragmatism has a 
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focus “on the consequences of research” (Creswell & Plano Clark, 2011, p. 41) 
over the methods which leads to a “what works” approach to answering research 
questions.  
Research Design 
A convergent parallel mixed methods was used for this study (Creswell & 
Plano Clark, 2011). This design was created as a triangulation design in which 
the researcher could use both quantitative and qualitative methods to obtain 
information about a single topic. In this design, qualitative and quantitative data 
collection and analysis were conducted separately from one another with no 
apparent order imposed. The first two research questions required quantitative 
data analysis using data collected from online homework assignments, while the 
last research question required qualitative data analysis using data collected 
from student exams. After the data were analyzed, the three analyses were 
brought together to be compared and related to one another to provide stronger 
information about the influences of probability content on counting performance 
than any one test could provide on its own. From this relation and comparison, 
an interpretation is provided. 
Population 
The targeted population for this study were students enrolled in an 
introductory finite mathematics course at a large public university in the mid-
south during the Spring 2015, Fall 2015, and Spring 2016 semesters. All 
students enrolled in the course (n=1,484) were asked to sign a consent form 
through my visits to both their recitations and lectures. Although 1,101 (74.2%) 
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students elected to participate, not all participants completed all parts of the 
study. The 664 (60.3%) participants who completed all homework and the exam 
are included in the study. 
Instrumentation 
 All quantitative data were gathered from homework sets on WebAssign 
consisting of problems provided by Cengage in their companion online 
homework for Tan (2012). The seven homework assignments, which correspond 
to each of the seven lectures described below, ranged in length from eight to 
fifteen problems selected by a lecturer prior to the Spring 2015 semester. 
WebAssign was set to accept an infinite number of attempts for each problem on 
each assignment. Additionally, each problem, which could be parameterized, 
was set so each student received a variation of the same type of problem (i.e., 
the same set-up with different numbers). However, the problem each student 
received remained the same for them and was never re-parameterized, 
regardless of how many times the student failed to correctly answer the question. 
This was due to course policy. The same assignments have been used 
throughout the duration of this study. I created the posttest with the input of the 
lecturers who were teaching the course during the Spring 2015 semester. The 
fifteen-question posttest is what we believed to be a representative sample of the 
types of problems asked on the three counting homework assignments. All of 
these homework assignments, including the posttest, are presented in Appendix 
A. 
The qualitative data were gathered from ungraded student work on free 
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response probability exam questions. These exams were written collaboratively 
by the lecturers teaching the course each semester. During the Spring 2015 
semester, the lecturers opted to create an exam entirely composed of free 
response questions. However, the Fall 2015 and Spring 2016 exams were 
largely multiple choice, followed by a few free response questions. All of these 
common hour exams are presented in Appendix B. 
Data Collection 
Within the broader context of the course, chronologically the counting and 
probability unit is the third of four equal-length units covered. The first unit is an 
introduction to linear algebra in preparation for the second unit over linear 
optimization. Then the counting and probability unit changes topics completely. 
Finally financial mathematics is covered. With the exception of the first two units, 
all of these units stand alone and could be covered in any order. However, during 
the three semesters when data for this study were collected the units were 
covered in the aforementioned order. 
Within the broader context of the required mathematics curriculum for the 
study participants, this course is the third of three required mathematics courses. 
The students must take, and pass, a college algebra course and a business 
calculus course before enrolling in the introductory finite mathematics course. 
Data for the study were collected over the course of three semesters – 
Spring 2015, Fall 2015, and Spring 2016. All students – including all participants 
- enrolled in the introductory finite mathematics course were expected to attend 
lectures conducted by mathematics department lecturers twice a week in 
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sections of 150-250 students and recitations conducted by mathematics graduate 
teaching assistants once a week in sections of 25-35 students. Over the three 
semesters when data were collected, there were a total of three unique lecturers 
and twelve unique graduate teaching assistants involved with course instruction. 
Lecturers shared materials with one another and worked together to write 
common exams every student enrolled in the course was given. Graduate 
teaching assistants used worksheets of practice problems provided to them when 
conducting recitations. 
Lectures for all sections were scheduled on Mondays and Wednesdays 
with each section having their recitation on either a Tuesday or a Thursday. The 
homework over the material covered during Monday lectures was due four days 
later on Friday night at 6:00 PM. The homework over the material covered during 
Wednesday lectures was due six days later on Tuesday night at 6:00 PM. This 
schedule ensured all students had a recitation between the lecture on the 
material and the due date of the corresponding online homework assignment.  
Pretest counting homework problems were given over the course of the 
three counting homework assignments as a subset of each of those 
assignments. Consequently, the pretest was a mandatory part of the student’s 
grade for the course. Section 6.1: Sets and Set Operations and section 6.2: The 
Number of Elements in a Finite Set are covered in a single lecture. Section 6.3: 
The Multiplication Principle is covered in the next lecture and the counting 
chapter completed with section 6.4: Permutations and Combinations being 
covered in a third, and final, lecture on counting. The lecture immediately 
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following the counting material is on section 7.1: Experiments, Sample Spaces, 
and Events and section 7.2: Definition of Probability. The next lecture is on 
section 7.3: Rules of Probability followed by a lecture on section 7.4: Use of 
Counting Techniques in Probability. The probability material is completed with 
the fourth, and final lecture which covers section 7.5: Conditional Probability and 
Independent Events. After the total of seven lectures over counting and 
probability is complete, a day of lecture is spent reviewing the material, with the 
common hour exam occurring that night for all students enrolled in the course. 
The day after the exam was given, the posttest counting homework assignment 
was made available to students with a due date a week later. The posttest was 
voluntary and incentivized only by a small amount of extra-credit which was 
made available to all students enrolled in the course. 
Data Analysis 
 In order to determine what connections, if any, students were making 
between topics in counting and topics in probability based on their performance 
on online homework (research question 1), an exploratory factor analysis (EFA) 
was conducted. A factor analysis is used to “develop theory regarding the nature 
of constructs” (Thompson, 2004, p. 5). Specifically, in this study, the EFA 
identified an underlying factor structure amongst the homework scores which 
allowed me to determine which counting and probability sections are connected 
to one another. An EFA was chosen over a confirmatory factor analysis (CFA) 
since no previous studies have been conducted to provide hypotheses to test 
about the underlying factor structure (Meyers, Gamst, & Guarino, 2006). Using 
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homework scores for three counting assignments and four probability 
assignments, EFA’s were conducted in Mplus 6.11 (Muthén & Muthén, 1998-
2011). Based on the mathematical connections within and between counting and 
probability, I formed two hypotheses. My first hypothesis was that there would be 
two underlying factors – one for counting and a second for probability. My second 
hypothesis was that there would be three underlying factors – one for the 
counting and probability assignments which relied heavily on definitions, a 
second for the counting and probability assignments where students are 
encouraged to use Venn diagrams, and a third for the counting and probability 
assignments where counting formulas are present. 
To determine the influence, if any, of exposure to probability material on 
counting performance (research question 2), a one-way repeated measures 
analysis of variance (ANOVA) was conducted using a with-in subjects design and 
pretest-posttest counting homework data. The exposure to probability material 
referred to is specifically the lecture coverage of the five sections of probability 
material paired with the completion of the four associated probability homework 
assignments. Since the treatment variable was the regular course instruction on 
probability and introductory finite mathematics is a coordinated course whose 
components are an essential part of the business majors’ curriculum, this study 
has no control group. Based on a post-hoc power analysis using G*Power 3.1, 
the sample size of 664 students provided power that was sufficient to detect 
small-to-moderate effects (i.e., .10-.25) with an alpha level of .05 (Faul, Erdfelder, 
Lang, & Buchner, 2007). Since probability is a direct application of counting, the 
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exposure to probability material was an opportunity for students to reinforce and 
improve their understanding of counting material. Consequently, I hypothesized 
that student counting performance would improve with exposure to probability 
material. 
 To determine how successfully students are using counting techniques 
students on free-response probability exam questions (research question 3), a 
stratified random sample of the exams were coded and categorized using the 
provisional coding method (Saldaña, 2016). Provisional coding makes use of a 
list of a priori codes. For this study I created the list of codes by consulting the 
answer keys to the exams which were produced by the instructors, considering 
mathematical connections, and by considering previous research in the field. 
Since the answer keys to exams from previous semesters are made available 
online to students as a study tool and the counting techniques which they were 
exposed to as a part of the course are rather limited, provisional coding using 
these a priori codes was an appropriate choice. After scanning several exams 
and noting how much they resembled the answer keys from previous semester, it 
was clear that the set of a priori codes developed was sufficient to determine how 
successfully students were using enumeration, Venn diagrams, and counting 
formulas. 
The strata were formed by recitation leader and the semester the data 
were collected in order to best form a truly representative sample. For each full-
time recitation leader (leading 4 sections) 18 exams were selected and for each 
half-time recitation leader (leading 2 sections) 9 exams were selected. Sampling 
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was used in order to make the data set more manageable. The numbers 18 and 
9 were chosen because it resulted in over one quarter of the exams being coded. 
In total, 208 exams (31.3%) were coded. I scanned over the remaining exams to 
ensure the stratified random sample was a reasonable representation of all the 
exams collected. When coding exams, we considered any listing of elements of 
sets of outcomes to be enumeration, any attempt at using a Venn diagram to be 
using a Venn diagram, and any attempt at using a counting formula – even 
simply using combination notation – as making use of a counting formula. 
An outside consultant assisted me in coding the exams. The consultant 
received her PhD in mathematics from the University of Kentucky within the past 
5 years and is currently a mathematics professor at a nearby institution. The 
consultant and I coded ten exams together to establish consistency. To further 
guarantee consistency, both intra-rater and inter-rater reliability studies were 
conducted (Huck, 2012). Each grader reanalyzed a random sample of five exams 
to measure intra-rater reliability. My intra-rater reliability was 86.3%, while intra-
rater reliability for the consultant was 91.5%. The consultant and I analyzed the 
same random sample of ten exams to establish inter-rater reliability. Inter-rater 
reliability was 86.8%. In addition to categorizing techniques students were using, 
the study made use of frequency of codes in a quantitization process (Miles, 
Huberman, & Saldaña, 2014). Quantitization was used so that it could be 
determined how successfully students were using each of the counting 
techniques. Quantitizing the data allowed me to objectively determine if students 
were answering questions correctly more often or not when they used 
 
 
71 
 
 
enumeration, Venn diagrams, or counting formulas. Using the quantitized data, 
three chi-square tests of association were conducted pairing each counting 
technique with correctness of the student’s response. Based upon previous 
studies in the field and by viewing Venn diagrams as a way of semi-enumerating 
a larger population, I hypothesized that enumeration and Venn diagrams would 
be positively associated with correctness on exam problems, while counting 
formulas would be negatively associated with correctness on exam problems. 
Research Biases 
 I have many connections to the course being studied, as well as the 
subject matter examined. I was a recitation leader for the course in the Spring 
2013 semester. During that time, I was regularly frustrated with the lack of 
connection students were making between the counting and probability material. 
The lecturer at the time was discussing dropping the counting material from the 
course entirely. While this did not happen, it did spark my interest in pursuing it 
as a research topic. I firmly believe that more generalizable and abstract 
mathematics should be taught to students at all levels in order to best prepare 
them for their futures, regardless of what those futures entail. 
 Additionally, I taught in the mathematics department at the study site for 5 
years. While I was never teaching for the department while collecting the data for 
this study, most of the lecturers and recitation leaders are well acquainted with 
me. In addition, one participant was my student in a different course one year 
prior to this data being collected. 
Copyright © Kayla Kristine Blyman 2017 
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CHAPTER IV: ANALYSIS AND RESULTS 
The purpose of this convergent parallel mixed methods study was to begin 
understanding any connections students in the introductory finite mathematics 
course at a large public university in the mid-south were making between topics 
in counting and topics in probability. To determine any underlying relationships 
between topics in counting and topics in probability, an exploratory factor 
analysis was conducted. To determine what influence exposure to probability 
material had on student performance on counting, a one-way repeated measures 
ANOVA was conducted. Finally, to determine what counting techniques students 
were using on probability exam questions, student work on probability exam 
questions were coded using the provisional coding method and analyzed using 
quantitization. 
First Research Question: What relationships, if any, exist amongst topics in 
counting and probability as demonstrated by student performance on online 
homework problems?  
I conducted two exploratory factor analyses (EFA) to determine what, if 
any, underlying factors may exist amongst topics in counting and probability. 
EFAs were chosen because they can develop theories about underlying factors 
where no hypotheses currently exist (Thompson, 2004; Meyers, Gamst, & 
Guarino, 2006). The first analysis was conducted on the scores of the seven 
mandatory homework assignments, while the second was conducted on the 
quotient of the score and the time it took the student to complete each respective 
assignment.  
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Many assumptions are made of a set of data when performing an EFA. 
The first is that the sample size is at least ten times the number of variables 
being considered (Huck, 2012). With a ratio of 664 participants to 7 variables, the 
sample size was more than substantial. Moreover, the sample size was large 
enough to waive the need to apply Bartlett’s sphericity test (Mertler & Vannatta, 
2013). A second assumption is that the pairwise relationships among the 
variables is linear (Mertler & Vannatta, 2013). Examination of the scatterplots of 
all pairwise relationships revealed each was linear. A third assumption is that 
variables are neither too strongly nor too weakly pairwise correlated (Huck, 2012; 
Mertler & Vannatta, 2013; Nunnally & Bernstein, 1994). Eleven of the twenty-one 
pairwise correlations are between .2 and .4 and the rest primarily fall between .1 
and .2 (see Table 4.1). The effect of pairwise correlations not being strong 
enough is the potential for difficulty extracting factors (Huck, 2012). Therefore, it 
is necessary to remember these marginal correlations when analyzing the 
results. 
Table 4.1 
The Correlation Matrix for Homework Scores 
 6.1&6.2 6.3 6.4 7.1&7.2 7.3 7.4 7.5 
6.1&6.2 1.000       
6.3 .114 1.000      
6.4 .208 .189 1.000     
7.1&7.2 .031 .135 .174 1.000    
7.3 .270 .116 .248 .096 1.000   
7.4 .204 .230 .202 .129 .359 1.000  
7.5 .313 .209 .222 .023 .265 .314 1.000 
 
The final assumption necessary to use an EFA is that all variables are 
normally distributed (Mertler & Vannatta, 2013). Examining descriptive statistics, 
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skewness, and kurtosis for the scores on the three counting homework 
assignments and four probability homework assignments revealed all seven sets 
of scores contained potential issues. Each of the sets was negatively skewed 
and leptokurtic (i.e., sharply peaked with a thin tail trailing to the left) (see Table 
4.2). Additionally, the Kolmogorov-Smirnov statistic and Shapiro-Wilk test, which 
both test “the null hypothesis that the population is normally distributed,” were 
both statistically significant (𝑝𝑝 < .001); therefore I had to reject the null hypothesis 
(Mertler & Vannatta, 2013). Therefore, all sets of homework scores were not 
normally distributed.  
Table 4.2 
Skewness and Kurtosis Values for Homework Scores 
Assignment Skewness Kurtosis 
Counting 1 -4.553 28.263 
Counting 2 -5.299 31.711 
Counting 3 -4.610 29.230 
Probability 1 -6.140 41.721 
Probability 2 -4.758 27.168 
Probability 3 -2.578 6.651 
Probability 4 -2.836 8.888 
 
Normality is an assumption for running an EFA because, when running an 
EFA on non-normal data, “the extent to which normality fails” determines how 
much a solution is degraded (Mertler & Vannatta, 2013, p. 246). However, 
running the EFA can still be worthwhile (Tabachnick & Fidell, 2007). A factor 
analysis is the statistical test to conduct when looking for underlying factors 
which represent connections between variables. Consequently, this is a time 
when an EFA is still worthwhile because it has a unique ability to provide an 
answer to the research question at hand. Therefore, an EFA was conducted. 
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Since the data were statistically significantly non-normal, I performed an EFA 
utilizing principal axis factoring (PAF) and GEOMIN oblique rotation. The lack of 
normal variables leads to weaker factors and PAF is better at extracting weaker 
factors than the more popular maximum likelihood factor analysis (de Winter & 
Dodou, 2012).  
Results from the analysis yielded two factors with eigenvalues greater 
than 1.0, but the scree plot and parallel analysis (see Figure 4.1) suggested only 
one factor should be extracted since only one of the sample eigenvalues fell 
above the sample eigenvalue where the slope changes most dramatically and 
above the parallel analysis eigenvalues. All but the first probability homework 
score loaded saliently on a single factor (see Table 4.3) which accounted for 
31.7% of the variance. The first probability assignment likely did not load saliently 
because it had the largest kurtosis value and a higher minimum score than the 
other six assignments considered. This was likely because the assignment was 
largely over definitions and very basic probabilities so even students who were 
not willing to spend much time on the assignment were still able to get some 
problems correct. The other six assignments required the students to spend 
some time working through calculations, so the students who were unwilling to 
commit much time to the assignment failed to receive many points at all. 
Therefore, the failure of the first probability assignment to load saliently on the 
factor is taken as being of little consequence. Since the students could make 
unlimited attempts at the homework problems, the ceiling effect occurred (Everitt 
& Skrondal, 2006). That is, over half of the students receiving perfect scores on 
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each assignment which resulted in the means for each of the seven homework 
assignments being exceptionally high (see Table 4.4). This clustering of scores 
around the maximum score resulted in the extraction of a single factor. 
 
 
 
Figure 4.1. Scree Plot with Parallel Analysis for Homework Scores. 
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Table 4.3 
Factor Loading for One Factor Solution of EFA 
Assignment GEOMIN Rotated Loading 
Counting 1 .450 
Counting 2 .347 
Counting 3 .442 
Probability 1 .193 
Probability 2 .543 
Probability 3 .568 
Probability 4 .544 
 
 
Table 4.4 
Mean Scores and Percentage of Students Receiving Perfect Scores 
Assignment Mean Score Percentage Receiving 100% 
Counting 1 95.328 58.89 
Counting 2 97.019 86.30 
Counting 3 96.955 81.78 
Probability 1 97.324 84.94 
Probability 2 97.305 86.30 
Probability 3 88.404 60.24 
Probability 4 91.166 55.42 
 
In an attempt to meaningfully differentiate the scores, the quotient of the 
score and the time it took the student to complete each respective assignment 
was calculated and considered. As with the data set for the first EFA, the sample 
size of 664 participants with just 7 variables to consider was more than 
substantial. Moreover, Bartlett’s sphericity test was again waived (Mertler & 
Vannatta, 2013). Additionally, examination of the scatterplots of all pairwise 
relationships revealed each was again linear. Eleven of the twenty-one pairwise 
correlations were between .2 and .4 and the rest primarily fell between .1 and .2 
(See Table 4.5). Therefore, it is again necessary to remember the marginal 
correlations when analyzing the results. 
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Table 4.5 
Correlation Matrix for the Homework Score to Completion Time Quotient 
 6.1&6.2 6.3 6.4 7.1&7.2 7.3 7.4 7.5 
6.1&6.2 1.000       
6.3 .261 1.000      
6.4 .181 .182 1.000     
7.1&7.2 .213 .235 .226 1.000    
7.3 .294 .246 .177 .313 1.000   
7.4 .203 .147 .242 .155 .173 1.000  
7.5 .295 .183 .109 .180 .210 .189 1.000 
 
Finally, examining descriptive statistics, skewness, and kurtosis for the 
quotients revealed all seven sets of quotients contained potential issues. Each of 
the sets was positively skewed and leptokurtic (i.e., sharply peaked with a thin 
tail trailing to the right) (see Table 4.6). Additionally, the Kolmogorov-Smirnov 
statistic and Shapiro-Wilk test were both statistically significant (𝑝𝑝 < .001); 
therefore, I rejected the null hypothesis (Mertler & Vannatta, 2013). Therefore, all 
sets of quotients are not normally distributed. 
Table 4.6 
Skewness and Kurtosis Values for Quotient Data 
Assignment Skewness Kurtosis 
Counting 1 1.673 4.990 
Counting 2 2.293 12.570 
Counting 3 1.327 2.224 
Probability 1 1.439 4.254 
Probability 2 2.205 7.728 
Probability 3 6.370 53.010 
Probability 4 3.646 23.563 
 
Since the data was statistically significantly non-normal, I performed an 
EFA utilizing principal axis factoring (PAF) and GEOMIN oblique rotation. Results 
from the analysis yielded a single factor with an eigenvalue greater than 1.0, and 
 
 
79 
 
 
both the scree plot and parallel analysis (see Figure 4.2) confirmed a one factor 
solution. All the quotients loaded saliently on a single factor (see Table 4.7) 
which accounted for 32.5% of the variance. While taking time into consideration 
resulted in lower skew values, it did not differentiate the data well. The mean 
points earned per minute spent on the assignment only ranged from 1.081 to 
2.805 (see Table 4.8). This accumulation of quotients within a two points per 
minute range resulted in the extraction of a single factor. 
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Figure 4.2. Scree Plot with Parallel Analysis for Quotients. 
Table 4.7 
Factor Loading for the One Factor Solution to the Quotient EFA 
Assignment GEOMIN Rotated Loading 
Counting 1 .541 
Counting 2 .458 
Counting 3 .389 
Probability 1 .485 
Probability 2 .533 
Probability 3 .384 
Probability 4 .422 
 
 
Table 4.8 
Mean Quotients for Each Homework Assignment to Its Completion Time 
Assignment Mean Quotient 
Counting 1 1.081 
Counting 2 2.805 
Counting 3 2.058 
Probability 1 2.664 
Probability 2 2.262 
Probability 3 1.677 
Probability 4 1.172 
  
The single factor extracted by both of the EFAs was likely more indicative 
of student persistence than any underlying pedagogical or content-specific 
connections. Time was taken into consideration as a means to attempt to tease 
out potential underlying connections beyond persistence, but persistence seems 
to be a rather overwhelming underlying factor. With homework assignments 
ranging in length from eight problems to sixteen problems and each assignment 
graded out of 100 points, a single problem on an assignment was worth 
anywhere from 6.25 to 12.5 points towards a student’s score on the assignment. 
With students only averaging 1.081 to 2.805 points per minute on the 
assignments, it is likely many students were taking advantage of the unlimited 
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attempts and time they were given on the assignments to persist towards perfect 
scores. 
 It was hypothesized that there would be two – counting and probability – 
or three – definitions, Venn diagrams, and counting formulas – underlying 
factors. This did not prove to be the case. However, given the marginal 
correlations and non-normal data which both make it more difficult to extract 
factors, the existence of any factor is meaningful – even if the single factor is 
accounted for by little more than persistence or a general cohesiveness of the 
counting and probability material accounting for the factor. If a factor did not 
exist, then there would be evidence that the counting and probability topics 
covered do not form a single cohesive unit as should be the case based on both 
pedagogy and mathematical theory. Instead the single factor leaves open the 
possibility they do form a cohesive unit, even if the factor that could be extracted 
with the available data is best explained by student persistence on online 
homework assignments in counting and probability. 
Second Research Question: What influence, if any, does exposure to topics in 
probability have on student performance on counting online homework 
problems? 
 I conducted a one-way repeated measures ANOVA on pretest-posttest 
data to determine what, if any, influence exposure to topics in probability have on 
student performance on counting online homework problems. The ANOVA was 
run on each of fifteen items included on a pretest-posttest and on the total score 
on the fifteen items of the pretest-posttest. 
 
 
82 
 
 
 Inspection of the descriptive statistics for each of the 15 items and the 
total revealed that the mean score on each item decreased from pretest to 
posttest and the standard deviation for each item and the total increased from the 
pretest to the posttest (see Table 4.9). Each of the one-way repeated measures 
ANOVAs gave a statistically significant result with a medium-to-large effect size 
(see Table 4.10) since .06 is considered medium and .14 is considered large 
(Huck, 2012). This effect size indicates a medium to large percentage of the 
variability in posttest scores was explained by the pretest scores. Therefore, the 
predicted changes from the pretest scores to posttest scores are quite accurate. 
Table 4.9 
Pretest and Posttest Descriptive Statistics 
Problem Pretest Mean Posttest Mean Pretest Standard 
Deviation 
Posttest 
Standard 
Deviation 
1 .9940 .8992 .07738 .30123 
2 .9895 .8947 .10213 .30712 
3 .9173 .7068 .22183 .41523 
4 .9970 .8985 .05480 .27276 
5 .9880 .7759 .10910 .41728 
6 .9594 .7038 .19751 .45694 
7 .9850 .8226 .12179 .38233 
8 .7429 .5880 .38423 .45853 
9 .9925 .8872 .08645 .31656 
10 .9774 .8797 .14860 .32556 
11 .9519 .8451 .21418 .36207 
12 .9955 .8556 .06706 .35172 
13 .9744 .8150 .15795 .38856 
14 .9248 .7241 .24155 .42354 
15 .9068 .7579 .29098 .42868 
Total 14.2962 12.0541 1.18062 4.16521 
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Table 4.10 
One-Way Repeated Measures ANOVA Results for Pretest-Posttest Data 
Problem ANOVA Result Significance partial η2 
1 𝐹𝐹(1,664) = 62.874 𝑝𝑝 < .001 .086 
2 𝐹𝐹(1,664) = 59.122 𝑝𝑝 < .001 .082 
3 𝐹𝐹(1,664) = 158.861 𝑝𝑝 < .001 .193 
4 𝐹𝐹(1,664) = 82.701 𝑝𝑝 < .001 .111 
5 𝐹𝐹(1,664) = 163.918 𝑝𝑝 < .001 .198 
6 𝐹𝐹(1,664) = 205.324 𝑝𝑝 < .001 .236 
7 𝐹𝐹(1,664) = 111.492 𝑝𝑝 < .001 .144 
8 𝐹𝐹(1,664) = 55.739 𝑝𝑝 < .001 .077 
9 𝐹𝐹(1,664) = 71.288 𝑝𝑝 < .001 .097 
10 𝐹𝐹(1,664) = 52.310 𝑝𝑝 < .001 .073 
11 𝐹𝐹(1,664) = 47.747 𝑝𝑝 < .001 .067 
12 𝐹𝐹(1,664) = 102.817 𝑝𝑝 < .001 .134 
13 𝐹𝐹(1,664) = 100.979 𝑝𝑝 < .001 .132 
14 𝐹𝐹(1,664) = 122.348 𝑝𝑝 < .001 .156 
15 𝐹𝐹(1,664) = 62.627 𝑝𝑝 < .001 .086 
Total 𝐹𝐹(1,664) = 195.107 𝑝𝑝 < .001 .227 
 
The difficulties caused by students having unlimited attempts on the online 
homework questions did not end with the EFAs. The ceiling effect was likely 
responsible for these results as well because the pretest questions were 
embedded in the three original counting homework assignments, so unlimited 
attempts led to exceptionally high pretest means – the maximum score for each 
of the fifteen problems individually was 1 and the maximum score for the total 
score was 15. Then, when the students were offered a small amount of extra 
credit on their homework score to complete the otherwise optional posttest 
homework assignment, they were likely not motivated to persist on the posttest 
the way they had on the same questions when they were on regular homework 
assignments as a pretest. 
 If lack of motivation was not a major factor in the posttest scores being 
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statistically significantly lower than the pretest scores, then as time passes, either 
the sheer passage of time or having seen probability material resulted in students 
performing worse on the counting problems when they were delivered as a 
posttest. This may be due to students reinforcing their misunderstandings of 
counting material throughout the coverage of probability material rather than 
reinforcing the correct use of counting techniques. Regardless of the reasoning, 
this result proves the hypothesis that students would improve their performance 
on counting material as a result of being exposed to probability material is 
incorrect. However, in light of how high the pretest scores were, the rejection of 
this hypothesis is unsurprising.  
 It is also interesting to note how much lower the pretest and posttest 
means were for problem eight. This problem is the only real anomaly amongst 
the pretest and posttest data. Number eight was an inclusion-exclusion word 
problem with three classification sets. It was the only word problem of this nature 
on the pretest and posttest. On the homework assignment which it is embedded 
in as pretest question, there is only one other problem like it and it is arguably the 
more complex problem of the two as the numbers involved are larger. 
Consequently, of the fifteen problems on that assignment students likely gave it 
the least attention and were content to consider the assignment complete while 
their answer that problem remained incorrect. It is not surprising that the posttest 
score fell as well, given that students had possibly never correctly completed a 
problem of that nature and difficulty. 
Third Research Question: How successfully are students using the counting 
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techniques of enumeration, Venn diagrams, and counting formulas when 
completing free response probability exam questions? 
 To determine what counting techniques students are using on probability 
exam questions, student work on free response probability exam questions was 
coded according to correctness and counting techniques used. Before looking at 
student exams a provisional list of codes were generated based on the exam 
answer keys (see Appendix B) provided by the finite mathematics course 
lecturers, mathematical theory, and previous studies in the field. This list included 
enumeration of sets of outcomes, Venn diagram representation of sets, use of 
counting formulas, and use of probability formulas. While the textbook includes a 
section on the multiplication principle, the lecturers who wrote the answer keys 
chose to make use of combination notation over use of the multiplication 
principle.  
After all the student exams were collected, a stratified random sample of 
30 exams (10 from each of the three semesters) were scanned and several 
codes were added to the provisional list of codes. The new codes were correct, 
incorrect, no work shown, and blank. Additionally, the scan of the student 
responses on the exams revealed students seemed to only be using 
enumeration and combination notation as well. The multiplication principle was 
noticeably absent. Moreover, students were using tree diagrams as a means to 
enumerate sets of outcomes at times. Since the research question was 
determining what counting techniques students were using to solve probability 
problems, and not what tools they were using to carry-out those techniques, I 
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made the decision not to develop a new code for tree diagrams. This completed 
the creation of the list of a priori provisional codes (Saldaña, 2016). 
The exam answer keys provided examples of what each of the codes 
represented for reference throughout the coding process. Each part of each free 
response probability question was treated as an individual problem to be coded. 
During the coding process, neither I nor the second coder found any student 
exams that warranted the addition of a new code. The code for a blank problem 
was included to alert me to the existence of any problems that should be 
considered for omission from further analysis due to the potential for many 
students not attempting to solve the problem in any way. At the conclusion of 
coding, it was clear from the rare use of this code that students had largely 
attempted all problems so no problems were omitted from analysis. Additionally, 
all problems coded were probability problems, so a student could only be correct 
if they used a probability formula; even if that formula was as simple as applying 
the definition of probability. This code was also to ensure there were no problems 
a majority of students got incorrect because they failed to see the problem as a 
probability question. The prevalence of the use of this code made it clear this 
was not the case, so no questions were omitted from analysis for this reason 
either.  
However, it was common for students to show no, minimal, or 
incomprehensible work leading to a solution. Consequently, it was difficult to 
discern what counting techniques a student may be using at times. Finally, since 
correct and incorrect are a dichotomous pair, they were used to check 
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consistency of coding by making sure they were never both used or both not 
used on a problem. Therefore, when coding was complete, the incorrect code 
was not retained for the analysis of the data. 
After the stratified random sample of exams were completely coded and 
checks of the quality of data were made, I transformed the correct, enumeration, 
Venn diagram, and counting formula codes into yes-no dichotomous quantitative 
data. That is, yes the student used a Venn diagram, or no the student did not use 
a Venn diagram. This process was completed due to the nature of the research 
question. The question asks what counting techniques are being used by 
students on probability problems which was answered in part by the codes that 
were necessary; however, it was answered more fully by looking at the 
frequencies of the appearance of codes. Yet, it was not advantageous to 
consider the frequencies free of context. Specifically, there are probability 
problems where it would not be appropriate to expect a student to list the entirety 
of a set of outcomes. Similarly, there are problems where it would not be 
appropriate for students to make use of a Venn diagram or to use a counting 
formula. Therefore, the frequencies of these codes were only considered on the 
problems where the technique was determined to be appropriate based on the 
lecturer solutions or because they involved a small set of outcomes was involved. 
Further, while these frequencies alone tell us how often students used 
techniques, it was even more valuable to determine if the use of the techniques 
was resulting in favorable outcomes. A chi-square test of association is used to 
determine if there is more than a chance relationship between two nominal 
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variables (Huck, 2012). Therefore, a series of three chi-square tests of 
association were conducted using the correct code paired with each of the three 
counting techniques. Each of these analyses will test the null hypothesis that 
correctness is not associated with the use, or lack of use, of the given counting 
technique.  
Enumeration. The first of these tests examined the relationship between 
correctness and enumeration of possible outcomes. The questions included in 
this test were those on which the instructor chose to utilize enumeration on the 
published answer key for the exam and those questions which have an easily 
enumerated set of possible outcomes which the instructor chose not to list on the 
answer key. Namely, these were Spring 2015 (n=81 coded exams) questions 1a-
c and 7a-b; and Spring 2016 (n=90 coded exams) questions 14b-c. This yielded 
a total of 𝟓𝟓 × 𝟖𝟖𝟏𝟏 + 𝟐𝟐 × 𝟗𝟗𝟗𝟗 = 𝟓𝟓𝟖𝟖𝟓𝟓 cases where enumeration was an appropriate 
technique for students to employ. The results of this chi-square test were 
𝝌𝝌𝟐𝟐(𝟏𝟏,𝟓𝟓𝟖𝟖𝟓𝟓) = 𝟑𝟑𝟒𝟒.𝟐𝟐𝟗𝟗𝟑𝟑,𝒑𝒑 <.𝟗𝟗𝟗𝟗𝟏𝟏. Therefore, this result is statistically significant 
with a small-medium effect size (𝝋𝝋 =.𝟐𝟐𝟒𝟒𝟐𝟐) since .1 is considered a small effect 
and .3 is considered a medium effect (Cohen, 1988). While students who chose 
not to enumerate the set of possible outcomes when solving the exam questions 
were split relatively evenly between those who got the question correct or not, 
students who used the enumeration strategy were more than twice as likely to 
get the question correct as incorrect (see Table 4.11). This result rejects the null 
hypothesis and confirms my hypothesis that enumeration is positively associated 
with correctness. 
 
 
89 
 
 
 
 
Table 4.11 
Chi-Square Test Results for Enumeration with Correctness 
 No Enumeration Enumeration Total 
Incorrect 154 78 232 
Correct 147 206 353 
Total 301 284 585 
 
Venn Diagrams. The second test examined the relationship between 
correctness and the usage of Venn diagrams. The questions included in this test 
were those on which the instructor chose to utilize a Venn diagram on the 
published answer key for the exam. Namely, these were Spring 2015 (n=81 
coded exams) question 5c; Fall 2015 (n=27 coded exams) question 15a; and 
Spring 2016 (n=90 coded exams) question 15a. This yielded a total of 𝟖𝟖𝟏𝟏 + 𝟐𝟐𝟐𝟐 +
𝟗𝟗𝟗𝟗 = 𝟏𝟏𝟗𝟗𝟖𝟖 cases where using a Venn diagram was an appropriate technique for 
students to employ. The results of this chi-square test were 𝝌𝝌𝟐𝟐(𝟏𝟏,𝟏𝟏𝟗𝟗𝟖𝟖) =
𝟓𝟓.𝟗𝟗𝟒𝟒𝟐𝟐,𝒑𝒑 <.𝟗𝟗𝟓𝟓. Therefore, this result is statistically significant with a small- 
medium effect size (𝝋𝝋 =.𝟏𝟏𝟐𝟐𝟑𝟑) since .1 is considered a small effect and .3 is 
considered a medium effect (Cohen, 1988). While students who chose not to use 
a Venn diagram when solving the exam questions were approximately two and a 
half times more likely to get the questions correct as incorrect, students who 
used Venn diagrams were almost six and a half times as likely to get the 
question correct as incorrect (see Table 4.12). This result rejects the null 
hypothesis and confirms my hypothesis that the use of Venn diagrams is 
positively associated with correctness. 
Venn diagram problems were decidedly easier for students to correctly 
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answer than their enumeration counterparts. Perhaps this is because Venn 
diagram problems require students to distinguish between at most three 
distinguishing traits and to classify portions of the population accordingly so there 
are at most eight numbers which the student is required to determine, while 
enumeration problems could require students to list as many as 36 possible 
outcomes to an experiment. On a timed test, students are more likely to not 
persist and not take the required time to make a list of 36 possible outcomes in 
such a way as to be able to successfully complete the exam problem. 
Table 4.12 
Chi-Square Test Results for Venn Diagram with Correctness 
 No Venn Diagram Venn Diagram Total 
Incorrect 16 19 35 
Correct 41 122 163 
Total 57 141 198 
 
Counting Formulas. The final test examined the relationship between 
correctness and the usage of counting formulas. The questions included in this 
test were those on which the instructor chose to utilize a counting formula on the 
published answer key for the exam. Namely, these were Spring 2015 (n=81 
coded exams) questions 1b, 2a-b, 3a-d, 7a-b, 8a-c, and 9a-b; Fall 2015 (n=27 
coded exams) questions 13a-c, and 14c; and Spring 2016 (n=90 coded exams) 
questions 13a-c, and 14b-c. This yielded a total of 𝟏𝟏𝟐𝟐 × 𝟖𝟖𝟏𝟏 + 𝟒𝟒 × 𝟐𝟐𝟐𝟐 + 𝟓𝟓 × 𝟗𝟗𝟗𝟗 =
𝟏𝟏𝟔𝟔𝟗𝟗𝟐𝟐 cases where using counting formulas was an appropriate technique for 
students to employ. Students were counted as having used a counting formula if 
they made any use at all of a formula, even simply using combination notation in 
their answer. The results of this chi-square test were 𝝌𝝌𝟐𝟐(𝟏𝟏,𝟏𝟏𝟔𝟔𝟗𝟗𝟐𝟐) = 𝟐𝟐𝟐𝟐.𝟔𝟔𝟑𝟑𝟔𝟔,𝒑𝒑 <
 
 
91 
 
 
.𝟗𝟗𝟗𝟗𝟏𝟏. Therefore, this result is statistically significant with a small-medium effect 
size (𝝋𝝋 =.𝟏𝟏𝟏𝟏𝟔𝟔) since .1 is considered a small effect and .3 is considered a 
medium effect (Cohen, 1988). While students who chose to use a counting 
formula on exam questions were approximately equally likely to get the questions 
correct or incorrect, students who did not use counting formulas were 
approximately one and a half times as likely to get the question correct as 
incorrect (see Table 4.13). This result rejects the null hypothesis and confirms my 
hypothesis that counting formulas are negatively associated with correctness. 
Table 4.13 
Chi-Square Test Results for Counting Formula with Correctness 
 No Counting 
Formula 
Counting Formula Total 
Incorrect 288 480 768 
Correct 453 471 924 
Total 741 951 1692 
 
 The results of the chi-square tests show students were most successful 
solving probability problems when using enumeration and Venn diagrams. Some 
students chose to enumerate sets of possible outcomes using a tree diagram, 
while others made a list in a strategic array. Appendix C provides examples of 
student work where tree diagrams and arrays were used. 
 When attempting to solve probability problems set within the context of an 
inclusion-exclusion counting problem, Venn diagrams were highly effective as a 
problem-solving technique. A much higher percentage of students correctly 
responded to the Venn diagram questions than the enumeration or counting 
formula questions regardless of whether or not a Venn diagram was used. 
Therefore, students found the Venn diagram problems easier than their 
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enumeration and counting formula counterparts. However, the likelihood of 
getting a probability question situated in an inclusion-exclusion setting correct 
increased quite dramatically when a Venn diagram was used. Appendix C 
provides examples of student work where Venn diagrams were used. 
 On the other hand, students who used counting formulas were just as 
likely to get an answer incorrect as correct and those who did not use a counting 
formula were just as likely to get the answer correct as those who did. Therefore, 
counting formulas did not help students solve probability problems correctly. In 
fact, arguments could be made that they hindered students’ abilities to correctly 
solve probability problems. The problems in which students are encouraged to 
use counting formulas are sometimes more difficult than the problems where 
they are encouraged to use other counting methods; however, not all the 
counting formula problems are more difficult. Whether the formula itself was the 
hindrance or there was some underlying factor at work, between their choice not 
to explicitly use a counting formula in their work and their misuse of said formula 
when they chose to use one, the majority of students made it clear they do not 
understand counting formulas. Appendix C provides examples of student work 
where counting formulas were being misused. 
Overview of Results 
The purpose of this convergent parallel mixed methods study was to begin 
understanding any connections students in the introductory finite mathematics 
course at a large public university were making between topics in counting and 
topics in probability. When left to quantitative analysis alone, the EFAs leave it 
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unclear what, if any, connections between topics in counting and topics in 
probability are being made by students and the repeated measures ANOVAs 
suggest that students perform worse on counting problems after being exposed 
to probability material. 
However, in light of the results of the chi square tests and the student 
work on exams, the results are stronger. The demonstrated struggle with 
counting formulas compared to other counting techniques when applied to 
probability exam problems, makes it surprising that only a single factor could be 
extracted in the factor analysis. Moreover, this clear differentiation in exam 
performance when compared with homework performance lends support to the 
theory that persistence is the best explanation of the single factor.  
 Additionally, given students could, and did, leave their responses to 
probability questions with combination notation in them and their apparent limited 
understanding of combination notation, the decrease in scores from the counting 
pretest problems to the counting posttest problems may be due to the passage of 
time and the counting material not being fully reinforced through the probability 
material. Surprisingly, the problem that students struggled with the most on the 
pretest and posttest, number eight, was one that would be classified as a Venn 
diagram problem on the exams. Since students did not struggle with the Venn 
diagram exam problems – even excelled with them – and the Venn diagram 
problems on the exams were of a simpler nature than number eight, it may be 
that there exists a difficulty level of Venn diagram problems, which could be 
included on the exam, on which students would not succeed so readily. 
 
 
94 
 
 
Therefore, the results of the study are multi-faceted and warrant further 
discussion in the coming chapter. 
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CHAPTER V: DISCUSSION, CONCLUSIONS, AND IMPLICATIONS 
Given the number of undergraduate students taking finite mathematics 
courses every year, there is a need to teach material as effectively as possible to 
enhance student comprehension and retention of material. To that end, this study 
investigated one of the four units that comprise an introductory finite mathematics 
course at a large public university in the mid-south (a prototypical course taken 
by non-mathematics major undergraduate students), namely the counting and 
probability unit. The study sought to understand if and how students make 
connections between those fields.  
Discussion of Results 
Overall Impact. Unfortunately, there have not yet been many studies 
conducted which explore undergraduate combinatorics education. Consequently, 
the literature which this study can be related to is somewhat limited in quantity 
and scope. However, the combinatorics education literature which does exist has 
made it clear that students struggle to solve counting problems (Lockwood & 
Gibson, 2016). Since elementary probability uses simple counting as its 
foundation (English, 2005; Freudenthal, 1973), it follows that students struggle to 
solve probability problems. Recent studies in undergraduate combinatorics 
education have focused on case studies as a means to develop a model, and 
provide evidence for said model, of students’ combinatorial thinking (Lockwood 
2011a & 2013). Further, other recent qualitative studies have sought to realize 
what counting techniques students understand and which they do not understand 
(Lockwood, 2012, 2014; Lockwood & Gibson, 2016; Lockwood, Reed, & 
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Caughman, 2016). The results of this study are the first to offer large scale 
quantitative support of the theories put forth by some of these qualitative studies 
and is the first to extend these results to the probability application of 
combinatorics.  
First Research Question: What relationships, if any, exist amongst topics 
in counting and probability as demonstrated by student performance on online 
homework problems?  
 Contrary to the hypothesis that there would either be two or three factors, 
a single factor was extracted by both the EFA on scores and the EFA on 
quotients of scores and times which is likely more indicative of student 
persistence than any underlying pedagogical or content-specific connections. 
Time was taken into consideration to attempt to tease out potential underlying 
connections beyond persistence, but persistence seems to be a rather 
overwhelming underlying factor. It was clear many students were taking 
advantage of being given unlimited attempts and time on the assignments to 
persist towards the perfect scores. Consequently, the data suffered from a ceiling 
effect resulting in a non-normal distribution and this question is worthy of future 
study with data collected from a source which does not reward persistence above 
all else. 
The literature pertaining to online homework provides a mixed bag of 
evidence both for and against the effectiveness of online homework (Bonham et 
al, 2001; Brewer & Becker, 2010; Demirci, 2007; Roschelle et al., 2016). While 
paper-based homework has often been used as a summative assessment, when 
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online homework is given with unlimited attempts, it takes on the role of a kind of 
formative assessment. Given the information available to the instructors about 
student work on online homework, it is not a formative assessment to inform the 
instructor about student understanding so much as a formative assessment to 
help students understand their own levels of understanding. This study provides 
evidence that when online homework is given with unlimited attempts the 
average student will take advantage of those attempts and work long and hard 
enough to receive a near perfect score. While this may be good for a student’s 
grade in the class, this study neither sought to, nor succeeded in, providing 
evidence that high homework scores translate to high student understanding. 
Consequently, it is still unknown how effectively students are using the formative 
assessment. One thing is certain from this portion of the study, regardless of 
whether it is good for student understanding or not, online homework with 
unlimited time and attempts is not an effective measurement tool, even when 
controlling for completion times. 
Second Research Question: What influence, if any, does exposure to 
topics in probability have on student performance on counting online homework 
problems? 
 The difficulties caused by students having unlimited attempts on the online 
homework questions did not end with the EFAs. In the one-way repeated 
measures ANOVA using pretest-posttest data, the pretest scores were so high 
that they left little room for improvement in student scores for the posttest. 
Therefore, it is unsurprising that the original hypothesis that students would 
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improve from pretest to posttest was incorrect and rather the voluntary posttest 
scores were statistically significantly lower than the mandatory pretest scores 
with a medium to large effect size. Additionally, the standard deviation from the 
pretest to the posttest was greatly increased. 
While the qualitative component to this mixed methods study suggested 
this change was potentially due to a lack of reinforcement of counting strategies 
related to counting formulas during the coverage of probability material, it 
remains somewhat unclear if lack of persistence on the posttest as compared to 
the pretest was also responsible for the decreasing averages. Since the primary 
contributing factor to the change remains ambiguous, I believe this topic warrants 
further study if for no other reason than the standard deviations increased so 
dramatically from pretest to posttest. This increase in variability may possibly be 
due to students who performed exceptionally well on the pretest homework 
assignments choosing to persist less or students who performed exceptionally 
poorly on the pretest homework assignments choosing to persist more on the 
posttest homework assignment. However, further study is needed to determine if 
either of these situations contributed to the decline in means and increase in 
standard deviations. 
Third Research Question: How successfully are students using the 
counting techniques of enumeration, Venn diagrams, and counting formulas 
when completing free response probability exam questions? 
 Students who enumerated sets of outcomes on problems where it was 
appropriate were more likely to correctly solve the problem than those who chose 
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not to enumerate the set of outcomes on the same problems. Moreover, students 
who used Venn diagrams on the problems where Venn diagrams were used on 
the instructor-provided answer key, were much more likely to correctly solve the 
problem than those who chose not to use a Venn diagram on the same 
problems. However, students who used counting formulas on the problems 
where counting formulas were used on the instructor-provided answer key, were 
more likely to incorrectly solve the problem than those who chose not to use 
accounting formula on the same problems. 
These results confirm my hypotheses and Lockwood’s findings that 
students understand counting problems best with enumeration (2012, 2014; 
Lockwood & Gibson, 2016). Lockwood’s work and the chi-square test 
considering enumeration makes it clear enumeration is an effective strategy for 
students to use when solving probability problems involving small sets of 
possible outcomes. Therefore, this study revealed Lockwood’s theory extends to 
the probability application of counting problems. Additionally, the study provided 
evidence that students using Venn diagrams have a relatively strong 
understanding of the problem and are equipped to take steps beyond the 
construction of their Venn diagram to answer a probability application question 
related to the Venn diagram that they have created.  
 However, the results of this study make it clear that counting formulas did 
not help students solve probability problems correctly. In fact, the study revealed 
students who use counting formulas have a diminished chance of correctly 
solving the probability problem. On any problem on the exam, students are 
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offered the option of presenting their final answer as a quotient of two values 
written in combination notation rather than as the standard proper fraction, 
decimal, or percentage form of a probability. Through this policy and the 
presentation of solutions to past exam problems using combination notation, 
students are not only offered the chance to use this notation, they are strongly 
encouraged to use it rather than any other counting technique.  
While combination formulas are necessary for larger and more complex 
probability problems, they are not necessary for most of the problems on an 
introduction to finite mathematics exam. In fact, the multiplication principle which 
Lockwood, Reed, and Caughman (2016) explain connects sets of outcomes with 
counting processes could often be used in place of combination notation. 
Appendix D presents alternative solutions using the multiplication principle to all 
the problems which were completed on the exam answer key using combination 
notation. Since the students taking the introductory finite mathematics course can 
largely use enumeration as a counting technique to solve probability exam 
questions, but are struggling to properly apply the combination formula, it seems 
more student understanding and consequent success could be found by 
encouraging students to use the multiplication principle as a stepping stone on 
the problems where it is feasible. 
Conclusions  
 Considering the demonstrated struggle with counting formulas compared 
to other counting techniques when applied to probability exam problems, I was 
surprised that only a single factor could be extracted in the factor analysis. This 
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clear differentiation in exam performance when compared with homework 
performance lends support to the theory that persistence is the best explanation 
of the single factor. In light of this result, the first research question should be 
addressed again in the future with data that is not influenced by multiple student 
attempts on each problem. 
 Given students could leave their responses to probability questions with 
combination notation in them, the decrease in scores from the counting pretest 
problems to the counting posttest problems may be due to the passage of time 
and the counting material not being fully reinforced through the probability 
material. Much like the first research question, the second research question is 
also deserving of further study.  
 Based on their demonstrated work and ability on free-response probability 
exam questions, students are understanding enumeration and the use of Venn 
diagrams, but they are not understanding the combination formula. These results 
demand the attention of those teaching undergraduate finite mathematics 
courses. 
Implications for Undergraduate Mathematics Instructors 
 The implications of this study for undergraduate mathematics instructors 
are extensive. These implications stem from the struggles students are having 
using combination formulas to correctly solve probability problems. Instructors 
should be encouraging students to use those counting methods which best help 
them to understand the probability problem which they are attempting to solve. 
By allowing students to leave their answers in combination notation rather than 
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requiring them to arrive at a proper presentation of a probability, instructors are 
allowing students to use a counting method without requiring the students know 
how to use it. Not only are they allowing this phenomenon to occur, they are 
actually encouraging it by providing students with answer keys to previous 
semesters’ exams in which the solutions are only given in combination notation 
rather than as a decimal or fraction which the student could use to check an 
answer arrived at in a different way.  
 Additionally, since students are largely succeeding at enumeration and are 
struggling with properly applying the combination formula, it would be 
advantageous for instructors to give more attention to the multiplication principle 
– a known intermediary. In fact, given the nature of the counting and probability 
problems presented at the introduction to finite mathematics level, instructors 
should be reconsidering if the presentation of combination and permutation 
formulas is appropriate for the audience. With the limited time allotted for the 
counting and probability unit, perhaps students would be better served given a 
conceptual understanding of combinations and permutations while the methods 
for solving combination and permutation counting and probability problems are 
restricted to applications of the multiplication principle. 
Implications for Future Research  
In the future, I would like to continue to pursue the research questions 
asked in this study and to pursue some others which were raised by the study. 
Since my current research questions do not address persistence, throughout this 
study persistence has been a confounding variable.  
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The ceiling effect that hindered the EFA in returning factors beyond 
persistence would not be an issue if students did not have unlimited attempts at a 
question. Fortunately, I possess the data to obtain scores like this in the 
ungraded exams collected and coded as a part of this study. On the exams, 
students had a limited amount of time and only a single attempt to arrive at an 
answer for all counting and probability problems given. Therefore, I can begin 
grading these exams and working towards more fully answering the first research 
question by running the EFA on the resulting exam scores in an immediate 
subsequent study. 
Additionally, as was mentioned previously, more insight may be gained 
with the second research question if participants are partitioned according to 
pretest score in order to investigate if there was any group who performed better 
on the posttest than on the pretest counting problems, or at the very least to 
attempt to determine why the variance increased so considerably from the 
pretest to the posttest. However, given the high pretest means, it is a distinct 
possibility that this will result in little insight. Consequently, in order to answer the 
second research question more fully, a future study will need to be conducted in 
which pretest and posttest data is gathered from a summative assessment rather 
than from a formative assessment. This may be carried out in the form of simply 
converting the pretest and posttest questions to a short quiz format to be given 
during a lecture or recitation period. 
Moreover, it would be advantageous with the existing research questions 
to overcome the limitation of not having demographic information from 
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participants. When gathering data in the future, I will make every effort to obtain 
demographic information so that it may be used as a covariate to help answer 
the existing and future research questions. 
 Moving beyond the existing data set but not beyond the current research 
questions, I would like to conduct similar studies with different student 
populations. Lockwood’s work suggests the results of the chi-square tests should 
not be unique to business majors or introduction to finite mathematics students. 
More specifically, the same results should hold for mathematics majors and 
preservice teachers. While the business major is primarily application oriented, 
mathematics majors work more with the theoretical and elementary and middle 
grades preservice teachers are encouraged to engage with mathematics content 
with an eye towards teaching it to others in their future professions. 
Consequently, all three of these majors are groomed to have the potential to 
notice different connections between counting and probability material. 
Therefore, I would like to continue to work along similar lines with these different 
populations of students to determine if similar quantitative support can be found 
for Lockwood’s theories among various student populations. 
 Additionally, finite mathematics classrooms have been the setting of 
multiple flipped classroom studies in recent years (Guerrero et al., 2015; Smeal 
et al., 2013; Zack et al., 2015); however, no study has considered Lockwood’s 
theories in conjunction with a non-traditional classroom setting. Again, 
Lockwood’s work does not suggest there would be any differences between 
instruction styles. Therefore, I am interested in conducting a similar study 
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comparing different instructional methods such as lecture classrooms, flipped 
classrooms, and online classrooms. 
 There are several additional research questions raised by the results of 
the current study. Online homework has changed the format of homework in 
such a way that it is no longer a summative assessment. Now homework is a 
formative assessment that informs students about their own understanding of the 
material covered. Instructors are unable to access enough data from most online 
homework systems to be able to effectively use it as a formative assessment 
which informs them. Consequently, the question as to how effectively students 
are using online homework as a formative assessment arises. 
 Additionally, although persistence was a confounding variable throughout 
this study, there are many interesting questions which can be asked about 
student persistence. How highly are students persisting? What problem-solving 
or study strategies are students using as they persist? What factors motivate 
students to persist? What factors lead to students giving up? The list of questions 
goes on and on and should be explored in the future. 
 Finally, I would like to interview students and have them complete both 
counting and probability problems so that I can attempt to understand why they 
are, or are not, making connections between the material. This will allow me to 
get a better picture of how students think about both counting and probability 
problems and to directly ask students both to solve the same problem in multiple 
ways and to describe the connections they notice between a given counting and 
probability problem. 
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Even further beyond this study and the future research ideas it inspired, 
many more research opportunities remain in the field of undergraduate 
combinatorics education. The field is in its infancy, and deserves more attention. 
It is my hope that additional researchers begin to take notice of, and conduct 
studies in, the field in the coming years. 
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APPENDIX A: FINITE MATHEMATICS ONLINE HOMEWORK ASSIGNMENTS 
 Presented here are the three counting homework assignments, four 
probability homework assignments, and the counting posttest. All of these 
assignments were completed by the participants using the WebAssign online 
homework system. 
 The following is the homework assignment for section 6.1: Sets and Set 
Operations and section 6.2: The Number of Elements in a Finite Set. 
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The following is the homework assignment for section 6.3: The 
Multiplication Principle. 
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The following is the homework assignment for section 6.4: Permutations 
and Combinations. 
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The following is the homework assignment for sections 7.1: Experiments, 
Sample Spaces, and Events and 7.2: Definition of Probability. 
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The following is the homework assignment for section 7.3: Rules of 
Probability. 
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The following is the homework assignment for section 7.4: Use of 
Counting Techniques in Probability. 
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The following is the homework assignment for section 7.5: Conditional 
Probability and Independent Events. 
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The following is the counting posttest. 
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APPENDIX B: FINITE MATHEMATICS COUNTING AND PROBABILITY 
EXAMS 
  
Presented here are the counting and probability exams administered in 
each of the three semesters of this study. The exams are presented with the 
solutions as they are posted on the course webpage verbatim. 
 The following is the Spring 2015 counting and probability exam with 
solutions. 
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 The following is the Fall 2015 counting and probability exam with 
solutions. 
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The following is the Spring 2016 counting and probability exam with 
solutions. 
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APPENDIX C: EXAMPLES OF STUDENT WORK ON EXAMS 
 Presented here is student work and solutions on probability free response 
exam problems. 
 Figures C.1- C.3 are examples of ways that students make use of tree 
diagrams to solve various problems. The student whose work is shown in Figure 
C.1 used a tree diagram to assist her in systematically listing a set of outcomes. 
Meanwhile the students whose work is shown in Figures C.2 and C.3 used a tree 
diagram to help them understand the breakdown of a population based on the 
probability presented in the problem. 
 
Figure C.1. Student Work Using a Tree Diagram as a Tool for Enumeration. 
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Figure C.2. Student Work Using a Tree Diagram to Organize a Population. 
 
Figure C.3. Student Work Using a Tree Diagram to Organize a Population. 
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Figure C.4 is an example of a student using an array to enumerate a set of 
outcomes to solve a probability exam problem. 
 
Figure C.4. Student Work Using an Array to Enumerate Outcomes. 
 
Figure C.5 is an examples of a student using Venn diagrams to solve a 
probability exam question. Part c of the problem is the probability question while 
parts a and b are counting problems. 
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Figure C.5. Student Work Using a Venn Diagram. 
 
Figures C.6- C.11 are examples of students failing to solve a problem 
correctly while they use combination notation. In each of the examples, students 
take a combination of one element from a set. In figures C.8, C.9, and C.11 the 
students take a combination of zero elements from a set. In Figure C.8 the 
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student is choosing all of the elements of a set. While neither of these is wrong, 
both overcomplicate the problem and suggest the students may not understand 
combinations. In Figure C.6, the student chooses four of each kind of candy that 
is not peppermint when the problem requires them to choose a sample of four 
pieces of candy in total. In Figure C.11 the student makes a similar mistake 
choosing double the sample required. 
 
Figure C.6. Student Work Using Combination Notation. 
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Figure C.7. Student Work Using Combination Notation. 
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Figure C.8. Student Work Using Combination Notation. 
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Figure C.9. Student Work Using Combination Notation. 
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Figure C.10. Student Work Using Combination Notation. 
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Figure C.11. Student Work Using Combination Notation. 
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APPENDIX D: FINITE MATHEMATICS ALTERNATE EXAM SOLUTIONS 
 Presented here are the probability exam questions that could be solved 
using the multiplication principle rather than combination notation. I give the 
solutions without using combination notation. 
 Figure D.1 is the problems from the Spring 2015 exam that fit this 
description. 
 
Figure D.1. Spring 2015 Solutions Without Combination Notation. 
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 Figure D.2 is the problems from the Fall 2015 exam that fit this 
description. 
 
Figure D.2. Fall 2015 Solutions Without Combination Notation. 
 
 Figure D.3 is the problems from the Spring 2016 exam that fit this 
description. 
 
Figure D.3. Spring 2016 Solutions Without Combination Notation. 
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