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Las medidas escalares que se derivan de los estudios de resonancia magne´tica de
difusio´n (Anisotropı´a Fraccional, Difusividad Media), pueden variar en funcio´n de los
para´metros de adquisicio´n de los datos. Como consecuencia, datos obtenidos en distintos
esca´neres pueden no ser compatibles entre ellos, y, por lo tanto, no pueden ser usadas en
estudios clı´nicos multicentro.
En el presente proyecto se plantea el uso de redes convolucionales y te´cnicas de deep
learning para encontrar el mapeo existente entre dos adquisiciones realizadas con diferen-
tes para´metros de tal manera que estas sean comparables.
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Abstract
Scalar measurements derived from diffusion magnetic resonance studies (Fractional
Anisotropy, Mean Diffusivity) may vary depending on data acquisition parameters. As
a consequence, data obtained from different scanners may not be compatible with each
other, and therefore may not be used in multicenter clinical studies.
In the present project, the use of convolutional networks and deep learning techniques
is proposed in order to find the existing mapping between two acquisitions made with
different parameters in such a way that they are comparable.
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La resonancia magne´tica de difusio´n (DMRI) es una te´cnica de imagen que permite
la cuantificacio´n de la difusio´n de las mole´culas de agua en los tejidos in vivo. Usando
diferentes esquemas de adquisicio´n y modelos permite el estudio de propiedades iso´tropas
y aniso´tropas de diferentes tejidos, con especial relevancia de los o´rganos abdominales y
en cerebro [1]. Debido a su capacidad para medir la anisotropı´a presente en los tejidos,
las te´cnicas de DMRI aplicadas a estudios cerebrales proporcionan una informacio´n muy
valiosa sobre la organizacio´n y la conectividad de las fibras nerviosas en la sustancia
blanca. Estas te´cnicas han resultado especialmente atractivas para la comunidad cientı´fica
en los u´ltimos an˜os, debido a los hallazgos que relacionan patologı´as neurolo´gicas con
alteraciones de la materia blanca [2, 3, 4].
Desde un punto de vista clı´nico, la cuantificacio´n de las variaciones estructurales en la
sustancia blanca habitualmente se realiza mediante medidas escalares que describen la di-
fusio´n dentro de un vo´xel. Las medidas ma´s usadas basadas en el tensor de difusio´n (DT)
son la Anisotropı´a Fraccional (FA), el coeficiente de difusio´n aparente (ADC) o la Difu-
sividad Media (MD). Diversos estudios han puesto en evidencia co´mo la variacio´n de los
para´metros relacionados con la adquisicio´n puede afectar seriamente a la reproducibili-
dad y precisio´n de las medidas derivadas del DT. Esto limita el uso de estas medidas como
biomarcadores clı´nicos, y por ello no pueden ser usadas en estudios clı´nicos multicentro.
Por ello surge la idea de tratar de obtener medidas invariantes al proceso de adquisicio´n.
1
2 CAPI´TULO 1. INTRODUCCIO´N
1.2 Objetivos
El objetivo del presento trabajo es, mediante la aplicacio´n de te´cnicas de Aprendizaje
Automa´tico, establecer un modo de mapear medidas provenientes de adquisiciones con
distintos para´metros a un espacio comu´n o entre ellas, de manera que se puedan com-
parar y sea viable aplicarlas en estudios clı´nicos con e´xito. Para ello nos marcamos los
siguientes subobjetivos:
1. Entender la naturaleza de la difusio´n: Para situar el problema, el primer paso es
entender el proceso fı´sico que subyace y co´mo se generan las medidas escalares de
difusio´n. Entender la naturaleza de los datos es vital para poder elegir y generar un
modelo de Aprendizaje Automa´tico con e´xito.
2. Crear un modelo funcional con Aprendizaje Automa´tico: Desarrollar un modelo
que tome como entrada algu´n tipo de medida escalar de difusio´n en sus distintas
variedades y nos de´ a la salida los datos mapeados a un espacio comu´n donde sean
comparables.
3. Comprobar y verificar resultados: Habra´ que comprobar que los resultados nume´ri-
cos mejoran con distintas validaciones, y como prueba final usar esos datos en un
estudio clı´nico y ver que mejoran respecto a los originales.
1.3 Fases
Estudio de los datos y preprocesado: Se estudiara´n los datos de los que se dispone
(pseudo sinte´ticos y reales), su naturaleza y la casuı´stica particular de las ima´genes.
Asimismo, se realizara´n las te´cnicas de preprocesado que se consideren necesarias.
Experimentos con distintos modelos: En esta etapa se planteara´ el uso de distintos
algoritmos que podrı´an ser de utilidad para el caso en concreto, y se desarrollara´n
modelos candidatos a realizar el mapeo.
Seleccio´n del modelo final: De entre los modelos propuestos, se evaluara´n los que
mejor funcionen mediante validacio´n y me´tricas del error de las predicciones. Para
ese modelo se explicara´ en detalle la arquitectura propuesta y los para´metros con
los que se configura.
Puesta a prueba en un estudio: Para verificar la validez del modelo, usaremos las
ima´genes generadas por el mismo en un estudio clı´nico y compararemos los resul-
tados con los de las ima´genes originales.
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1.4 Medios
Para el presente trabajo se propone el uso de las siguientes tecnologı´as y herramientas:
Matlab, para lectura, preprocesado y graficado de los datos, tanto a priori como a
posteriori. Tambie´n para el desarrollo de scripts para shell/bash.
Python, con las librerı´as Pandas, Numpy, Scipy, Tensorflow y Keras. Los modelos
y arquitecturas de Aprendizaje Automa´tico se desarrollara´n en este lenguaje. Las
redes neuronales que se propongan hara´n uso de Tensorflow (y Keras por ende) en
su versio´n GPU para lograr un entrenamiento ma´s ra´pido.
MRtrix y FSL, herramientas avanzadas para el ana´lisis de ima´genes por resonancia
magne´tica, que nos permitira´n calcular medidas escalares, aplicar transformaciones
sobre los datos, realizar visualizaciones en 3D de los mismos, y llevar a cabo los
estudios clı´nicos.
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Capı´tulo 2
Planteamiento del Problema
2.1 Biomarcadores cuantitativos de imagen (QIB)
Un biomarcador de imagen es una caracterı´stica biolo´gica que puede detectarse en
una imagen y que es relevante para el diagno´stico. Los diagno´sticos basados en infor-
macio´n radiolo´gica tradicionalmente se basan en la evaluacio´n cualitativa de informacio´n
obtenida de diferentes modalidades, como Resonancia Magne´tica (MRI), TAC o ultraso-
nidos. Estas te´cnicas se basan en la inspeccio´n visual del contraste entre tejidos y esta´n
relacionadas con los llamados biomarcadores cualitativos. Sin embargo, cuando hablamos
de biomarcadores de imagen cuantitativos (Quantitative Imaging Biomarkers, QIB) se ha-
ce referencia a caracterı´sticas medibles y cuantificables, extraı´das de las propias ima´ge-
nes y que pueden ser usadas para la evaluacio´n (presencia o no, severidad, gradacio´n)
de una enfermedad, lesio´n o condicio´n cro´nica, o para estudiar indirectamente indicado-
res relacionados con el desempen˜o cognitivo del cerebro. La obtencio´n de biomarcadores
cuantitativos en imagen conlleva muchas ma´s tareas que la obtencio´n de marcadores cua-
litativos, ya que es necesario definir y estandarizar protocolos de adquisicio´n, te´cnicas
especı´ficas de ana´lisis de datos, etc.
Estas caracterı´sticas permiten la validacio´n precisa y objetiva de me´tricas derivadas
de las ima´genes, basadas en para´metros con relevancia anato´mica y fisiolo´gica. En una
segunda fase, los marcadores pueden permitir un ana´lisis individualizado de la situacio´n
del paciente, planificacio´n del tratamiento o´ptimo o estudios de respuesta al tratamiento
[5]. La principal diferencia entre un biomarcador cualitativo y uno cuantitativo es que el
segundo es una caracterı´stica objetiva y medible, en contraste con la observacio´n cualitati-
va (y a veces subjetiva) del primero. Las caracterı´sticas usadas por los QIBs no tienen por
que´ ser directamente medibles. La mayor parte de las veces, las propiedades especı´ficas
de los tejidos o de las estructuras biolo´gicas son para´metros ocultos que deben extraerse
de las ima´genes me´dicas mediante te´cnicas de ana´lisis, procesado y modelado. Una de
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las principales motivaciones detra´s del uso de QIB es la llamada biopsia virtual. En algu-
nas ocasiones, los QIBs proporcionan informacio´n de un tejido ma´s precisa y ma´s barata
que las te´cnicas de biopsia tradicionales como, por ejemplo, en el caso del hı´gado. Una
biopsia tradicional requiere hospitalizacio´n, tiene un coste y un riesgo asociados y solo
analiza una pequen˜a fraccio´n del tejido (1/50000 del tejido total del hı´gado), lo que puede
ser problema´tico en afectaciones heteroge´neas. Adema´s, la biopsia esta´ desaconsejada es
pacientes con sı´ndrome mielodispla´sico (sangrado incontrolado) y en nin˜os. Ante estos
problemas, los QIBs surgen como una alternativa no invasiva y precisa.
Sin embargo, no cualquier medida derivada de ima´genes me´dicas puede ser usada
como biomarcador. Para ser un QIB va´lido, debe ser [5, 6]:
1. Exacto: (accurate) en te´rminos de teorı´a de la estimacio´n, se refiere a que el sesgo
del error de estimacio´n es pequen˜o. Consideramos dos clases de exactitud:
a) Te´cnica: Existe una correlacio´n medible con una referencia aceptada (phan-
tom, tejido o animal)
b) Clı´nica: la caracterı´stica debe tener capacidad diagno´stica o bien capacidad
para gradar una enfermedad.
2. Preciso: (precisse) debe ser repetible para un mismo sujeto y para distintos sujetos,
en la misma sesio´n y en distintas.
3. Robusto: la medida es insensible a los para´metros de adquisicio´n y a las te´cnicas
de estimacio´n.
4. Reproducible: baja variabilidad entre plataformas, sitios y equipos.
5. De utilidad clı´nica: la medida solo puede considerarse QIB si demuestra un papel
importante en diagno´stico o monitorizacio´n de enfermedades. Debe estar sujeta a
validacio´n clı´nica y suponer una mejora sobre las medidas existentes.
Desde un punto de vista pra´ctico, a los QIBs se les exige que se puedan obtener al
menor coste posible, en el menor tiempo posible y que sean seguros e inocuos para el
paciente.
2.2 Limitaciones de las medidas de DMRI como QIB
De acuerdo con las definiciones anteriores, el uso del DT presenta algunos problemas
que limitan su uso como posibles QIB:
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1. La inexactitud del modelo de difusio´n: el modelo de difusio´n Gaussiana no describe
muchas de las situaciones presentes en la sustancia blanca, como el cruce de fibras
o la difusio´n extracelular.
2. Factores de confusio´n externos: las medidas escalares dependen de un nu´mero de
factores externos, entre los que esta´n el ruido de adquisicio´n y los para´metros de
adquisicio´n.
3. Las te´cnicas de estimacio´n y ana´lisis: la variabilidad de los algoritmos usados para
estimacio´n [7], postprocesado [8] y ana´lisis [7, 9, 10, 11, 12] influye en la variabi-
lidad de los resultados.
La principal limitacio´n del modelo de tensor es la suposicio´n de Gaussianidad, que
no permite describir efectos de volumen parcial que comprendan haces con orientacio-
nes no constantes o bien mu´ltiples tractos nerviosos. Dada la complejidad del entramado
de fibras nerviosas en la sustancia blanca, este tipo de efectos se producen en un ele-
vado porcentaje de su volumen total (se estima que en torno a 2/3), lo que ha dado pie
a la aparicio´n de un conjunto de te´cnicas que tratan de superar esta limitacio´n [13]. La
aproximacio´n ma´s directa consiste en el muestreo de todo el espacio q (el espacio de to-
das las posibles direcciones de gradiente y del para´metro conocido como b-value), para
estimar la difusio´n nume´ricamente usando te´cnicas basadas en DFT. Esta aproximacio´n
se conoce como Imagen por Espectro de Difusio´n (DSI, Diffusion Spectrum Imaging).
El principal problema de este me´todo es la necesidad de muestrear todo el espacio q, lo
que lleva asociado altı´simos tiempos de adquisicio´n, imposibles de realizar en la pra´ctica
clı´nica. Alternativamente, puede emplearse un esquema de muestreo subo´ptimo conocido
como HARDI (High Angular Resolution Diffusion Imaging), para el que el espacio q se
muestrea con un u´nico valor de b y un alto nu´mero de ima´genes de gradiente (en torno a
50-60). Las principales te´cnicas HARDI son los tensores de orden superior, los modelos
multitensor, la deconvolucio´n esfe´rica, Diffusion Orientation Transform (DOT), Kurtosis
Imaging y las te´cnicas de Q-Ball imaging [14, 15]. Aunque no es posible la completa
caracterizacio´n de la probabilidad de difusio´n, las te´cnicas HARDI tratan de describirla
direccionalidad de los tractos nerviosos en la sustancia blanca, siendo capaces de propor-
cionar una estimacio´n de la probabilidad de existencia de un haz de fibras alineado con
cada direccio´n espacial, resolviendo el volumen parcial en cada vo´xel [13]. Si bien las
te´cnicas HARDI generalizan el modelo cuadra´tico a un modelo no parame´trico, siguen
estando ligadas a la suposicio´n de un comportamiento exponencial de la sen˜al de difu-
sio´n. Siendo esta suposicio´n suficientemente precisa en un sentido local [16], no puede
extrapolarse a todo el rango posible de gradientes, por lo que las medidas cuantitativas
derivadas de los descriptores tipo HARDI se vera´n condicionadas por el valor concreto
del mo´dulo de los gradientes de difusio´n que se escojan.
La segunda limitacio´n del modelo de DT es la dependencia de los valores escalares
con los para´metros de adquisicio´n. La cuantificacio´n de las variaciones estructurales en la
sustancia blanca habitualmente se realiza mediante medidas escalares que se obtienen a
partir del DT, como es el caso de la Anisotropı´a Fraccional (FA), coeficiente de difusio´n
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aparente (ADC) o la Difusividad Media (MD). Diversos estudios han puesto en eviden-
cia co´mo la variacio´n de los para´metros relacionados con la adquisicio´n puede afectar
seriamente a la reproducibilidad y precisio´n de las medidas derivadas del DT. Entre estos
para´metros se encuentran el nu´mero de repeticiones de cada escaneo [17], el valor de la
sensibilidad de la difusio´n o b-value [18, 19, 20], el nu´mero de direcciones de gradiente
usadas en el muestreo [21, 22, 18], el esquema empleado en estas direcciones [23], el
espaciado o resolucio´n de voxel [24, 25, 18] o incluso el modelo de esca´ner [11]. Existen
otros factores no completamente controlables que son tambie´n fuente de variabilidad, en-
tre los que se incluyen la variacio´n interna de la sen˜al de MRI y la posicio´n, el movimiento
o el ruido fisiolo´gico del paciente [17].
La tercera fuente de variabilidad se centra en los algoritmos usados para el ana´lisis
de la sustancia blanca, incluyendo el ana´lisis estadı´stico de los datos, los estimadores de
la difusio´n y el me´todo de seleccio´n de regiones o agrupaciones de fibras. El me´todo
especı´fico de ana´lisis de sustancia blanca (volume´trico o basado en tractos) representa
otra gran fuente de variabilidad. Un ana´lisis basado en vo´xels (VBM) presenta ventajas
y desventajas que son motivo de continuo debate [26, 27, 28]. La principal preocupacio´n
de estas te´cnicas es co´mo asegurar que las diferencias observadas entre sujetos se deben
realmente a diferencias estructurales en la sustancia blanca y no a un alineamiento in-
correcto debido al proceso de registrado. Por otro lado, el ana´lisis basado en tractos ha
revelado que pueden aparecer inconsistencias en las medidas de un mismo sujeto cuando
se emplean distintas te´cnicas de tractografı´a [9, 11]. Tambie´n se ha visto que el me´todo
de seleccio´n de regiones usado tambie´n tiene un impacto sobre los valores de las medi-
das [29]. Finalmente, incluso asumiendo que el modelo de tensor es correcto, el me´todo
seleccionado para la estimacio´n del DT y las suposiciones del modelo de ruido pueden
sesgar la estimacio´n del tensor [30]. Las medidas tambie´n se ven afectadas por cualquier
clase de postprocesado, filtrado o regularizacio´n que se aplique sobre los DWI.
En resumen, los estudios realizados los u´ltimos an˜os muestran que hay evidencias
muy so´lidas de que el potencial uso de DMRI como herramienta diagno´stica esta´ limitado
por mu´ltiples factores que, hoy por hoy, impiden que pueda ser utilizado como QIB en el
cerebro.
2.3 Variabilidad con los para´metros de adquisicio´n
Entre todas las posibles fuentes de variacio´n que afectan a las medidas de difusio´n,
en este trabajo nos centraremos en la dependencia con los para´metros de adquisicio´n. Tal
y como acabamos de referir, la variacio´n en las condiciones de adquisicio´n de los datos
produce variaciones en las medidas escalares de difusio´n. Los para´metros que ma´s afectan
a las medidas son los siguientes:
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1. El nu´mero de repeticiones (NEX): al aumentar el NEX aumenta la relacio´n sen˜al-
ruido (SNR), lo que lleva asociando una disminucio´n de la FA [17]. La variacio´n de
las medidas con la SNR ha sido estudiada en [23, 22].
2. La sensibilidad de difusio´n (b-value): un incremento en el b-value disminuye sig-
nificativamente los valores de la MD, AD y RD [19, 20, 21, 18]. Se han observado
tambie´n pequen˜as variaciones en la FA [19, 31], especialmente en situaciones de
baja SNR [DeS10].
3. Resolucio´n: un taman˜o de vo´xel menos aumenta el valor de la FA [18, 32, 24].
4. Nu´mero de direcciones de gradiente: cuando aumenta el nu´mero de direcciones
adquiridas se ha observado una disminucio´n significativa en los valores de FA [23,
22, 18, 24] junto con una disminucio´n de su varianza [18, 21].
Esta variabilidad se ha tratado de diferentes formas por distintos autores. Vollmar et al.
[33] proponen el uso de un factor de escalado global para reducir el coeficiente de va-
riacio´n inter- e intra-ubicacio´n tras una parcelacio´n. De manera similar, en [34, 35] los
autores proponen el uso de pesos en los conjuntos de datos adquiridos en diferentes se-
siones y/o esca´neres basados en su variabilidad. En [36] los autores encontraron que los
efectos de la adquisicio´n en distintas ma´quinas con distinta intensidad de campo pueden
minimizarse con una correccio´n lineal aplicada a regiones especı´ficas. Pohl et al. [37]
proponen una armonizacio´n de las medidas para lidiar con el problema de la variabilidad
entre esca´neres. Su me´todo se basa en el uso de datos cruzados de humanos y phantoms.
Finalmente, una solucio´n alternativa al problema de la armonizacio´n de datos multi-fuente
es la representacio´n de la sen˜al de difusio´n en un espacio alternativo como, por ejemplo,
en una base de armo´nicos esfe´ricos (SH). Usando coeficientes de SH, Mirzaalian et al.
[38, 39] calculan un conjunto de caracterı´sticas rotacionalmente invariantes que puede
usarse para estimar un mapeo lineal entre la sen˜al adquirida en distintos esca´neres.
Como solucio´n, algunas de las metodologı´as alternativas propuestas para lograr me-
didas invariantes al proceso de adquisicio´n pueden ser:
1. Propuesta de nuevas medidas de difusio´n basadas en adquisiciones compatibles con
DT.
2. Propuesta de ca´lculo alternativo de medidas basadas en adquisiciones HARDI.
3. Armonizacio´n de datos adquiridos con distintos para´metros usando te´cnicas de
Aprendizaje Automa´tico.
Las dos soluciones anteriores se basan en la obtencio´n de medidas alternativas a las tra-
dicionalmente utilizadas en los estudios clı´nicos por los expertos me´dicos. Sin embargo,
muchas veces se prefiere el uso de medidas ma´s estandarizadas, como la FA o la MD,
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de las que se tiene cierta intuicio´n y en las que se basan la mayor parte de los estudios
clı´nicos. El problema de estas medidas, tal y como se comento´ anteriormente, es su va-
riabilidad cuando cambian los para´metros de adquisicio´n, tal y como se ha comentado
en mu´ltiples ocasiones a lo largo del documento. Esto limita su uso en bases de datos
adquiridas en distintos centros y por distintos grupos.
En el presente trabajo, nos vamos a centrar en la u´ltima solucio´n propuesta al proble-
ma es, armonizar los datos obtenidos en diferentes entornos: llevar datos con diferentes
para´metros de adquisicio´n a un marco de referencia comu´n. Esto presupone la existencia
de una funcio´n de transferencia entre conjuntos de datos. Para casos sencillos, algunos
autores ya han encontrado algunas funciones de transferencia mediante funciones lineales
[36] o mapeos lineales en el dominio de los SH [38, 39]. La fuente de variacio´n con la
que se va a probar es el nu´mero de direcciones de gradiente adquiridos.
Capı´tulo 3
Teorı´a
3.1 Resonancia de difusio´n
3.1.1 Principio fı´sico de la difusio´n
La difusio´n es el proceso fı´sico mediante el cual las partı´culas de materia se mueven
de manera aleatoria de un lugar a otro dentro de un medio debido a movimientos te´rmicos
moleculares, denominados movimientos brownianos [40]. Estos movimientos vienen des-
critos por la ley de Fick (3.1) de 1855, segu´n la cual, cuando existen diferencias locales
de soluto en una concentracio´n se origina un flujo irreversible de las mole´culas del soluto
desde las zonas de mayor concentracio´n a las de menor.
J = D · ∇c (3.1)






es el coeficiente de difusio´n que representa la facilidad con que el soluto se
mueve en el medio disolvente y∇c es el gradiente de concentracio´n.
Einstein demostro´ que el coeficiente de difusio´n es proporcional al cuadrado medio
de la distancia recorrida por las partı´culas (〈∆r2〉) dividido entre el tiempo transcurrido
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Cuando las mole´culas no tienen restricciones, la direccio´n del movimiento es alea-
toria y los desplazamientos de las mole´culas a lo largo del tiempo son descritos por una
distribucio´n gaussiana univariante. En este caso, se trata de difusio´n iso´tropa, y la des-
viacio´n tı´pica es la misma en todas las direcciones. Por el contrario, cuando la movilidad
de las mole´culas depende de la orientacio´n del medio se trata de difusio´n aniso´tropa. En
microestructuras como las fibras de la materia blanca el movimiento de las mole´culas se
ve limitado en ciertas direcciones.
En un medio aniso´tropo se necesita mayor informacio´n para describir el desplaza-
miento tirdimensional de las partı´culas que en un medio iso´tropo. Ası´, mientras que para
la difusio´n iso´tropa es suficiente con un para´metro D, para describir la difusio´n aniso´tropa
son necesarios ma´s para´metros independientes, seis si se describe la difusio´n como una
distribucio´n gaussiana multivariante.
3.1.2 Diffusion Weighted Imaging (DWI)
La resonancia de difusio´n es una variante de la resonancia magne´tica que aporta in-
formacio´n complementaria a las ima´genes de resonancia magne´tica convencionales. Se
basa en la deteccio´n del movimiento browniano de las mole´culas de agua en los tejidos
[41].
Dependiendo de la parte del cuerpo humano que se estudie, se puede buscar difusio´n
iso´tropa o aniso´tropa. En la materia blanca del cerebro, puesto que la movilidad de las
mole´culas de agua esta´ restringida por los axones, orientados a lo largo de las fibras, se
trata de difusio´n aniso´tropa, que sera´ mayor en la direccio´n de las fibras.
Para medir la difusio´n se utilizan gradientes de campo magne´tico para crear ima´genes
sensibilizadas a la difusio´n en una determinada direccio´n, denominadas DWI (Diffusion
Weighted Imaging). Se emplea la secuencia de imagen de Stejskal y Tanner [42] que aplica
un par de pulsos de gradiente bipolares despue´s de la excitacio´n y antes de la adquisicio´n
de los datos, de manera que se sensibiliza la imagen a la difusio´n de los protones de las
mole´culas de agua. El primero de los gradientes produce un cambio de la fase de magne-
tizacio´n. El segundo, invierte el cambio de fase, de manera que, para las mole´culas esta-
cionarias, ambos desfases se cancelan mutuamente. Sin embargo, aquellas mole´culas que
se han desplazado debido a movimientos brownianos durante el periodo de tiempo entre
ambos pulsos experimentan una diferencia de fase aleatoria. Debido a esta diferencia de
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fase, la sen˜al de eco de las mole´culas que se difunden se atenu´a. Por ello, en estas ima´ge-
nes las zonas con una difusio´n paralela al gradiente se muestran oscurecidas. A partir de
las ima´genes DWI, es posible calcular, mediante la ecuacio´n 3.4, un para´metro escalar de
difusio´n, el coeficiente de difusio´n aparente o ADC (Apparent Diffusion Coefficient) [43],
que depende de la direccio´n del gradiente empleado.
S = S0e
−bD (3.4)
En esta ecuacio´n, S es la intensidad medida tras aplicar el gradiente de difusio´n, S0 es
la intensidad de la sen˜al en ausencia del mismo y b es el factor de ponderacio´n de difusio´n
de LeBihan [44], que describe la secuencia de pulsos, la intensidad del gradiente y las








Donde γ es la relacio´n giromagne´tica del proto´n (42 MHz/Tesla), |g| es la fuerza de
los pulsos de gradiente, δ es la duracio´n de los pulsos, y ∆ es el tiempo entre los pulsos.
En tejidos fibrosos, la difusio´n del agua depende del a´ngulo entre el eje de la fibra y
el gradiente de campo magne´tico aplicado. Cuando el gradiente es paralelo a la fibra, la
difusio´n medida sera´ mayor que cuando es perpendicular. Dependiendo de la orientacio´n
relativa de los gradientes de difusio´n y de las fibras en la materia blanca, se pueden medir
distintos valores de ADC, pues el valor de ADC obtenido solo mostrara´ la difusio´n en
la direccio´n del gradiente aplicado. Para obtener una medida de la difusio´n que indique
tambie´n la direccio´n de la misma se emplean mu´ltiples gradientes, que permiten calcular
un coeficiente de difusio´n no escalar, el tensor de difusio´n D) [45].
3.1.3 Diffusion Tensor Imaging (DTI)
DTI es una modalidad de resonancia magne´tica de difusio´n que describe la difu-
sio´n del agua mediante un modelo gaussiano. Permite calcular a partir de la medida de
la difusio´n en distintas direcciones, para cada voxel del volumen, un tensor de segundo
orden. Adema´s, mediante esta te´cnica se pueden reconstruir, de manera no invasiva, las
trayectorias de las fibras de los tejidos. La magnitud medida en DTI es la difusividad o
coeficiente de difusio´n, es decir, el para´metro D de la ecuacio´n 3.1. Sin embargo, debido
a la heterogeneidad del tejido causada por las membranas de mielina de los axones y las
membranas celulares, las mole´culas de agua se difunden a lo largo de las fibras y la di-
fusio´n varı´a, por tanto, con la direccio´n. Es por ello que no sirve con un u´nico para´metro
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escalar para describir la difusio´n, sino que se necesita un tensor que describa la movili-
dad de las mole´culas a lo largo de cada direccio´n y la correlacio´n entre estas direcciones.
Para calcular el tensor de difusio´n, deben obtenerse ima´genes de difusio´n sensibilizadas
con distintas direcciones de gradiente. Para definir el vector se necesitan, al menos, seis
ima´genes sensibilizadas con distintos gradientes, ası´ como una imagen no sensibilizada a
la difusio´n.
Para caracterizar la difusio´n gaussiana en medios aniso´tropos, donde los desplaza-
mientos de las mole´culas no son iguales en todas direcciones, se emplean los tensores
de difusio´n. Un tensor de difusio´n D 3.6 es una matriz 3x3 sime´trica y definida positi-
va. Por esas caracterı´sticas, tiene tres autovectores ortogonales y otros tres autovalores
positivos. El mayor autovector indica la direccio´n principal de difusio´n. En los tejidos
fibrosos aniso´tropos tambie´n indica el eje de la fibra. Los tres autovalores ( λ1, λ2yλ3,
siendo λ1 ≥ λ2 ≥ λ3) indican la difusividad en la direccio´n de cada autovector.
D =
 Dxx Dxy DxzDyx Dyy Dyz
Dzx Dzy Dzz
 (3.6)
Donde Dij = Dji para j 6= i.
Para el ca´lculo de los tensores debe resolverse la ecuacio´n de Stejskal- Tanner para el
caso aniso´tropo (3.7) que describe co´mo la intensidad de la sen˜al en cada voxel disminuye
en presencia de difusio´n gaussiana [42]:
Sk = S0e
−bgˆTkDgˆk (3.7)
En esta ecuacio´n, S0 es la intensidad de la sen˜al en ausencia de un gradiente de di-
fusio´n. Sk es la intensidad medida tras aplicar el k-e´simo gradiente de difusio´n en la
direccio´n gˆk. gˆTkDgˆk representa el coeficiente de difusio´n en la direccio´n gˆk. Y b es el
factor de ponderacio´n de difusio´n de LeBihan, relacionado con la intensidad del gradiente
aplicado (ecuacio´n[?]).
Puesto que el tensor de difusio´n D es una matriz 3x3 sime´trica, tiene seis grados
de libertad. Por tanto, para estimar el tensor deben realizarse, al menos, siete medidas
diferentes, seis tomadas con diferentes direcciones de gradiente, ortogonales entre sı´, y
otra en ausencia de gradiente. Sin embargo, dado que las medidas obtenidas son bastan-
te ruidosas, suele utilizarse un nu´mero bastante mayor de gradientes para conseguir una
estimacio´n ma´s robusta. Resolviendo el sistema de ecuaciones resultante para cada vo´xel
se obtienen los vectores de difusio´n correspondientes. Dicho sistema se puede resolver de
distintas maneras. Aunque la ma´s habitual es mediante mı´nimos cuadrados, tambie´n se
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utilizan otras ma´s complejas como mı´nimos cuadrados ponderados o me´todos variaciona-
les, que resuelven ecuaciones de manera iterativa.
La difusio´n aniso´tropa puede describirse mediante elipsoides en los que los radios
representan la difusio´n en cada direccio´n [46]. Los ejes principales de estos elipsoides co-
rresponden con las direcciones del sistema de autovectores de los tensores. Cuanto menos
se parezca la forma del elipsoide a una esfera, mayor sera´ la anisotropı´a. El eje principal
del elipsoide corresponde con la direccio´n de mayor difusio´n e indica la orientacio´n del
eje de la fibra. Hay distintos factores que afectan a la forma de los elipsoides de difusio´n,
entre ellos la densidad de las fibras, el grado de mielinizacio´n, el dia´metro medio de las
fibras y la similitud de las direcciones de las fibras dentro de un vo´xel [47].
3.1.4 Medidas escalares
A partir de los tensores pueden calcularse diferentes medidas escalares, que propor-
cionan distinta informacio´n sobre la difusio´n o la anisotropı´a. Estas medidas resultan ma´s
sencillas de comparar, puesto que, al contrario que los tensores, no son matrices. Adema´s,
su visualizacio´n es menos compleja. Las principales medidas que se pueden obtener a
partir de los tensores de difusio´n son las siguientes:
Difusividad media (MD, Mean Diffusivity)
Es el valor medio de los autovalores del tensor y representa la cantidad de difusio´n en
cada vo´xel [1].
MD =







Es una medida equivalente a la MD. Se calcula como la suma de los elementos dia-
gonales del tensor, lo que equivale a la suma de los autovalores [46].
trace = Dxx +Dyy +Dzz = λ1 + λ2 + λ3 (3.9)
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Anisotropı´a fraccional (FA, Fractional Anisotropy)
Mide la fraccio´n de difusio´n que es aniso´tropa, es decir, la diferencia entre el elipsoide
que es el tensor y una esfera. Varı´a entre los valores 0 y 1, y puede obtenerse sin necesidad





(λ1 − λ2)2 + (λ2 − λ3)2 + (λ1 − λ3)2










Donde I es el tensor identidad.
Modo (Mode)
Mide la diferencia entre la anisotropı´a planar y lineal. Es una medida ortogonal a la
FA y esta´ referida a la asimetrı´a de los autovalores. Varı´a entre los valores -1 y 1 [48].
mode =
(−λ1 − λ2 + 2λ3) (2λ1 − λ2 − λ3) (−λ1 + 2λ2 − λ3)




3 − λ1λ2 − λ1λ3 − λ2λ3)3/2
(3.11)
Medida lineal (LM, Linear Measure)
Refleja la uniformidad de la direccio´n de las fibras dentro de un voxel, es decir, des-





Difusividad axial (AD, Axial Difusivity)
La difusividad axial, tambie´n llamada difusividad paralela, es igual al mayor de los
autovalores. Representa la difusividad paralela a las fibras [49].
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AD = λ1 (3.13)
Difusividad radial (RD, Radial Difusivity)
La difusividad radial, tambie´n llamada difusividad perpendicular, es igual a la media





A veces, la difusividad radial y la difusividad axial pueden estar normalizadas entre






3 para que su valor varı´e entre 0 y 1.
3.2 Aprendizaje Automa´tico
El Aprendizaje Automa´tico (Aprendizaje Automa´tico) es un subcampo de la inteli-
gencia artificial que posibilita que un ordenador pueda aprender a realizar una tarea sin
ser explı´citamente programado para ello:
((Se dice que un programa de ordenador aprende de la experiencia E con respecto a
una tarea T y una medida de rendimiento P, si su rendimiento en T, medido en P, mejora
con la experiencia E. Tom Mitchell, 1997))
Las aplicaciones tı´picas del Aprendizaje Automa´tico son:
Problemas para los que las soluciones existentes requieren mucha sintonizacio´n de
para´metros o una larga lista de reglas. Usando algoritmos de Aprendizaje Automa´ti-
co se puede a menudo simplificar el co´digo y conseguir un mejor rendimiento.
Problemas complejos para los que no hay ninguna solucio´n buena usando un enfo-
que tradicional, que con te´cnicas de Aprendizaje Automa´tico se resuelven.
Entornos cambiantes: estas te´cnicas se pueden adaptar de manera constante a cam-
bios en los datos, donde un programa tradicional falları´a.
Obtener informacio´n sobre problemas complejos y grandes cantidades de datos (mi-
nerı´a de datos)
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3.2.1 Bases
Existen tantos tipos de sistemas de Aprendizaje Automa´tico que resulta u´til clasifi-
carlos en grupos amplios [50]. Estos criterios no son exclusivos, se pueden combinar al
gusto a la hora de desarrollar un solucio´n. Segu´n las funcionalidades que se pretendan o
el caso particular se usara´n unos u otros.
Si se entrenan o no con supervisio´n humana: (supervisado, no supervisado o´ refor-
zado).
En el aprendizaje supervisado, los datos de entrenamiento con los que se alimenta
el sistema incluye las soluciones deseadas, en forma de etiquetas. Dos tareas que
se pueden llevar a cabo con un sistema de este tipo son clasificacio´n (decidir en
funcio´n de la entrada un grupo determinado) o regresio´n (asignar un valor dado un
conjunto de caracterı´sticas que se extraen de los datos). Para entrenar estos sistemas,
es necesario contar con muchos ejemplos de datos, de tal manera que los modelos
puedan aprender a generalizar con datos desconocidos posteriormente. Este es el
caso que se va a dar en este trabajo.
En el aprendizaje supervisado, los datos no esta´n etiquetados. El sistema trata de
aprender sin informacio´n explı´cita de las salidas, por lo que, lo que se busca tı´pica-
mente es estructuracio´n y organizacio´n de datos, deteccio´n de anomalı´as, agrupa-
miento de los datos en categorı´as o bu´squeda de patrones o relaciones entre datos.
Una tarea relacionada es la reduccio´n de dimensionalidad, en la que el objetivo es
simplificar los datos sin perder demasiada informacio´n. Una manera de llevar esto
a cabo es combinar distintas caracterı´sticas correladas en una.
El aprendizaje reforzado es relativamente distinto a los otros casos. El sistema que
aprende recibe el nombre de agente, y puede observar su entorno, elegir de entre
un conjunto de acciones y llevar a cabo acciones que a cambio dan recompensas
o penalizaciones. Debe aprender por si mismo cua´l es la mejor estrategia a seguir
para maximizar las recompensas a lo largo del tiempo
Si pueden aprender de manera incremental durante su uso (entrenamiento por lotes
o entrenamiento online)
En el aprendizaje por lotes el sistema no puede aprender de manera incremental,
tiene que ser entrenado usando todos los datos disponibles. Esto normalmente lleva
mucho tiempo y necesita de gran cantidad de recursos computacionales, de tal ma-
nera que se hace offline. Se entrena un sistema primero y luego se lanza a produccio´n
sin que ya aprenda nada ma´s, se limita a aplicar lo aprendido en el entrenamiento.
Si se quiere actualizar un sistema por lotes con nuevos datos, debe de reentrenarse
y sustituir la nueva versio´n por la antigua.
El aprendizaje online consiste en entrenar al sistema de manera incremental, ali-
mentando con datos de manera secuencial. individualmente o en grupos pequen˜os.
Cada paso del aprendizaje es ra´pido y barato (computacionalmente hablando), ası´
que el sistema aprende de los nuevos datos segu´n llegan. Este mecanismo es u´til
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para sistemas en los que los datos llegan como un flujo continuo y se necesita adap-
tacio´n inmediata a los mismos. Tambie´n es buena opcio´n para casos en los que los
recursos de computacio´n son limitados: los datos, tras pasar por el sistema, se des-
cartan, ya han cumplido su funcio´n. Si los datos son demasiado grandes y no caben
en la memoria de la ma´quina todos a la vez, esta solucio´n tambie´n es aplicable para
entrenar lote a lote mientras se va cargando en memoria. La caracterı´stica ma´s im-
portante de estos sistemas es el para´metro conocido como tasa de aprendizaje (λ),
el cua´l especı´fica como de ra´pido se debe de adaptar a cambios en los datos. Con
una tasa alta, la adaptacio´n es ra´pida pero el sistema tiende a olvidarse de datos an-
tiguos, y con una baja la reaccio´n es mas lenta pero tiene ma´s memoria y es menos
sensible al ruido o a datos no representativos.
La manera de generalizar del sistema: si funcionan simplemente comparando puntos
nuevos con puntos conocidos o detectan patrones en los datos de entrenamiento y
construyen un modelo predictivo (aprendizaje basado en instancias o aprendizaje
basado en modelos)
El aprendizaje basado en instancias utiliza medidas de similaridad para llegar a sus
soluciones. Aprende de los ejemplos que tenga disponibles y trata de generalizar
a nuevos datos usando estas me´tricas aprendidas. Otra manera de generalizar es la
creacio´n de un modelo basado en los ejemplos y usarlo para crear predicciones.
Usando funciones de coste que evalu´an como de acertado es un modelo, se trata
de minimizar dicha funcio´n para encontrar el ma´s adecuado. El proceso tı´pico para
desarrollar un sistema de Aprendizaje Automa´tico es el siguiente:
Figura 3.1: Sistema de Aprendizaje automa´tico que generaliza a partir de
ejemplos aprendidos.
• Se estudian los datos.
• Se elige un modelo apropiado.
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Figura 3.2: Sistema de Aprendizaje automa´tico que genera un modelo para
llevar a cada predicciones.
• Se entrena con los datos de entrenamiento
• Se aplica el modelo en datos nuevos (conjunto de test) y se evaluan las nuevas
predicciones
• Si los resultados no convencen, se vuelve a empezar, eligiendo otros modelos
(otros algoritmos, cambio de para´metros, preprocesado de los datos...)
En su estado actual, los modelos de Aprendizaje Automa´tico tienen una serie de des-
perfectos o problemas que puede limitar su utilidad.
Cantidad de datos insuficiente: incluso para problemas sencillos, se necesitan gran
cantidad y variedad de ejemplos, sin estos, no se puede lograr un sistema que gene-
ralice bien.
Datos de poca calidad: La cantidad no es suficiente, es crucial que los datos adema´s
sean de calidad. Hay que cuidar los datos con los que se alimenta un sistema, un
conjunto de datos no representativo no generalizara´ correctamente. La preparacio´n
de los datos es una tarea clave: eliminar outliers, descartar los incorrectos, arreglar
errores en los datos o rellenar caracterı´sticas que vengan vacı´as.
Datos no representativos: Es obvio, pero los datos de entrenamiento tienen que ser
de una naturaleza similar a la que se va a enfrentar el sistema en la realidad. Si se
entrena con datos no representativos, se puede obtener un modelo muy bueno en ese
entorno y luego fracasar en el entorno de produccio´n. Hay que asegurar que tenemos
suficientes ejemplos representativos de los casos en los que queremos generalizar.
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Caracterı´sticas irrelevantes: El sistema sera´ capaz de aprender siempre y cuando de
entre los datos de entrada encuentre informacio´n relevante. Cuanto menor sea el
porcentaje de informacio´n u´til, ma´s se complica la tarea de extraer caracterı´sticas y
el sistema sera´ menos capaz de aprender. Mediante la ingenierı´a de caracterı´sticas,
se lleva a cabo tareas de seleccio´n, extraccio´n y creacio´n de caracterı´sticas para
minimizar el problema.
Sobreajustar o subajustar los datos: Un modelo sobreajusta si funciona muy bien
en los datos de entrenamiento, pero no es capaz de generalizar bien. Normalmente
este problema viene a raı´z de elegir un modelo demasiado complejo para los datos
que tenemos, que extrae informacio´n de donde no la hay y puede detectar patrones
hasta en el ruido. Si se aplica un modelo ma´s complejo que los datos, se puede re-
gularizar el modelo para hacerlo ma´s simple proponiendo restricciones adicionales.
Por el contrario, un modelo que subajusta es un modelo demasiado simple para la
estructura que subyace en los datos. La realidad es ma´s compleja que la que inter-
preta el modelo, luego esta´ destinado a fallar en sus predicciones. Las soluciones
pasan por usar modelos ma´s complejos o alimentar el modelo con caracterı´sticas de
ma´s calidad.
Figura 3.3: Ejemplos gra´ficos de modelos subajustados o sobreajustado
frente a un modelo equilibrado.
A la hora de desarrollar un modelo y saber co´mo de bien generaliza la u´nica manera es
probarlo en casos nuevos. Pero sin validarlo no podemos llevarlo a un entorno productivo.
Por eso, para asegurarse de que un modelo funciona adecuadamente, los datos disponibles
se dividen en dos conjuntos: uno de entrenamiento y otro de test. El modelo se entrena
usando el conjunto de entrenamiento. El error en casos nuevos se conoce como el error
de generalizacio´n, y se estima probando dicho modelo en los casos de test. Ası´ podemos
saber co´mo va a funcionar el modelo con datos que no ha visto antes. Si el error de
entrenamiento es bajo, pero el de generalizacio´n aumenta mucho, estamos cometiendo
sobreajuste en el modelo. Es comu´n usar el 80 % de los datos para entrenar y el 20 % para
realizar pruebas. El error de generalizacio´n es tambie´n la herramienta que nos permite
comparar entre distintos modelos o algoritmos o ajustar ciertos para´metros de los mismos.
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3.2.2 Algoritmos
En este apartado se van a explicar brevemente los algoritmos de Aprendizaje Au-
toma´tico con los que se va a trabajar en el presente trabajo:
Regresio´n lineal
Un modelo lineal hace predicciones calculando una suma ponderada de las carac-
terı´sticas de entrada ma´s una constante:
yˆ = θ0 + θ1x1 + θ2x2 + · · ·+ θnxn (3.15)
yˆ es la prediccio´n, n el nu´mero de caracterı´sticas, xi es la caracterı´stica i y θn el
para´metro n (incluyendo los pesos y la constante (n=0)). Se puede escribir de manera ma´s
concisa en su forma vectorial:
yˆ = hθ(x) = θ
T · x (3.16)
θ es el vector de para´metros y θT su traspuesto, x es el vector de caracterı´sticas y
hθ es la funcio´n hipo´tesis del modelo usando los para´metros θ . Como medida de rendi-
miento se utiliza el RMSE (Root Mean Square Error). Para entrenar la regresio´n lineal,
es necesario encontrar los valores de θ que minimizan el RMSE. En la pra´ctica es ma´s
sencillo minimizaer el MSE (Mean Square Error) y lleva al mismo resultado. El MSE de







θT · x(i) − y(i))2 (3.17)
Para encontrar el valor θ que minimiza la funcio´n de coste, hay una solucio´n cerrada,




y es el vector de los valores objetivo y θˆ es el valor de θ que minimiza la funcio´n de
coste.
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Regresio´n de Ridge
La regresio´n de Ridge (tambie´n llamada regularizacio´n de Tikhonov) es un tipo de
regresio´n lineal regularizada. Se an˜ade un te´rmino a la funcio´n de coste que fuerza al
algoritmo a no solo ajustar los datos sino adema´s a mantener los pesos lo ma´s pequen˜os
posibles. El te´rmino de regularizacio´n so´lo se debe an˜adir a la funcio´n de coste durante
la etapa de entrenamiento. Posteriormente al entrenamiento, se evalu´a el rendimiento sin
dicho te´rmino.






El hiperpara´metro α controla cuanta regularizacio´n se aplica. Si es 0, tenemos el mo-
delo de regresio´n lineal, y si es muy grande, todos los pesos se acercan a cero y el resultado
es una lı´nea recta que pasa por la media de los datos. La constante de la regresio´n no se
regulariza. Si se define w como el vector de pesos (θ1 hasta θn), entonces el para´metro de




XT ·X+ αA)−1 ·XT · y (3.20)
K vecinos ma´s pro´ximos
Este algoritmo es un me´todo que se puede aplicar a clasificacio´n o regresio´n. En am-
bos casos, las entradas son instancias de entrenamiento del espacio de caracterı´sticas, y la
salida depende de si hacemos clasificacio´n (la salida se decide por votacio´n de mayorı´a de
los k vecinos ma´s pro´ximos) o regresio´n (se hace la media de los valores de los vecinos
cercanos). Se an˜ade pesos a las contribuciones de los vecinos en funcio´n de su cercanı´a,
siendo estos pesos inversamente proporcionales a la distancia. Este algoritmo es un ejem-
plo de aprendizaje basado en instancias, donde la funcio´n se aproxima so´lo localmente y
la computacio´n se pospone hasta la etapa de clasificacio´n o regresio´n.
A´rboles de decisio´n
Los a´rboles de decisio´n son algoritmos versa´tiles que pueden realizar tareas tanto de
clasificacio´n como de regresio´n. Son componentes fundamentales de los Random Forest,
que esta´ entre los algoritmos ma´s potentes de Aprendizaje Automa´tico. Nos centraremos
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en los a´rboles de regresio´n, por ser los que aplican en el presente trabajo. Son muy simi-
lares a los de clasificacio´n. Se muestra un ejemplo en 3.4. Para realizar una prediccio´n,
se recorre el a´rbol siguiendo las condiciones y se llega a un valor dado. Ese valor es el
resultado de calcular el valor medio de todas las instancias de entrenamiento que esta´n
asociadas a ese nodo. La profundidad del a´rbol es el ma´ximo nu´mero de pasos que se
pueden dar desde el inicio y es un hiperpara´metro del sistema.
Figura 3.4: Ejemplo de a´rbol de decisio´n para regresio´n.
Para calcular el a´rbol, se implemente el algoritmo CART (Classification and Regres-
sion Tree), que intenta dividir el conjunto de entrenamiento de manera que se minimiza el
MSE.




















Los a´rboles son propensos al sobreajuste, de manera que siempre se suele aplicar
regularizacio´n. Algunas de las limitaciones que presentan son una tendencia hacia las
fronteras de decisio´n ortogonales, lo que los hace sensibles a rotaciones en los datos, son
sensibles a pequen˜as variaciones en los datos.
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Random Forest
Random Forest puede limitar esta´s inestabilidades que presentan los a´rboles de deci-
sio´n mediante el promedio de las predicciones sobre muchos a´rboles distintos. El para´me-
tro principal del algoritmo es el nu´mero de a´rboles. Segu´n crecen los a´rboles se introduce
aleatoriedad adicional, en lugar de buscar la mejor caracterı´stica, cuando se divide un
nodo, busca la mejor caracterı´stica pero dentro de un subconjunto aleatorio de carac-
terı´sticas. Esto resulta en una mayor diversidad, que intercambia un sesgo mayor por una
varianza mejor, lo que generalmente suele proporcionar un modelo mejor.
Figura 3.5: Arquitectura de Random Forest para prediccio´n
Si adema´s se usa en cada nodo umbrales aleatorios para cada caracterı´stica en lugar
de buscar los mejor posibles, tenemos un Extremely Randomized Trees o Extra-Trees, que
de nuevo aumenta el sesgo para reducir au´n ma´s la varianza. Adema´s, se entrenan ma´s
ra´pido que Random Forest ya que la bu´squeda de esos umbrales es una de las tareas que
ma´s tiempo consume del entrenamiento.
Es difı´cil predecir si funcionara´ mejor uno u otro, la mejor manera de averiguarlo es
probar ambos y realizar validacio´n cruzada para compararlos.
En un a´rbol de decisio´n, las caracterı´sticas ma´s importantes es ma´s probable que
aparezcan al principio del a´rbol (raı´z), y las menos importantes al final (hojas) o que
directamente no aparezcan. Se puede calcular el valor nume´rico de esta importancia de
cada caracterı´stica, lo cua´l resulta muy pra´ctico para realizar seleccio´n de caracterı´sticas.
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3.3 Redes neuronales
Las redes neuronales o ANN (Artificial Neural Network) son el nu´cleo del Deep
Learning. Son versa´tiles, potentes y escalables, hacie´ndolas ideales para atacar proble-
mas grande y altamente complejos de Aprendizaje Automa´tico. Una de las ma´s simples
arquitecturas de ANN es el perceptron, compuesta de LTUs (Linear Threshold Unit), el
cua´l sirve para explicar el funcionamiento de la red. Las entradas y salidas son nu´meros,
y cada conexio´n de entrada se asigna junto a un peso. Se computa la suma de las entra-
das y se aplica sobre ella una funcio´n escalonada (3.23, 3.24), proporcionando la salida
hw(x) = step (w
t · x)
Figura 3.6: Arquitectura de una LTU
heaviside (z) =
{
0 if z < 0
1 if z ≥ 0 (3.23)
sgn(z) =

−1 if z < 0
0 if z = 0
+1 if z > 0
(3.24)
El perceptron se compone de una capa de LTUs, en el que cada neurona (LTU) esta´
conectada a todas las entradas. Las conexiones se reprensentan usando neuronas de en-
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trada (input) cuya salida es el mismo valor que tienen en la entrada. Adema´s, se an˜ade
una neurona de te´rmino constante que siempre proporciona un 1 a su salida. En la imagen
3.7 se puede ver un ejemplo de perceptron. Entrenar el perceptron conlleva encontrar los
pesos adecuados para las LTUs.
Figura 3.7: perceptron con 2 entradas y 3 salidas
Un MLP o´ Multi-Layer Perceptron se compone de una capa de entrada, una o ma´s
LTUs en el medio, que reciben el nombre de capas ocultas, y una capa de salida de LTU.
Cada capa posee una neurona de te´rmino constante y esta´ conectada en su totalidad con
la siguiente. Si una red neuronal tiene dos o ma´s capas ocultas, recibe el nombre de DNN
(Deep Neural Network).
Para entrenarlas, se utiliza una te´cnica llamada backpropagation y gradientes descen-
dentes. Para cada instancia de entrenamiento, el algoritmo alimenta la red con los datos y
calcula la salida de cada neurona. Se mide entonces el error de la red, y se calcula cua´nto
ha aportado cada neurona de la capa oculta anterior a dicho error. Recursivamente, se
realiza para cada capa oculta hasta llegar a la entrada. Al llegar de nuevo a la entrada, se
realiza un paso del algoritmo de gradiente descendente en todos los pesos de la red usando
los gradientes del error calculados, lo cual hace variar los pesos, cambiando la prediccio´n
para realizar una nueva instancia de entrenamiento.
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El gradiente descendente es un algoritmo de optimizacio´n usado ampliamente para
entrenar variedad de modelos de Aprendizaje Automa´tico. La idea que subyace es la de
retocar iterativamente para´metros del sistema para minimizar una funcio´n de coste. Si
definimos el vector de para´metros como θ, el algoritmo mide la direccio´n de la funcio´n de
error con respecto a θ, y modifica los para´metros para seguir el gradiente en su direccio´n
descendente. Cuando el gradiente es 0, llegamos a un mı´nimo y hemos optimizado la
funcio´n. Para empezar, es tı´pico que θ se inicialice con valores aleatorios, y el algoritmo
mejora paso a paso hasta converger en un mı´nimo. Un para´metro vital del algoritmo es
la tasa de aprendizaje, que determina el taman˜o de los pasos, y puede determinar si el
algoritmo converge o no y su velocidad de convergencia. Si es alto, convergera´ ma´s ra´pido,
pero si lo es demasiado, es posible que los pasos sean demasiado grandes para encontrar
el mı´nimo y acabe divergiendo.
Figura 3.8: Gradiente descendente
Para que este algoritmo funcione, se retoca la arquitectura del MLP, sustituyendo la
funcio´n escalonada con una en la que haya gradientes con los que trabajar (las propues-
tas previamente no tenı´an derivada). Tres funciones que se suelen utilizar son la funcio´n
logı´stica 3.25., la tangente hiperbo´lica 3.26. y la ReLU 3.27 (REctified Linear Unit). Se
muestran en la figura 3.10. La funcio´n logı´stica se implementa porque es derivable en
todo su dominio mientras que la hiperbo´lica ofrece la ventaja de ir entre -1 y 1, en lugar
de 0 y 1, lo cual tiende a hacer la salida de cada capa ma´s o menos normalizada (centrada
alrededor del 0) al inicio del entrenamiento, lo que a menudo permite mejorar la conver-
gencia. La ReLU es continua pero no es diferenciable en z = 0, que a priori puede parecer
ilo´gico ya que puede hacer rebotar al gradiente, pero en la pra´ctica funciona muy bien, es
sencilla de computar, y el hecho de que no tenga un valor ma´ximo ayuda a reducir algunos
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f(x) = ma´x(0, x) (3.27)
Figura 3.9: MLP de 2 entradas, 1 capa oculta y 3 salidas
Las redes convolucionales o´ CNN (Convolutional Neural Networks) nacen a partir
de las redes neuronales, con la idea de imitar la manera en la que funciona el co´rtex
visual. Dentro del co´rtex, muchas neuronas tienen un pequen˜o campo receptivo local, lo
que significa que so´lo reaccionan ante estı´mulos en una regio´n limitada del campo visual.
Estos campos pueden solaparse, y en conjunto cubren todo el campo de visio´n. Adema´s,
algunas neuronas reaccionan so´lo a lı´neas horizontales, mientras que otras reaccionan a
distintas orientaciones. Adema´s, existen neuronas con campos receptivos ma´s grandes que
reaccionan a patrones ma´s complejos, lo que lleva a la idea de que estas neuronas de alto
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Figura 3.10: Funciones de activacio´n y sus derivadas
nivel se basan en las salidas de sus vecinas de bajo nivel. Imitando esta arquitectura, las
CNN son capaces de detectar todo tipo de patrones complejos en el a´rea de imagen.
Adema´s de los bloques ya vistos, co´mo las redes conectadas y las funciones de acti-
vacio´n, las CNN incorporan dos nuevos bloques, que son las capas convolucionales y las
capas de pooling.
En las CNN, las neuronas de las primeras capas no esta´n conectadas a cada pı´xel de
la imagen, si no que cada una se centrara´ en una pequen˜a parte de la imagen. Las
neuronas de la siguiente capa estara´n conectadas so´lo a neuronas de la primera que
este´n localizadas en un pequen˜o recta´ngulo de la imagen. Este tipo de arquitectura
permite a la red concentrarse inicialmente en caracterı´sticas de bajo nivel para ir
componiendo gradualmente caracterı´sticas de alto nivel (3.11). Los pesos de cada
neurona se pueden representar como una imagen del taman˜o de su campo receptivo.
Estos pesos se conocen co´mo filtros o nu´cleos (kernels) de convolucio´n. En funcio´n
de estos pesos, las neuronas se centrara´n en unos u otros aspectos de la imagen, por
ejemplo en orientaciones espaciales. De este modo, una capa entera de neuronas y
sus distintos filtros, generara´n un mapa de caracterı´sticas. El entrenamiento de las
CNN consiste en encontrar los pesos adecuados para estos filtros y a combinarlos
para encontrar patrones complejos en los datos y adaptar la entrada y la salida de la
red.
Las capas de pooling tienen el objetivo de submuestrar las ima´genes de entrada pa-
ra reducir la carga computacional, el uso de memoria y el nu´mero de para´metros.
Adema´s, la reduccio´n de la imagen inicial tambie´n hace la red tolerante a rotaciones
o giros en la imagen. Estas capas funcionan de manera parecida a las convolucio-
nales, tomando como entrada solo un entorno local de la imagen, pero en lugar de
tener pesos, se limita a agregar las entradas, normalmente realizando un ma´ximo
(la ma´s tı´pica) o una media de las mismas. Esta capa resulta destructiva, eliminado
gran parte de los valores de entrada.
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La arquitectura que proponen las CNN consta tı´picamente de una capa convolucional
y una de activacio´n (ReLU), seguidas de una de pooling. Este proceso se repite varias
veces, en los que la imagen de entrada se vuelve cada vez ma´s pequen˜a y se recogen
mapas de caracterı´sticas. Al final, se une con una red neuronal tı´pica y se fuerza un tipo
de salida. Habitualmente se utiliza una capa de clasificacio´n que estima las probabilidades
de pertenencia a una clase cualquiera llamada softmax.
Figura 3.11: Capas de una CNN con campos receptivos locales




4.1 Planteamiento del problema
Como primera aproximacio´n a la armonizacio´n, se plantea realizar un ana´lisis de
distintas te´cnicas y algoritmos tı´picos de Aprendizaje Automa´tico. La funcio´n principal
de este experimento es de toma de contacto: queremos familiarizarnos con la naturaleza
y con la estructura de los datos y de las ima´genes con las que vamos a trabajar. Partimos
de las DWI, y se van a analizar que tipos de medidas podemos mapear: DTI (tensores,
autovalores..) o medidas tales como FA o MD. A priori nos interesa la FA por dos razones:
su uso en estudios clı´nicos, y su dimensionalidad, que podrı´a simplificar la complejidad
de la solucio´n. Los datos con los que se realiza la prueba sera´n datos pseudo sinte´ticos (ya
que en el momento del desarrollo no se disponı´a au´n de datos reales), por lo que cualquier
resultado habrı´a de confirmarse posteriormente en casos reales.
Asimismo, queremos ver co´mo se comportan distintos algoritmos y modelos con estos
datos, y en caso de obtener resultados positivos, cua´les de ellos resultan ma´s adecuados o
mejor orientados al problema. Los algoritmos que se van a probar son los siguientes:
1. Vecino ma´s cercano (K-nn)
2. Random forest
3. Extremely randomized trees
4. Regresio´n de Ridge
5. Regresio´n lineal
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4.2 Datos
Se realiza un estudio previo con el phantom realista de difusio´n generado a partir de
datos reales propuesto en [51, 52]. La finalidad del uso de este phantom es poder comparar
resultados con un golden standard y poder generar distintos conjuntos de para´metros a
voluntad. El volumen original presenta un volumen 256 x 256 x 81 con 51 direcciones de
gradiente, b=1200 y libre de ruido. Permite generar volu´menes de difusio´n con diferente
nu´mero de gradientes, valores de b (cercanos al original) y distintos niveles de SNR.
Asumiremos un modelo de ruido Rician estacionario [53] con un nivel realista (σ =
2 para un baseline con valores entre [0-255]. Para el experimento se mantendra´ un solo
valor de b y dos conjuntos de gradientes, 51 y 31. Como medida escalar a analizar se
considerara´ la FA (que se sabe que es muy dependiente con el nu´mero de gradientes).
Se genera una ma´scara de la sustancia blanca, para utilizar u´nicamente esos puntos en el
entrenamiento de los distintos regresores. Para ilustrar los resultados se mostrara´ un corte
central del volumen (corte 36).
En la figura 4.1 se muestra la FA calculada con 31 gradientes frente a la FA calculada
con 51 gradientes. Tal y como se esperaba, hay una caı´da de los valores de FA cuando
aumenta el nu´mero de direcciones consideradas. En la figura 4.2 se muestra el error abso-
luto entre ambas salidas. En algunos casos pasa del 40 %, claramente mucho mayor que
las variaciones que habitualmente se buscan en los estudios clı´nicos. Sin embargo, este
error no es lineal: no afecta de la misma manera a todos los valores de FA. Depende de la
posicio´n en el cerebro, del nivel de FA, etc. Si representamos en una gra´fica la FA de 31
frente a la de 51 gradientes, (figura 4.3), lo que podemos ver es una dispersio´n de valores,
pero no aparece un funcio´n de transferencia clara.
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Figura 4.1: Anisotropı´a fraccional (FA) de un corte central del phantom
realista de difusio´n. Izquierda: FA calculada con 31 gradientes. Derecha: FA
calculada con 51 gradientes.
Figura 4.2: Diferencia entre FA de 51 y de 31 gradientes de la figura 4.1
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Figura 4.3: Scatter plot de la FA en los vo´xels de la sustancia blanca
(phantom) calculada con 31 gradientres frente a 51 gradientes, usando los
datos de la figura 4.1
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4.3 Procedimiento
El proceso de entrenamiento va a ser el siguiente: se consideran 80 de los 81 cortes
disponibles para realizar el entrenamiento de los distintos regresores. Dejaremos fuera
el corte 36 que, posteriormente se usara´ como conjunto de datos de test. Respecto a las
entradas (X) y salidas (Y) del sistema, existen las siguientes opciones (en todos los casos
se busca relacio´n vo´xel a vo´xel, sin considerar estructura local. n1 y n2 son dos nu´meros
de gradientes distintos):
Figura 4.4: Puntos en los que un t-test detecta diferencias significativas entre
la FA de 51 y 31 gradientes para p < 0, 01
1. FA de entrada a FA de salida
X = FAn1 Y = FAn2 1 entrada y 1 salida
2. Autovalores de entrada a FA de salida
X = autovaloresn1 Y = FAn2 3 entradas y 1 salida
38 CAPI´TULO 4. ARMONIZACIO´N USANDO APRENDIZAJE AUTOMA´TICO
3. Autovalores de entrada a autovalores de salida
X = autovaloresn1 Y = autovaloresn2 3 entradas y 3 salidas
4. FA/Autovalores con informacio´n de vecinos (se an˜ade algo de estructura local)
X = FAsn1 Y = FAsn2 9 entradas y 1 salida
X = autovaloresn1 Y= FA n2 27 entradas y 1 salida
5. Otras posibilidades serı´an usar los DWIs o los DTIs enteros u otros ca´lculos a partir
de las DTIs: MD, RA, AD, etc.
Para el presente estudio se han considerado solo las 3 primeras opciones Para validar
los resultados se consideran 50 repeticiones del mismo experimento (con distintas realiza-
ciones de ruido). Se armonizan las medidas sobre el corte 36 usando el regresor estimado
con los otros 80 cortes y se realiza un T-test con un p valor de p = 0,01 punto a pun-
to sobre las 50 realizaciones. De este modo, esperamos generar un mapa de diferencias
significativas entre la FA generada por distinto nu´mero de gradientes. Como medida de
error se considerara´ el tanto por ciento de los puntos en los que el test detecta diferencias
significativas. A modo de ejemplo, en la figura 4.4 se muestra el error inicial: los puntos
con diferencias significativas para los datos sin armonizar, considerando la FA de 31 y de
51 gradientes. El 41 % de los puntos de la sustancia blanca presenta diferencias.
4.4 Resultados
En todos los casos se compara el resultado de armonizar 31 con 51 (se armoniza el
conjunto de 31 gradientes, generando una salida similar a 51, que llamaremos 5̂1 y de
51 con 31 (se armoniza el conjunto de 51 gradientes, generando una salida similar a 31,
que llamaremos 3̂1). En todos los casos ha funcionado mejor el primer caso, por lo que, a
modo de ilustracio´n, solo se mostrara´n resultados visuales de ese caso.
1. Entrada: FA - Salida: FA. Los resultados nume´ricos esta´n recogidos en la tabla
4.3. En la figura 4.5 se muestra la comparativa entre la FA original (51 gradientes)
y las diferentes estimaciones generadas a partir de la sen˜al de 31 gradientes. Los
mapas de los p-valores se recogen en la figura 4.6. Los scatter plot entre la sen˜al
original y el mapeo esta´n recogidos en la figura 4.7. LAs salidas muestran un cierto
suavizado que elimina el ruido presente en la imagen.
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FA→ FA
REGRESOR Error 31→ 51 Error 31→ 5̂1 Error 31→ 3̂1
Knn 0.413 0.128 0.495
Random Forest 0.413 0.154 0.475
X-Tree 0.413 0.164 0.483
Ridge 0.413 0.106 0.540
Lineal 0.413 0.107 0.546
Cuadro 4.1: Error entre los dos conjuntos de datos usando diferentes
regresores. Mapeo de FA de entrada en FA de salida.
Eigenvalues→ FA
REGRESOR Error 31→ 51 Error 31→ 5̂1 Error 31→ 3̂1
Knn 0.413 0.119 0.298
Random Forest 0.413 0.132 0.362
X-Tree 0.413 0.115 0.298
Ridge 0.413 0.155 0.395
Lineal 0.413 0.124 0.356
Cuadro 4.2: Error entre los dos conjuntos de datos usando diferentes
regresores. Mapeo de FA de entrada en FA de salida.
2. Entrada: Autovalores - Salida: FA. Los resultados nume´ricos esta´n recogidos en
la Tabla 5.2. En la figura 4.8 se muestra la comparativa entre la FA original (51 gra-
dientes) y las diferentes estimaciones generadas a partir de la sen˜al de 31 gradientes.
Los mapas de los p-valores se recogen en la figura 4.9. Los scatter plot entre la sen˜al
original y el mapeo esta´n recogidos en la figura 4.10
3. Entrada: Autovalores - Salida: autovalores. Los resultados nume´ricos esta´n re-
cogidos en la Tabla 5.2. En la figura 4.11 se muestra la comparativa entre la FA
original (51 gradientes) y las diferentes estimaciones generadas a partir de la sen˜al
de 31 gradientes. Los mapas de los p-valores se recogen en la figura 4.12. Los scat-
ter plot entre la sen˜al original y el mapeo esta´n recogidos en la figura 4.13
En resumen, los mejores resultados para cada me´todo son los siguientes:
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Figura 4.5: Comparacio´n entre la FA original (51 gradientes) y las diferentes
estimaciones generadas a partir de la sen˜al de 31 gradientes. De izquierda a
derecha y de arriba a abajo: (1) Original; (2) X-tree; (3) K-nn; (4) Lineal; (5)
Random Forest; (6) Ridge. (Caso FA→ FA).
Eigenvalues→ Eigenvalues
REGRESOR Error 31→ 51 Error 31→ 5̂1 Error 31→ 3̂1
Knn 0.413 0.123 0.298
Random Forest 0.413 0.172 0.385
X-Tree 0.413 0.166 0.376
Ridge 0.413 0.151 0.372
Lineal 0.413 0.109 0.302
Cuadro 4.3: Error entre los dos conjuntos de datos usando diferentes
regresores. Mapeo de FA de entrada en FA de salida.
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Figura 4.6: Puntos en los que un t-test detecta diferencias significativas entre
la FA de 51 y la estimada a partir de 31 gradientes para p < 0, 01. (Caso FA
→ FA).
Figura 4.7: Scatter plot de la FA en los vo´xels de la sustancia blanca
(phantom) calculada con 31 gradientes frente a 51 gradientes (azul) y 51
frente a 51 estimada (naranja). (Caso FA→ FA).
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Figura 4.8: Comparacio´n entre la FA original (51 gradientes) y las diferentes
estimaciones generadas a partir de la sen˜al de 31 gradientes. De izquierda a
derecha y de arriba a abajo: (1) Original; (2) X-tree; (3) K-nn; (4) Lineal; (5)
Random Forest; (6) Ridge. (Caso autovalores→ FA).
Figura 4.9: Puntos en los que un t-test detecta diferencias significativas entre
la FA de 51 y la estimada a partir de 31 gradientes para p < 0, 01. (Caso
autovalores→ FA).
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Figura 4.10: Scatter plot de la FA en los vo´xels de la sustancia blanca
(phantom) calculada con 31 gradientes frente a 51 gradientes (azul) y 51
frente a 51 estimada (naranja). (Caso autovalores→ FA).
Figura 4.11: Comparacio´n entre la FA original (51 gradientes) y las
diferentes estimaciones generadas a partir de la sen˜al de 31 gradientes. De
izquierda a derecha y de arriba a abajo: (1) Original; (2) X-tree; (3) K-nn; (4)
Lineal; (5) Random Forest; (6) Ridge. (Caso autovalores→ autovalores).
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Figura 4.12: Puntos en los que un t-test detecta diferencias significativas
entre la FA de 51 y la estimada a partir de 31 gradientes para p < 0, 01.
(Caso autovalores→autovalores).
Figura 4.13: Scatter plot de la FA en los vo´xels de la sustancia blanca
(phantom) calculada con 31 gradientes frente a 51 gradientes (azul) y 51
frente a 51 estimada (naranja). (Caso autovalores→ autovalores).
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4.5 Conclusiones
Esta primera toma de contacto nos permite obtener alguna aclaracio´n sobre como
proseguir. En primer lugar, de los me´todos propuestos, el que parece funcionar ma´s razo-
nadamente en todos los casos generando ima´genes con una estructurada razonadamente
similar es el de realizar mapeos de FA a FA. Las conclusiones que obtenemos es que la FA
parece mantener suficiente informacio´n para que sea viable realizar la armonizacio´n a este
nivel. Al fin y al cabo, utilizar autovalores o tratar de mapear FA a partir de autovalores
an˜ade un nivel extra de complejidad que puede ser innecesario.
El mayor defecto de este experimento es el planteamiento de la entrada-salida. Tal y
co´mo trabajamos, la entrada y salida del sistema es vo´xel a vo´xel, por lo que ocurren dos
importantes problemas:
Los datos no mantienen un taman˜o constante. Cada slice dentro de un mismo ce-
rebro es de distinto taman˜o, y la misma slice de dos cerebros tambie´n lo es. Por lo
tanto el mapeo punto a punto se puede estar haciendo en zonas distintas.
El mapeo vo´xel a vo´xel esta´ asumiendo que no hay informacio´n local y no es ası´.
Al final, un vo´xel esta´ rodeado en una estructura 3D por vecinos, y puede ser im-
portante hacerlo notar en la entrada del sistema de alguna manera. Por ejemplo,
para estimar un vo´xel cualquiera, usar como entradas ese mismo vo´xel y todos sus
vecinos inmediatos
46 CAPI´TULO 4. ARMONIZACIO´N USANDO APRENDIZAJE AUTOMA´TICO
Capı´tulo 5
Armonizacio´n usando redes neuronales
5.1 Planteamiento del problema
La idea que surge inmediatamente de los resultados previos para dar el siguiente paso
es que es necesario definir una estructura local y delimitar los taman˜os de entrada y de
salida para poder usar estimadores de regresio´n. Se plantea por tanto bien dar toda la
imagen 2D de un slice como entrada al sistema (incluyendo los espacios vacı´os), o bien
en caso de ser excesivamente grandes, usar pequen˜os recortes de cada slice constituyendo
ima´genes ma´s pequen˜as como entradas.
Ambos procedimientos nos llevan de manera natural a plantear el uso de redes neu-
ronales convolucionales (CNN). Vamos a limitar la armonizacio´n en esta ocasio´n a la FA
como medida, puesto que suponen ima´genes de un so´lo canal (imagen en escala de gri-
ses) y otras aproximaciones, como los tensores, los autovalores o los DWI supondrı´an
como mı´nimo 3 o ma´s canales, complicando en exceso la red y adema´s se ha de tener en
cuenta que la capacidad de computacio´n necesaria para el entrenamiento y despliegue de
las CNN es bastamente superior a los algoritmos de Aprendizaje Automa´tico vistos en el
capı´tulo anterior.
5.2 CNNs
Las redes CNN esta´n tı´picamente orientadas a clasificacio´n de ima´genes y consisten
de capas concatenadas de convoluciones y submuestreo (mediante pooling que permiten
ir extrayendo caracterı´sticas a distintos niveles de profundidad de la imagen, para unirse
finalmente a una red neuronal fully connected (las neuronas esta´n conectadas todas con
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todas) que permite generar una salida a placer. Ya que nosotros queremos que la salida
sea otra imagen (regresio´n), tenemos que realizar algunos cambios sobre la funcio´n de
activacio´n de la capa de salida. Se cambia la capa de activacio´n de una ReLU a una lineal,
y se alimenta para el entrenamiento como salida la imagen esperada como vector 1D.
Figura 5.1: Esquema de un modelo tı´pico de CNN
Durante el desarrollo de esta solucio´n surgen dos problemas, las ima´genes son relati-
vamente grandes para alimentar la red con ellas enteras, ya que es la capa fully connected
crece de manera exponencial con el taman˜o. Como solucio´n, variamos las entradas de la
imagen para alimentar con patches, de cada slice del cerebro generamos ima´genes ma´s
pequen˜as con overlap para entrenar la red. De esta manera la red propuesta se vuelve
viable, por cada patch de entrada, generamos otro de salida, y para reconstruir la imagen
final debemos deshacer ese overlap como si de un puzle se tratase. El principal problema
es que esto genera problemas de continuidad en la imagen final resultante.
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Figura 5.2: Ejemplo de una red hecha con Keras que toma como entrada
patches de taman˜o 32 x 32 y genera en la salida un vector de 1024 que
constituye la imagen de salida
5.3 U-Net
Vistos los problemas que surgen con una red tı´pica CNN, se plantea el uso de distin-
tas arquitecturas. Una de las ideas que surge es utilizar una red convolucional total o FCN
(Fully Convolutional Network). Este tipo de red esta´ orientada a problemas de segmenta-
cio´n, mucho ma´s complejos que los de clasificacio´n. La diferencia de estas arquitecturas
con las CNN es que no hacen uso de esa capa fully connected, que resultaba ser en nuestro
caso un cuello de botella y nos impedı´a trabajar con la imagen al completo. En su lugar, la
capa de salida se sustituye por otro conjunto de capas convolucionales que realizan decon-
voluciones o convoluciones transpuestas, que mediante interpolacio´n, vuelven a generar
una imagen del taman˜o de la original. Adema´s, aferra´ndose a la idea original de las redes
convolucionales de extraer caracterı´sticas a distintos niveles de profundidad de la imagen
(informacio´n local o espacial), se puede aprovechar estas nuevas capas para adquirir au´n
ma´s informacio´n.
Dentro de la variedad de propuestas de redes FCN que se pueden encontrar, reparamos
en la arquitectura U-Net, desarrollada especialmente para la segmentacio´n de ima´genes
biome´dicas en el departamento de Informa´tica de la Universidad de Freigburg [54]. Re-
sulta interesante porque esta´ orientada a ima´genes del estilo a las que usamos nosotros.
La red consiste de dos partes, una parte inicial en la que entrada se contrae, y un camino
expansivo, en el que se recupera a la salida el taman˜o original de la imagen. Es esta forma
la que da el nombre a la red.
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Figura 5.3: Esquema de la U-Net
La parte de contraccio´n consiste de la CNN tı´pica y aplica convoluciones, seguidas de
una ReLU y una operacio´n de pooling. A medida que se profundiza, se reduce la informa-
cio´n espacial y se aumenta la local. La parte expansiva combina la informacio´n espacial
y local mediante una secuencia de convoluciones transpuestas y concatenaciones. Final-
mente, a la salida se an˜ade una etapa de convolucio´n 1 x 1, que mapea las componentes
de cada pı´xel a un valor y genera una prediccio´n de la imagen.
Ayudandonos de Keras, disen˜amos la red que se puede ver en la figura 5.4. Como fun-
cio´n de activacio´n se elige siempre una ReLU, como optimizador para el entrenamiento
se utiliza Adam, como me´trica del error el MAE (Mean Absolute Error) y se marca una
tasa de aprendizaje de λ = 0.001.
Con nuestra red planteada, ahora hemos de pensar co´mo encarar nuestro problema.
La manera natural e inmediata que evoca la red es tan simple como dar a la entrada la FA
de un determinado nu´mero de gradientes (por ejemplo, 61) y a la salida la misma FA para
otro nu´mero de gradientes (por ejemplo, 21) y ya tendremos nuestro mapeo realizado. Lo
mismo se puede hacer en el orden contrario, para generar la prediccio´n de 61 gradientes.
Con estas predicciones en principio podrı´amos comparar con las FA originales. Sin em-
bargo, como se ilustra en la figura 5.5, la FA original de 61 no es comparable a la de 61
estimada, porque la FA resultante de la salida de la red adema´s de mapeada, esta´ filtrada
y no debemos comparar algo con ruido con algo sin e´l. El que la imagen este filtrada es
resultado de la naturaleza de la red, que actu´a como un autoencoder.
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Figura 5.4: Esquema de la red propuesta en Keras
Un autoencoder es un tipo de red neuronal que aprende a copiar su entrada en su
salida. Tiene una capa interna que describe un co´digo que representa a una entrada en par-
ticular, y esta´ constituida por dos partes principales, un codificador que mapea la entrada
al co´digo, y un decodificador que mapea el co´digo a una reconstruccio´n de la entrada ori-
ginal. Esta copia que puede parecer absurda, se hace aplicando restricciones (extraccio´n
de caracterı´sticas, capacidad de generalizar de la red), de tal manera que la reconstruccio´n
es solo aproximada, y se priorizan los aspectos ma´s relevantes de la entrada para ser copia-
dos. Las principales utilidades de un autoencoder son la reduccio´n de dimensionalidad,
el aprendizaje de caracterı´sticas y la limpieza del ruido. Esto es lo que esta´ ocurriendo en
nuestro caso.
Por tanto, el esquema alternativo que planteamos para las entradas y las salidas del
sistema, apoya´ndonos en la idea de los autoencoders, nos lleva a proponer una prediccio´n
en dos pasos, como se ilustra en las figuras 5.7 y 5.8.
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Figura 5.5: Planteamiento esta´ndar de entradas y salidas
En un primer paso, se usa la red a modo de autoencoder, proporcionando a la en-
trada y a la salida la misma FA de un determinado nu´mero de gradientes. Esta red
memoriza la estructura de las ima´genes, y cuando la usamos para realizar predic-
ciones, dando como entrada una FA, nos la da a la salida limpia y filtrada de ruido.
Necesitaremos entrenar una de estas redes para cada nu´mero de gradientes. Esto
proceso es compatible para un futuro con otros para´metros que queramos variar,
b-value, taman˜o de vo´xel, etc...
El segundo paso es el mapeo entre las salidas del primer paso que queramos hacer.
Como entrada entrara´ una prediccio´n y como salida forzaremos a la otra, por tanto,
cada red de este tipo a entrenar se definira´ con dos para´metros (entrada,salida), por
ejemplo (21,61), mapearı´a FAs de 21 a 61.
Por tanto, y siguiendo este planteamiento, el proceso a seguir dadas las redes entre-
nadas y nuevas muestras de FA que queramos llevar a un espacio comu´n, serı´a el que se
indica en la figuras 5.9 y 5.10. En este ejemplo, el espacio comu´n serı´a el de la estimacio´n
de 61 gradientes. Si tenemos una imagen de 61 gradientes, la tendremos que pasar por la
red del primer paso y ya la tendremos en este espacio comu´n, y si es de 21 gradientes,
primero tendremos que limpiarla y luego mapearla a 61 para obtener la prediccio´n.
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Figura 5.6: Esquema ba´sico de un autoencoder
Figura 5.7: Primer paso: entradas, salidas. Filtrado de las FA.
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Figura 5.8: Segundo paso: entradas, salidas. Mapeo de las FA.
Figura 5.9: Llevar al espacio comu´n una FA de 61 gradientes
Figura 5.10: Llevar al espacio comu´n una FA de 21 gradientes
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5.4 Datos
En este caso, se plantea el uso de un dataset real para realizar los expermientos.
Para experimentos previos, no estaba disponible. De cualquier manera, se consideraba
correcto como primera aproximacio´n al problema el trabajo con datos pseudo sinte´ticos,
que conservan una estructura muy parecida a los datos reales.
El dataset disponible consiste en un conjunto de datos de MRI que han sido obtenidos
de personas de distintos sexos y edades. Los datos consisten de:
Set de entrenamiento: 30 DWIs, consistiendo de 10 controles sanos (HC), 10 pa-
ciente con esquizofrenia (SZ) y 10 pacientes con casos de cefaleas
Sets de test: 32 DWIs de controles sanos y 32 DWIs de pacientes con esquizofrenia
32 pacientes con esquizofrenia (SZ) y de 32 controles sanos (HC) . Estas adquisicio-
nes han sido tomadas usando la ma´quina Philips Achieva 3T en el centro de MRI de la
Universidad de Valladolid, incluyendo las ima´genes T1 y las DWI. Para las ima´genes T1
anato´micas, los para´metros de adquisicio´n usados fueron los siguientes: Secuencia TFE,
taman˜o de matriz de 256 x 256, 1 x 1 x 1 mm3 de resolucio´n espacial y un total de 160
cortes cubriendo el cerebro en su totalidad. En cuanto a las DWIs, los para´metros de ad-
quisicio´n son: 61 direcciones de gradiente, un volumen de baseline, un b-value de 1000
s/mm2, taman˜o de vo´xel de 2 x 2 x 2 mm3, taman˜o de matriz de 128 x 128 y 34 cortes
del volumen total del cerebro. La eleccio´n de las direcciones de los 61 gradientes esta´ di-
sen˜ada de tal manera que se puede submuestrear en otro conjunto de 40 gradientes va´lidos
o de 21. Esto resulta de gran intere´s para el estudio que estamos realizando, puesto que
precisamente este es el para´metro principal que se cubre en este trabajo. Ma´s informa-
cio´n sobre los detalles clı´nicos de los participantes, ası´ como los criterios de inclusio´n o
exclusio´n, se pueden encontrar en [55]
5.5 Preprocesado de los datos
Partiendo de los DWIs previamente mencionados, necesitamos llegar a las FAs con
las que vamos a trabajar. Los ca´lculos se van a realizar usando los programas Matlab,
MRtrix [56] y FSL [57, 58]. Los DWIs se encuentran en formato NIfTI (Neuroimaging
Informatics Technology Initiative), un esta´ndar me´dico para la representacio´n de ima´ge-
nes 3D como un array de slices o ima´genes 2D. Junto a cada DWI, disponemos de un
fichero .bval y otro .bvec, que nos indican respectivamente los b-values y las direcciones
de los gradientes. A continuacio´n se listan los pasos que damos:
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Reordenar los ficheros .bval y .bvec: DWIConvert es el programa que nos propor-
ciona los DWIs en formato .nii y estos dos ficheros con informacio´n de la captura de
los DWIs. El formato de los b-values es de un valor por lı´nea, y para usarlos en FSL
necesitamos que este´n todos en la misma lı´nea. Para las direcciones de gradiente,
vienen ordenados por columnas, y necesitamos que este´n ordenados por filas. Se
realiza por tanto un script en Matlab que corrige estos ficheros para cada DWI a
procesar.
Submuestreo de los DWIs: Como se explicaba previamente, los DWIs esta´n toma-
dos con un conjunto de 61 direcciones de gradiente, tales que resultan submuestrea-
bles. Si cogemos los primeros 21 gradientes, tendremos un DWI de 21 gradientes, y
si usamos los 40 posteriores, generaremos el DWI de 40 gradientes. El volumen de
baseline es comu´n para los 3 casos. Los nuevos .nii se generan mediante la utilidad
flsroi y fslmerge de FSL
Creacio´n de las ma´scaras: Para cada DWI y cada nu´mero de gradientes, genera-
mos la ma´scara del cerebro usando la utilidad dwi2mask de MRtrix
Ca´lculo de tensores y valores asociados: A partir del .nii, de la ma´scara, de los b-
values y las direcciones de gradiente, calculamos con la utilidad dtifit los tensores,
autovalores de FSL y las FA de cada DWI.
Preprocesado y data augmentation: Leemos lod .nii con Matlab. Comprobamos
que las ima´genes son correctas y se detectan dos DWIs incorrectos (los taman˜os
no son correctos), uno del set de entrenamiento y otro del set de test, que se eli-
minan. Para el resto, se realizan dos pasos de preprocesado. Se cambia el orden de
las dimensiones de [128 x 128 x 66] a [66 x 128 x 128] porque las utilidades de
Python que vamos a usar interpretan los slices como la primera dimensio´n de la
matriz. Adema´s, para tener un mayor nu´mero de datos para entrenar, y que la red
pueda generalizar sobre las posiciones de las ima´genes, de cada DWI se generan
4 distintos rotando el original 90, 180 y 270 grados respectivamente. Los datos de
entrenamiento se guardan todos en un mismo fichero .mat y los de test cada uno en
fichero .mat separado, y estructurando segu´n sean controles o pacientes.
5.6 Procedimiento
Ası´ pues, se procede al proceso de entrenamiento de las redes mencionadas. La estra-
tegia que se sigue es la siguiente: se cargan todos los slices los datos provenientes de los
30 sujetos (FAs con data augmentation) para 21 y 61 gradientes, que es el mapeo princi-
pal que vamos a realizar, ya que a priori es donde debe haber ma´s diferencias, y se dividen
de forma aleatoria en dos conjuntos, conteniendo cada uno de ellos la mitad de los datos.
La primera mitad servira´ para entrenar las redes del primer paso (data augmentation) y el
resto para las del segundo paso (mapeo).
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Las redes esta´n hechas en Python 3, usando Tensorflow y Keras. De todos los datos
que dediquemos al entrenamiento de la red, el 15 % se usara´n para validacio´n del entrena-
miento. Puesto que los datos son todos de la misma naturaleza y oscilan entre los mismos
valores (valores de FA entre 0 y 1), no se aplica normalizado previo a los datos antes de
entrar a la red. Se entrena en la versio´n GPU de Tensorflow para acelerar el proceso, y se
realizan 5 epochs de un taman˜o de batch de 20.
Una vez las redes finalizan su entrenamiento, se guardan los pesos y el modelo de la
red en ficheros con formato .h5, que se pueden recuperar en cualquier momento para reali-
zar predicciones sobre datos nuevos. Usando estos modelos se crean las predicciones para
los 31 controles sanos (el DWI que quitamos del conjunto de test pertenecı´a a este grupo)
y para los 32 pacientes del conjunto de test, con la idea de validar estas predicciones y ver
los resultados.
A continuacio´n, se recogen gra´ficas de las ima´genes generadas y comparaciones entre
ellas y las originales, ası´ como un ca´lculo de los p-values (como el que se realizo´ en el
primer experimento) en los casos de un paciente de esquizofrenia y de un control sano para
la slice nu´mero 30 (se ha preparado un script que permite ver todo un cerebro tambie´n,
pero no es pra´ctico de plasmar en papel):
Figura 5.11: Comparativa entre las FA originales para un paciente de
esquizofrenia
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Figura 5.12: Comparativa entre las FA generadas por la red para un paciente
de esquizofrenia
Error FA originales Error FA estimadas Cambio ( %)
SZ Slice no 30 0.1310 0.0465 64.5 %
HC Slice no 30 0.0805 0.0317 60.6 %
Cuadro 5.1: Comparativa entre el error en las FA originales y en las
generadas en un slice en los casos de un paciente y de un control sano
Error medio FA orig. Error medio FA est. Cambio ( %)
SZ Todo el volumen 0.1563 0.0886 43.3 %
HC Todo el volumen 0.0659 0.0252 61.7 %
Cuadro 5.2: Comparativa entre el error medio en las FA originales y en las
generadas en todo el cerebro en los casos de un paciente y de un control sano
Mediana del error FA orig. Mediana del error FA est. Cambio
SZ Todo el volumen 0.1226 0.0514 58.1 %
HC Todo el volumen 0.0654 0.0266 59.3 %
Cuadro 5.3: Comparativa entre la mediana del error en las FA originales y en
las generadas en todo el cerebro en los casos de un paciente y de un control
sano
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Figura 5.13: Diferencia entre las FA de 21 y de 61 para las FA originales y
las generadas por la red para un paciente de esquizofrenia
Figura 5.14: Puntos en los que un t-test detecta diferencias significativas
entre las FA originales y las generadas por la red para p < 0, 01 para un
paciente de esquizofrenia
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Figura 5.15: Scatter plot de la FA en todos los vo´xels de un slice para las FA
originales y las generadas por la red para un paciente de esquizofrenia.
(Azul: 21 gradientes, Naranja: 61 gradientes).
Figura 5.16: Box plot de la FA en todos los vo´xels de un slice para las FA
originales y las generadas por la red para un paciente de esquizofrenia.
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Figura 5.17: Comparativa entre las FA originales para un control sano
Figura 5.18: Comparativa entre las FA generadas por la red para un control
sano
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Figura 5.19: Diferencia entre las FA de 21 y de 61 para las FA originales y
las generadas por la red para un control sano
Figura 5.20: Puntos en los que un t-test detecta diferencias significativas
entre las FA originales y las generadas por la red para p < 0, 01 para un
control sano
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Figura 5.21: Scatter plot de la FA en todos los vo´xels de un slice para las FA
originales y las generadas por la red para un control sano. (Azul: 21
gradientes, Naranja: 61 gradientes).
Figura 5.22: Box plot de la FA en todos los vo´xels de un slice para las FA
originales y las generadas por la red para un control sano.
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5.7 TBSS
Como podemos comprobar, el error entre las ima´genes se reduce de manera impor-
tante. Pero para validar adecuadamente los resultados, la manera correcta que tenemos
de comprobar que estamos mejorando es utilizar estas ima´genes en un estudio clı´nico,
para ver si se reducen los errores o no tienen ningu´n efecto. Para ello, usaremos la utili-
dad TBSS (Tract-Based Spatial Statistics) [28, 59] de FSL para comparar dos grupos de
sujetos (controles y pacientes) en las FA originales y en las generadas por la red.
TBSS es un proceso que permite alinear la FA de varios sujetos de una manera en la
que se puedan sacar conclusiones va´lidas de un ana´lisis vo´xel a vo´xel posterior. Los pasos
que se sigue para ejecutar TBSS son los siguientes:
Preprocesado: Se ha de colocar las ima´genes del estudio en un nuevo directorio.
La nomenclatura es del estilo C¸ON * 2”PAT *”para distinguir entre los grupos. El
script de preprocesado retoca levemente las ima´genes de la FA y pone a cero los
u´ltimos slices para eliminar probables outliers del ajuste. Tras este paso, se puede
ver una preview de las ima´genes que se van a tomar en el estudio en la figura 5.23,
gracias a la cual se pueden encontrar problemas obvios en alguna de las ima´genes.
Figura 5.23: Resumen de las ima´genes de un estudio con TBSS
Registrado: En este paso, se lleva a cabo el registrado no lineal, alineando todas
las FA en un espacio esta´ndar de taman˜o 1 x 1 x 1 mm. La imagen objetivo a usar
se puede elegir de entre tres opciones:
• Una imagen predefinida. Se recomienda la FMRIB58 FA [60], que suele dar
buenos resultados y solo conlleva un registrado por sujeto. Tambie´n podemos
suministrar nosotros nuestra propia imagen.
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• Elegida automa´ticamente para ser el sujeto ma´s ”tı´pico”del estudio. Se alinea
cada FA al resto de FAs, y se identifica la ma´s representativa, usa´ndose como
imagen objetivo. Esta imagen se alinea en el espacio esta´ndar MNI152 [60].
El resto de ima´genes se llevan al espacio MNI152 combinando una transfor-
macio´n no lineal a la FA objetivo y la transformada de ese resultado a la del
objetivo en el espacio esta´ndar. Se recomienda esta opcio´n para estudios es-
pecı´ficos, por ejemplo, si todos los sujetos del estudio son nin˜os (caso en el
cua´l la imagen FMRIB58 FA, de un adulto, es inapropiada).
El primer me´todo lleva aproximadamente un tiempo de procesado de 10 mi-
nutos x N (donde N es el nu´mero de sujetos), mientras que el segundo, puesto
que hay que comparar todos con todos lleva en torno a 5 minutos x N x N.
Para este estudio, elegimos el primer me´todo puesto que todos los sujetos son
adultos.
Postregistrado: Aquı´ se aplican las transformadas no lineales calculadas en la eta-
pa anterior. Si se ha ejecutado el paso anterior con la opcio´n de buscar el sujeto
ma´s tı´pico del estudio como el objetivo, este paso se realiza aquı´. El resultado del
postregistrado es una versio´n en el espacio esta´ndar MNI152 de la FA de cada su-
jeto, que se unen para formar una imagen 4D. Se calcula la FA media de todos los
sujetos y con esta se alimenta al programa que calcula la esqueletizacio´n de la FA.
Como alternativa, se puede utilizar directamente la FA media y el esqueleto de FM-
RIB58 FA, aunque no se recomienda. Un ejemplo de esqueleto de la FA se puede
ver en la figura 5.24
Al final de la ejecucio´n, se determina si 0.2 es o no es un valor adecuado para el
esqueleto de la FA (la FA 0.2 o mayor tı´picamente ocurre en la sustancia blanca).
Dicho valor lo usamos en el siguiente paso para visualizar el esqueleto. Podemos
comprobar variando este umbral en la visualizacio´n si el resultado es correcto. Si lo
bajamos de 0.2, se deberı´a extender hacı´a los extremos, lugares donde existe mucha
ma´s variabilidad entre sujetos y donde el registrado no linear no es capaz de realizar
un alineado muy bueno.
Proyectado de los sujetos en el esqueleto: Se toma el esqueleto y se aplica el
umbral previamente mencionado para generar una ma´scara que define los grupos
de vo´xels que se usan. Finalmente, se realiza la proyeccio´n de los sujetos sobre el
esqueleto de la FA, resultando en una imagen 4D que contiene la FA esqueletizada.
Ca´lculo de estadı´sticas: La imagen resultante se utiliza como base de la compara-
cio´n en el estudio estadı´stico, el cual nos dice que vo´xels del esqueleto son signifi-
cativamente diferentes entre dos grupos de sujetos. Para calcular las estadı´sticas se
utiliza un t-test y la herramienta randomise [61] con la opcio´n TFCE (Threshold-
Free Cluster Enhancement). En el test disen˜ado el color rojo (TSTAT1) indica que
el valor de FA de controles es mayor que el de pacientes, y el color azul (TSTAT2)
que es menor.
El objetivo del estudio que se propone para verificar las predicciones es:
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Figura 5.24: Esqueleto de la FA generado por TBSS
Verificar que entre las FAs originales de controles y pacientes hay diferencias. Ve-
rificar que esas diferencias se mantienen en las predicciones.
Verificar que entre controles de 21 gradientes y controles de 61 gradientes hay di-
ferencias. Lo mismo para los pacientes.
Que al comparar las predicciones de 21 gradientes frente a las de 61 gradientes, la
diferencia disminuye o desaparece.
Los experimentos y sus resultados, se recogen en la tabla 5.4. Durante el ca´lculo del
esqueleto se encontraron problemas con algunos sujetos, que estropeaban el ca´lculo del
esqueleto. Las FAs que causaban los problemas se detectaron y se eliminaron del estudio,
de ahı´ el nu´mero reducido de sujetos en el estudio. TSTAT1 (color rojo) indica que grupo
1 > grupo 2 y TSTAT2 (color azul) que grupo 1 < grupo 2. Se acompan˜a con una imagen
del experimento en FSLView en los casos en los que se encuentren diferencias. Se an˜aden
a continuacio´n explicaciones detalladas sobre cada uno de los experimentos:
Prueba 1: Hay diferencias significativas. Esta´n localizadas en la zona central del
cerebro (zona del ta´lamo).
Prueba 2: Esas diferencias desaparecen en al comparar las predicciones.
Prueba 3: No aparecen diferencias al comparar al 95 %. Al 85 % si que aparecen
algunas diferencias, y en el mismo sentido y misma regio´n que en la prueba 1.
Prueba 4: De nuevo, sin diferencias en las predicciones.
Prueba 5: Diferencias enormes, incluso por encima del 99 %, por todas partes. Esto
viene a demostrar que´ si hicie´ramos un estudio controles vs pacientes, usando datos
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PACIENTES 21 28 23
Cuadro 5.4: Lista de pruebas realizadas y los distintos grupos que las
componen
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comparables (61 gradientes), saldrı´a lo esperado. Las diferencias son en TSTAT1,
que indica controles > pacientes.
Prueba 6: Enormes diferencias aquı´ tambie´n. Lo ideal serı´a que se mantuviesen las
mismas diferencias que en la prueba 5. Debido al efecto de la prediccio´n del sua-
vizado y filtrado de los datos puede ser que encontremos ma´s o menos diferencias.
Habrı´a que cuantificar los resultados de estas dos pruebas para concretar ma´s los
resultados.
Prueba 7: Misma prueba que la 5, pero con 21 gradientes. Diferencias por todas
partes, pero algo menos que en la 5. Lo esperable serı´a encontrar ma´s diferencias
con 61 gradientes que con 21, por lo que se contabilizara´ el nu´mero de vo´xels que
superan el umbral en cada caso.
Prueba 8: De nuevo, y similarmente a la pareja de pruebas 5 y 6, muchas dife-
rencias, y hay que compara el nu´mero de diferencias con la prueba 7 para ver si
tenemos ma´s o menos que con los datos originales.
Prueba 9: Se empiezan a mezclar por igual tipos de sujeto y nu´mero de gradientes.
Las diferencias se disparan a niveles absurdos, sobreestimando las diferencias que
realmente hay entre los dos grupos.
Prueba 10: Lo ideal serı´a unos resultados similares a las pruebas 5 o 7. Aparecen
diferencias, pero parece haber menos. De nuevo sera´ necesario cuantificarlos.
Prueba 11: El efecto al intercambiar los grupos de 21 y 61 gradientes, deberı´a ser
el resultado inverso, en lugar de sobreestimar diferencias, se subestiman. Todas las
diferencias desaparecen.
Prueba 12: Vuelven a aparecer muchas diferencias. Se corrige el problema, pero
no sabemos si estamos corrigiendo en exceso.
Finalmente, cuantificamos el nu´mero de vo´xels con diferencias entre los grupos en
las distintas pruebas, y calculamos el % de vo´xels que presentan diferencias, ası´ como el
valor medio de los p-values en los vo´xels del esqueleto. Estos valores se muestran en la
tabla 5.5
Las conclusiones que extraemos de la tabla 5.5 son las siguientes:
Al comparar controles y pacientes al mismo nu´mero de gradientes, se encuentran
ma´s diferencias en las predicciones que en los datos originales. Puede ser efecto del
filtrado que produce el autoencoder y puede ser un efecto positivo.
Cuando se comparar controles y pacientes, si el nu´mero de gradientes es mayor, se
espera encontrar ma´s diferencias habitualmente. Esto se cumple para las FA origi-
nales y para las de la prediccio´n.
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Nu´mero de prueba % vo´xelsdiferentes a 0.95
% vo´xels
diferentes a 0.85 Valor medio p values
1 2.04 % 14.69 % 0.570
2 0.00 % 0.00 % 0.100
3 0.00 % 1.82 % 0.623
4 0.00 % 0.00 % 0.038
5 52.99 % 66.86 % 0.831
6 59.73 % 74.88 % 0.858
7 48.45 % 60.18 % 0.800
8 50.23 % 70.27 % 0.819
9 76.62 % 82.95 % 0.901
10 17.42 % 57.24 % 0.752
11 0.00 % 9.04 % 0.605
12 70.89 % 80.33 % 0.893
Cuadro 5.5: Nu´mero de vo´xels en los que se encuentran diferencias en las
distintas pruebas
En los casos en los que comparamos controles contra pacientes, a distinto nu´mero
de gradientes, en las predicciones se contrarrestan los efectos que ocurren con los
datos originales:
• En la prueba 9 se sobreestiman las diferencias, y en la 10 se corrige, pero en
exceso
• En la prueba 11 se subestiman las diferencias, y en la 11 se corrige, pero en
exceso.
Si el funcionamiento fuese ido´neo, en las predicciones deberı´amos encontrar unos
errores parecidos en las pruebas 9 y 11 a los de las pruebas 5 y 7.
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Figura 5.25: Prueba 1: FA Original controles 21 vs FA Original controles 61.
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Figura 5.26: Zoom de la prueba 1.
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Figura 5.27: Prueba 3: FA Original pacientes 21 vs FA Original pacientes
61.
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Figura 5.28: Zoom de la prueba 3.
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Figura 5.29: Prueba 5: FA Original controles 61 vs FA Original pacientes 61.
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Figura 5.30: Prueba 6: FA Prediccio´n pacientes 61 vs FA Prediccio´n
pacientes 61.
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Figura 5.31: Prueba 7: FA Original controles 21 vs FA Original pacientes 21.
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Figura 5.32: Prueba 8: FA Prediccio´n controles 21 vs FA Prediccio´n
pacientes 21.
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Figura 5.33: Prueba 9: FA Original controles 21 vs FA Original pacientes 61.
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Figura 5.34: Prueba 10: FA Prediccio´n controles 21 vs FA Prediccio´n
pacientes 61.
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Figura 5.35: Prueba 11: FA Original controles 61 vs FA Original pacientes
21.
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Figura 5.36: Prueba 12: FA Prediccio´n controles 61 vs FA Prediccio´n
pacientes 21.
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Capı´tulo 6
Conclusiones y lı´neas futuras de trabajo
6.1 Conclusiones
A lo largo de este proyecto se han estudiado y propuesto diversas soluciones para la
armonizacio´n de medidas escalares de DWI. Durante todo el trabajo, hemos puesto el foco
en el nu´mero de gradientes como para´metro variable, puesto que es uno de los que cau-
sa mayores diferencias. En el primer experimento realizado, hemos aplicado algoritmos
usando como origen de datos las medidas del phantom sinte´tico, y hemos llegado a dos
conclusiones interesantes que nos han servido para saber que pasos a dar a continuacio´n:
A priori no es necesario partir de toda la informacio´n de los DWI y con una medi-
da escalar como es la FA podemos tener informacio´n suficiente en si misma para
realizar la armonizacio´n.
El mapeo vo´xel a vo´xel resulta insuficiente, y hay que an˜adir informacio´n local de
alguna manera para completar los datos.
La unio´n de estos dos puntos nos lleva a plantear el uso de ima´genes (cada slice del
cerebro) como entrada y como salida del sistema: tenemos toda la informacio´n local de
una dimensio´n, y como usamos la FA y so´lo hay un canal de informacio´n la estructura de
la red, la complejidad es manejable y se puede entrenar y aplicar el modelo en la pra´ctica.
Al tener ima´genes como entrada, proponemos cambiar el modelo y usar redes convo-
lucionales en lugar de los algoritmos tı´picos de Aprendizaje Automa´tico. Se propone una
arquitectura para el mapeo que consiste en una red FCN basada en la U-Net. Este tipo de
red se desarrollo´ para tareas de segmentacio´n, ası´ que realizamos modificaciones en las
capas de salida para obtener ima´genes completas a la salida y generar predicciones.
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Se han generado las redes y se han entrenado con datos reales tomados de controles
sanos y de pacientes de esquizofrenia y de cefaleas. Las predicciones generadas por esta
red realizan un mapeo no lineal que filtra el ruido de las ima´genes y las suaviza. Se ha
realizado un T-test para comparar las ima´genes originales y las predicciones de la red y
se han obtenido mejoras en el error. Con estos resultados, planteamos un estudio clı´nico
usando TBSS para probar la viabilidad de las predicciones. Se comparan controles sanos
con pacientes para las ima´genes originales y las predicciones generadas por la red y se
extraen los siguientes resultados:
En casos de la misma naturaleza (pacientes o controles), donde habı´a diferencias a
distinto nu´mero de gradientes en las ima´genes originales, estas desaparecen en las
predicciones.
Al comparar casos de distinta naturaleza, se mantienen de forma aproximada las
diferencias, e incluso aumentan un poco, lo cua´l puede ser positivo ya que hace ma´s
fa´cil diferenciar un grupo de otro.
En los casos en los que se sobreestiman o subestiman las diferencias, se corrigen,
aunque parece que en exceso.
En definitiva, en el presente trabajo se ha desarrollado con e´xito un modelo entrenado
en GPU, que permite realizar un mapeo sobre FAs de distinto nu´mero de gradientes a
un espacio comu´n de manera que resulten comparables. Dicho modelo se puede lanzar
en cualquier sistema que tenga instalado Python (y las librerı´as necesarias) y genera las
predicciones sin consumir excesivo tiempo ni recursos.
6.2 Lı´neas futuras
A partir de este trabajo, se proponen de manera natural una serie de lı´neas desde las
que seguir trabajando en la materia:
Pensamos que los desarrollos realizados se podrı´an aplicar con e´xito a otro tipo de
para´metros como el b-value o el taman˜o de vo´xel, quiza´ con ciertos retoques en la
red para cada caso particular.
Si se consigue solventar las diferencias entre distintos para´metros, el siguiente paso
serı´a mezclarlos todos y lograr un sistema que mapee una imagen de cualquier
naturaleza, incluso por modelos de ma´quinas de resonancia.
Tambie´n se propone el desarrollo de redes similares para otras medidas, como la
MD, los autovalores o incluso los DWI. Estas dos u´ltimas constituirı´an unas redes
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ma´s extensas para las que se necesitarı´a una mayor potencia de ca´lculo, dada la
multidimensionalidad de los datos, pero puede que aporten informacio´n adicional
que se esta´ perdiendo en medidas como la FA.
Asimismo, la forma de encarar el problema y el desarrollo de las redes FCN se
puede aplicar con una metodologı´a similar en otras a´reas del procesado de imagen
me´dica tales como la segmentacio´n o el registrado.
Ya que estamos usando autoencoders, se puede estudiar la informacio´n que se tiene
en las capas ma´s profundas de la red, porque las representaciones de los datos a ese
nivel que pueden ser u´tiles para extraer informacio´n o directamente podrı´an llegar
a constituir nuevos tipos de medidas aplicables en estudios clı´nicos.
La red propuesta se puede seguir retocando y mejorando. A lo largo del desarrollo
del trabajo ha sufrido cambios que la han ido adecuando al problema. Hay multitud
de para´metros que se pueden ajustar en busca de un mejor rendimiento.
Para los resultados obtenidos en TBSS, serı´a ido´neo trabajar en conjunto con un
me´dico experto en la materia que pudiera aportar mejores conclusiones sobre los
estudios clı´nicos y que conozca en profundidad los datos y pueda valorar mejor si
las predicciones son correctas o do´nde se pueden mejorar.
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