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Abstract
In this paper, we investigate the fundamental group of the Quillen complex of the symmetric
group ∆Ap(Sn). We show that when p is an odd prime the simplicial complex ∆Ap(Sn) is simply
connected if and only if 3p+2 n < p2 or n p2 +p. Furthermore, we determine the fundamental
group π1(Ap(Sn)) in all cases except those where p  5 and n ∈ {3p,3p + 1} and that where p = 3
and n = 10.
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Introduction
Given a finite group G and a prime p, the Quillen complex of G, denoted by ∆Ap(G),
is the order complex of the poset (partially ordered set) Ap(G) of non-trivial elementary
abelian p-subgroups of G. This complex has received a fair amount of attention (see, for
example, [1,9,12,14]). In [9], Quillen showed that ∆Ap(G) is contractible if G has a non-
trivial normal p-subgroup, and partially proved the conjecture according to which a finite
group G such that Ap(G) is contractible has a non-trivial normal p-subgroup. He also
determined the homotopy type of ∆Ap(G) for several groups, including the symmetric
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The motivation of this work is to determine the fundamental group π1(Ap(Sn)).
In this paper, we consider the two following subposets Dp(n) and Tp(n) of Ap(Sn).
Given a prime p and an integer n  1, we define a p-partition of Nn = {1,2, . . . , n} as
a non-trivial partition of the set Nn whose parts are all of cardinality 1 or p. We denote
by Dp(n) the poset of p-partitions of Nn ordered in the obvious way. We define the poset
Tp(n) as the subposet ofAp(Sn) formed by the non-trivial elementary abelian p-subgroups
generated by p-cycles. The complex of p-partitions ∆Dp(n) and the complex of p-cycles
∆Tp(n) can be naturally seen as subcomplexes of the Quillen complex ∆Ap(Sn). The idea
of considering these subcomplexes is due to Bouc [4]. In [8], we proved, through the study
of the subcomplex ∆Tp(n), that the simplicial complex ∆Ap(Sn) is simply connected if
3p + 2 n < p2 or n p2 + p, when p is odd. We proved also that ∆A2(Sn) is simply
connected if n 7. In this paper, by studying the subcomplex ∆Dp(n), we improve these
results by the following theorem:
Theorem 0.1. Let p be a prime and n an integer > p. If p is odd, the Quillen complex
∆Ap(Sn) is simply connected if and only if 3p + 2  n < p2 or n  p2 + p. (Note that
the condition 3p+ 2 n < p2 implies p  5.) Furthermore, if p = 2, the Quillen complex
∆A2(Sn) is simply connected if and only if n = 4 or n 7.
Moreover, we determine the fundamental group π1(Ap(Sn)) in all cases except those
where p  5 and n ∈ {3p,3p + 1} and that where p = 3 and n = 10.
This paper is organized as follows. We begin by introducing the p-partitions com-
plex in Section 1. In Section 2, we prove the existence of a long exact sequence of
ASn−1-modules whose terms are made up from the homology modules H∗(Dp(n−p),A),
H∗(Dp(n − 1),A) and H∗(Dp(n),A), where A denotes a commutative ring. In Section 3,
we use this long exact sequence to show that the fundamental group π1(Dp(3p + 1)) is
non-trivial when the prime p is odd. In Section 4, we prove that, when p is odd and
p2  n < p2 + p, then ∆Ap(Sn) has the same homotopy type as the wedge of ∆Tp(n)
and a bouquet of circles. Finally, in the last section, we give a proof of Theorem 0.1.
1. The p-partitions complex
If X is a poset, we define the order complex ∆X of X as the ordered simplicial complex
whose k-simplexes are the subsets {x0, x1, x2, . . . , xk} of X satisfying x0 < x1 < x2 <
· · · < xk. We define the homotopy type of X as that of ∆X. If X and Y are posets and
f :X → Y is an order-preserving map, then f naturally induces a simplicial map ∆f from
∆X to ∆Y . We say that f is a homotopy equivalence if ∆f is.
Let p be a prime and n an integer  1. A p-partition of Nn = {1,2, . . . , n} is a non-
trivial partition of the set Nn whose parts are all of cardinality 1 or p. In other words,
a p-partition is a non-empty family of pairwise disjoint parts of cardinality p of Nn. If ε
denotes a p-partition and ε0, ε1, . . . , εk ⊆ Nn are the subset of cardinality p in ε, we write
ε = {ε0, ε1, . . . , εk} and we define the support of ε by supp(ε) =⋃ki=0 εi. We denote by
Dp(n) the poset of p-partitions of Nn ordered in the following natural way:
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The associated simplicial complex ∆Dp(n) is called the p-partitions complex of Nn. In
order to avoid misunderstanding, we distinguish a subset ε0 ⊂ Nn of cardinality p from
the p-partition ε = {ε0} ∈Dp(n). Notice that the symmetric group Sn acts naturally on the
poset Dp(n). This action is order-preserving, which makes Dp(n) a Sn-poset.
Lemma 1.1. The poset Dp(n) is connected if n > 2p.
Proof. Let p be a prime and n an integer > 2p. First we show that all the atoms in Dp(n)
are in the same connected component if n > 2p. (A minimal element of a poset is called
an atom.) Consider {ε} and {ρ} two atoms in Dp(n). We prove by induction on the inte-
ger (ε ∩ ρ) ∈ {0,1,2, . . . , p} that {ε} and {ρ} are in the same connected component. If
(ε ∩ ρ) = 0, the partition {ε,ρ} belongs to Dp(n) and we have {ε} < {ε,ρ} > {ρ}, which
shows that {ε} and {ρ} are in the same connected component.
Now suppose that (ε ∩ ρ) = u  1 and that the result is proven for all integers < u.
Since n > 2p, there exists a ∈ Nn such that a /∈ ε and a /∈ ρ. There exists also b ∈ ε ∩
ρ ⊂ Nn. Consider then the set ρ′ of cardinality p defined by ρ′ = (ρ ∪ {a}) \ {b}. It is
obvious that
(ε ∩ ρ′) = u− 1,
and thus by induction the p-partitions {ε} and {ρ} are in the same connected component.
Furthermore, we know that (ρ ∩ ρ′) = p − 1. Hence, since n > 2p, there exists a set
µ ∈ Nn of cardinality p disjoint from ρ and ρ′. We then have
{ρ} < {ρ,µ} > {µ} < {µ,ρ′} > {ρ′},
and thus the p-partitions {ρ} and {ρ′} are in the same connected component. Therefore the
p-partitions {ε} and {ρ} are also in the same connected component.
It is then easy to finish the argument since every element in Dp(n) contains at least one
atom and thus is in the same connected component than this atom. 
Now suppose that n = dp with d  2. If ε ∈Dp(dp) is of rank d − 1, then there exists a
unique maximal element of Dp(dp) that contains ε. This property of Dp(dp) implies the
following result.
Proposition 1.2. Let p be a prime and d  2 an integer. The simplicial complex ∆Dp(dp)
is of dimension d − 1, but it has the homotopy type of a complex of dimension d − 2. In
particular, the homology group Hd−1(Dp(dp)) is null and the group Hd−2(Dp(dp)) is
free abelian.
To prove this proposition, we need the following fundamental result due to Quillen.
Lemma 1.3 (Quillen [9, Homotopy property 1.3]). If f,g :X → Y are two order-preserv-
ing maps of posets such that f (x) g(x) for all x ∈ X, then f and g are homotopic.
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(d − 2)-dimensional poset
D′p(dp) =Dp(dp) \
{
ε ∈Dp(dp) | rank(ε) 
= d − 1
}
.
Let ε ∈Dp(dp) be a p-partition. If rank(ε) 
= d − 1 we set f (ε) = ε. On the other hand, if
rank(ε) = d − 1, let f (ε) denote the unique maximal element of Dp(dp) that contains ε.
The map f :Dp(dp) → D′p(dp) defined in this way is order-preserving. Let i denote the
inclusion i :D′p(dp) ↪→Dp(dp). One easily checks that
(i ◦ f )(ε) ε, whatever is ε ∈Dp(dp) and
(f ◦ i)(ε)= ε, whatever is ε ∈D′p(dp).
Hence by Lemma 1.3, the inclusion i is a homotopy equivalence. 
Example 1. At this stage we can describe the homotopy type of the poset Dp(n) when
n 3p.
1. If n < p, Dp(n) is empty.
2. If p  n < 2p, Dp(n) is a zero-dimensional poset with
(
n
p
)
elements.
3. If n = 2p, one easily shows that ∆Dp(2p) is a disconnected graph with 12
(2p
p
)
con-
tractible components.
4. If 2p < n< 3p, the complex ∆Dp(n) is a connected graph by Lemma 1.1. Thus it has
the homotopy type of a bouquet of −χ˜(Dp(n)) circles.
5. If n = 3p, the posetDp(3p) is connected of dimension 2, but it has the homotopy type
of a graph by Proposition 1.2. Therefore Dp(3p) has the homotopy type of a bouquet
of −χ˜(Dp(3p)) circles.
Remark 1. The Euler characteristic of the poset Dp(n) is easy to compute for any prime
p and any integer n. More precisely, if n = dp + r with d  1 and 0 r < p, then
χ˜
(Dp(n))= −1 + d∑
i=1
(−1)i+1 n!
(n − ip)! · i! · (p!)i .
2. A long exact sequence
In [4], Bouc studied the homotopy type of the poset D2(n). He notably showed that
the fundamental group of D2(7) is cyclic of order 3 and that D2(n) is simply connected
if n 8. Afterwards, he proved the existence of a long exact sequence of ASn−1-modules
whose terms are made up from the homology modules H∗(D2(n),A), H∗(D2(n − 1),A)
and H∗(D2(n − 2),A), where A denotes a commutative ring. In the case where A is
a field of characteristic zero, this exact sequence surprisingly determines the homology
ASn-modules of D2(n). In this section, we will generalize this latter long exact sequence
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p = 2. Nevertheless, it will allow us to prove, in the next section, that the homology group
H1(Dp(3p + 1)) is non-null.
Let D˜p(n− 1) be the subposet of Dp(n) defined by
D˜p(n− 1) =Dp(n) \
{
ε ∈Dp(n)
∣∣ ε is an atom and n ∈ supp(ε)}.
Lemma 2.1. The inclusion i :Dp(n− 1) ↪→ D˜p(n − 1) is a homotopy equivalence.
Proof. Let ε = {ε0, ε1, . . . , εk} ∈ D˜p(n − 1). If ε ∈Dp(n − 1), we set f (H) = H . Other-
wise we can suppose that n ∈ ε0 and we define
f (ε) = {ε1, ε2, . . . , εk} ∈Dp(n− 1).
The map f : D˜p(n − 1) −→ Dp(n − 1) defined in this way is order-preserving map. Fur-
thermore it is clear that
(i ◦ f )(H)H, whatever is H ∈ D˜p(n − 1) and
(f ◦ i)(H)= H, whatever is H ∈Dp(n− 1).
Therefore, by Lemma 1.3, the inclusion i is a homotopy equivalence. 
If L is a normal subgroup of G and X a G/L-poset, then InfGG/L X denotes the inflation
of X, that is the G-poset X, on which the group L acts trivially. It is clear that, whatever
the integer k,
Hk
(
InfGG/L X,A
)= InfGG/L Hk(X,A).
Given two posets X and Y and an order-preserving map f :X → Y , we define, for each
y ∈ Y , the following subsets of X:
fy =
{
x ∈ X | f (x) y} and fy = {x ∈ X | f (x) y}.
The following proposition is due to Bouc.
Proposition 2.2 (Bouc [3, Proposition 1]). Let A be a ring and G a group acting on two
posets X and Y . Let f be an order-preserving map from X to Y and k an integer such that:
(1) f (gx) = gf (x), whatever are g ∈ G and x ∈ X.
(2) H˜l(fy ,A)= 0 if l  k and if y ∈ Y is not a maximal element.
Then there exists a long exact sequence of AG-modules
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⊕
y∈Y/G
IndGGy H˜k(fy,A) → ·· · → H˜l(X,A)
→ H˜l(Y,A) →
⊕
y∈Y/G
IndGGy H˜l−1(fy,A) → ·· · ,
where Y/G denotes a representative system of the orbits of Y under the action of the
group G, and Gy denotes the stabilizer of y ∈ Y in G.
We can now prove the main result of this section.
Proposition 2.3. Given a prime p, an integer n 1 and a commutative ring A, there exists
a long exact sequence of ASn−1-modules
· · · → H˜k
(Dp(n − 1),A)→ ResSnSn−1 H˜k(Dp(n),A)
→ IndSn−1Sn−p×Sp−1 Inf
Sn−p×Sp−1
Sn−p H˜k−1
(Dp(n− p),A)
→ H˜k−1
(Dp(n− 1),A)→ ResSnSn−1 H˜k−1(Dp(n),A)→ ·· · .
Proof. The group Sn−1 = Perm({1,2, . . . , n − 1}) acts naturally on the poset Dp(n). The
inclusion i :Dp(n − 1) ↪→ D˜p(n − 1) respects this action and becomes by Lemma 2.1 an
Sn−1-homotopy equivalence (see [13, Proposition 1.1], for further explanation).
Consider now the inclusion f : D˜p(n−1) ↪→Dp(n), and let ε be a p-partition inDp(n).
If ε ∈ D˜p(n−1), fε is of course contractible. On the other hand, if ε ∈Dp(n)\D˜p(n−1),
ε is a minimal p-partition containing n in its support. Hence, if we equip the posets
D˜p(n − 1) and Dp(n) with the opposite order, we can apply Proposition 2.2 to the in-
clusion f . All the minimal p-partitions containing n in its support are clearly in the same
orbit of Dp(n) under the action of Sn−1. Moreover, if ε is such a p-partition, then the sta-
bilizer of ε in Sn−1 is (Sn−1)ε = Sn−p × Sp−1, where Sn−p (respectively Sp−1) denotes
the group Perm(Nn \ ε) (respectively Perm(ε \ {n})). Therefore, by Proposition 2.2, we get
the following exact sequence:
· · · → H˜k
(Dp(n − 1),A)→ ResSnSn−1 H˜k(Dp(n),A)→ IndSn−1Sn−p×Sp−1 H˜k−1(fε,A)
→ H˜k−1
(Dp(n − 1),A)→ ResSnSn−1 H˜k−1(Dp(n),A)→ ·· · .
Furthermore, fε = ]ε, .[Dp(n) and the map
g :Dp(Nn \ ε) −→ ]ε, .[Dp(n)
{ε0, ε1, . . . , εr} −→ {ε0, ε1, . . . , εr , ε},
is an isomorphism of (Sn−p × Sp−1)-posets. Hence we have
fε ∼= InfSn−p×Sp−1Sn−p Dp(n −p). 
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The goal of this section is to show that the fundamental group of the poset Dp(3p + 1)
is non-trivial when the prime p is odd.
In this section, we denote by K a field of characteristic zero. If λ = (λ1, λ2, . . . , λl)
is a partition of an integer n  1, then we write λ  n. We define the length l(λ) of the
partition λ as the number l of parts of λ. By convenience, we denote by the same letter
λ the associated Young diagram and we write Vλ the corresponding Specht module. If V
is a KSn-module such that the Specht module Vλ appears up to an isomorphism in its
decomposition into simple KSn-modules, then, by abuse of language, we say that Vλ is a
direct factor of V . If G1,G2 are two groups, V1 a KG1-module and V2 a KG2-module,
we denote by V1 ⊗ V2 the representation V1 ⊗K V2 of the group G1 × G2, defined by
(g1, g2) · (v1 ⊗ v2) = g1 · v1 ⊗ g2 · v2.
With this notation, if m,r ∈ N and V is a representation of Sm, then we have
InfSm×SrSm V = V ⊗ V(r),
where V(r) denotes the Specht module corresponding to the trivial partition (r). If neces-
sary, the reader can look at the book of Sagan [10] or the one of Fulton and Harris [7] for
a reminder of the theory of the irreducible representations of the symmetric group. In par-
ticular, the Pieri’s Formula, which is a particular case of the Littlewood–Richardson Rule,
and the Branching Rule are proven in these books.
Theorem 3.1 (Pieri’s Formula). If m,r ∈ N and λ  m then
IndSm+rSm×Sr (Vλ ⊗ V(r)) ∼=
⊕
ν
Vν,
where ν covers all the Young diagrams that can be obtained by adding r boxes to the Young
diagram λ, in such a way that at the most one box is added to each column.
Theorem 3.2 (Branching Rule). If n ∈ N and λ  n, then
ResSnSn−1 Vλ
∼=
⊕
ν
Vν,
where ν covers all the Young diagrams that can be obtained by removing one box to the
Young diagram λ.
Using the exact sequence of Proposition 2.3, we will now determine the decomposition
into Specht modules of the reduced homology KSn-modules H˜∗(Dp(n),K), for all odd
primes p and all integers n 1 such that n 2p + 1.
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non-null reduced homology KSn-module of the poset Dp(n) is given by
H˜0
(Dp(n),K)∼= r−1⊕
i=0
V(p+i,r−i).
Proof. The group Sn acts transitively on the zero-dimensional poset Dp(n). Hence its
only non-null reduced homology module is H˜0(Dp(n),K). Moreover, if ε ∈ Dp(n), the
stabilizer (Sn)ε is isomorphic to the group Sp × Sr . Therefore
H0
(Dp(n),K)∼= K[Dp(n)]∼= K[Sn/(Sn)ε]∼= IndSn(Sn)ε K ∼= IndSnSp×Sr (V(p) ⊗ V(r)).
By Pieri’s Formula we know that
H0
(Dp(n),K)∼= r⊕
i=0
V(p+i,r−i),
and we easily finish the argument. 
Lemma 3.4. If p is an odd prime, then the only non-null reduced homology KS2p-module
of the poset Dp(2p) is given by
H˜0
(Dp(2p),K)∼= p−2⊕
i=1
i odd
V(p+i,p−i).
Proof. According to Proposition 1.2, the poset Dp(2p) has the homotopy type of a zero-
dimensional poset. Hence its only non-null reduced homology module is H˜0(Dp(2p),K).
The exact sequence of Proposition 2.3 becomes
0 → H˜0
(Dp(2p − 1),K)→ ResS2pS2p−1 H˜0(Dp(2p),K)→ 0,
and we deduce by Lemma 3.3 that
ResS2pS2p−1 H˜0
(Dp(2p),K)∼= p−1⊕
i=1
V(p+i−1,p−i). (1)
Let us write
H˜0
(Dp(2p),K)∼= ⊕
λ2p
cλ · Vλ,
where, for every partition λ  2p, cλ is an integer  0 that counts the number of times Vλ
appears in the decomposition of H˜0(Dp(2p),K) into simple modules. If µ  2p − 1, the
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partition λ  2p. If λ = (λ1, λ2, . . . , λl) is a partition of 2p such that cλ = 1 then, by the
isomorphism (1) and Branching Theorem, the partition λ is of length l = 2. In other words,
we have {
λ  2p | cλ = 1
}⊆ {(p + i,p − i) | 0 i  p − 1}.
By the Branching Theorem, we know that, if 1 i  p − 1,
ResS2pS2p−1 V(p+i,p−i)
∼= V(p+i−1,p−1) ⊕ V(p+i,p−i−1) and ResS2pS2p−1 V(p,p) ∼= V(p,p−1).
Since p − 1 is even and ResS2pS2p−1 H˜0(Dp(2p),K) is a direct sum of p − 1 distinct sim-
ple KS2p−1-modules, the Specht module V(p,p) is not a direct factor of H˜0(Dp(2p),K),
i.e. c(p,p) = 0. Therefore c(p+1,p−1) = 1, since V(p,p−1) appears once in the decomposi-
tion (1).
Let us show by induction on the even integer i (0  i  p − 1) that c(p+i,p−i) = 0
and c(p+i+1,p−i−1) = 1. Let i be an even integer with 2  i  p − 1 and suppose the
assertion verified for i − 2. By induction hypothesis, we know that c(p+i−1,p−i+1) = 1.
Since the Specht module V(p+i−1,p−i) appears once in the decomposition (1), the coef-
ficient c(p+i,p−i) is null. But the module V(p+i,p−i−1) is a direct factor of the module
ResS2pS2p−1 H˜0(Dp(2p),K), and thus c(p+i+1,p−i−1) = 1. Therefore we have proven the iso-
morphism
H˜0
(Dp(2p),K)∼= p−2⊕
i=1
i odd
V(p+i,p−i). 
Lemma 3.5. If p is an odd prime, the only non-null reduced homology KS2p+1-module of
the poset Dp(2p + 1) is given by
H˜1
(Dp(2p + 1),K)∼= p−1⊕
i=0
i even
V(p+i,p−i,1).
Proof. By Example 1, the posetDp(2p + 1) has the homotopy type of a connected graph.
Hence its only non-null reduced homology KS2p+1-module is H˜1(Dp(2p + 1),K). The
exact sequence of Proposition 2.3 becomes
0 → ResS2p+1S2p H˜1
(Dp(2p + 1),K)→ IndS2pSp+1×Sp−1(H˜0(Dp(p + 1),K)⊗ V(p−1))
→ H˜0
(Dp(2p),K)→ 0.
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IndS2pSp+1×Sp−1
(
H˜0
(Dp(p + 1),K)⊗ V(p−1))∼= p−1⊕
i=0
V(p+i,p−i) ⊕
p−2⊕
i=0
V(p+i,p−i−1,1).
By Lemma 3.4 we deduce that
ResS2p+1S2p H˜1
(Dp(2p + 1),K)∼= p−1⊕
i=0
i even
V(p+i,p−i) ⊕
p−2⊕
i=0
V(p+i,p−i−1,1). (2)
For every partition λ  2p+1, we denote by cλ the number of times the Specht module Vλ
appears in the decomposition of H˜1(Dp(2p + 1),K) into simple modules. If µ  2p, the
Specht module Vµ appears at most once in the decomposition (2). Hence we have cλ  1
for every partition λ  2p + 1. Let λ = (λ1, λ2, . . . , λl) be a partition of 2p + 1 such that
cλ = 1. By the isomorphism (2) and Branching Rule, we have 2 l(λ) = l  3, λ1  p,
and if l(λ) = 3 then λ3 = 1. In other words, we have
{λ  2p + 1 | cλ = 1} ⊆
{
(p + 1 + i,p − i) | 0 i  p − 1}
∪ {(p + i,p − i,1) | 0 i  p − 1}.
Let i be an integer such that 0  i  p − 1, and consider the partition ν = (p + 1 + i,
p − i) 2p + 1. By the Branching Rule, we have
ResS2p+1S2p Vν
∼= V(p+i,p−i) ⊕ V(p+1+i,p−1−i).
Since one of the integer i or i + 1 is odd, we deduce by the isomorphism (2) that the
coefficient cν is null. Suppose now that i is odd and consider the partition η = (p + i,
p − i,1) 2p + 1. By the Branching Rule, we have
ResS2p+1S2p Vη
∼= V(p+i−1,p−i,1) ⊕ V(p+i,p−i−1,1) ⊕ V(p+i,p−i).
This implies that cη = 0, since the Specht module V(p+i,p−i) with i odd is not a direct
factor of ResS2p+1S2p H˜1(Dp(2p + 1),K). Hence we have
{λ  2p + 1 | cλ = 1} ⊆
{
(p + i,p − i,1) | 0 i  p − 1 and i even}. (3)
Moreover, by the Branching Rule again, we easily verify that
ResS2p+1S2p
p−1⊕
i=0
V(p+i,p−i,1) ∼=
p−1⊕
i=0
V(p+i,p−i) ⊕
p−2⊕
i=0
V(p+i,p−i−1,1).i even i even
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ResS2p+1S2p H˜1
(Dp(2p + 1),K)∼= ResS2p+1S2p p−1⊕
i=0
i even
V(p+i,p−i,1).
Finally, by the inclusion (3), we conclude that
H˜1
(Dp(2p + 1),K)∼= p−1⊕
i=0
i even
V(p+i,p−i,1). 
We can now prove the following central result of this section.
Proposition 3.6. For any odd prime p, the group H1(Dp(3p + 1)) is non-null. In particu-
lar, the fundamental group of the poset π1(Dp(3p + 1)) is non-trivial.
Proof. Let p be an odd prime. By Proposition 2.3, we have the exact sequence of
KS3p-modules
0 → ResS3p+1S3p H˜2
(Dp(3p + 1),K)→ IndS3pS2p+1×Sp−1(H˜1(Dp(2p + 1),K)⊗ V(p−1))
→ H˜1
(Dp(3p),K)→ ResS3p+1S3p H˜1(Dp(3p + 1),K)→ 0,
and thus the following isomorphism of KS3p-modules:
ResS3p+1S3p H˜2
(Dp(3p + 1),K)⊕ H˜1(Dp(3p),K)
∼= IndS3pS2p+1×Sp−1
(
H˜1
(Dp(2p + 1),K)⊗ V(p−1))⊕ ResS3p+1S3p H˜1(Dp(3p + 1),K). (4)
By Proposition 2.3 again, we have the exact sequence of KS3p−1-modules
0 → H˜1
(Dp(3p − 1),K)→ ResS3pS3p−1 H˜1(Dp(3p),K)
→ IndS3p−1S2p×Sp−1
(
H˜0
(Dp(2p),K)⊗ V(p−1))→ 0,
and thus the following isomorphism of KS3p−1-modules:
ResS3pS3p−1 H˜1
(Dp(3p),K)
∼= H˜1
(Dp(3p − 1),K)⊕ IndS3p−1S2p×Sp−1(H˜0(Dp(2p),K)⊗ V(p−1)). (5)
Our goal is to find a Specht KS3p-module Vν that is a direct factor of H˜1(Dp(3p),K), but
not a factor of the module
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(
H˜1
(Dp(2p + 1),K)⊗ V(p−1))
∼= IndS3pS2p+1×Sp−1
(
p−1⊕
i=0
i even
(V(p+i,p−i,1) ⊗ V(p−1))
)
.
If such a Specht module Vν exists, it is a direct factor of Res
S3p+1
S3p
H˜1(Dp(3p + 1),K) by
the isomorphism (4) and, in particular, the homology KSn-module H1(Dp(3p + 1),K) is
non-null.
We will distinguish two cases. Suppose first p ≡ 3 mod 4, i.e. the integer q = (p−1)/2
is odd. By Lemma 3.4, V(p+q,p−q) is a direct factor of the KS2p-module H˜0(Dp(2p),K).
Hence, by Pieri’s Formula and the isomorphism (5), we know that V(p+q,p+q) is a di-
rect factor of the module ResS3pS3p−1 H˜1(Dp(3p),K). Therefore one of the Specht module
V(p+q+1,p+q) or V(p+q,p+q,1) appears in the decomposition into simple modules of the
KS3p-module H˜1(Dp(3p),K). But none of them is a direct factor of the module M de-
fined above. Indeed, it is clear by Pieri’s Formula that the module M decomposes into
Specht modules Vλ with l(λ)  3. Furthermore, if λ = (λ1, λ2, λ3)  2p + 1 is such that
V(p+q,p+q,1) is a direct factor of Ind
S3p
S2p+1×Sp−1(Vλ ⊗ V(p−1)), then λ1 = p + q by Pieri’s
Formula. Hence the Specht module Vλ = V(p+q,λ2,λ3) is not a direct factor of the module
H˜1(Dp(2p + 1),K) since q is odd. Therefore neither V(p+q+1,p+q) nor V(p+q,p+q,1) are
direct factor of the module M . The KS3p+1-module H1(Dp(3p + 1),K) is thus non-null.
Suppose now that p ≡ 1 mod 4. Hence p  5, and both
s = p − 1
2
− 1 and t = p − 1
2
+ 1
are odd positive integers. Thus the modules V(p+s,p−s) and V(p+t,p−t ) are both direct fac-
tors of the KS2p-module H˜0(Dp(2p),K). By Pieri’s Formula and the isomorphism (5),
the module V(p+t,p+s) appears at least twice in the decomposition of the KS3p−1-module
ResS3pS3p−1 H˜1(Dp(3p),K). We have already noticed above that the module M decomposes
into Specht modules Vλ with l(λ)  3. Hence we can suppose that V(p+t,p+s,1) appears
at least twice in the decomposition of the KS3p-module H˜1(Dp(3p),K), since otherwise
there exists a module Vλ direct factor of H˜1(Dp(3p),K) with l(λ) = 2 and the proposi-
tion is proven. But V(p+t,p+s,1) appears only once in the decomposition of M into simple
module. Indeed, if Vλ = V(λ1,λ2,λ3) is a direct factor of the module
H˜1
(Dp(2p + 1),K)∼= p−1⊕
i=0
i even
V(p+i,p−i,1)
such that V(p+t,p+s,1) is a direct factor of the module Ind
S3p
S2p+1×Sp−1(Vλ ⊗ (p − 1)), then
λ1 = p + i with i even and s  i  t . But s + 1 = t − 1 = (p − 1)/2 is the only integer
verifying this condition. Hence the partition λ is uniquely determined by λ = (p + s + 1,
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composition of M into simple module.
Therefore the KS3p+1-module H˜1(Dp(3p + 1),K) is non-null. But the homology
group H˜1(Dp(3p + 1)) is isomorphic to the abelianization of the fundamental group
π1(Dp(3p + 1)), and consequently the group π1(Dp(3p + 1)) is non-trivial. 
4. The p-cycles complex
Given a prime p and an integer n  1, we define the poset Tp(n) as the subposet of
Ap(Sn) formed by the non-trivial elementary abelian p-subgroups of the symmetric group
Sn that are generated by p-cycles. The associated simplicial complex ∆Tp(n) is called the
p-cycles complex of Sn. In this section, we will first expound several results concerning
this poset Tp(n). Then we will prove that the homotopy type of Tp(n) determines the one
of Ap(Sn) when n < p2 + p.
Example 2. There are several connections between the posets Dp(n) and Tp(n) illustrated
by the following examples.
1. If n = dp + r where d  0 and 0 r < p, it is clear that the posets Tp(n) and Dp(n)
are both of dimension d − 1.
2. If p = 2 or p = 3, then for all subset ε0 ⊆ Nn of cardinality p, there exists a unique
cyclic subgroup 〈σ 〉 ∈ Tp(n) with support ε0. Therefore, for all n ∈ N, we have
D2(n) ∼= T2(n) and D3(n) ∼= T3(n).
3. There exists a natural order-preserving surjection π from Tp(n) over Dp(n) defined
by
π
(〈σ0, σ1, . . . , σk〉)= {supp(σ0), supp(σ1), . . . , supp(σk)}.
4. Given a minimal element ε = {{i1, i2, . . . , ip}} ∈ Dp(n), we can suppose i1 < i2 <
· · · < ip and define
ρ(ε) = 〈(i1i2 . . . ip)〉 ∈ Tp(n).
More generally, if ε = {ε0, ε1, . . . , εk} ∈Dp(n), we define
ρ(ε) = 〈ρ(ε0), ρ(ε1), . . . , ρ(εk)〉.
This map ρ :Dp(n) → Tp(n) defined in this way is order-preserving and injective.
Indeed ρ is a section of the natural surjection π :Tp(n) →Dp(n) described above.
Using the natural surjection π : Tp(n) →Dp(n) and its section ρ described above, one
easily proves the following result.
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ogy group Hk(Dp(n)) is a direct factor of the group Hk(Tp(n)).
In [8], the author proved the following results.
Proposition 4.2 (Ksontini [8, Proposition 4.1]). If p is a prime and n an integer  3p+ 2,
the poset Tp(n) is simply connected.
Lemma 4.3 (Ksontini [8, Lemma 3.1]). Let T Ap(n) be the subposet of Ap(Sn) defined by
T Ap(n) =
{
H ∈Ap(Sn) | the orbits of H are all of cardinality p
}
.
The inclusion of Tp(n) in T Ap(n) is a homotopy equivalence.
From this last lemma one can directly deduce the next result.
Corollary 4.4 (Ksontini [8, Corollary 3.2]). If n < p2, the inclusion of Tp(n) in Ap(Sn) is
a homotopy equivalence.
Let X, Y be two topological spaces, x0 ∈ X and f a continuous map from X to Y . On the
space (X × [0,1])unionsq Y , we consider the equivalence relation ∼ defined by (x,0)∼ (x0,0)
and (x,1) ∼ f (x) for all x ∈ X. The cone of f , denoted by Cf , is the topological space
defined by
Cf =
(
X × [0,1])unionsq Y/∼.
The following lemma is a basic property proven in [6].
Lemma 4.5. If f,g :X → Y denote two homotopic continuous mappings, then the topo-
logical spaces Cf and Cg have the same homotopy type.
Example 3. Let n 1 be an integer, Y a path-connected topological space, {y, y1, . . . , yn}
a set of n+1 points in Y and x a point not in Y . Consider the topological space Y1 obtained
from the space Y by linking by an edge the vertex x to each of the points y1, y2, . . . , yn.
Consider also the space Y2 obtained from the space Y by linking the vertices y and x by n
distinct edges. One can represent the spaces Y1 and Y2 as on Fig. 1. Let us show that
Y1  Y2  Y ∨
( n−1∨
S1
)
.
Consider the discrete topological space X = {x1, x2, . . . , xn} made up of n points and the
two maps f,g : X → Y defined by
f :xi → yi and g :xi → y, ∀i = 1,2, . . . , n.
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These maps are clearly continuous, since the space X is discrete. Moreover the maps f
and g are homotopic. Indeed, if for all i = 1,2, . . . , n, ci denotes a path from y to yi in Y ,
then the map
H :X × [0,1] −→ Y
(xi, t) −→ ci(t),
is a homotopy. Hence by Lemma 4.5, the topological spaces Cf and Cg have the same
homotopy type. But it is clear that Cf  Y1 and Cg  Y2 (where the point x represents the
equivalence class X × {0}). Thus we have
Y1  Cf  Cg  Y2.
Furthermore by contracting one of the n edges in Y2 that is not in Y , one proves easily that
Y2 has the same homotopy type as the wedge of the space Y and a bouquet of n−1 circles.
Therefore we have
Y1  Y2  Y ∨
( n−1∨
S1
)
.
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Lemma 4.6. Let X be a connected poset, Y ,Z two subsets of X such that X = Y unionsq Z
and f the inclusion of Z in X. If Y is connected and Z = {z1, z2, . . . , zc} is constituted of
maximal elements of X of rank 2, then
∆X  ∆Y ∨
( u∨
S1
)
, where u =
c∑
i=1
(
(fzi )− 1
)
.
Proof. Since X is connected and zi ∈ X is maximal of rank 2, the fiber fzi is non-empty
and zero-dimensional for all i = 1,2, . . . , c. One can represent the simplicial complex ∆X
by Fig. 2.
For all i = 1,2, . . . , c, let Yi denote the subposet of X defined by
Yi = Y ∪ {z1, z2, . . . , zi}.
By Example 3, we know that for all i = 1,2, . . . , c, we have
∆Yi  ∆Yi−1 ∨
( ui∨
S1
)
, where ui = (fzi )− 1.
Hence, by associativity of the wedge, one has
∆X = ∆Yc  ∆Y ∨
( u∨
S1
)
,
where u =∑ci=1 ui =∑ci=1((fzi )− 1). 
Proposition 4.7. If p is an odd prime and n an integer such that p2  n < p2 + p, then
∆Ap(Sn)  ∆Tp(n)∨
( u∨
S1
)
, where u = n!
p2(p − 1)2(p + 1)(n− p2)! .
Before proving Proposition 4.7, we recall the two following propositions from [8].
Fig. 2.
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one orbit. It is called regular if in addition the stabilizer of each x ∈ X is trivial. This is
equivalent to requiring that for an arbitrary x0 ∈ X, the function
f :G −→ X
g −→ g · x0
is an isomorphism of G-sets (where G acts on itself by left multiplication). Let
H ∈Ap(Sn). The group H acts naturally on the set Nn and more especially on its sup-
port supp(H). We say that H is a relatively transitive p-subgroup if the action of H on its
support is transitive.
Proposition 4.8 (Ksontini [8, Proposition 2.1]). The two following conditions are equiva-
lent:
(1) H ∈Ap(Sn).
(2) H is a subgroup of an elementary abelian group P = P1 ×P2 × · · ·×Pl , where l  1
is an integer and the P1, . . . ,Pl ∈ Ap(Sn) are relatively transitive p-subgroups with
pairwise disjoint supports.
Moreover, if H ∈ Ap(Sn), there is a unique elementary abelian subgroup P ∈ Ap(Sn)
breaking down the set Nn into the same orbits as H and satisfying condition (2).
Proposition 4.9 (Ksontini [8, Proposition 2.2]). Let P ∈ Ap(Sn) be a relatively transi-
tive p-subgroup such that supp(P ) = Nn. Then the action of P on Nn is regular and the
following two conditions are satisfied:
(1) If r  1 is the rank of P , then n = pr and each non-trivial permutation σ ∈ P is a
product of pr−1 pairwise disjoint p-cycles.
(2) The p-subgroup P is a maximal element of the poset Ap(Sn).
To compute the value of the integer u mentioned in Proposition 4.7, we need to describe
the normalizer of a relatively transitive elementary abelian p-subgroup P ∈Ap(Sn). This
is the aim of the following lemmas.
Lemma 4.10. If ϕ, ψ :G → Perm(X) are two regular actions of a group G on a set X, the
subgroups ϕ(G) and ψ(G) of Perm(X) are conjugate.
Proof. For all g ∈ G and x ∈ X, let us write
g · x = (ϕ(g))(x) and g ∗ x = (ψ(g))(x).
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fϕ :G −→ X and fψ : G −→ X
g −→ g · x0 g −→ g ∗ x0
are both bijections. Hence the map σ = fψ ◦ fϕ−1 is a permutation of X. The subgroups
ϕ(G) and ψ(G) of Perm(X) are conjugate by this permutation σ ∈ Perm(X). Indeed, if
ϕ(g) ∈ ϕ(G) and x ∈ X then we can write x = h ∗ x0 for an h ∈ G, and we have(
σϕ(g)σ−1
)
(h ∗ x0) =
(
fψ ◦ fϕ−1 ◦ ϕ(g) ◦ fϕ ◦ fψ−1
)
(h ∗ x0)
= (fψ ◦ fϕ−1 ◦ ϕ(g) ◦ fϕ)(h) = (fψ ◦ fϕ−1 ◦ ϕ(g))(h · x0)
= (fψ ◦ fϕ−1)(gh · x0) = fψ(gh) = gh ∗ x0
= (ψ(g))(h ∗ x0). 
Lemma 4.11. Given n  pr , the relatively transitive elementary abelian p-subgroups of
rank r of Sn are all conjugate.
Proof. Let P,Q ∈ Ap(Sn) be two relatively transitive elementary abelian p-subgroups
of rank r . By Proposition 4.9, the sets supp(P ) and supp(Q) are both of cardinality pr .
Without restricting the generality we can suppose that supp(P ) = supp(Q) = Npr . Since
P and Q are both elementary abelian of rank r , there exist two isomorphisms
ϕ :Crp −→ P < Perm(Npr ) and ψ :Crp −→ Q< Perm(Npr ).
One can naturally see these maps ϕ and ψ as two regular actions of the group Crp on the
set X = Npr . Therefore by Lemma 4.10, the subgroups ϕ(Crp) = P and ψ(Crp) = Q of
Perm(Npr ) < Sn are conjugate. 
Lemma 4.12. Let n be an integer  pr and P ∈Ap(Sn) a relatively transitive elementary
abelian subgroup of rank r . The centralizer of P in Sn is given by
CSn(P ) = P × Sn−pr ,
where Sn−pr denotes the subgroup of Sn of the permutations with support disjoint from P .
Proof. It is clear that CSn(P ) = CSpr (P ) × Sn−pr . Moreover P ⊆ CSpr (P ), since P is
abelian. Hence we just need to prove the inclusion CSpr (P ) ⊆ P .
Let X = supp(P ) and x0 ∈ X. By Proposition 4.9, the action of the group P on the set
X is regular, i.e. the map
f :P −→ X
σ −→ σ(x0)
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For all σ ∈ P , one has
τ
(
σ(x0)
)= σ (τ (x0))= σ (η(x0))= η(σ(x0)).
Therefore τ = η ∈ P and CSpr (P ) = P . 
Lemma 4.13. Let n be an integer  pr and P ∈Ap(Sn) a relatively transitive elementary
abelian subgroups of rank r . The normalizer of P in Sn is given by
NSn(P )
∼= CSn(P )GLr (Fp),
where the group GLr (Fp) acts naturally on the group CSn(P ).
Proof. In this proof, we will denote by σ · η the composition of the two permutations σ,
η ∈ Sn. Without restricting the generality we can suppose that supp(P ) = Nn. Let x0 ∈ Nn.
Since P is relatively transitive, the map
g :P −→ Nn
σ −→ σ(x0)
is a bijection. Hence for every element x ∈ Nn, there exists a unique σ ∈ P such that
x = σ(x0). Consider the groups homomorphism f :NSn(P ) → Aut(P ) where f (σ) de-
notes the conjugation by σ in P . Consider also the map
s : Aut(P ) −→ NSn(P ) defined by θ −→ s(θ) = τθ ,
where τθ ∈ Sn is the permutation defined by σ(x0) τθ−→ (θ(σ ))(x0), for all σ ∈ P . Let us
show that s is a section of f . It is easy to verify that if θ ∈ Aut(P ) and σ ∈ P , then
s(θ) · σ · s(θ)−1 = θ(σ ) ∈ P.
Hence s(Aut(P )) ⊂ NSn(P ) and the map s is well defined. Furthermore, this map is a
groups homomorphism, since if θ, θ ′ ∈ Aut(P ) and σ ∈ P , then(
s(θ ◦ θ ′))(σ(x0))= (θ(θ ′(σ )))(x0) = τθ ((θ ′(σ ))(x0))
= (τθ · τθ ′)
(
σ(x0)
)= (s(θ) · s(θ ′))(σ(x0)).
Thus if θ ∈ Aut(P ), and σ,η ∈ P , then((
(f ◦ s)(θ))(η))(σ(x0))= (τθ · η · τ−1θ )(σ(x0))= (θ(η · θ−1(σ )))(x0)
= (θ(η) · σ )(x0) = θ(η)(σ(x0)).
Therefore (f ◦ s)(θ) = θ and s is a section of the homomorphism f .
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NSn(P )
∼= Ker(f )Aut(P ).
But
Ker(f ) = CSn(P ) and Aut(P ) ∼= GLr (Fp),
and thus we have an isomorphism
NSn(P )
∼= CSn(P )GLr (Fp). 
We can now expound the proof of Proposition 4.7.
Proof of Proposition 4.7. Let f be the inclusion of the poset
T Ap(n) =
{
H ∈Ap(Sn)
∣∣ the orbits of H are all of cardinality p}.
in Ap(Sn). Recall that by Lemma 4.3 T Ap(n) has the same homotopy type as Tp(n). By
Propositions 4.8 and 4.9, and since p2  n < p2 + p, the only elements of Ap(Sn) that
are not in T Ap(n), are the relatively transitive elementary abelian subgroups of rank 2.
Furthermore, these latter are maximal elements of the poset Ap(Sn). If P denotes such
a subgroup, then the fiber fP is a zero-dimensional poset constituted of p + 1 cyclic
subgroups of order p. If {P1,P2, . . . ,Pc} ⊂Ap(Sn) denotes the set of relatively transitive
elementary abelian p-subgroups of rank 2, then, by Lemma 4.6, we have
∆Ap(Sn) = ∆T Ap(n)∨
( u∨
S1
)
 ∆Tp(n) ∨
( u∨
S1
)
where u =∑ci=1((fPi )− 1)= c · p.
To end this proof, we just need to count the number c of relatively transitive elementary
abelian subgroups of rank 2 in Ap(Sn). With this aim in mind we consider the action by
conjugation of the symmetric group Sn on the poset Ap(Sn). By Lemma 4.11, we know
that the relatively transitive elementary abelian p-subgroups of rank 2 of Sn are conjugate.
Moreover, if P denotes such a subgroup, then by Lemma 4.12 and Lemma 4.13,
NSn(P )
∼= (P × Sn−p2)GL2(Fp).
Hence we have
c = {gPg−1 ∣∣ g ∈ Sn}= |Sn||NSn(P )| = n!p2(n − p2)! (p2 − 1)(p2 − p),
and thus
u = c · p = n!
p2(p − 1)2(p + 1)(n− p2)! . 
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In this section, we will expound the proof of the central Theorem 0.1. Furthermore, we
will determine the fundamental group π1(Ap(Sn)) in all cases except those where p  5
and n ∈ {3p,3p + 1} and that where p = 3 and n = 10.
To begin this section, let us mention that the homotopy type of Ap(Sn) is known when
of low dimension.
Proposition 5.1 [8, Proposition 2.3]. If n = dp + r with 0 r < p, the poset Ap(Sn) is of
dimension d − 1.
Proposition 5.2 [8, Proposition 2.4]. The poset Ap(Sn) is connected if n > 2p.
Example 4 [8, Example 2].
1. The poset A2(S1) is empty. The posets A2(S2) and A2(S3) are zero-dimensional
posets with respectively one and three elements.
2. The poset A2(S4) is contractible. Indeed, A2(S4) contracts on the 2-subgroup
〈(12)(34), (13)(24)〉, which is the only relatively transitive 2-subgroup of rank 2 in
A2(S4).
3. The poset A2(S5) has the homotopy type of a bouquet of −χ˜(A2(S5)) = 16 circles.
4. The poset A2(S6) is homotopy equivalent to A2(S5).
Example 5 [8, Example 3]. Let p be an odd prime and n 1 an integer.
1. If n < p, Ap(Sn) is empty.
2. If p  n < 2p, Ap(Sn) is a zero-dimensional poset with
n!
p(p − 1)(n− p)!
elements.
3. If n = 2p, one easily shows that ∆Ap(2p) is a disconnected graph with (2p)!/(2(p!)2)
components, each of which has the homotopy type of ((p − 2)! − 1)2 circles.
4. If 2p < n < 3p, ∆Ap(Sn) is a connected graph and has the homotopy type of a bou-
quet of −χ˜(Tp(n)) circles.
Proposition 5.3. Let p be an odd prime and n an integer such that p2  n < p2 + p.
(1) If p = 3 and 9 n 11, the fundamental group π1(A3(Sn)) is non-trivial. In partic-
ular, the homotopy type of the Quillen complex ∆A3(S11) is given by
∆A3(S11) 
( 138600∨
S1
)
∨
( 10944∨
S2
)
.
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u = n!
p2(p − 1)2(p + 1)(n− p2)! .
Proof. (1) If p = 3, by Proposition 4.7, we have
∆A3(Sn)  ∆T3(n) ∨
( u∨
S1
)
, where u = n!
144(n− p2)! .
In particular, π1(A3(Sn)) is non-trivial. If n = 11, we know by Proposition 4.2 that the
poset T3(11) is simply connected. Hence the fundamental group π1(A3(S11)) is free on
138600 generators. Moreover, since T3(11) is of dimension 2, we can affirm that the sim-
plicial complex ∆T3(11) is a Moore space and thus has the homotopy type of a bouquet of
2-dimensional spheres (see [2, Section 5.6]). Since T3(11) ∼= D3(11), by Example 2 one
can easily finish the argument using Remark 1.
(2) By Proposition 4.7, we have
∆Ap(Sn)  ∆Tp(n)∨
( u∨
S1
)
, where u = n!
p2(p − 1)2(p + 1)(n− p2)! .
Moreover, by Proposition 4.2, the poset Tp(n) is simply connected since n p2 > 3p+ 2.
Hence π1(Ap(Sn)) is a free group on u generators. 
Before expounding the proof of Theorem 0.1, we recall the following theorem.
Theorem 5.4 (Ksontini [8, Theorem 5.3]). Let p be an odd prime and n 1 an integer. If
3p + 2 n < p2 or n p2 +p, the Quillen complex ∆Ap(Sn) is simply connected.
Remark 2. Let us mention that in ([8], Theorem 5.2 and Example 2) the author proves that
the Quillen complex ∆A2(Sn) is simply connected if and only if n = 4 or n 7.
Proof of Theorem 0.1. Let p be an odd prime and n 1 an integer.
If 3p + 2 n < p2 or n p2 + p, the Quillen complex ∆Ap(Sn) is simply connected
by Theorem 5.4.
If n < 3p, the fundamental group π1(Ap(Sn)) is clearly non-trivial by Example 5.
If p2  n < p2 + p, the fundamental group π1(Ap(Sn)) is non-trivial by Proposi-
tion 5.3.
If p = 3 and 9  n  10, then by Proposition 4.7, the Quillen complex ∆A3(Sn) has
the same homotopy as the wedge of ∆T3(n) and a bouquet of u circles with u > 0. Hence
the fundamental group π1(A3(Sn)) is non-trivial.
If p  5 and 3p  n  3p + 1, then n < p2. It follows by Corollary 4.4, that the
posets Ap(Sn) and Tp(n) have the same homotopy type. By Proposition 4.1, the group
H1(Dp(n)) is a direct factor of the group H1(Tp(n)). But by Example 1, the posetDp(3p)
has the homotopy type of a bouquet of circles and, by Proposition 3.6, the homology
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π1(Ap(3p)) and π1(Tp(3p + 1)) ∼= π1(Ap(3p + 1)) are non-trivial and the theorem is
proven. 
Although the homotopy type of Ap(Sn) seems difficult to determine when n = 3p or
n = 3p + 1, it is possible to give explicitly the homotopy type of the poset A3(S9).
Proposition 5.5. Let n = 3d be a multiple of 3 with d  3. The poset A3(S3d) is of dimen-
sion d − 1, but it has the homotopy type of a simplicial complex of dimension d − 2.
Proof. Let C = {P0 < P1 < · · · < Pd−2 < Pd−1} be a maximal chain in the posetA3(S3d).
One can easily show that the maximal element Pd−1 is necessarily of the form P =
〈σ0, σ1, . . . , σd−1〉 where σ0, σ2, . . . , σd are pairwise disjoint 3-cycles. Hence the chain
C is entirely contained in the subposet
T A3(3d) =
{
P ∈A3(S3d)
∣∣ the orbits of P are all of order 3}.
In particular, the elementary abelian subgroup Pd−2 is an element of rank d−1 of the poset
T A3(3d). There are two cases to distinguish depending on whether the set supp(Pd−2) is
of cardinality n − 3 or n. In the first case we can write Pd−2 = 〈σ0, σ1, . . . , σd−3, σd−2〉,
where σ0, σ2, . . . , σd are 3-cycles pairwise disjoint. Then there exists a unique cyclic sub-
group of order 3, that we can note 〈σd−1〉, whose support is disjoint from the one of Pd−2.
Hence the 3-subgroup
Pd−1 = 〈σ0, σ1, . . . , σd−3, σd−2, σd−1〉
is the unique maximal elementary abelian subgroup containing Pd−2. In the second case,
i.e. when supp(Pd−2) = N3d , we can write
Pd−2 = 〈τ0, τ1, . . . , τd−3, τd−2τd−1〉,
where τ0, τ1, . . . , τd−1 are pairwise disjoints 3-cycles. The 3-subgroup
Pd−1 = 〈τ0, τ1, . . . , τd−3, τd−2, τd−1〉
is then the unique maximal elementary abelian subgroup containing Pd−2. Therefore,
whatever is the maximal chain C = {P0 < P1 < · · · < Pd−2 < Pd−1} in the poset A3(S3d),
the group Pd−1 is the unique maximal elementary abelian subgroup containing Pd−2.
Let us consider the following subposet of A3(S3d ):
A′3(S3d) =A3(S3d) \
{
P ∈ T A3(3d)
∣∣ rank(P ) = d − 1}.
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let us denote by P̂ the unique maximal elementary abelian subgroup containing P . Con-
sider the poset inclusion i :A′3(S3d) ↪→A3(S3d) and the map
f :A3(S3d ) −→A′3(S3d )
P −→
{
P if P ∈A′3(S3d ),
P̂ if P /∈A′3(S3d ).
One can easily prove that i and f are order-preserving maps such that
(f ◦ i)(P ) = P, whatever P ∈A′3(S3d ),
(i ◦ f )(P ) P, whatever P ∈A3(S3d ).
The conclusion follows from Lemma 1.3. 
Remark 3. The previous proof is no more valid if p 
= 3. Indeed, if p = 2 and n = 8 for
example, the elementary abelian of rank 3〈
(12)(34), (56), (78)
〉∈A2(S8)
is contained in the two maximal elementary abelian subgroups:〈
(12), (34), (56), (78)
〉
and
〈
(12)(34), (13)(24), (56), (78)
〉∈A2(S8).
If p  5, it is easy to compute that if ε ⊂ Nn is a set of cardinality p, then there exists
(p − 2) cyclic groups of order p with support ε. Hence if n = dp, an elementary abelian
subgroup of rank d − 1 of the form
P = 〈σ0, σ1, . . . , σd−3, σd−2〉 ∈Ap(Sdp),
where σ0, σ1, . . . , σd are pairwise disjoint p-cycles is contained in (p − 2)! maximal ele-
mentary abelian subgroups
〈σ0, σ1, . . . , σd−3, σd−2, σd−1〉 ∈Ap(Sdp),
where σd−1 denotes a p-cycle, whose support is disjoint from the one of P .
Proposition 5.6. The poset A3(S9) has the homotopy type of a bouquet of 2997 circles.
Proof. By Propositions 5.5 and 5.2, the simplicial complex ∆A3(S9) has the homotopy
type of a connected graph. Moreover, by Proposition 4.7, one has
∆A3(S9)  ∆D3(9)∨
( 2520∨
S1
)
.
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mark 1. Hence the conclusion is immediate. 
New developments
Since these results were first circulated, Shareshian [11] used a theorem of Björner,
Wachs and Welker [5] to show that the simplicial complex ∆Tp(n) has the homotopy
type of a wedge of complexes, each of which can be built from spheres and the complexes
∆Dp(m) with m n and m ≡ n mod p, using the wedge and join operations. This allowed
him to determine the fundamental group of the Quillen complex ∆Ap(S3p).
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