In this paper, we analyze the size of the smallest stopping set (called the stopping distance) for the parity-check matrix of a superposed array low-density parity-check (SA-LDPC) code for column weights 3 and 4 by using the transversal design (TD) concept. An SA-LDPC code is obtained as the result of an n-fold recursive product operation (a superposition method) on the parity-check matrix of an array low-density parity-check (array LDPC) code, H n (m, q), where n ≥ 2 and m and q are column and row weights, respectively. We provide the lower and upper bounds for the stopping distance of these codes. Our simulation result shows that the SA-LDPC codes can compete with the TD-LDPC codes, random LDPC codes, and lattice LDPC codes of comparable rates and lengths and can improve the error floor region of the bit error rate curve.
I. INTRODUCTION
Quasi cyclic low-density parity-check (QC-LDPC) codes, which are the most promising class of structured LDPC codes, have efficient encoding algorithms and excellent performance over noisy channels. The simple structures of their parity-check matrices can significantly reduce the memory required for storing them, compared with randomly constructed low-density parity-check (LDPC) codes. Efficient encoding algorithms for QC-LDPC codes achieve high coding gain (the ratio of the encoder input bit-rate to the encoder output bit-rate) by quantizing a frequency-domain signal representation [1] .
Array LDPC codes are a kind of highly-structured QC-LDPC codes, which provides a good balance of performance, complexity and throughput [2] . These codes were originally introduced by Fan [3] . The parity-check matrices of array LDPC codes denoted by H (m, q) are specified by two integers m and q, where q is an odd prime and m ≤ q. These codes have well-known combinatorial constructions, as given in [4] - [7] .
In this paper, we focus on the n-fold product the paritycheck matrix of an array LDPC code created by a recursive product operation (a superposition method), which we call the superposed array LDPC (SA-LDPC) code [7] - [11] . SA-LDPC codes were comprehensively studied from the girth perspective in [12] . The structural properties of array-based LDPC codes motivated our utilization of the transversal design (TD) concept in constructing a new representation for the parity-check matrix of an SA-LDPC code, called the support matrix. In this paper, we present a recursive algorithm that can generate the parity-check matrix of any H n (m, q). The TD-extending method in our algorithm is able to construct the parity-check matrix of H n (m, q) based on a transversal design with a complexity of exponential order q 2n+1 where q 2n is equal to the number of columns of H n (m, q) and also the length of the code.
In the binary erasure channel (BEC), the decoding performance of the codes in the error floor region depends on a combinatorial structure called the stopping set, which is a failure set that creates a pseudo-codeword with low weight. The size of the smallest nonempty stopping sets is called stopping distance and is denoted by S(·). Stopping distance is an important parameter in the iterative message-passing decoding over BEC and should be maximized for better performance. The size of the smallest nonempty stopping set is the lower bound for the minimum distance of a code; therefore, the significant improvement in the error floor region is a result of avoiding the smallest stopping set [9] - [11] .
Esmaeili et al. [9] and Esmaeili and Amoshahi [10] determined the stopping distance of the associated array LDPC codes for 2 ≤ m ≤ 3, (m, q) = (4, 5), (m, q) = (4, 7) and (m, q) = (5, 11). Moreover, they provided the upper bound of the stopping distance based on the minimum distance of array LDPC codes for m > 3 and q > 3. Rosnes et al. [13] presented an upper bound on the minimum distance of the array LDPC codes for m = 6 and q > 2, significantly improving the best known bound. Furthermore, they provided several new specific minimum distance results for m ≤ 6 and low-to-moderate values of q ≤ 79.
In this paper, we thoroughly investigate the stopping distance of SA-LDPC codes by the transversal design concept and associated support matrices of column weights 3 and 4. Gruner and Huber [14] showed that the transversal designs arising from mutually orthogonal latin squares (MOLSs) provide a simple setting to investigate substructures such as stopping sets. The main contribution of this paper relates to the specific properties of the support matrix of any SA-LDPC code, which lead to key lemmas and propositions. We prove the following theorems by induction:
• The stopping distance of H n (3, q), q ≥ 3, is equal to 6 for all n.
• The stopping distance of H n (4, q), 4 < q ≤ 7, is equal to 8 for all n.
• The stopping distance of H n (4, q), q ≥ 11, is equal to 10 for all n.
In addition to its application to SA-LDPC codes, our contribution can be used for other types of QC-LDPC codes introduced recently, such as QC-LDPC lattice codes [15] and CC-QC-LDPC codes [16] , [17] .
The simulation result shows the significant performance gain of SA-LDPC codes associated with H 2 (4, 7) over BEC. SA-LDPC codes are competitive with random LDPC codes, TD-LDPC codes, and lattice LDPC codes in that they have comparable rates and lengths and low error floor regions.
The rest of the paper is organized as follows: In the next section, we provide the necessary background and definitions related to transversal designs, array LDPC codes, SA-LDPC codes, and a support matrix. Section III is devoted to the construction of SA-LDPC codes by the transversal design concept. In Section IV, we present our main contribution by analyzing the stopping distance of the parity-check matrices associated with SA-LDPC codes. The simulation result is provided in Section V. Finally, the paper concludes with Section VI.
II. PRELIMINARIES
In this section, we provide necessary background and the definitions of the transversal design, array LDPC codes, SA-LDPC codes, and stopping set. 
is known as an array code [3] , where q is an odd prime number and m is an integer between 1 and q. In (1) Based on the structural properties of Definitions 1 and 2, there is a relation between the parity-check matrix associated with an array LDPC code, C(m, q), and the incidence matrix of TD(m, q). The parity-check matrix H (m, q) of an array LDPC code can be used directly as the incidence matrix of TD(m, q) with points P and blocks B, such that the |P| = mq points correspond to the parity-check equations of H (m, q), and the |B| = q 2 blocks correspond to the code bits. [18] proved that each stopping set contains at least one cycle.
III. CONSTRUCTING THE n-FOLD SA-LDPC CODES BY TRANSVERSAL DESIGN
In this section a recursive algorithm (Algorithm 1) is presented for constructing a support matrix SM (H n (m,q)) , n ≥ 2, by transversal designs. Based on Remark 1, in this algorithm, the m elements of every block of TD A (m, q) (or, equivalently, every column of SM (H (m,q)) ) are mapped to m disjoint sets; then, the columns of SM (H 2 (m,q)) are obtained by assigning the new sets as the groups of the TD A (m, q). Therefore, Algorithm 1 is able to recursively construct SM (H n (m,q)) from SM (H (m,q)) and the blocks of TD A (m, q n ). for i = 1 to m do 10:
Algorithm 1 TD-Extending
Sort elements of A ij in ascending order 12: end for 13 : end for 14: {Step 3: Assigning} Comment: In this step, assign A ij to SM (H n (m,q)) 15: for k = 1 to q 2 do 16: for t = 1 to qdo 17: (3, 3) (the first column of SM (H (3,3)) ). By Algorithm 1, each element of B 1 is mapped to {1, 2, 3}, {10, 11, 12}, and {19, 20, 21}, respectively ( that is, 1 → {1, 2, 3}, 4 → {10, 11, 12}, and 7 → {19, 20, 21}). Then, the first 9 columns of SM (H 2 (3,3)) (or 9 blocks of TD A (3, 3 2 )) are obtained as follows: q 2n−2 sub-matrices of the same size. According to Algorithm 1, the i-th sub-matrix m × q 2 can be generated by VOLUME 6, 2018 the i-th column of SM (H n−1 (m,q)) , where 1 ≤ i ≤ q 2n−2 , and each sub-matrix is SM (H (m,q)) .
If
, then by applying Algorithm 1, every element b ij , for i ∈ {1, . . . , m} and j ∈ {1, . . . , q 2 }, is converted to
} and t ∈ {1, . . . , q}. Therefore, all elements generated by B (n−1) i are located in SM (H (m,q)) . [7] (e.g., the vector (1, 5, 5, 4, 4, 1, 5, 4) is satisfied by pattern (2, 3, 3; 8) because the components 5 and 4 are repeated 3 times and the component 1 is repeated twice and 2 + 3 + 3 = 8). Liu et al. [11] showed that the girth of H n (m, q) satisfies the inequality.
IV. ANALYZING THE SIZE OF THE SMALLEST STOPPING SET OF SA-LDPC CODES BY TRANSVERSAL DESIGNS A. SUPPORT MATRIX OF THE STOPPING SET

Definition 7 [8]: A length-t vector v over an arbitrary set is said to form a
pattern (x 1 , x 2 , · · ·, x k ; t), where x j ≥ 2 for every j ∈ {1, . . . , k}, if the components of v consist of exactly k distinct elements v 1 , v 2 , · · · , v k (where k < t)
such that every v i is repeated x i times and x
1 + x 2 + . . . + x k = t
Definition 8: A support matrix of a t-element stopping set in H n (m, q) is an m × t matrix denoted by SMS(H n (m, q); t). If m < q, all elements of each row are satisfied by the pattern
where g 1 and g n−1 are the girths of H (m, q) and H n−1 (m, q), respectively. Given that the nonzero entries of a columnblock of H n (m, q) form an H n−1 (m, q), by induction, the girth of H n (m, q) is equal to the girth of H (m, q). By one-toone correspondence between any H n (m, q) and its TD incidence matrix, the length of the girth cannot be 4. Therefore, H n (m, q) has a girth of at least 6 for all possible values of n, m, q. Consider the m × 3 matrix that is a support matrix of the 6-cycle in H n (m, q), SMC(H n (m, q); 6). According to (4) and (5) are three cases of support matrices of the cycles of length 8.
Algorithm 1, three columns of SMC(H n (m, q); 6) can be generated in three ways as follows:
1) Three columns are generated by one column of SM (H n−1 (m,q)) . 2) Three columns are generated by two different columns of SM (H n−1 (m,q)) . 3) Three columns are generated by three different columns of SM (H n−1 (m,q)) . In Proposition 1, we will prove that generation by the second way is impossible.
Proposition 1: The support matrix of a 6-cycle in SM (H n (m,q)) where m ≥ 3 can not be generated by two different columns of SM (H n−1 (m,q)) .
Proof: Assume that three columns of SMC(H n (m, q); 6) are generated by two different columns of
Without loss of generality, assume that the first two columns of SMC(H n (m, q); 6) are generated by B (n−1) i and the third column of SMC(H n (m, q); 6) is generated by B (n−1) j . As shown in Fig.2.(1) , the elements a, b, and c create a 6-cycle. The element b can be generated by b i2 and b j2 , and the element c can be generated by b i3 and b j3 as in Fig.2 
.(2).
According to Algorithm 1, an arbitrary entry (i, r) of
Therefore, there are two elements x, y for creating the element b, where 1 ≤ x, y ≤ q such that have two elements in common, so there is a 4-cycle in SM (H n−1 (m,q)) which is a contradiction. Given that SM (H n−1 (m,q)) is another representation of the parity-check matrix H n−1 (m, q) which satisfies the RC-constraint (i.e., . (3), (4) Two cases of the unsatisfied pattern (
there is no 4-cycle in H n−1 (m, q)), the initial assumption must be false. (m, q) ; t) must be repeated x i , times where i ∈ {2, . . . , k} (i.e., i = 1 ). If another value, such as c, is repeated x i times, then the x i columns of SMS(H n (m, q); t) have two common elements in two rows (i.e., a cycle with a length of at least 4 is constructed in SMS(H n (m, q); t)), which is a contradiction. Therefore, the initial assumption must be false.
B. ANALYZING THE SIZE OF THE SMALLEST STOPPING SET
In this section, we give the lower and the upper bounds for the size of the smallest stopping set of H n (3, q) and H n (4, q) when all n ≥ 2 and q ≥ 3.
Proposition 3: The upper bound of the stopping distance of H n (m, q) is the stopping distance of H n−1 (m, q) for every n ≥ 2.
Proof: The nonzero entries of each column-block of H n (m, q) form a matrix H n−1 (m, q). If there is a stopping set of size t in H n−1 (m, q), then this stopping set is in H n (m, q). Therefore, the upper bound of the stopping distance of H n (m, q) is the stopping distance of H n−1 (m, q) for every n ≥ 2 in (6).
In [8] and [9] , it is shown that the minimum distance of the array LDPC code C(m, q), denoted by d min (C(m, q) ), is the upper bound for the size of the smallest stopping set of H (m, q). Therefore, an upper bound is provided by (7) as follows:
Remark 2: Based on Definition 8, the only pattern for the stopping set of size 4 is (2, 2; 4); therefore, every row of SMS(H n (m, q); 4) for m ≥ 3 must satisfy this pattern. Fig.3 . (1) and Fig.3 . (2) show the support matrix of the stopping set of size 4, SMS(H n (3, q); 4), and the Tanner graph associated with this stopping set, respectively. Furthermore, the support matrices of cycles of length 6 are shown in Fig.3 . (3)- (6) . (3, q) ; 4) (see Fig.3  (3)-(6) ). Let three columns of the cycle shown in Fig.3.(3) be generated by one column of SM (H n−1 (3,q)) , denoted by B (n−1) i , where i ∈ {1, 2, . . . , q 2(n−1)
}. However, the fourth column of SMS(H n (3, q); 4) and the first two columns of SMS(H n (3, q); 4) construct another 6-cycle in Fig.3.(4) .Therefore, with respect to Proposition 1, the fourth column of SMS(H n (3, q); 4) must also be generated by B (n−1) i . Let three columns of the cycle shown in Fig.3.(3) be generated by three different columns of SM (H n−1 (3,q)) , denoted by B
}. Based on Proposition 1, the fourth column of SMS(H n (3, q); 4) must be generated by a different column with B . Therefore, two cycles in Fig.3.(3) and Fig.3 . (4) can be generated by either one column or four different columns of SM (H n−1 (3,q) ) . Similarly, for two other cycles in Fig.3 . (5) and Fig.3 . (6), we can prove that these cycles can be generated by either one column or four different columns of SM (H n−1 (3,q) ) .
Lemma 1: There is no smallest stopping set of size 4 in H 2 (m, q), where m ∈ {3, 4} and q ≥ m.
Proof: Assume the size of the smallest stopping set of H 2 (m, q) to be equal to 4 for m = 3, 4.
First, we prove this lemma for m = 3. As shown in Proposition 4, SMS(H 2 (3, q); 4) consists of four cycles of length 6; thus, two cases are created for generating four columns of SMS (H 2 (3, q) ; 4), as follows: 2 (3, q) ; 4) are generated by one column in SM (H (3,q)) , then according to the relation between the non-zero entries of each column-block of H 2 (3, q) and H (3, q), these columns will be placed into SM (H (3,q) ) . As shown in [8] , there is no stopping set of size 4 in H (3, q) (or equivalently SM (H (3,q)) ). Therefore, the initial assumption must be false, and there is no stopping set of size 4 in H 2 (3, q). (H (3,q) ) , then these four columns in SM (H (3,q)) must satisfy the pattern (2, 2; 4). Therefore, it is a contradiction because H (3, q) (or equivalently SM (H (3,q)) ) has a smallest stopping set of size 6. Hence the initial assumption must be false.
1) If all columns of SMS(H
2) If every column of SMS(H 2 (3, q); 4) is generated by a different column in SM
For m = 4, assume the size of the smallest stopping set in H 2 (4, q) to be equal to 4. By adding the new row to SMS(H 2 (3, q); 4), the support matrix SMS(H 2 (4, q); 4) and its Tanner graph are formed as shown in Fig.3.(7) . This new row must satisfy the pattern (2, 2; 4). The girth of this code is at least 6, but two cycles of length 4 are created in SMS(H 2 (4, q); 4) which is impossible. Therefore, the initial assumption must be false, and there is no stopping set of size 4 in H 2 (4, q). (Fig.4 shows the support matrices SMS(H 2 (3, q); 5) SMS(H 2 (4, q); 5) and their two associated Tanner graphs.) Therefore, there is no stopping set of size 5 in H 2 (m, q) when m = 3, 4, and the initial assumption must be false.
Theorem 1: The stopping distance of H n (3, q) is equal to the stopping distance of H (3, q) for n ≥ 2.
Proof: Based on Proposition 3, if there is a stopping set of size t in H n−1 (m, q), then this stopping set is in H n (m, q). Based on Lemma 1 and Lemma 2, we show that the stopping distance of H 2 (3, q) is equal to the stopping distance of H (3, q) . Note that, as in the proofs of the two previous Lemmas we can prove that the stopping distance of H 3 (3, q) is equal to the stopping distance of H 2 (3, q) . Therefore, it is sufficient for completing the sketch of the proof to repeat the above procedure by induction. Thus, the stopping distance of H n (3, q) is equal to the stopping distance of H (3, q).
Remark 3: The support matrix of a stopping set of size 6 can be constructed by five cycles of length 8 when m = 3 and q > 3. Fig.5.(1) and Fig.5 . (2) (Fig.5.(3) ). To avoid creating a cycle of length 4, variable node 1 can be connected to either variable node 3 or variable node 6, and variable node 2 can be connected to either variable node 4 or variable node 5. Proof: Assume the size of the smallest stopping set in H 2 (4, q) to be equal to 6. The support matrix of the stopping set of size 6, SMS(H 2 (4, q); 6), and its associated Tanner graph are shown in Fig.6 . (1) and Fig.6 . (2), respectively. The support matrix SMS(H 2 (4, q); 6) consists of eight cycles of length 6 in Fig.6.(3) . There are two cases for six columns of SMS(H 2 (4, q); 6) as follows: 1) If all columns of SMS(H 2 (4, q); 6) are generated by one column in SM (H (4,q) ) , then these columns will be placed into SM (H (4,q) ). In [9] and [10] , it was proved that there is no stopping set of size 6 in H (4, q) ; therefore, the initial assumption must be false, and there is no stopping set of size 6 in H 2 (4, q). 2) If every column of SMS(H 2 (4, q); 6) is generated by a different column in SM (H (4,q)) (denoted by B (1) i , where 1 ≤ i ≤ 6), then these six columns must satisfy the pattern (2, 2, 2; 6) in SM (H (4,q) ) , which is a contradiction because the size of the smallest stopping set in H (4, q) is equal to 8. Therefore, the initial assumption must be false. Lemma 4: There is no stopping set of size 7 in H 2 (4, q), where q ≥ 5.
Proof: Assume the size of the smallest stopping set of H 2 (4, q) to be equal to 7. The only pattern (3, 2, 2; 7) creates a stopping set of size 7. With respect to Proposition 2, the maximum element in this pattern is x i = 3, where x i ≥ [ H 2 (4, q) . If every row of SMS(H 2 (4, q); 7) satisfies the pattern (3, 2, 2; 7), then a cycle of length 4 is created. (Fig.7.(1) and Fig.7 . (2) show the support matrix of SMS(H 2 (4, q); 7) and the associated Tanner graphs, respectively). Therefore, there is no stopping set of size 7 in H 2 (4, q), and the initial assumption must be false.
Theorem 2:
The stopping distance of H n (4, q) is equal to the stopping distance of H (4, q) for n ≥ 2 and q = 5, 7.
Proof: As in the proof of Theorem 1, we provide a sketch of the proof. Based on Lemmas 1, 2, 3, and 4, we show that there is no stopping set of size 4, 5, 6 or 7, respectively, for two-fold product of the parity-check matrix of SA-LDPC code H 2 (4, q) . Then, the stopping distance of H 2 (4, q) is equal to 8 when q = 5, 7. Note that, as in the proofs of the Lemmas 3 and 4, we can prove that the stopping distance of H 3 (4, q) is equal to the stopping distance of H 2 (4, q). Therefore, it is sufficient for completing the sketch of the proof to repeat the above procedure by induction.
Consider the m × 4 matrix that is a support matrix of the 8-cycle in H n (m, q), SMC(H n (m, q); 8) . According to Algorithm 1, four columns of SMC (H n (m, q) ; 8) can be generated in four ways as follows:
1) Four columns are generated by one column of SM (H n−1 (m,q)) . 2) Four columns are generated by two different columns of SM (H n−1 (m,q)) . 3) Four columns are generated by three different columns of SM (H n−1 (m,q)) . 4) Four columns are generated by four different columns of SM (H n−1 (m,q)) . In Proposition 5, we will prove that generation by the second way is impossible. . As shown in Fig.8.(1) , the element c can be generated by b i3 and b j3 , and the element d can be generated by b i4 and b j4 . Using the same approach as th proof of Proposition 1, there are two elements x 1 , x 2 for creating the element c where 1
Based on (8), we have ; therefore, neither P 1 nor P 2 creates the stopping set of size 8. Fig.9 shows different support matrices associated with stopping sets of size 8 when m ≥ 4. In Fig.9.(1) , SMS(H n (4, q); 8) is satisfied by the pattern P 3 = (3, 3, 2; 8) . Fig.9.(2) and Fig.9.(3) show two support matrices satisfied by the pattern P 4 = (2, 2, 2, 2; 8).
Lemma 5: 8 If q ≥ 11, then there is no stopping set of size 8 in H 2 (4, q) . 1 (m,q) ) .
FIGURE 9.
(1) Support matrix of a stopping set of size 8 satisfied by the pattern P 3 = (3, 3, 2; 8). (2) and (3) Support matrices of two stopping sets of size 8 satisfied by the pattern P 4 = (2, 2, 2, 2; 8). Proof: First we prove this lemma for SMS(H 2 (4, q); 8) satisfied by P 4 = (3, 3, 2; 8) (see Fig.9 (1)). We prove that the support matrix of a stopping set of size 8 satisfied by the pattern P 3 = (3, 3, 2; 8) does not contain the sub-matrix of the form:
As shown in Fig.10 , A contains four cycles of length 6; thus, two cases are created for generating six columns of the submatrix A as follows: 1) If all columns of the sub-matrix A are generated by one column in SM (H (4,q)) , then according to the relation between the nonzero entries of each column-block of H 2 (4, q) and H (4, q), these columns will be placed into SM (H (4,q) ) . As shown in [9] , there is no stopping set of size 6 in H (4, q) (or equivalently SM (H (4,q)) ). Therefore, the initial assumption must be false, and the support matrix of a stopping set of size 8 does not contain the sub-matrix A. 2) If every column of A is generated by a different column in SM (H (4,q)) , then according to the definition of a stopping set, these six columns in SM (H (4,q)) can generate a stopping set of size 6. Therefore, it is a contradiction because H (4, q) (or equivalently SM (H (4,q)) ) does not have a stopping set of size 6 and the initial assumption must be false. Second we prove this lemma for SMS(H 2 (4, q); 8) satisfied by P 4 = (2, 2, 2, 2; 8) (see Fig.9 . (2) and Fig.9.(3) ). Assume the size of the smallest stopping set of H 2 (4, q) to be equal to 8 satisfied by P 5 = (2, 2, 2, 2; 8). Fig.11 . (1) ,q) ) . According to Algorithm 1, these columns will be placed into SM (H (4,q)) . As shown in [11] , there is no stopping set of size 8 in H (4, q) where q ≥ 11. Therefore, the initial assumption must be false. 2) If 2 ≤ x ≤ 7, then all columns of SMS(H 2 (4, q); 8) are generated by x different columns in SM (H (4,q)) .
In [8] - [11] , it was proved that there is no stopping set of size x in H (4, q). Therefore, the initial assumption must be false. 3) If x = 8, then every column of SMS(H 2 (4, q); 8) is generated by a different column in SM (H (4,q) ) . These eight columns in SM (H (4,q)) must satisfy the pattern (2, 2, 2, 2; 8). Therefore, it is a contradiction because H (4, q) where q ≥ 11 has the smallest stopping set of size 10 and the initial assumption must be false.
Remark 5: 5 Based on Definitions 7 and 8, there are five patterns P 1 = (5, 4; 9), P 2 = (5, 2, 2; 9), P 3 = (4, 3, 2; 9), P 4 = (3, 3, 3; 9), and P 5 = (3, 2, 2, 2; 9) for a stopping set of size 9. With respect to Proposition 2, the maximum element in each of three patterns P 1 , P 2 , and P 3 is x i , where x i ≥ [ 9 2 ]; therefore, none of three patterns creates the stopping set of size 9. In Fig.12.(1), every row of SMS(H n (4, q); 9) is FIGURE 12.
(1) Support matrix of a stopping set of size 9, SMS(H n (4, q); 9) satisfied by pattern P 4 = (3, 3, 3; 9). (2) Support matrix of a stopping set of size 9, SMS(H n (4, q); 9) satisfied by pattern P 5 = (3, 2, 2, 2; 9).
satisfied by the pattern P 4 = (3, 3, 3; 9) and in Fig.12. (2) every row of SMS(H n (4, q); 9) is satisfied by the pattern P 5 = (3, 2, 2, 2; 9).
Lemma 6: If q ≥ 11, then there is no stopping set of size 9 in H 2 (4, q).
Proof: Assume the size of the smallest stopping set of H 2 (4, q) to be equal to 9 for q ≥ 11. With respect to Remark 5, there are several cycles of length 8 in SMS(H 2 (4, q); 9) satisfied by either pattern P 4 = (3, 3, 3; 9) or P 5 = (3, 2, 2, 2; 9) (see Fig.13 . (1) and Fig.13 . (2)). Note that, as in the proof of the previous Lemmas, we can prove that the support matrices of these cycles can be generated as follows:
1) If all columns of SMS(H 2 (4, q); 9) are generated by one column in SM (H (4,q)) , then these columns will be placed into SM (H (4,q) ). In [9] and [11] , it was proved that there is no stopping set of size 9 in H (4, q) when q ≥ 11; therefore, there is no stopping set of size 9 in H 2 (4, q) for q ≥ 11. 2) If all columns of SMS(H 2 (4, q); 9) are generated by x columns in SM (H (4,q)) where 2 ≤ x ≤ 8. As shown in [9] and [11] and the previous Lemmas, it was proved that there is no stopping set of size x in H (4, q) when q ≥ 11. 3) If nine columns of SMS(H 2 (4, q); 8) are generated by nine different columns in SM (H (4,q)) ; therefore, there is no stopping set of size 9 in H n (4, q) for q ≥ 11.
Theorem 3: The stopping distance of H n (4, q) is equal to the stopping distance of H (4, q) for n ≥ 2 and q ≥ 11.
Proof: As in the proof of Theorems 1 and 2, we provide a sketch of the proof. Based on Lemmas 5 and 6, we show that there is no stopping set of size 8 or 9, respectively, for two-fold product of the parity-check matrix of SA-LDPC code H 2 (4, q) where q ≥ 11. Then, the stopping distance of H 2 (4, q) is equal to 10. Note that, we can prove that the stopping distance of H 3 (4, q) is equal to the stopping distance of H 2 (4, q). Therefore, it is sufficient for completing the sketch of the proof to repeat the above procedure by induction.
V. SIMULATION RESULTS
We use with BPSK signaling for transmision over the binaryinput erasure channel with erasure probability p. Also, we use VOLUME 6, 2018 FIGURE 13. There are several cycles of length 9 in SMS(H 2 (4, q); 9) satisfied by the patterns P 4 = (3, 3, 3; 9) and P 5 = (3, 2, 2, 2; 9).
FIGURE 14.
Comparison of decoding performance of SA-LDPC code with parity-check matrix H 2 (4, 7) (length 2401, code rate 0.918, column weight 4, and row weight 49), TD-LDPC code (length 2209, code rate 0.916, column weight 4, and row weight 47) [14] , lattice LDPC code (length 2209, code rate 0.916, column weight 4, and row weight 47) [14] , random LDPC code (length 2209, code rate 0.92, column weight 4, and row weight 49) [14] .
Belief propagation decoding (BP decoding) for decoding and computing the bit error performances of the codes. The experimental results for the decoding performance of the SA-LDPC code associated with H 2 (4, 7) over BEC are shown in Fig.14 . The plot in Fig.14 shows the decoding performance of the SA-LDPC code associated with H 2 (4, 7) compared to a TD-LDPC code and a random regular LDPC code of nearly the same parameters constructed by the progressive edge-growth (PEG) algorithm [19] and an LDPC code based on the Lattice construction from [14] . A legend displays the following information on the codes. The code denoted by is a TD-LDPC code [14] (the LDPC code based on transversal design and orthogonal latin squares) of length 2209, code rate 0.916, column weight 4, and row weight 47. The code denoted by is a random-like LDPC code [19] of length 2209, code rate 0.920, column weight 4, and row weight 49. The code denoted by is a lattice LDPC code with exactly the same parameters, although the lattice codes are a subclass of the TD-LDPC codes [14] . The code denoted by • is the SA-LDPC code with parity-check matrix H 2 (4, 7) of length 2401, code rate 0.918, column weight 4, and row weight 49.
The curve of the SA-LDPC code with parity-check matrix H 2 (4, 7) shows that the bit error rate of these codes are better than those of others because with erasure probability p = 0.045, the decoding bit error rate is equal to 10 −8 , whereas the decoding bit error rates of the TD-LDPC code and the random LDPC code are equal to 10 −5 and 10 −4 , respectively, for the same erasure probability.
VI. CONCLUSION AND FUTURE WORKS
The smallest stopping sets for parity-check matrices of the SA-LDPC codes (also referred to as superposed array LDPC codes) were considered in this paper. We have proved that the stopping distance for H n (m, q), denoted by S (H n (m, q) ), is equal to the stopping distance for H (m, q), denoted by S (H (m, q) ), where column weight m = 3, 4 and n ≥ 2. The question of whether S(H n (m, q)) = S(H (m, q)) for other values of m is left as an open problem. According to the simulation result, the performance of SA-LDPC code is better than that of random-like LDPC code, lattice LDPC code and TD-LDPC code as given in [14] . Our future works involves jointly optimizing decoding scenario and design of the codes based on determining the stopping distance of superposed array LDPC codes. To improve the decoding performance, we try other optimization objectives, such as reducing the complexity and design better decoding algorithm.
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