Abstract. This is a survey of forty necessary and sufficient conditions for regularity of interval matrices published in various papers over the last thirty-five years. A full list of references to the sources of all the conditions is given, and they are commented on in detail.
ELA
As it will be seen in Theorem 4.1, the notation (3.1) is preferable for our purposes. Given an n × n interval matrix A, we define matrices
for each y ∈ Y n and z ∈ Y n . The definition implies that
so that A yz ∈ A for each y ∈ Y n , z ∈ Y n . Since cardinality of Y n is 2 n , the cardinality of the set of matrices {A yz | y, z ∈ Y n } is at most 2 2n . We shall write A −yz instead of A −y,z . In particular, we have A ye = A c − T y ∆ and A −ye = A c + T y ∆. The central topic of this paper is introduced in the following definition.
Definition. A square interval matrix A is called regular if each A ∈ A is nonsingular, and it is said to be singular otherwise (i.e., if it contains a singular matrix). 
has a unique solution, (vi) for each B with |B| ≤ ∆ and for each b ∈ R n the algorithm (Fig. 4.1 ) does (viii) for each y ∈ Y n the equation
has a solution, (ix) for each y ∈ Y n the equation 
has a solution in each orthant, (xx) there exists an R ∈ R
n×n such that the inequality
has a solution in each orthant, (xxi) for each y ∈ Y n the matrix equation
has a solution, (xxii) for each y ∈ Y n the matrix equation
has a solution, (xxiv) for each y ∈ Y n the matrix equation 
(xxxviii) each matrix of the form
is nonsingular, (xxxix) each matrix of the form
where |t| ≤ e and z ∈ Y n , is nonsingular, (xl) each matrix of the form
n}, is nonsingular, (xli) each matrix of the form
where k, m ∈ {1, . . . , n}, is nonsingular.
Sources.
We do not give here the proof of the mutual equivalence of all the conditions since, as the reader may expect, this would make for a lengthy and perhaps tedious paper. Instead, we list in Fig. 5 .1 a full list of their sources.
Comments.
In this section we comment on the conditions. At some places we quote related theorems; for the sake of smoothness of the exposition, they are not marked as such, but are always given in italics. The forty conditions can be divided into five groups: (ii)-(vii), (viii)-(xxiv), (xxv)-(xxxiv), (xxxv)-(xxxvii), and (xxxviii)-(xli). (xxxiv) below). Moreover, the condition (ii) is the main tool for the proof of co-NPcompleteness of checking regularity (checking regularity of interval matrices of the form [A c − ee T , A c + ee T ] is co-NP-complete in the class of nonnegative symmetric positive definite rational matrices A c ; short proof in [6] , Theorem 2.33, original proof in [14] ). This complexity result sheds its light on all the subsequent conditions: if the conjecture P =NP is true, then none of them is verifiable in polynomial time.
Conditions (ii)-(vii)
(iii): This condition shows that if (4.1) holds for some x = 0, then it also holds "uniformly" for some x = 0. It has a nontrivial consequence. Let us define a nonnegative number d to be an absolute eigenvalue of a real matrix A ∈ R n×n if |Ax| = d|x| holds for some real x = 0. Surprisingly enough, each square real matrix has an absolute eigenvalue ([24] , Theorem 5). Even more, the smallest absolute eigenvalue d min can be given explicitly by
(iv): This is a lemma-type assertion: it is of little use as such, but it is indispensable for the proofs of the subsequent important conditions (v) and (vi). In fact, Theorem 1.1 in [17] states only necessity of (iv). But sufficiency follows easily by contradiction: if A is singular, then A x = 0 for some A ∈ A and x = 0, hence A x = A x = 0 for x = 0, but x j x j = 0 for each j, a contradiction. thereby enabling us to establish existence of certain uniquely defined objects (as the matrices X y , Q y in conditions (xxii), (xxiv), etc.).
(vi): The algorithm uses a while loop which is finite under the regularity assumption, although this is not obvious from the algorithm description (theoretically, it could return to the same z, x and cycle infinitely; in fact, this can appear if A is singular ( [17] , Example 5.4)). Finiteness is proved by a sophisticated combinatorial argument based on condition (iv) (cycling would imply singularity). When the algorithm terminates in a finite number of steps, it is not difficult to see that the resulting x is a solution of (4.2), and its uniqueness follows from the condition (ii); this gives a constructive proof of (v).
(vii): The algorithm in condition (vi) requires explicit computation of x = (A + BT z ) −1 b at each step. In condition (vii), a Sherman-Morrison rank-one update is used for this purpose; the updated values always satisfy
−1 B for the current z. We present the algorithm in both forms because the simple, although less effective form in (vi) better reveals its basic sign-accordoriented mechanism (z, x are said to be in sign accord if they satisfy z j x j ≥ 0 for each j).
Comparison of (v) and (ii) gives rise to the first theorem of alternatives for real (noninterval) data ( [24] , Thms. 
Conditions (viii)-(xxiv). Conditions (viii)-(xxiv) concern equations and inequalities containing absolute values.
(viii)-(ix): The main contribution here consists in the fact that solvability of finitely many equations (4.3) implies unique solvability of infinitely many equations of the form (4.2). Notice that (viii) and (ix) differ only in the word "unique". The same holds for several subsequent pairs of conditions ((x) and (xi), (xii) and (xiii), etc.).
(x)-(xiv): The strongest assertion here is (xi) which shows that for each b > 0 the set { A c x | |A c x| = ∆|x| + b } intersects all the orthants. The weakest one is (xiv), and the proof of "(xiv)⇒(i)" [27] requires use of a little known existence theorem for linear equations [18] .
(xv)-(xx): (xv)-(xix) are counterparts of (x)-(xiv) formed by replacing the equation (4.4) by (4.5) . This results in unique solvability in each orthant, which is certainly a valuable property. The additional condition (xx) shows that the inequality (4.6) can be replaced by (4.7), thereby escaping the use of the exact inverse A
−1
c . This is a single example of using an approximate inverse among all the forty conditions. 
The matrices Q y , y ∈ Y n are used in the VERINTERVALHULL.M function [1] of VERSOFT [3] for computing a verified interval hull of the solution set of interval linear equations (based on [25] , Sections 4.3 and 7.11).
Comparison of (xi) and ( 
. ⇒(ix) ⇒(xxv)⇒(i).
For a related more general result, see [23] .
(xxvi)-(xxviii): The characteristic feature of these three conditions is their use of strict inequalities. They are seemingly of theoretical interest only; no application of them is known to the author so far. 
