Abstract-The estimation of the volume occupied by an object is an important task in the fields of granulometry, quality control, and archaeology. An accurate and well know technique for the volume measurement is based on the Archimedes' principle.
processing or laser scanning should be adopted.
In this work, we propose a low-cost approach for the volume estimation of different kinds of objects by using a two-view vision approach. The method first computes a reduced three dimensional model from a single couple of images, then extracts a series of features from the obtained model. Lastly, the features are processed using a computational intelligence approach, which is able to learn the relation between the features and the volume of the captured object, in order to estimate the volume independently of its position and angle, and without computing a full three-dimensional model.
Results show that the approach is feasible and can obtain an accurate volume estimation. Compared to the direct computation of the volume from the three-dimensional models, the approach is more accurate and also less dependent to the position and angle of the measured objects with respect to the cameras.
I. INTRODUCTION
The estimation of the volume occupied by an object can be an important and non-trivial task in many applications. In granulometry applications, for example, such estimation can be useful to determine the volume of the particles to be examined [1 -4] , while in industrial quality control scenarios it is necessary to guarantee that the manufactured object adheres to certain mass and volume requirements. In the food industry, the information regarding volume and weight can expose important defects [5, 6] , or it is necessary in order to determine the amount of food intake [7 -9] .
In archaeology, the volume estimation is used to determine the information regarding the constituting material of an object [10, 11] , which is useful in order to correctly date the manufact.
One of the most precise method to determine the volume of an object consists in using the Archimedes' Principle: by immersing an object into the water and then measuring the displacement in the fluid level, it is possible to obtain an U.s. Government work not protected by U.S. copyright accurate estimation of the volume of the object. However, the procedure is time consuming and scarcely automatable for the purposes of today's industries and applications. Moreover, in many applications this technique cannot be applied for different reasons: the fragility or porosity of the object (for example, ancient vessels or food), its inaccessibility, or the impossibility to move the object.
For these reasons, image processing methods for the volume estimation based on the reconstruction of a three-dimensional model have been studied in the literature. Methods such as shape-from-silhouette [2, 10 -13] or based on stereoscopic vision [3, 4, 14 -16] are among the most widespread. Image processing techniques for volume estimation based on stereology [1, 17] have also been proposed . Moreover, laser scan techniques have been studied [18, 19] , especially for larger volumes.
However, it is not always possible to build a three dimensional model with arbitrary accuracy, especially when dealing with low-cost hardware setups. Also, the position and angle of the object directly influences the quality of the reconstruction. For this reason, in this paper we propose an approach based on image processing and computational intel ligence techniques. Our approach exploits the generalization capability of neural networks, which are able to learn the relation between features and volume, in order to reduce the effects of orientations and illuminations of the acquired objects on the reconstructed model, and also to avoid the need for a complete three-dimensional model. It is then possible to achieve a robust volume estimation with a simple setup based on two cameras. The method, outlined in Fig. 1 , starts from the volume approximation obtained from the convex hull of the three-dimensional model, extracts a set of features from the model, and then processes them to obtain an estimation of the volume of the object.
The paper is structured as follows: in Section II a short review of the methods for three-dimensional reconstruction and for volume estimation is presented, while in Section III the proposed method is discussed. Section IV contains the experimental results, and in Section V conclusions and future works are proposed.
II. PREV IOUS WORKS
The techniques for the volume estimation of objects typ ically rely on the reconstruction of the three-dimensional corresponding model, because the correctness of the obtained measurement is strictly related to the quality of the estimated three-dimensional model. The majority of the techniques based on machine vision systems can be divided in shape-from silhouette techniques, stereoscopic vision techniques, stereo logical approaches, feature-based methods, and single-view techniques.
Most of the techniques for the three-dimensional volume estimation are based on the shape-from-silhouette (SFS) recon struction. The method is well-established, easy to implement, and relatively low-demanding in terms of computational com plexity [12] . SFS techniques use the intersection of projection planes computed from multiple silhouettes, obtained by apply ing image segmentation algorithms. These three-dimensional reconstruction techniques can reconstruct only the shape of the object and not the details of the scene. Moreover, one of the major drawbacks is represented by the difficulty to reconstruct objects with concavities, since the concavities do not always influence the segmentation process [13] . SFS techniques are usually adopted when the objects that should be measured can be moved and complex setups can be employed. Examples of applications are the archaeological vessels [10, 11] , or off-line analyses of irregularly-shaped objects [2] .
Many methods for volume reconstruction are based on multiple-view techniques, which rely on the correspondences between pairs of images in order to determine the three dimensional shape of the object. The images are gener ally captured at the same time and processed pairwise [14, 15] . Moreover, concave shapes can be represented as well. Multiple-view techniques are used when it is not possible to capture images of the object from every point of view, such as the case in which the object to be measured is lying on a plane. However, the most important problems of these techniques are related to the presence of occlusions and to the difficulty of searching correspondent points in different images. Examples of multiple-view systems for the volume estimation can be found in granulometry [3, 4] , the food volume estimation [7] , and in medical applications [16] .
Stereological approaches are used when a certain number of bidimensional projections of the object on a plane are known. One of the uses of stereological techniques is in the determination of the three-dimensional information of particles placed on a conveyor belt, regardless of the their orientation [1] .
Feature-based volume estimation methods are used when the position and orientation of the captured object is not known a-priori, while the information about the shape of the object that should be measured is available. The method proposed in [5] determines the volume of a pear placed on a conveyor belt by knowing a-priori the general shape of a pear, and extracting features related to shape, area and orientation of the measured pear. The method described in [6] describes the fruit as a composition of elementary elliptical frustums, and computes its volume as the sum of the elementary volumes.
Single-view volume estimation techniques are often used in the process of measuring the approximate volume of the food. The method described in [8] uses a single image of the food placed on a plate and considers the information about the known plate size to estimate the volume of the measured food. The method proposed in [9] uses an algorithm based on the creation of a virtual environment, in order to determine the volume of the food from a single image.
III. THE PROPOSED METHOD
The proposed approach is designed to work with a two-view acquisition system, and it is able to capture a pair of images of an object placed on a flat surface. The approach is based on image processing and computational intelligence techniques.
The first step of the proposed volume estimation method consists in a three-dimensional reconstruction of the object, which uses a set of reference points extracted from the images, and then searches for correspondences using a matching al gorithm. Then, a volume approximation is computed from the obtained model, and the features that describe the object shape are extracted. Lastly, computational intelligence techniques are used to refine the initial approximation.
The method is designed to work with low-cost acquisition setups and processing hardware, by using the computational intelligence techniques in order to learn the relation between the extracted features and the volume of the object. The extracted features, in fact, are almost invariant to the density of the three-dimensional model (as long as at least the main points are reconstructed) and to the position, angle, and illumination of the object. In this way, the method is capable A single two-view acquisition of a cube-shaped object: (a) image captured by the first camera; (b) image captured by the second camera.
of performing a volume estimation without computing a full three-dimensional reconstruction of the measured object, and also variations in the position and angle of the object can be compensated.
The proposed approach can be divided in the following steps:
1) camera calibration and acquisition; 2) extraction of the reference points; 3) point matching and triangulation; 4) volume approximation from the convex hull; 5) feature extraction.
A. Camera calibration and acquisition
The calibration of the cameras composing the acquisition setup is performed off-line. The calibration object used in the proposed method is a chessboard, captured using a two view acquisition and processed using a corner detector. The intrinsic and extrinsic parameters of the stereoscopic system are then computed using the algorithms described in [20, 21] . The homography transformation matrix is computed from the extracted corner points using a DLT approach [14] , while the fundamental matrix is computed from the extracted corner points using a RANSAC approach [22] .
Each stereoscopic pair of images is then acquired by per forming a single synchronized two-view capture. An example of the obtained results is shown in Fig. 2 .
B. Extraction of the reference points
A small number of reference points is extracted from one of the two images in order to be subsequently matched and tri angulated. The number of points is kept at a minimum (about 250), since for our purposes a full volumetric representation is not necessary.
A set of significative reference points can be extracted in two different ways. If the object surface is sufficiently variegated, the Harris corner detector is used to extract a sufficient number of points. In the case of more uniform surfaces, which cause the Harris method to perform poorly, a Canny edge detector is used to determine the reference points. A downsampling method is then used to extract a reduced set of points belonging to the edges.
In order to enhance the details, the first and the second image are preprocessed using a Sobel operator [23] :
where S is the horizontal Sobel filter.
(1) C. Point matching and triangulation Several methods have been described in the literature for the matching of corresponding points in images captured using multiple view systems. In particular, the methods proposed in [24 -26] deal with the aspects of matching points under different light conditions and with differences in the camera poses. However, the proposed setup presents small differences in the orientation of the cameras, and the illumination can be considered as uniform in the two images composing a two view acquisition. In order to overcome these limitations, our approach uses a matching method based on the normalized cross-correlation.
In the search of the pairs of points with the highest corre lation value, the method uses the information related to the homography and fundamental matrices computed during the calibration step , similarly to the methods presented in [27, 28] . Given a point XA appertaining to the first image I�, the preliminary match of the corresponding point in the image Ik is computed using the homography transformation, according to:
where H is the 3 x 3 homography matrix, XA is the point XA expressed in homogeneous coordinates, and Xk is the pre liminary matching point estimation expressed in homogeneous coordinates:
The point Xk is then converted in Cartesian coordinates, using the equation:
The coordinates of the preliminary matching point are refined by considering the points adjacent to x� in the image Ik.
The considered points must appertain to a rectangular region centered in x�. A point is considered only if:
where xk is the i-th adjacent point, dx and dy are the distances along the x and y axes, �x and �y are two empirically estimated values.
For each of these points xk, the distance from the epipolar line corresponding to x A is computed using the equation [14] 
where d�p is the epipolar distance relative to the i-th adjacent point, X1 is the i-th adjacent point expressed in homogeneous coordinates, F is the fundamental matrix, and h , l 2 are the first two components of the epipolar line l , computed as:
The epipolar distance must be inferior to an empirically estimated threshold t e p : (8) Another check for the consistency of the candidate match points is performed by comparing the images obtained by applying the Canny edge detector on IA and lB. The binary values of the edge images at the positions XA and xk must be equal:
where CA, CB are the images obtained by applying the Canny edge detector on I A and lB.
If the distances d x (xk, x�) , d y (xk, x�) of the point to the candidate point x�, and the epipolar distance d! p are less than a fixed threshold, and the corresponding edge values are equal, the point xk is included in the set of valid adjacent points:
where VB is the set of valid points adjacent to x�. To avoid high correlation values in presence of uniform sur faces, which would result in false matches, the local variance of a correlation window must be greater than a fixed threshold: (12) where a 2 ( A ) is the local variance of the window A and ts is the fixed threshold.
The outliers are then removed by considering the global mean and standard deviation of the Euclidean distances be tween the points of the matched pairs. A pair of matched points Pi , composed by the points XA of the first image and XB of the second image, is considered as valid only if: Ds -2aDs < d(XA' XB) < Ds + 2aDs , (13) where d(XA , XB) is the Euclidean distance between the points XA and XB, and Ds and aDS are the mean and the standard deviation of the Euclidean distances between the points of the matched pairs.
The two-dimensional coordinates of the matched pairs of points are refined with a rectification procedure that considers the calibration data. The z coordinate for each matched pair is then computed using a triangulation equation:
where I is the focal length of the two cameras, T is the baseline distance between the two cameras, XA and XB are the two matched points, and d represents the Euclidean distance.
The homography matrix H is then used to recover the three dimensional locations of the points belonging to the plane on which the object is placed. The point cloud is obtained by extracting a set of points on the image IA and computing the corresponding points on the image Ik, using the equation 2.
The points are then converted in Cartesian coordinates using the equation 4, and triangulated using the equation 14 .
Some examples of reconstructed point clouds are shown in Fig. 3 .
D. Volume approximation from the convex hull
A first volume approximation is computed from the convex hull of the reconstructed model, then the information is inte grated with additional features in order to refine the estimation.
First, the three-dimensional Delaunay triangulation of the convex hull of the three-dimensional point cloud is computed. A three-dimensional Delaunay triangulation consists in the computation of a set of tetrahedrons, in which the vertices are the coordinates of the three-dimensional points Pi, with the constraint that no point Pi is inside the circumsphere of any tetrahedron.
The volume of the internal region delimited by the triangu lation is obtained by summing the volume of each tetrahedron:
i=l where VT is the volume approximation of the object, NT is the number of tetrahedrons and Vi is the volume of the i-th tetrahedron, computed as:
where a, b, c, d are the three-dimensional coordinates of the i-th tetrahedron.
E. Feature extraction
The features are extracted from the computed point cloud, and designed in order to create a fast computable description set, which can be used by the computational intelligence techniques to perform an accurate volume estimation. The extracted features are based on the computation of the three dimensional bounding ellipsoid, a sphere fitting algorithm, and a plane interpolation technique.
1) Three-dimensional bounding ellipsoid: The three dimensional bounding ellipsoid is computed by using a mini mization problem [29] : . . where A is the 3 x 3 matrix of the ellipse equation, expressed and the center Cs is computed as: in the form:
where Ce is the vector containing the coordinates of the center of the ellipse. The minimization problem is subject to the following constraints: (19) where Pi is the i-th point in the point cloud.
The singular value decomposition of the matrix A is com puted:
then the radii r l , r2, r3 of the bounding ellipsoid are computed using the following equations:
2) Sphere fitting: The comparison between the point cloud and the relative fitted sphere can provide an estimation of the level of irregularity of the surface.
A sphere is fitted to the three-dimensional point cloud by using a least squares approach to solve the overdetermined system of normal equations:
x; + Y; + z; + ax + b y + cz + d = 0 , (22) where Xi, Yi, Zi are the coordinates of the i-th point of the point cloud. The radius r s of the sphere is computed as: (23) b 2 (24) For each point Pi of the point cloud, the absolute difference di between the distance of the point from the center Cs and the radius r s is computed: (25) The mInimUm mind, maximum maXd, mean meand and standard deviation stdd of the obtained difference values are then computed.
3) Plane interpolation: In order to model the main incli nation of the three-dimensional point cloud, thus correcting the volume estimation, a plane is fitted through the three dimensional point cloud, using a first order polynomial in terpolation. The resulting plane is in the form: • F(8): the minimum value mind of the differences be tween the radius of the sphere fitted to the data and the distance of each point from the center of the sphere;
• F(9): the maximum value maXd of the differences be tween the radius of the sphere fitted to the data and the distance of each point from the center of the sphere; 
IV. EXPERIMENTAL RESULTS
The used acquisition setup is composed by two Sony XCD SX90CR CCD color cameras synchronized by using a trigger The calibration image set is composed by 15 different pairs of chessboard images. The calibration chessboard is composed by 12 x 9 squares of 10.5 x 10.5 mm. Considering these images, we estimated a reconstruction error of the chessboards in the three-dimensional space equal to 0.019 mm. This error is computed by triangulating the two-dimensional coordinates of the chessboard corners in the two views and considering the plane interpolating the three-dimensional corner positions. The standard deviation of the Euclidean distance between the triangulated corners and the interpolated plane is assumed as the error measure, as described in [30] .
In order to prove the validity of the proposed method, we collected a dataset of 52 objects of various shape typologies (Fig. S) . We manually classified the objects into four cate gories according to their shape: parallelepiped-shaped objects (Fig. Sa-g ), cylinder-shaped objects (Fig. Sh-m) , sphere-shaped objects (Fig. Sn-s) , and mixed-shape objects (Fig. St-v) . Each object was captured 30 times in different positions and at different angles, for a total of 1560 stereoscopic acquisitions.
A summary of the used dataset, with the volume range for each category, is shown in Ta ble I. The volume of the parallelepiped-shaped objects was com puted by measuring and then mUltiplying the dimensions of the three-edges. The volume of the cylinder-shaped objects, the sphere-shaped objects and the mixed-shaped objects was computed using the technique based on the Archimedes' Principle.
For each pair of images relative to a two-view acquisition, we reconstructed the three-dimensional point cloud and ex tracted the features using the described method. The features are extracted from each of the 30 acquisitions of every object, for a total of 1560 samples with 14 features each. We used a neural approach to determine the volume estimation and compared the results with the real volume of the considered object, with the aim to correct and reduce the effect of rotations and positions of the object. The generalization capability of the neural networks can, in fact, drastically reduce the effects of these problems.
The results depicted in the paper are computed using a N fold cross-validation technique [31] with N = 10. The cross validation was performed on each object category separately, using all the samples of each category. In this manner, we tested the ability of the neural network to generalize a par ticular type of objects (for example, parallelepiped, cylinder, sphere, or mixed) and then map the feature set of the particular sample into the corresponding volume. The proposed approach is based on a Feed Forward Neural Network with one input layer, one hidden layer and one output layer. The input layer is composed by 14 nodes, while we tested different number of tan-sigmoidal nodes in the hidden layer: 1, 3, 5, 10, 15, 20, 25 . The output layer is composed by one linear node. We used neural networks with a single hidden layer since they can be considered as universal approximators. The neural networks are trained with a Levenberg-Marquardt back-propagation algorithm, using at most 150 epochs. For each sample, the relative error e is computed as the absolute value of the difference between the real and the estimated volume: (27) where Vn is the output of the neural network and v" is the real volume of the object.
We compared the results of the proposed method with the results obtained by directly approximating the volume from the convex hull of each point cloud, using the equation IS and the equation 16 . A summary of the results is depicted in Ta ble II, showing the error values for the different configura tions proposed.
Ta ble II shows that the best configuration of the neural networks achieved a volume estimation of the parallelepiped-
Examples of captured objects belonging to different shape typologies: (a-g) parallelepiped-shaped objects; (h-m) cylinder-shaped objects; (n-s) sphere-shaped objects; (t-v) mixed-shaped objects. shaped objects with a mean error equal to 1.4 %, and the volume of the cylinder-shaped objects, the sphere-shaped objects and the mixed-shaped objects with a mean error less than 1 %. It is possible to observe that the error obtained by directly approximating the volume from the convex hull is much larger than the error obtained by using the neural approach. This is due to the fact that the volume computed directly from the three-dimensional reconstruction is strictly related to the position and the angle of the measured object with respect to the cameras. The proposed feature extraction process and the used computational intelligence techniques can achieve instead a more accurate and view-independent volume estimation.
For each object category, we used the best configuration of the neural networks and used it to compute the obtained volume estimation error for every object. The obtained results are depicted in Ta ble III, showing that the proposed method obtained a remarkable accuracy for all the considered objects. The bigger estimation errors are related to objects with the most uniform surfaces, like the ink dryer, which are more difficult to reconstruct.
V. CONCLUSION
In this paper we proposed a low-cost approach for the volume estimation of objects based on a single two-view acquisition. The method is designed in order to achieve an accurate and view-independent volume estimation, without the need to compute a full three-dimensional reconstruction of the object, using complex setups or time-consuming algorithms.
The method uses image processing and computational intel ligence techniques, and it is based on a fast three-dimensional reconstruction step and in a feature extraction process. The extracted features, along with a first approximation of the volume computed directly from the point cloud, are used by a neural network in order to estimate the volume of the object.
Each neural network has been trained to correct the initial convex hull estimation of the object for four general shape types, in particular parallelepiped, cylinder, sphere and mixed shaped objects. Within the correct shape type, experiments showed that the trained neural network is capable to effectively correct the volume estimation for different objects. The neural approach permitted then an accurate volume estimation of the objects which is invariant to orientation, position, and illumi nation, and using a reduced three-dimensional reconstruction.
In order to test the validity of the proposed method, we captured different objects and classified them in separate categories according to their shape. Then, we performed the tests on the extracted features using different configurations of the neural networks. We performed the tests on each category separately. We compared the results with the ones obtained by computing the volume approximation directly from the three dimensional reconstruction. The results show that the proposed method achieves a better accuracy in estimating the volume of the objects with respect to the direct volume approximation from the point cloud, proving that the method is feasible.
However, in the case of complex-shaped objects or major occlusions, the proposed approach produce a less accurate volume estimation since the extracted feature set is not suf ficient to describe the complexity of the surface, in order to achieve a robust and accurate neural correction of the convex hull method. Future works will focus on achieving an accurate volume estimation with more complex objects.
