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Abstract
Adsorption and clustering induce changes in the vibrational spectra. The
main focus of this work is to study some of these changes in a controlled
manner for the systems of water and ammonia molecules. The systems
that I study are water molecule adsorbed on the Cu(110) surface, ammo-
nia molecule adsorbed on the (111) fcc transition metal surfaces, and the
hydrogen-bonded water-ammonia complex. The metal surface is the perturb-
ing environment in adsorption studies. The water and ammonia molecules
serve as the perturbing environment for each other in the water-ammonia
complex.
Density functional theory and coupled cluster calculations have been used
to obtain the potential energy surfaces for the adsorption systems and the
water-ammonia complex, respectively. The anharmonic vibrational Hamil-
tonians have been obtained by combining the exact gas phase kinetic energy
operators with the potential energy surfaces which are calculated in the pres-
ence of the perturbing environment. The vibrational energy levels have been
calculated variationally. The procedure explained above gives us the energy
levels for the high-frequency vibrations that are mainly localized on the wa-
ter and ammonia molecules. These vibrations are also present in the isolated
molecules.
For the adsorption system the largest approximation in the procedure
explained above is the use of density functional theory. This error is success-
fully corrected by calculating the adsorption induced shifts instead of the
absolute vibrational energy levels. The adiabatic approximation that sepa-
rates the vibrational motion of the molecule and the perturbing environment
from each other is the biggest approximation for the water-ammonia com-
plex. This error is corrected by including one crucial intermolecular mode
into the vibrational model. Finally, the systematic trends upon adsorption
are studied for the ammonia molecule adsorbed on several metal surfaces.
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Chapter 1
Introduction
Most of the industrially important or vital reactions take place in liquids,
solids, or on surfaces. In these systems, the molecules are perturbed by
the environment and thus behave differently from the gas phase molecules.
Particularly, molecular vibrations are sensitive to the chemical environment.
In adsorption systems, the bonding with the surface may strengthen or
weaken the internal structure of the molecule depending on how the elec-
tronic structure of the adsorbed molecule change upon adsorption.1 As a
result, frequencies of the adsorbed molecules shift from the gas phase values.
Vibrational bands become broader than in the gas phase. New vibrational
bands are formed. These changes tell us about the interaction between the
molecule and the surface but they also tell us about the interactions between
adsorbed molecules.2 Interaction with the surface is the reason why so many
physical, chemical and biological processes take place on surfaces.3 An im-
portant example is the surface catalysis where the surface facilitates chemical
reaction by decreasing its activation energy compared to the activation en-
ergy in the gas phase.4 The water gas shift and Haber processes are examples
of industrial scale catalytic processes that include surface chemistry of water
and ammonia molecules, respectively.5
The study of adsorption is challenging experimentally. The reproducible
results require the manufacturing and maintaining of well-defined surfaces
that are clean and contain only controlled amount of molecules under study.
The ultrahigh vacuum conditions are often necessary.6 It is difficult to control
the coverage of the surface. As a result, the spectra often show features from
all kinds of structures besides the desired one.
In hydrogen-bonded complexes, the changes in the vibrational spectra re-
flect hydrogen-bonding. Typically, the stretching band involved in hydrogen-
bonding shifts to lower frequencies and becomes broader and more intensive.7
The magnitude of the redshift indicates the strength of the hydrogen-bond.8
1
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Because new vibrational bands are formed and the band profiles are changed,
the atmospheric complexes absorb radiation in a different way than the iso-
lated molecules which has an effect on the radiation balance in the atmo-
sphere.9 Ammonia-containing complexes play additionally a role in the cloud
formation. Hydrogen-bonded molecules are of enormous importance in many
other fields of chemistry as well.10–12 Hydrogen-bonding fixes the structure
of many organic and inorganic crystals and liquids. It affects reaction rates
and reaction mechanisms, adsorption, and catalysis. The many complexes of
water play an important role in biochemistry and astrochemistry.
The detection of molecular clusters is challenging because they are weakly
bound and thus short-lived. In cryogenic temperatures either in molecular
beams or in matrix materials it is however possible. In matrix materials, it is
possible to collect a sample for a long time. It enhances the sensitivity of the
method but unfortunately also means that several different-sized complexes
are present in the sample and the vibrational bands may overlap.13 Addition-
ally, matrix materials perturb the molecules and molecular complexes under
study causing so called matrix shifts in the vibrational energy levels.13 In
helium droplets and molecular beams the molecules and complexes are not
significantly perturbed by the environment.14 Unfortunately, the concentra-
tions of a given cluster is also so small that only the most visible spectral
features can be detected.13
The thesis consists of four refereed papers. They all reflect the changes
in the vibrational energy levels upon adsorption or clustering. The studied
systems are a water monomer adsorbed on the Cu(110) surface, an ammonia
monomer adsorbed on the (111) fcc transition metal surfaces, and a hydrogen-
bonded water-ammonia complex. For reference, I also study isolated water
and ammonia molecules.
Computationally, the effects of adsorption and clustering on the vibra-
tional energy levels can be studied in a controlled manner. Unfortunately,
perturbed systems are challenging not only experimentally but also com-
putationally because of the large number of coordinates in the vibrational
calculation. In this thesis, I overcome this problem by calculating vibrational
energy levels by using an adiabatic assumption that separates the internal vi-
brational motions of perturbed molecule from the other vibrational motions.
The adiabatic assumption facilitates potential energy surface calculations
and vibrational calculations because it reduces the number of vibrational
coordinates included in the calculation.
In practice, the computational procedure is similar for all studied systems.
First, I optimized the structures of the systems. I calculated the potential en-
ergy surfaces around the equilibrium geometries. For the adsorption systems,
I used plane-wave density functional theory (DFT) calculations and for the
3water-ammonia complex, I used explicitly correlated coupled cluster method
[CCSD(T)-F12A] with valence triple zeta basis (VTZ).15,16 The anharmonic
vibrational energy levels were computed with Fortran programs that make
use of the variational method.
In paper I, I studied vibrational energy levels of the water monomer
adsorbed on the Cu(110) surface. For the paper, I learned the basics of
plane-wave density functional theory, potential energy surface fittings, and
variational calculations. I realized the deficiencies of the density functional
theory and found how difficult it can be to compare the calculated vibra-
tional transitions with a typical broad surface spectra. Water has apparently
a flat adsorption potential energy surface and it makes easily water clusters
of all kinds.
For the paper II, I wrote a variational program that calculates the vibra-
tional energy levels of the ammonia molecule. It was then that I really un-
derstood what variational calculations are about. As an important example,
I became familiar with the computational demands of variational calcula-
tions. I applied the variational program to the ammonia molecule adsorbed
on the Ni(111) surface. The computed energy levels were in agreement with
the experimental values when the error originating from the use of density
functional theory was corrected.
In paper III, I continued the work in paper II by calculating energy levels
of ammonia molecule adsorbed on the (111) surfaces of the fcc transition
metals. The main observation of the paper was that the magnitudes of the
adsorption induced shifts increase with the interaction energy in a systematic
way.
In paper IV, I studied the water-ammonia complex which is a hydrogen-
bonded gas phase system. The original adiabatic model overestimated the
redshift and intensity enhancement of the hydrogen-bonded OH stretching
level. Further investigation of this phenomenon showed that one of the low-
frequency vibrations is coupled to the hydrogen-bonded OH stretching vibra-
tion. The overestimated redshift can partly be corrected by adding couplings
to the low-frequency coordinates into the model.
This thesis is organized as follows. Section 2 explains the wavefunction
and plane wave density functional theory methods. In Chapter 3, I review
the vibrational models that I have used. Chapter 4 presents the result for
the isolated molecules, adsorption systems, and water-ammonia complex to-
gether with the theoretical and experimental background for these results.
Chapter 5 summarizes and concludes the thesis.
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Chapter 2
Electronic structure
calculations
The systems of this thesis, adsorption systems, molecular clusters, and iso-
lated molecules, all obey Schro¨dinger equation with the non-relativistic mul-
tiparticle Hamiltonian for the molecule of N electrons and M nuclei17
Hˆtotal = −~
2
2
M∑
α=1
1
mα
52α −
~
2
2me
N∑
i=1
52i +
1
2
M∑
α 6=β
ZαZβe
2
|Rα −Rβ|
+
1
2
N∑
i6=j
e2
|ri − rj| −
M∑
α=1
N∑
i=1
Zαe
2
|Rα − ri| . (1)
The quantities mα, Zα, and Rα are the mass, charge, and position of the
nucleus α, respectively, and ri stands for the position of the electron i. Lapla-
cian with respect to the position of the particle i is 52i = ∂
2
∂x2i
+ ∂
2
∂y2i
+ ∂
2
∂z2i
.
The terms in Equation (1) describe nuclear kinetic energy, electronic kinetic
energy, nucleus-nucleus repulsion, electron-electron repulsion, and electron-
nucleus attraction. The multipliers 1
2
in nucleus-nucleus and electron-electron
repulsion terms prevent the double counting of the pairwise interactions.a
All properties of the molecule are confined in its wavefunction Ψtotal,
which is a solution of the Schro¨dinger’s equation
HˆtotalΨtotal (R, r) = EtotalΨtotal (R, r) . (2)
The sets of positions of all nuclei and all electrons are denoted R and r,
respectively. Unfortunately, the analytical wavefunctions can be found only
a Throughout this thesis, ~ stands for the Plancks constant, me for the electrons mass,
and e for the elementary charge.
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for the hydrogen-like atoms. Several approximations are needed for all other
atoms and molecules. First of these, the Born-Oppenheimer approximation,18
separates the motion of electrons and nuclei. Electrons are so much lighter
than nuclei that they move fast in space compared to the nuclei and respond
instantaneously to their motion. Now, the wavefunction is split into a nuclear
part ψnuclei (R) and an electronic part ψel (R; r) that depends parametrically
on the nuclear coordinates
Ψtotal (R, r) = ψnuclei (R)ψel (R; r) . (3)
The Hamiltonian Hˆtotal is correspondingly separated to electronic and nuclear
parts.
The electronic Schro¨dinger’s equation
Hˆel (R)ψel (R; r) = Eel (R)ψel (R; r) (4)
and the electronic Hamiltonian
Hˆel (R) = − ~
2
2me
N∑
i=1
52i
+
1
2
M∑
α 6=β
ZαZβe
2
|Rα −Rβ| +
1
2
N∑
i6=j
e2
|ri − rj| −
M∑
α=1
N∑
i=1
Zαe
2
|Rα − ri| (5)
depend parametrically on the nuclear coordinates. Electronic energy Eel (R)
as a function of nuclear coordinates is called potential energy surface (PES).
It is the potential energy operator Vˆ (R) in the nuclear Hamiltonian
Hˆnuclei = −~
2
2
M∑
α=1
1
mα
52α + Vˆ (R) . (6)
The solutions Enuclei and ψnuclei (R) of the nuclear Schro¨dinger equation
Hˆnucleiψnuclei (R) = Enucleiψnuclei (R) (7)
are the main focus of this thesis.
In this thesis, electronic structure calculations are used for geometry op-
timizations, potential energy, and dipole moment surface calculations. This
chapter summarizes these methods. I start with the wavefunction methods
and particularly the CCSD(T) method used in paper IV and continue with
the plane-wave density functional theory methods used in papers I, II, and
III. For the CCSD(T) calculations, I used the electronic structure code MOL-
PRO19 and for the plane wave DFT calculations, I used the Vienna ab initio
simulation package VASP.20,21
7 Wavefunction methods
2.1 Wavefunction methods
I start the description of the wavefunction methods17 by rewriting the elec-
tronic Hamiltonian as
Hˆel (R) =
N∑
i=1
hˆ (i) +
N∑
i6=j
1
rij
+ Vˆnn . (8)
The electric kinetic energy terms and the nucleus-electron attraction terms
are grouped together to a sum of one-electron operators that depend on
coordinates of one electron
hˆ (i) = − ~
2
2me
52i −
M∑
α=1
Zαe
2
|Rα − ri| . (9)
The two-electron terms
1
rij
=
1
2
e2
|ri − rj| (10)
describe Coulombic interaction. They depend on the coordinates of two
electrons. The last term
Vˆnn =
1
2
M∑
α 6=β
ZαZβe
2
|Rα −Rβ| (11)
is a constant for each nuclear configuration.
An exact solution of the electronic Hamiltonian can be found by using
the variational principle. In the context of vibrational calculations, the vari-
ational principle is described in Section 3.1. The trial wavefunction
ψtrial =
∑
i=1
CiΦi (12)
is constructed as a linear combination of N -coordinate functions, the collec-
tion of which is called an N -electron basis. The choice of functions Φi is
limited because electrons are fermions and therefore they are constrained by
the Pauli exclusion principle. The electronic wavefunction must change sign
when two electrons are interchanged. The Slater determinant
Φ =
1√
N !
∣∣∣∣∣∣∣∣∣
φ1 (r1) φ1 (r2) . . . φ1 (rN)
φ2 (r1) φ2 (r2) . . . φ2 (rN)
...
...
. . .
...
φN (r1) φN (r2) . . . φN (rN)
∣∣∣∣∣∣∣∣∣
(13)
Electronic structure calculations 8
offers a mathematical formulation that satisfies this antisymmetry principle.
The one-electron functions φi are spin-orbitals that contain spin and spatial
parts. The spin part has two possible values. The spatial part is obtained
from a linear combination of basis functions ϕj so that
φi =
∑
j=1
c
(i)
j ϕ
(i)
j · spin part . (14)
Different combinations of the spatial basis functions are called basis sets.
A complete N -electron basis set is obtained with infinite number of Slater
determinants in the linear combination (12) and infinite number of basis func-
tions in the linear combination (14). In practice, it is necessary to truncate
at least the number of basis functions. Finite number of basis functions leads
to finite number of Slater determinants. The inclusion of all these is called
full configuration interaction (FCI) in a given basis set. In practice, the
N -coordinate basis set must also be truncated.
Hartree-Fock method
The simplest possible electronic structure method, Hartree-Fock (HF) ap-
proach,17,22–24 assumes that electrons move in the average field generated
from all other electrons and nuclei. This is achieved by including only one
Slater determinant in the linear combination in Equation (12). The coeffi-
cients in the linear combination (14) are searched variationally. With this
trial wave function, the expectation value of the electronic energy is
EHFel =
〈
ΦHFel
∣∣∣Hˆel (R)∣∣∣ ΦHFel 〉
=
N∑
i=1
〈
φi (ri)
∣∣∣hˆ (i)∣∣∣φi (ri)〉 + N∑
i6=j
〈
φi (ri)φj (rj)
∣∣∣∣ 1rij
∣∣∣∣φi (ri)φj (rj)
〉
+
N∑
i6=j
〈
φi (ri)φj (rj)
∣∣∣∣ 1rij
∣∣∣∣φj (ri)φi (rj)
〉
+ Vnn . (15)
Variational principle with the restriction that the one-electron basis functions
remain orthonormal leads to N single-particle Hartree-Fock equations[
hˆ (i) +
N∑
j
〈
φj (rj)
∣∣∣∣ 1rij
∣∣∣∣φj (rj)
〉]
φi (ri)
+
N∑
j
〈
φj (rj)
∣∣∣∣ 1rij
∣∣∣∣φi (rj)
〉
φj (ri) = ²
HF
i φi (ri) . (16)
9 Wavefunction methods
The first one-electron term is followed by the classical Coulombic interaction
term between two electrons and the exchange term that originates from the
exchange property of the Slater determinant. The exchange term does not
have a classical counterpart. The N occupied HF-orbitals with lowest orbital
energies ²HFi are used to construct the Coulombic and exchange terms. The
remaining other HF-orbitals are called virtual. Each HF equation depends
on the solution of all other equations. Therefore, these coupled equations
need to be solved iteratively. Iterative process is continued until the total
electronic energy falls below some beforehand determined threshold energy.
The procedure is called the self consistent field (SCF) method.4
Advanced wavefunction methods
The HF procedure correlates the motion of electrons in an average way. In
fact, electrons avoid each other more than the HF procedure assumes, which
lowers the energy. The remaining part of the electronic energy is called
correlation energy which can be estimated perturbatively by using Møller-
Plesset perturbation theory, or by including more Slater determinants in the
trial wave function as in configuration interaction (CI), coupled cluster (CC),
or in multireference methods.24
The configuration interaction (CI) and coupled cluster (CC) methods17,24
start by constructing a reference wave function. Typically, it is the HF
solution. Excitation operator for the singly excited determinants
τ1Φ
ref
el =
∑
i,a
t
(a)
i Φ
(a)
i , (17)
the doubly excited determinants
τ2Φ
ref
el =
∑
i,j,a,b
t
(ab)
ij Φ
(ab)
ij , (18)
and so on are used to construct excited determinants with increasing number
of excitations. In the Slater determinant Φ
(a)
i , the occupied state i is excited
to a virtual state a. In the Slater determinant Φ
(a,b)
i,j , the occupied states
i and j are excited to virtual states a and b. The coefficients t
(a)
i and t
(ab)
ij
are called cluster amplitudes. Excited determinants can be constructed until
all virtual states are used. If the one-electron basis is complete, all possible
Slater determinants constructed from them as
τ =
∑
i=1
τi = τ1 + τ2 + τ3 + . . . (19)
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fullfill the antisymmetric N -electron space. A full solution of the electronic
Schro¨dinger equation is obtained. This so called full configuration interaction
method (FCI) is possible for any but the simplest systems because of limited
computational resources. In practice, the Series (19) has to be truncated at
some level leading to singly excited CI (CIS), doubly excited CI (CISD), etc.
levels of theory. In all CI methods, the equations (12) are constructed and
solved variationally.
Computationally more efficient method is obtained by an exponential
parametrization
eτ =
∑
n=0
1
n!
τ i , (20)
where the exponential function is expanded as a Taylor series. This method
is called coupled cluster (CC) approach. See ref 25 for how it is implemented
in the Molpro program. Truncation of the operator τ series leads to singly
excited (CCS); singly and doubly excited (CCSD); singly, doubly and triply
excited (CCSDT); and so on coupled cluster methods. Finally, an untrun-
cated series corresponds to the full CI method. In practice, already the
CCSDT method is computationally too heavy for many molecular systems.
In the CCSD(T) method adopted in paper IV, the singles and doubles exci-
tations are treated by coupled cluster theory and the triples are taken into
account in a perturbative fashion.26
The CC series is successful because the lower order CC excitation provides
higher excitations than CI with the same number of cluster amplitudes. Un-
fortunately, due to the form of the trial wave function, CC is not a variational
method.
Basis sets
Molecular orbitals are expanded in terms of one-electron functions in linear
combinations (14). The one-electron orbitals are typically atomic orbitals
that are centered on atoms of the system and have the same symmetry as
the hydrogen wavefunctions.23,24 The plane wave basis, which is a nonlocal
alternative to the orbitals that are centered on atoms, is explained in Section
2.2. In atom-centered basis functions, the atomic orbitals are separated to
angular and radial part. Spherical harmonic functions are used to describe
the angular part.24 The hydrogen radial functions would be a natural choice
for the radial part but they do not offer enough flexibility for the molecular
calculations. Slater orbitals27 have the same behavior close to the nucleus
than the hydrogen functions but they are computationally more flexible. The
drawback is that certain multicenter integrals need to be calculated numeri-
11 Density functional theory methods
cally. Therefore, practically all modern basis sets are formed from Gaussian
type functions.28 Whereas the Slater type orbitals have the analytical form
RSn,σS(r) = NSσSr
ne−σSr , (21)
the Gaussian type orbitals have the analytical form
RGn,σG(r) = NGσGr
ne−σGr
2
, (22)
where n, σS, and σG are parameters and NS and NG are normalization con-
stants. The different exponential form of the Gaussian functions enables the
use of analytical integration formulas but it also means that both the be-
havior of the Gaussian function close to nucleus and its decay properties far
from the nucleus are wrong. Therefore more Gaussian functions are needed
to represent the orbitals than Slater type orbitals. Gaussian functions are
therefore typically represented in a contracted form
RcGn,σ(r) =
∑
i
Nir
nie−σir
2
. (23)
Many different basis set families have been developed by using Gaus-
sian functions with different kinds of parameter sets. Smallest possible basis
set, minimal basis set, contains the minimum number of basis functions to
represent all electrons of all atoms. In zeta basis sets, each basis function
is replaced by several functions. In split-valence basis sets, the extra basis
functions are added to valence electrons only. For example, in the valence
triple zeta (VTZ) basis used in paper IV, three functions are used instead of
one for each valence electron. Basis sets are often improved further by adding
diffuse and polarization functions into the basis set. Diffuse functions have
small σ values for the slow radial decay. Polarization functions allow better
adjustment to the chemical environment by using larger angular momentum
values.29
Explicitly correlated methods
In paper IV, I used the explicitly correlated coupled cluster method CCSD(T)-
F12A with the VTZ-F12 basis set. The F12 method makes explicit use of
the interelectronic coordinates and thus helps to improve the convergence of
the correlation energy with respect to the basis set.15,16
2.2 Density functional theory methods
Wavefunction methods provide a systematic way to improve calculations by
increasing the sizes of the one-electron and N -electron basis sets. Unfortu-
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nately, the wavefunction is a function of 3N coordinates. As the required
computer time, memory and disk space all increase rapidly with the number
of electrons, the wavefunction methods are impractical for large molecular
systems. In this thesis, it is possible to use the CCSD(T)-F12/VTZ level
of theory to the isolated molecules and water-ammonia complex in paper
IV. For the adsorption systems and plane surfaces in papers I, II, and III,
I needed a method that scales better with the system size. This theory is
called density functional theory (DFT). See refs 22,23,30–34, and 35 for the
reviews. For the surfaces, DFT is used with periodic boundary conditions.
Alternatively, I could have used a cluster model or an embedded model to
describe the metal surface.36 In the cluster model, the adsorption system
is modeled as the adsorbed molecule, adsorption site atoms, and nearby
atoms. The atoms far from the adsorption site are excluded.37 In the em-
bedded model, the adsorbed molecule and its closest surroundings are treated
quantum-mechanically and the rest of the system is modeled classically.38
Overview of the density functional theory
The foundations of DFT are confined in two statements by Hohenberg and
Kohn.39 First of all, the electronic Hamiltonian is solved in terms of three-
dimensional electron density
n (r) =
∫
ψ∗el (r, r2 . . . rN)ψel (r, r2 . . . rN) dr2dr3 . . . drN (24)
instead of the manybody wavefunction. It describes electrons moving in an
external potential V (r) set by the nuclei. The first Hohenberg and Kohn
statement says that there is one to one correspondence between the electron
density and the wave function. Only one external potential results in the ex-
actly same electron density. Electron density contains all information about
the electronic system although it has only three coordinates in opposite to
the 3N coordinates of the wavefunction. Therefore, the total energy of the
system is a unique functional of the density.
E [n (r)] =
e2
2
∫ ∫
n (r)n (r′)
|r− r′| +
∫
V (r)n (r) dr + F [n (r)] . (25)
The first and second terms describe Coulombic interaction of electrons and
the ion-electron interaction, respectively. The third term F [n (r)] includes
the kinetic energy of electrons and the exchange and correlation effects. The
second of the Hohenberg Kohn statements says that the total energy E [n (r)]
gets its minimum for the correct n (r). Variational principle can thus be used
to obtain the total energy.
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In principle, all parts in expression (25) could be represented with the
help of n (r) but in practice, electron density is almost always parametrized in
terms of one-electron orbitals φi (r) that represent a non-interacting reference
system40
n (r) =
∑
i=1
|φi (r)|2 . (26)
The kinetic energy term can be estimated with the help of these one-particle
basis functions as
T [n (r)] =
∑
i=1
〈
φi
∣∣∣∣− ~22me52
∣∣∣∣φi
〉
. (27)
Now the F [n (r)] term can be written as
F [n (r)] = T [n (r)] + Exc [n (r)] . (28)
The exchange correlation term Exc includes correlation effects of the kinetic
energy and the exchange and correlation effects. If Exc were known, DFT
would be an exact theory. Unfortunately, only approximate forms of this
functional are known. As a result, DFT is only as accurate as the functional
used. No functional so far has proven to be able to describe all molecular
properties of all molecular systems. Different kinds of functionals have there-
fore been developed for different purposes using analytical formulas, results
of Monte Carlo simulations, and even from fitting to experimental values.30,31
The variational principle applied to all orbitals φi
∂E [n (r)]
∂φi
= 0 (29)
with the restriction that the total number of electrons is constant leads to
Kohn-Sham equations[
−~
2
2
52 +V eff (r, n (r))
]
φi (r) = ²iφi (r) (30)
for each i. Functions φi (r) are called Kohn-Sham (KS) orbitals and the
eigenvalues ²i are orbital energies. The effective potential
Veff (r, n (r)) = V (r) + e
2
∫
n(r′)
|r− r|dr
′ +
∂Exc [n(r)]
∂n(r)
(31)
depends on n (r) which is defined with the help of KS orbitals. Therefore,
the KS equations need to be solved iteratively, just like the Hartree-Fock
equations are solved iteratively in the Hartree-Fock method.
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In practice, the parameters that are optimized are the coefficients of the
linear combination
φi (r) =
∑
α=1
c(i)α ϕ
(i)
α (r) , (32)
where basis functions ϕiα are similar to those in the wavefunction methods.
In this thesis, I used plane wave basis sets. The method is called plane wave
DFT22–24,31,41 and it is explained below.
Plane wave DFT
The plane wave DFT method is based on the use of periodic boundary condi-
tions (PBCs). These are the rules that tell us how the positions of the nuclei
and all other properties of the extended system are repeated periodically in
space. Plane wave DFT is therefore applicable for solid state systems, sur-
faces, and adsorption systems but it can also be used to study, for example,
large biomolecules.
Typically, PBCs are represented by three primitive lattice vectors a1, a2,
and a3. They define the lattice translations
T = n1a1 + n2a2 + n3a3 , (33)
where multipliers ni are integers. Lattice translations connect equivalent
points of lattice. The volume confined with the planes defined through cross
products a1 × a2, a2 × a3, and a3 × a1 is called a primitive unit cell (PUC).
The volume of the primitive unit cell is denoted VPUC. It is the smallest
possible volume from which the whole lattice can be constructed by different
translations.
Similarly, reciprocal lattice vectors b1, b2, and b3 define the reciprocal
lattice
G = m1b1 + m2b2 + m3b3 , (34)
where multipliers mi are integers. Primitive reciprocal lattice vectors bi are
defined through conditions
ai · bj = 2piδij , (35)
where δij is Kronenker’s delta function. The first Brillouin zone (BZ) is the
volume in reciprocal space where each point is closer to the origin than any
of the G vectors. It is the primitive reciprocal unit cell and its volume is
denoted VBZ.
The periodicity of the ionic potential imposes constraints to Kohn-Sham
orbitals. They have to be periodic and delocalized over the entire solid.
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Mathematical formulation of this is called Bloch’s theorem. It says that the
KS orbitals are products of a planewave eik·r and a function which possesses
the periodicity of the lattice
un,k (r + T) = un,k (r) . (36)
Now the KS orbital can be written as
φn,k (r) = e
ik·run,k (r) . (37)
For periodic systems, the KS orbitals and energies are indexed with two
quantum numbers. The wavevector k is a result of translational symmetry
of the system. For an infinite system, it is a continuous variable and its values
are restricted to the first Brillouin zone. In real life, all surfaces are limited
in size but the critical size of a cluster that no longer has discrete energy
levels is not more than about 100 atoms at room temperature.3 Practically
all solids and surfaces are therefore infinite. The more conventional quantum
number n is called band index. The orbital energies related to the same value
of n are called energy bands.
The continuous character of the k-vector implies, for example, that the
charge density is obtained as a sum over all filled bands and an integral over
Brillouin zone
n (r) =
∑
n
∫
BZ
φ∗n,k (r)φn,k (r) dk . (38)
In plane wave methods, Blochs functions are constructed from plane wave
basis functions
un,k (r) =
1√
VPUC
∑
G
u˜n,k (G) e
iG·r , (39)
where the summation is over all reciprocal lattice vectors. Together with
Blochs theorem, this means that the electron states look like
φn,k (r) =
1√
VPUC
∑
G
u˜n,k (G) e
i(G+k)·r . (40)
The coefficients u˜n,k (G) are the parameters that are searched variationally.
In a periodic system, functions like the electron density and Hartree po-
tential are also periodic, i.e., they fulfill the condition
f (r + T) = f (r) . (41)
With the help of Fourier transformation, all periodic functions can be written
as a sum of plane waves
f (r) =
∑
G
eiG·rf (G) . (42)
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After Fourier transformation, these functions have the same plane wave form
as the plane wave basis functions. The Fourier coefficients are
f (G) =
1
2pi
∫
PUC
f (r) e−iG·rdr (43)
and the summation is over all reciprocal lattice vectors.
In principle, the plane wave basis set (39) contains infinite number of
terms. Luckily, the terms closer to origin contribute most to the total energy.
Therefore, it is possible to truncate the plane wave basis set by a cutoff energy
Ecutoff through a condition
~
2
2
|k + G|2 ≤ Ecutoff . (44)
As Equation (44) implies, there is a different number of plane waves for each
k-vector. The number of terms in different expressions (42) is also determined
with the help of cut off energy but they may require more terms than the
plane wave basis set.
Plane wave expansion offers many simple analytical expressions for matrix
elements. Via fast Fourier transformation (FFT)42 it is possible to move from
real space to reciprocal space and back with moderate computational cost.
This way it is possible to calculate matrix elements in the coordinate space
where it is most convenient. The largest drawback in the plane-wave basis set
is that the description of the fast oscillations of the electron density close to
nucleus requires huge amount of plane waves. Luckily, the core electrons are
tightly bound to the nucleus. Their wave functions do not extend far from the
nucleus and they are little affected by the environment. Similarly, the valence
states contribute little in the core regions. Therefore, it is both possible and
necessary to reduce the number of plane-waves required by replacing the
core electrons by a potential and the valence orbitals by nodeless pseudo
orbitals that match the true orbitals outside core region but are nodeless
inside the core region.41 In this thesis, I used projector augmented wave
(PAW) potentials that practically do the same job than pseudopotentials.
The details of PAW potentials are explained in refs 31,43 and 44.
Calculation of charge density and various other expressions requires the
calculation of integrals over BZ. These integrals are replaced by numerical
integration over specially selected k points
1
VBZ
∫
BZ
dk ≈
∑
i
ωki . (45)
Different schemes have been developed to obtain optimal k points and their
weights ωk. The Monkhorst-Pack scheme
45 that is used in this thesis, for
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example, produces an equally spaced mesh with equivalent weights. The real
space integrals are calculated numerically by using a real space grid which is
determined by the FFT requirements.
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Chapter 3
Vibrational calculations
Vibrational spectroscopy is one of the most direct means to gain information
on the identity of the adsorbates, their bonding sites and geometries, the
level of dissociation, strength of the internal bonds and the nature of the
molecule-surface interactions.4,46 In hydrogen-bonded complexes vibrational
spectroscopy is used to gain information on the strength and dynamics of
the hydrogen-bond.8,10,47 The development of computational spectroscopy
is needed in order to predict and explain the experimental results as well as
to be able to calculate transitions that have not been yet observed.
Most quantum chemistry programs calculate vibrational energy levels
through so called normal mode analysis,24,48 where the true multidimensional
potential energy surface is represented as a Taylor series around the minimum
energy structure of the system and the series is truncated after second-order
terms. After this so called harmonic approximation the Cartesian coordinates
are transformed to normal coordinates. Normal coordinates are linear combi-
nations of Cartesian coordinates but in the Wilson GF matrix method48 the
Cartesian normal coordinates are expanded in terms of internal coordinates
which facilitates the potential energy surface calculation. Normal modes are
decoupled from each other and somewhat resemble the true motion of the
molecule. The Hamiltonian matrix is diagonal in normal coordinates. The
normal mode model gives nicely analytical expressions for the IR intensi-
ties, selection rules, and partition functions.49 It is implemented as a black
box method in most quantum chemistry programs. It is doable for large
and complicated systems. For example, adsorption systems can be studied
with normal mode analysis.50,51 The accuracy of normal mode analysis is,
however, limited because of harmonic approximation. The expansion around
a minimum energy structure necessitates the existence of one well-defined
minimum energy structure. Normal mode analysis fails when molecule has
many accessible minimum energy structures or when it is floppy.52 The study
19
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of the large amplitude vibrational motion also requires other methods than
normal mode analysis. For example, normal mode analysis cannot produce
properly the energy level structure of the isolated ammonia molecule, which
is the result of the double-well potential of the molecule. Even with well-
behaving molecules harmonic approximation tends to overestimate bonding
resulting in too large values for the vibrational energy levels. For this rea-
son, the harmonic energy levels are often corrected by scaling them with an
anharmonic scaling factor.53 For overtone spectroscopy the normal mode
analysis is even less adequate because its inaccuracies tend to increase as the
excitations increase.54
In some cases, the results of normal mode analysis can be improved by
using second-order perturbation theory on top of the normal mode analysis.53
Other approaches for finding anharmonic frequencies are the vibrational self
consistent field (VSCF) method and its extensions49,55–57 and the variational
method either with numerical basis as in the discrete variable representation
(DVR)58 or with finite basis set as in the finite basis representation (FBR).54
The latter method is used in this thesis.
3.1 Variational method with a finite basis set
The starting point in the variational calculations is the nuclear Hamiltonian
(6) introduced in Chapter 2
Hˆnuclei = −~
2
2
M∑
α=1
1
mα
52α + V (R) . (46)
The summation index α runs through all M atoms, mα is the mass of the
αth nucleus, and the Laplacian operator with respect to the coordinates of
the αth nucleus is
52α =
∂2
∂x2α
+
∂2
∂y2α
+
∂2
∂z2α
. (47)
Potential energy surface V (R) is constructed by fitting functional form to ei-
ther experimental data or to data from the electronic structure calculations.4
In this thesis, I have used the latter option. In practice, I computed the
electronic energies of the studied systems for a large number of geometries
around the equilibrium geometry. I fitted these energies to the geometry val-
ues using the nonlinear least-squares fitting procedure in the Mathematica
program.59
The nuclear Hamiltonian in Equation (46) describes translational, rota-
tional and vibrational motion of the molecule. For the variational calcula-
tions, the translational, rotational, and vibrational motions are separated
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from each other. The procedure is explained in ref 60 in detail. After this
separation, the vibrational Hamiltonian (46) gets the form
Hˆnuclei = −~
2
2
3M∑
i,j
J−1
∂
∂qi
Jg(i,j)
∂
∂qj
+ V (R) , (48)
where qi and qj are two of the coordinates, J is the Jacobian of the coordinate
transformation, and the reciprocal metric tensor elements are defined as
g(i,j) =
M∑
α=1
1
mα
~5qi · ~5qj . (49)
Three of the coordinates describe the position in space for the molecule.
Three of the coordinates describe the orientation of the molecule. The re-
maining vibrational coordinates describe the shape of the molecule. The
choice of the vibrational coordinates depends on the vibrational problem in
hand. In curvilinear internal coordinates, the positions of atoms are ex-
pressed relative to other atoms in the system.23 Bond lengths, bond angles,
dihedral angles, and torsional angles are typical curvlinear internal coordi-
nates. In this thesis, I have used directly these coordinates or symmetry
coordinates constructed from them.
Translational coordinates can be separated from the rovibrational Hamil-
tonian but an exact separation of the rotational and vibrational motion is
impossible. However, for non-linear molecules, the vibrational Hamiltonian
Hˆvib = −~
2
2
3M−6∑
i,j
J−1
∂
∂qi
Jg(i,j)
∂
∂qj
+ V (R) , (50)
where all rotational coordinates are omitted, gives the vibrational transitions
from a state J = 0 to a state J = 0. In an experimental spectrum, the
calculated energy levels correspond to the band center positions. This is the
strategy adapted in this thesis.
Solution of the vibrational Hamiltonian is based on the variational prin-
ciple.24 This says that an upper bound for the lowest energy level is obtained
by minimizing the expectation value of the vibrational Hamiltonian, i.e.,
Etrial =
∫
τ
Ψ∗trialHˆvibΨtrial dτ∫
τ
Ψ∗trialΨtrial dτ
≥ Evib (51)
but this method also gives approximate solutions for other energy levels.61
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In practice, the trial wavefunction Ψtrial is constructed as a linear combi-
nation of many-coordinate basis functions
Ψtrial =
∑
i
ciφi . (52)
Coefficients ci are varied until the lowest possible energy is achieved. The
set of simultaneous equations
∂Etrial
∂ci
= 0 (53)
can be solved in a straightforward matter by constructing a Hamiltonian
matrix
Hij =
∫
τ
φ∗i Hˆφjdτ (54)
and by diagonalizing it. This gives us the vibrational energy levels and wave
functions.24
When necessary, there are many ways to facilitate variational calcula-
tions.54 A large system can be divided into smaller subsystems. This is
basically the adiabatic assumption adopted in this thesis. Some of the coor-
dinates can be omitted from the model. The Hamiltonian can be simplified
by expressing the Hamiltonian as a Taylor series around the equilibrium ge-
ometry or by evaluating the g-matrix elements in the equilibrium geometry
values. In block diagonal models, the size of Hamiltonian matrix is reduced
by coupling only states with similar energies. The couplings between other
states are either neglected or treated perturbatively.
3.2 Variational calculations for the isolated
ammonia molecule
This chapter describes mainly the variational treatment of the isolated am-
monia molecule. However, I have also used the implementation for the per-
turbed ammonia molecule with small modifications. The variational method
in reference to the water type molecules is explained in my papers I and IV
and in refs 62 and 63. The implementation is similar to the ammonia case al-
though the smaller number of coordinates makes the calculation significantly
easier as explained at the end of this chapter.
Coordinates
The gas phase NH3 molecule is a textbook example of a complicated molecule
with inversion motion that extends over two equivalent minimum energy
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structures around the planar reference structure. The geometries are unique
as it is impossible to place ammonia on one of these geometries on top of the
other geometry only by rotating it. Both minima are accessible because the
inversion barrier is too small to keep the molecular wavefunction localized in
one of the two potential wells. The inversion motion is manifested in the en-
ergy level structure of ammonia. Each vibrational energy level is split to two
energetically similar components. One of the corresponding wavefunctions is
symmetrical with respect to the planar reference structure and the other one
is asymmetrical.
The three NH bond length coordinates r1, r2, and r3 and the three
bond angle HNH coordinates θ1, θ2, and θ3 describe equilibrium geometry
of the ammonia molecule but do not distinguish between the two equivalent
geometries.a In order to separate the two equivalent equilibrium geometries,
I used symmetrized bond angle coordinates
S2 = ±3− 14
√
2pi − θ1 − θ2 − θ3 ,
S4a = 6
− 1
2 (2∆θ1 −∆θ2 −∆θ3) , and
S4b = 2
− 1
2 (∆θ2 −∆θ3) .
The displacement coordinates are defined as ∆θi = θi − θeqi , where the equi-
librium geometry value for the angle i is θeqi . The S2 coordinate
64 describes
symmetric bend. Its ± signs correspond to the two equivalent geometries on
different sides of the planar structure. The S4a and S4b coordinates describe
degenerate asymmetric bends.
Kinetic energy operator
The explicit expressions for the g-matrix elements were calculated using
Equation (49). They areb
a The coordinates are defined so that θ1 = ^ (r2, r3), θ2 = ^ (r3, r1), and θ3 =
^ (r1, r2).
b The quantities mN and mH are masses of the nitrogen and hydrogen atoms, respec-
tively. The bond lengths r, r′, and r′′ and the bond angles are defined as θ = ^ (r′, r′′),
θ′ = ^ (r, r′′), and θ′′ = ^ (r, r′) .
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g(r,r) =
1
mN
+
1
mH
,
g(r,r
′) =
1
mN
cos θ′′ ,
g(r,θ) =
1
mN
[
1
r′
(cos θ cos θ′′ − cos θ′) + 1
r′′
(cos θ cos θ′ − cos θ′′)
]
csc θ ,
g(r,θ
′) = − 1
mN
cos θ′
r′′
,
g(θ,θ) =
(
1
mN
+
1
mH
)(
1
r′2
+
1
r′′2
)
− 2 1
mN
cos θ
r′r′′
, and
g(θ,θ
′) =
1
r′′2
(
1
mH
+
1
mN
)
(cos θ′′ − cos θ cos θ′) csc θ csc θ′ + 1
rr′
1
mN
sin θ sin θ′
+
1
mN
(cos θ′′ − cos θ cos θ′)
(
cot θ cot θ′
rr′
− cot θ csc θ
′
r′r′′
− cot θ
′ csc θ
rr′′
)
.
The Jacobian of the coordinate transformation is taken from ref 64. It is
J = |2S2| r
2
1r
2
2r
2
3 sin θ1 sin θ2 sin θ3√
1− cos2 θ1 − cos2 θ2 − cos2 θ3 + 2 cos θ1 cos θ2 cos θ3
. (55)
I calculated the g-matrix elements in the (r1, r2, r3, S2, S4a, S4b) coordinate
system numerically by using the definitions of the S2, S4a, and S4b coordinates
and Equation (49). The derivatives dg
(i,j)
dqi
, dJ
dqi
, and d
2J
dqidqj
were also calculated
numerically by using the chain rule.42
Potential energy surfaces
I expanded the potential energy surfaces in terms of symmetrized bond angle
coordinates S2, S4a, and S4b together with symmetrized bond length coordi-
nates
S1 = 3
− 1
2 (∆r1 + ∆r2 + ∆r3)
S3a = 6
− 1
2 (2∆r1 −∆r2 −∆r3)
S3b = 2
− 1
2 (∆r2 −∆r3) ,
where the displacement coordinates for the stretches are defined as ∆ri = ri−
ri (eq). For the S1 coordinate, I sometimes used the coordinate y = 1−e−aS1 ,
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where a is a fitting parameter, to obtain better asymptotic behavior. The
S1 coordinate describes symmetric stretching. The S3a and S3b coordinates
describe the degenerate asymmetric stretching.
Potential energy surfaces in this thesis are theoretical, i.e., they were ob-
tained by calculating the electronic energy at fixed molecular geometries and
fitting the calculated energy values into analytical models. I sampled poten-
tial energy surfaces of the adsorption systems using plane wave DFT (papers
II and III). The potential energy surface for the water-ammonia complex (pa-
per IV) was calculated with the CCSD(T)-F12A/VTZ theory. Discrete data
points were then fitted to analytical power series using a nonlinear fitting
procedure algorithm in the Mathematica program.59 Symmetry relations
were used to obtain potential energy surfaces with correct C3v (isolated or
adsorbed ammonia) or Cs (ammonia unit in the water-ammonia complex)
symmetry. For comparison, the same computational methods were also used
to obtain vibrational energy for the isolated ammonia molecule (papers II
and IV).
The six-coordinate basis functions
For ammonia, the Jacobian shown in Equation (55) is inseparable to a prod-
uct of one-coordinate parts. This makes it difficult to construct the trial
wavefunction from products of one-coordinate basis functions. However, if
we choose a trial wavefunction
Ψtrial = J
− 1
2ψtrial (56)
this is possible. This leads to a pseudo Hamiltonian65
Hˆ ′vib = −
~
2
2
6∑
i,j
J
1
2
∂
∂qi
g(i,j)
∂
∂qj
J−
1
2 + V (R) (57)
when the trial wavefunction (56) is inserted in the Equation (51). The pseu-
dowavefunction ψtrial can now be constructed from the one-coordinate basis
functions because the J−
1
2 parts of the trial wavefunction (56) and the Ja-
cobian of the volume element of the integration cancel each other before
integration.
The one-coordinate vibrational basis functions used in this work are har-
monic oscillator basis functions24 for the bending coordinates and Morse
oscillator basis functions for the stretching coordinates.66,67 Basis set con-
traction68 was used to prune the basis set in order to minimize the number
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of basis functions and to maintain the symmetry of the system.a The four
basis set contractions steps were i) the symmetric bending problem, ii) the
asymmetric bending case, iii) the full bending calculation, and iv) the full
stretching problem. A schematic picture of basis set contraction steps is
shown in Figure 1. In each basis set construction step, vibrational Hamilto-
nian is calculated setting all other coordinates to their equilibrium geometry
values. The exact kinetic energy operator was used in the final calculation
with six coordinates but the so-called pseudopotential term was excluded
from the basis set contractions steps i)-iv).b
Figure 1: Schematic picture of the four basis set contraction steps.
a Additionally, basis set contraction helped to avoid the problems associated with
the coupled integration limits. Contracted basis functions vanish before the nonphysical
integration limits are reached.
b Pseudopotential term is the part of the kinetic energy operator that does not involve
momentum operators. Therefore, its effect is often small.62
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Hamiltonian matrix and its diagonalization
All integrals were separated into stretching and bending parts to avoid six-
dimensional numerical quadrature. Further separation to one-coordinate in-
tegrals was not done because of technical reasons and because the implemen-
tation of the three-dimensional quadrature was anyway necessary for some of
the integrals. The stretching integrals were calculated numerically with the
Gauss-Laquerre quadrature. The bending integrals were calculated numer-
ically with the Gauss-Hermite quadrature.69 Vibrational energy levels and
wave functions were obtained by diagonalizing the Hamiltonian matrix.
Wavefunction analysis
The coefficients of the basis set expansion were used to give names to the
calculated energy levels.
Intensity calculations
In paper IV, the variationally calculated vibrational wave functions and en-
ergy levels were used to compute the intensities as dimensionless oscillator
strengths for transitions from the initial state i to the final state j
fj←i = 4.702 · 10−7[cm D−2]ν˜j←i |−→µ j,i|2 , (58)
where ν˜j←i is the wavenumber of the transition.
70 The dipole moment sur-
face for the transition moment integral −→µ j,i =
∫
τ
ψj
−→µ ψidτ was calculated
with the CCSD(T)-F12A/VTZ method using finite differences method. Cal-
culated points were fitted into an analytical model using least squares fitting
in Mathematica program.59 Appropriate symmetry relations were used to
obtain the dipole moment surface parameters that were not explicitly cal-
culated. Note that I have not calculated the intensities for the adsorption
systems because the dipole moment surface is not a well-defined property for
periodic systems.71
Computational details
I used IMSL library routines72 for finding of integration points and weights
and diagonalization of the Hamiltonian matrix. Otherwise, I implemented
the variational computer program with the Fortran programming language
and run the program in Murska supercomputer at CSC.73 I tested the correct-
ness of the variational program using a quartic potential energy surface for
the isolated ammonia molecule by Martin, Lee and Taylor74 and compared
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Table 1: The size of a variational calculation as a function of the vibra-
tional coordinates in general case, for the three-atomic non-linear (water),
four-atomic non-linear (ammonia), and 7-atomic non-linear (water-ammonia
complex) molecule. As explained in the text, the number of operations for
the kinetic energy matrix elements scales approximately as a product of the
number of terms in the kinetic energy operator, the number of matrix ele-
ments, and the number of integration points.
system general H2O NH3 H2O − NH3
how many atoms M 3 4 7
how many vibrational coordinates 3M − 6 3 6 15
how many g-matrix elements (3M − 6)2 9 36 152
how many kinetic energy terms 5 (3M − 6)2 45 5 · 36 5 · 152
how many basis functions 103M−6 103 106 1015
how many matrix elements 102(3M−6) 106 1012 1030
how many integration points 303M−6 303 306 3015
the results with ones by Luckhaus75 and Handy.76 The computed vibrational
wavenumbers for the fundamental transitions agree within 0.03 cm−1. The
intensities were tested against ref 77.
Table 1 illustrates how the size of a variational calculations increases
as a function of the vibrational coordinates. The water molecule, ammonia
molecule, and water-ammonia complex are shown as examples. Note that the
illustration is approximate and shows the scaling without any computational
effort to make the calculation scale better with the size of the coordinates.
When the number of atoms is M the number of vibrational coordinates
is given by the well known formula 3M − 6 for non-linear molecules. The
number of g-matrix elements (3M − 6)2 determines how many terms there
are in the kinetic energy part of the Hamiltonian. Each term can be expanded
to five terms. Therefore the number of terms in the kinetic energy operator is
5 (3M − 6)2. If I assume that 10 basis functions are needed for one coordinate
(in reality, some coordinates need many more basis functions) and that the
basis set is constructed as a direct product of one coordinate basis functionsa ,
the number of basis functions is 103M−6 and the number of matrix elements
Hij is 10
2(3M−6). If I further assume that the number of integration pointsa
a This is not true for water and ammonia molecules because of symmetry reasons and
because the pruned basis sets scale much better with the number of coordinates.
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is 30 and that one tries to integrate directly over all coordinates at the same
timeb the number of integration points is 303M−6. Finally, the number of
operations for the kinetic energy matrix elements scales roughly as a product
of the number of terms in the kinetic energy operator, the number of matrix
elements, and the number of integration points.
The computational demands of a variational calculation increase pro-
nouncedly with the number of vibrational coordinates. Therefore, as such
they are not feasible for large molecular systems. This is a pity. For the
isolated molecules, the variational method provides the exact solution of the
vibrational problem within the Born-Oppenheimer approximation if the ex-
act kinetic energy operator is used and the potential energy surface is known
accurately. For example, vibrational energy levels of the gas phase ammo-
nia have been calculated variationally in refs 75–78, and 79 with accuracy
determined by the potential energy surface. In this thesis, I apply the vari-
ational method to molecules in adsorption systems and molecular clusters
by using an adiabatic assumption that separates the internal vibrations of
the molecule from the other vibrations of the system. This kind of sepa-
ration is possible because the interaction energies of my systems are weak.
They do not break the molecule or change its structure significantly. The
adiabatic assumption facilitates both the calculation of the potential energy
surfaces and vibrational calculations as it reduces the number of vibrational
coordinates included in the calculation.
3.3 Variational calculations for the perturbed
systems
Adsorption systems and molecular clusters possess a large number of vibra-
tional coordinates. The interaction with the metal surface turns the free
translations and rotations of the gas phase molecule into frustrated transla-
tions and rotations that are much lower in energy than the vibrational states
within the adsorbed molecule.46,80 These new modes correspond to the mo-
tion with respect to the surface: diffusion, molecule-surface stretching, tilt-
a Number 30 is somewhat arbitrary. Some coordinates need more integration points.
b Direct integration is possible for three coordinates of the water molecule but for
the six coordinates of the ammonia molecule it is not computationally feasible. In the
variational program for the ammonia molecule, I used the three-dimensional quadratures
for the stretches and for the bends, separately.
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ing, and spinning.81, a In the same way, clustering increases the number of
vibrational coordinates. When the water and ammonia molecules form a
complex, the three- and six-dimensional vibrational problems are replaced
by one 15-dimensional problem. The six additional coordinates describe the
relative motion of the water and ammonia molecules with respect to each
other.
In this thesis, I call the new vibrational coordinates low-frequency co-
ordinates and the corresponding vibrational modes low-frequency modes.
The intramolecular vibrations that are localized in the water and ammo-
nia molecules are called high-frequency vibrational modes. They are higher
in energy than the low-frequency modes. The corresponding vibrational co-
ordinates are called high-frequency coordinates.
In principle, all vibrational modes of the system couple to each other but
in adsorption systems and molecular complexes the coupling is small. In
adsorption systems, the energy difference between low- and high-frequency
modes is large. On the grounds of perturbation theory, only states with
similar energies are strongly coupled.24 In the water-ammonia complex, the
low- and high-frequency modes should not be strongly coupled because of the
large energy difference but the vibrational energies of the water and ammonia
units are similar. The vibrations are, however, localized in these molecules.
Therefore they have only minor kinetic energy couplings and probably the
potential energy couplings are also small.
Due to the weak coupling, it is possible to use an an adiabatic assump-
tions similar to the Born-Oppenheimer approximation that separates differ-
ent types of coordinates. In this approach, the fast motion localized in the
molecules is separated from the rest of the coordinates that serve as a per-
turbing environment for the motion of the molecule. The potential energy
couplings of the water and ammonia units in the water-ammonia complex
are also relaxed. The potential energy surfaces are now calculated in the
presence of the surface or of the other molecule. This perturbation serves as
an external potential for the molecule. The kinetic energy part in the vibra-
tional model is also assumed to be the same for the isolated and clustered
molecules. Consequently, the shifts in the vibrational energy levels result
from the changes in the potential energy surfaces.
In practice, the use of adiabatic model means that I need to define an
equilibrium geometry for adsorption system or the complex around which
the molecule vibrates. This geometry is defined by six coordinates that de-
a Additionally, the vibrational coordinates of the metal surface increase the total
number of vibrational coordinates. The resulting phonon modes are even smaller in energy
than the low-frequency modes.22
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scribe the place and orientation of the molecule with respect to the surface or
perturbing molecule. After adiabatic approximation, the molecule vibrates
around a fixed translational and rotational equilibrium geometry. The coor-
dinates of the surface or the other molecule are set to the equilibrium values.
The position of the oxygen or nitrogen atom with respect to the perturba-
tion is fixed. For water, the symmetry plane of the water molecule and the
approximate C2 axis of the water molecule are maintained. For ammonia,
the approximate C3 axis of the ammonia molecule is fixed, and two of the
hydrogen atoms were kept in equal positions.a There are several possibilities
how to freeze the low-frequency coordinates. In paper I, I studied these for
the water molecule adsorbed on the Cu(110) surface. In paper IV, I tested
it for the water-ammonia complex by using the Eckart axis system.82 The
effect of bending coordinate choice was found insignificant in these systems.
The variational energy levels for the deuterated water-ammonia complex,
however, showed so large deviation from the experimental values that proba-
bly the choice of the translational and rotational reference geometry was not
optimal for the deuterated systems. Similar observation for the water dimer
has been made in ref 83.
Another thing to bear in mind is that the perturbative environment
breaks the symmetry of the systems. Both adsorption and complex forma-
tion breaks the C2v symmetry of the water molecule. The adsorbed ammonia
molecules possess the C3v symmetry but in the water-ammonia complex the
C3v symmetry is broken. Additionally, the ammonia molecule in the systems
of this thesis is no longer symmetric with respect to the planar reference
structure. Therefore, I expanded the potential energy surface of the ammo-
nia unit as a function of symmetric bond angle coordinate
∆S2 = S2 − S2 (eq) , (59)
where S2 (eq) is the equilibrium geometry value for the S2 coordinate instead
of the coordinate S2 = ±3− 14
√
2pi − θ1 − θ2 − θ3. For the clustered ammonia,
one sign of the S2 coordinate means geometries where the hydrogen atoms
point away from the other molecule and the other sign means geometries
where they point towards the other molecule. For the adsorbed molecule,
these are the geometries where the hydrogen atoms point towards the metal
surface or away from the metal surface. The symmetry relations of the poten-
tial energy surfaces were relaxed and the variational calculations employed
no symmetry.
a The approximate C2 and C3 axes directions are defined as the directions of the sums
of the OH or NH bond length vectors.
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Chapter 4
Results
The following chapter presents the results of my thesis. I start by explaining
the gas phase reference results from papers I, II and IV. Section 4.2 includes
the results from papers I-III and describes the adsorption systems of water
and ammonia molecules. Section 4.3 includes the results from paper IV and
describes the hydrogen-bonded water-ammonia complex.
4.1 Isolated water and ammonia molecules
Vibrational energy levels of the isolated water and ammonia molecules were
calculated in papers I, II, and IV with the plane-wave DFT and CCSD(T)-
F12/VTZ methods. These calculated energy levels are shown in Table 2 to-
gether with the experimental numbers. I use the normal mode assignments
to label the fundamentals of the isolated water molecule as symmetric OH
stretching ν1, asymmetric OH stretching ν3, and HOH bending ν2 states.
70
For the ammonia molecule, the standard normal mode quantum labels ν1, ν2,
ν3, and ν4 stand for the symmetric stretching and bending, and the degener-
ate asymmetric stretching and bending states, respectively.70 The inversion
splitting values are marked with the ± signs.
Comparison of the calculated and experimental energy levels of the wa-
ter and ammonia molecules shows that the CCSD(T) values are within a
few cm−1 from the experimental values except the values for the symmetric
bending states of the ammonia molecule which are 8 and 13 cm−1 from the
experimental values. Symmetric bending vibration is known to be sensitive
to the electronic structure method and all its corrections.84 The vibrational
energy levels calculated with DFT are on the other hand systematically 2-6
percent smaller than the experimental values. This kind of systematic devi-
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ation from the experimental values originates from the incorrectness of the
computational method. DFT is unable to describe exchange and correlation
of electrons properly.85 In paper II, I showed that these deviations are of
similar magnitude for both the isolated ammonia molecule and the ammonia
molecule adsorbed on the Ni surface. Therefore, I was able to calculate shifts
in the vibrational energies and compare them instead of the absolute vibra-
tional energies. In paper III, I therefore calculated so called DFT-corrected
vibrational energy levels. The DFT-correction is described in the next chap-
ter.
Without the DFT-correction, it might happen that the calculated har-
monic energy levels are in better agreement with the experimental numbers
than the variational ones. This cancelling of errors happens because density
functional theory with many exchange-correlation functionals underestimates
and harmonic approximation overestimates the energetic positions of the vi-
brational energy levels by about the same amount.
Table 2: Calculated and experimental vibrational energy levels of the isolated
H2O and NH3 molecules from papers I, II, and IV. See text for the labelling
of the vibrational states. The vibrational energies are given in cm−1.
H2O expa CCSD(T) DFT DFT-error%c
ν2 1595 1599 1545 3.1
ν1 3657 3657 3554 2.8
ν3 3756 3756 3649 2.8
NH3 expb CCSD(T) DFT DFT-error%c
ν+1 3336 3334 3251 2.5
ν−1 3337 3335 3253 2.5
ν+2 932 945 875 6.1
ν−2 968 976 919 5.1
ν+3 3444 3442 3351 2.7
ν−3 3444 3442 3356 2.6
ν+4 1626 1631 1573 3.3
ν−4 1627 1632 1575 3.2
a) The experimental energy levels for the water molecule are from ref 86.
b) The experimental energy levels for the ammonia molecule are from ref 87.
c) The DFT-error percent is calculated as a quotient of the absolute DFT-error and the experimental
value.
35 Adsorption systems
4.2 Adsorption systems
Papers I, II, and III describe the adsorption and vibrational properties of
the water and ammonia molecules adsorbed on well-defined transition metal
surfaces. In this chapter, I first summarize the general experimental and
computational background for the study of adsorption systems and then
discuss the results of the papers included in the thesis.
Some fundamental concepts of adsorption
Adsorption is a process where a bond is formed between a solid surface and
a molecule or an atom which is called an adsorbent.88 Adsorption process is
called molecular when the structure of the adsorbent remains essentially the
same as in the gas phase. In the dissociative adsorption, adsorbent breaks
into two or more molecular fragments.89 Molecular adsorption can be clas-
sified to two cases: chemisorption and physisorption. Chemisorption means
that a chemical bond is formed between molecule and the surface. It re-
quires such a short molecule-surface distance that the molecular orbitals of
the molecule and the surface can overlap. Chemisorption also requires a spe-
cific adsorption site.3 The long range van der Waals forces enable interaction
already at a separation of several 10−10 m. These weak physisorption forces
are independent of the adsorption site and rather independent of the sur-
face.88 Typically, physisorption energies are smaller than the chemisorption
energies. The adsorption systems of this thesis belong to the chemisorp-
tion case although the adsorption energies are rather small. Both water and
ammonia molecules have a short distance to the surface, specific adsorption
site, and adsorption geometry that favors overlap of molecular orbitals rather
than interaction through the van der Waals forces.
Molecules adsorb directly to the metal surface or they adsorb on top of al-
ready adsorbed molecules. The first layer chemisorbed molecules are labelled
with a letter α in literature. The second layer molecules that are physisorbed
on top of the first layer molecules are labelled with a letter β. Molecules that
physisorb on top of these molecules form the multilayer structure. These
molecules are labelled with a letter γ. The concept coverage tells us how
many molecules there actually are on the surface. There are two different
definitions for the coverage of the surface. The fractional coverage of the
surface is defined as the quotient between occupied and available adsorption
sites.4 One important special case is the monolayer (ML) coverage one which
means that all adsorption sites are occupied. Maximum coverage of the first
adsorbed layer is often less than one but molecules can of course adsorb on
top of already adsorbed molecules. Langmuir is a unit of exposure. It is
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Figure 2: The (100), (110), and (111) surface planes of an fcc metal. Only
first layer metal atoms are shown.
100 110 111
defined as a product of the gas pressure and the exposure time so that 1 L
corresponds to 10−6 torr pressure for one second.a The coverage given in
Langmuirs depends on the temperature and composition of the gas, as well
as the sticking coefficient of the gas.6 Therefore, the correspondance with
the fractional coverage is unclear and at least it depends strongly on the gas.
Adsorbed molecules interact with each other through the electrostatic
interaction of their permanent dipoles, through the direct overlap of their
molecular orbitals, through van der Waals interactions, or indirectly via the
substrate.90 In total, these lateral interactions can be attractive causing ad-
sorbates to form islands or they can be repulsive causing adsorbates to stay
apart.91 Especially when the lateral interactions are attractive it is difficult
to control the coverage of the surface. For example, the attractive lateral in-
teractions between adsorbed water molecules lead to formation of molecular
islands instead of equally spaced single molecules.92 The interactions be-
tween adsorbed ammonia molecules, on the other hand, are repulsive which
is manifested in strong coverage-dependence in adsorption energies.
The metal surfaces in this thesis have face centered cubic (fcc) crystal
structure.93 When fcc crystals are cut each cut gives a well-defined crystal
plane with limited number of well-defined adsorption sites. The planes are
labelled with Miller indices.4 The three most common single crystal surfaces
(100), (110), and (111) are modelled in Figure 2. The adsorption sites appro-
priate to the articles of this thesis are the atop sites right on top of a metal
atom, the bridge site in between two atop sites, and the hollow site above an
a The conversion to SI units is given by 1 torr = 133.3Pa.
37 Adsorption systems
empty place.
Geometry optimizations
In principle, it is possible to model surfaces computationally by constructing
a large cluster of metal atoms. In practice, reliable results require the use
of periodic boundary conditions. Surfaces are infinite in two dimensions but
due to practical reasons the periodic boundary conditions are often employed
in three directions including the direction perpendicular to the surface. This
model is called a slab model. In paper I, the slab contained five metal atom
layers and four metal atoms in one layer. One water molecule was placed on
one side of the slab resulting in coverage 1/4. In papers II and III, the slab
contained five metal atom layers and nine metal atoms in one layer. One
ammonia molecule was placed on one side of the slab resulting in coverage
1/9. In both cases, the slabs were separated with a 10 A˚ vacuum between
the slabsa. Two uppermost layers were allowed to relax and the two bottom
layers were fixed in geometry optimizations.
For the geometry optimizations and potential energy calculations, I used
plane wave DFT as implemented in Vienna ab initio simulation package
(VASP).20,21 Electron correlation was described with the generalized gradient
approximation by Perdew and Wang (PW91).94 The core electrons were
described by using PAW potentials43,44 and for the valence electrons I used
plane wave basis sets with a cut off energy 520 eVa . All calculations were
non-spin polarized. The (final) Brillouin zone integrations were performed
with 5 × 5 × 1 Monkhorst-Pack Scheme45 resulting in 13 non-equivalent k-
points.
Geometry search gives us an adsorption site, a distance from the surface
and an orientation with respect to the surface, reconstruction of the molecule
and the metal surface. Experimentally the study of adsorption geometry
requires the use of many different methods and still it is impossible to explore
it confidently and with good accuracy.6
Adsorption energies
Computational adsorption energies of the systems were defined as
Eads = Emolecule+surface − Emolecule − Esurface , (60)
a In this thesis, 1 A˚=10−10 m and eV stands for electron volt, 1 eV = 0.160217733 aJ =
8065.6 cm−1.
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where Emolecule+surface, Emolecule, and Esurface are energies of the optimized
adsorption system, the isolated molecule, and the surface without the adsor-
bent, respectively.
Experimental counterparts to the computational adsorption energies are
obtained from the thermal desorption spectroscopy (TDS) experiments.6,93
In a TDS experiment, the substrate is heated and the number of molecules
leaving the surface is monitored.95 TDS spectra shows typically three peaks.
The first low-temperature peak corresponds to desorption from the multi-
layer. The second higher-energy peak is from the second layer adsorbents.
The highest energy peak finally corresponds to the first layer chemisorbed
molecules that are the interest of my work. The first layer adsorption energy
can be obtained by using the Redhead model96
E = kTmax
[
ln
(
νTmax
β
)
− 3.64
]
, (61)
where k is Bolzmann’s constant, Tmax is the maximum of the TDS peak, ν
is called a frequency factor, and β is the heating rate.a The Redhead model
assumes that the adsorption is a first order process. This is not the case if
the adsorption energy depends strongly on the coverage.
When the computational adsorption energies are compared with the ex-
perimental adsorption energies obtained with TDS it should be mentioned
that the vibrational zero point energies are excluded from the computed ad-
sorption energies. With them the computed adsorption energies would be
slightly larger. Another reason why the computational adsorption energy
might differ from the experimental one is that the DFT functional that I
have used in this thesis is unable to describe properly the exchange and cor-
relation effects. Lateral interactions make the adsorption energies coverage-
dependent.
Electronic structure
In this thesis, the electronic structures of the adsorption systems were ana-
lyzed by calculating the density of the states (DOS) for the isolated molecules,
adsorption systems and corresponding surfaces without the molecule. Den-
sity of the states is defined as the number of electronic states in an infinites-
imal energy interval.1 DOS is thus an average over all k-values that give
rise to that energy interval. For the identification of the new peaks, I used
the atomic local density of the states (LDOS) analysis which resolves the
a In equation (61), it has been assumed that ln
[
E
kTmax
]
≈ 3.64. The error introduced
with this assumption is very small.
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calculated DOS to belong to different atoms of the system. For the DOS and
LDOS analysis, I used the p4v program.97
Experimentally, the valence molecular orbital energies of the adsorption
system can be obtained from ultraviolet photoemission spectroscopy (UPS)
measurement. In UPS, radiation is used to eject an electron from the surface
with kinetic energy that reflects its binding energy.6,93 A detailed picture
of adsorption can be obtained by comparing the UPS spectra for the clean
surface, adsorption system, and gas phase molecule. Molecular orbitals that
contribute to the bonding typically shift in energy and become broader than
in the gas phase.95
The vibrational energy levels
The anharmonic vibrational energy levels of the adsorbed molecules were
calculated variationally as explained in the previous chapter. According to
the adiabatic assumption, it was assumed that the surface atoms serve only as
a perturbing environment for the vibrating molecule. The intensities were not
calculated because the dipole moment surface is not a well-defined property
for a periodic system.71
The calculated wavenumbers suffer from the DFT-error. In paper III, I
calculated shifts in the vibrational wavenumbers from the gas phase values
to the adsorbed molecule
∆ν˜calc = ν˜ads,calc − ν˜gas,calc (62)
and used them to calculate vibrational energy levels from which the error
induced by the DFT is partly corrected
ν˜corr = ν˜gas,exp + ∆ν˜calc . (63)
The wavenumbers for the isolated ammonia molecule are calculated as an
average of the± levels. Due to the DFT-error, the calculated energy levels for
the gas phase systems and adsorption systems of ammonia are systematically
smaller than the experimental numbers. The comparison with experiments
show that the DFT-corrected numbers are in much better agreement with
the experimental numbers than the uncorrected ones.
The experimental vibrational transitions in papers I-III for the adsorption
systems are mainly from the reflection absorption spectroscopy (RAIRS) and
electron energy loss spectroscopy (EELS) measurements93,a. The details of
a RAIRS is also called infrared reflection absorption spectroscopy (IRAS)51 and EELS
is also called high-resolution electron energy loss spectroscopy (HREELS) in order to
differentiate the method from other electron energy loss methods.98
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both methods can be found from example from refs 2, 93, 95, and 99. In
RAIRS, IR light is directed to the surface and the intensity of the reflected
beam is compared with the incident beam intensity. In EELS, the energy loss
of electrons reflected from a surface is monitored. The sensitivity of RAIRS
is limited but with modern techniques it is still possible to achieve 1 cm−1
resolution. The EELS method can give sensitivities at least one order of
magnitude larger than those at present obtainable by RAIRS but with much
more limited resolution (some tens of cm−1).
The largest challenge in these methods is the sensitivity. Surfaces posses
naturally small sample size because the number of adsorbed molecules in a
monolayer is small. It limits especially the sensitivity of the RAIRS measure-
ments.93 On metal surfaces, an additional sensitivity problem comes from the
surface selection rule. The vibrational modes that have the dipole moment
parallel to the surface are invisible. On the other hand, the modes that have
perpendicular dipole moment are twice as intense as in the gas phase.93 The
surface selection rule is strictly obeyed in RAIRS measurement. In EELS, the
prominent scattering mechanism, dipole scattering, obeys the metal surface
selection rule but the other mechanism, the negative ion resonances, does
not.
From the point of view of vibrational spectroscopy, the clustering phe-
nomena are challenging. Even if the coverage is small the signal does not
necessarily come from single adsorbed molecules but from larger complexes or
even multilayer structure. As a result, even the low-coverage surface spectra
may show features from all possible adsorption structures including even solid
phase.92 Naturally, the best way to control the formation of larger structures
on the surface is to decrease the coverage of the surface. Unfortunately, this
limits the sensitivity of the measurement.93
4.2.1 H2O adsorbed on the Cu(110)surface
In paper I, I studied adsorption and vibrational energy levels of the water
molecule adsorbed on the Cu(110) surface. Transition metal surfaces are used
to catalyze many reactions that include water either as a reactant, product,
or an intermediate product.100 The surface plane (110) is an interesting
model surface for the copper metal because it is more reactive than the other
commonly studied surface planes (111) and (100).
Adsorption geometry search
First, I searched for the best adsorption geometry. There are four high sym-
metry adsorption sites on the Cu(110) surface: an atop site right above a
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copper atom, two bridge sites in between two atop sites, and a hollow site
right above the second layer copper atom. If it is assumed that water adsorbs
on one of these high-symmetry adsorption sites through the oxygen atom
there are ten different symmetric adsorption geometries for water molecule.
I calculated adsorption geometry and energy on these ten geometries. I found
out that the most favorable adsorption site is atop and the molecule is tilted
with respect to the surface. I continued geometry optimizations by explor-
ing eleven more non-equivalent asymmetric atop site adsorption geometries.
Eight of these initial geometries led to the same asymmetric adsorption ge-
ometry where one of the bonds (OHp) is directed almost along a copper row.
It points slightly towards the surface being significantly perturbed by it. The
other bond (OHf) is directed away from the surface and it is thus relatively
free from the perturbation. In this asymmetric adsorption geometry, water
seems to use only one of its two lone pairs in bonding. As a result, the
adsorption geometry is tilted by as much as 80◦, asymmetric with respect
to the surface, and slightly offset from the exact atop site. The metal atom
beneath the water molecule shifts up a little. The bond lengths and bond
angle are slightly increased. In addition to the most favorable asymmetric
adsorption geometry, I calculated adsorption geometry and vibrational en-
ergy levels on upright and tilted adsorption geometries that maintain the gas
phase symmetry of the water molecule. All tilted adsorption geometries are
similar in energy, close to –0.36 eV. The potential energy surface for adsorp-
tion is apparently very flat and has many minima. The upright adsorption
geometry is less favorable.
The results of the geometry optimization are shown in Table 3. Ex-
perimental80,92,100 and computational101 studies of water adsorption at well-
defined single crystal metal surfaces confirm the flat adsorption geometry
through the oxygen atom so that one or both OH bonds are directed away
from the surface. The calculated value for adsorption energy is somewhat
smaller than the experimental adsorption energies that vary between -0.67
and -0.41 eV.102–105
Convergence of the calculated geometry with respect to the number of
k-points, cut off energy, Fermi level smearing, spin polarization, and size of
the super cell were investigated for the most favorable adsorption geometry.
Interaction with the surface
The interaction energy as small as −0.36 eV suggests that water molecule is
rather physisorbed to the copper surface than chemisorbed. However, the
physisorption through the dipole moment of the molecule and its induced
dipole beneath the metal surface would favor upright adsorption geometry.
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Table 3: The calculated bond lengths rOHf and rOHp for the free and per-
turbed OH bonds, respectively, bond angle θ, tilting angle φ, the distance
between oxygen atom and the copper atom rCuO, and adsorption energy of
H2O adsorbed on the Cu(110) surface.
gas symmetric asymmmetric upright
tilted tilted
rOHf
in A˚ 0.971 0.976 0.976 0.973
rOHp in A˚ 0.981
θ in deg 104.6 105.3 105.2 108.5
rCuO in A˚ 2.23 2.14 2.18
φ in deg 71 80 90
Eads in eV –0.35 –0.36 –0.27
Therefore, the tilted adsorption geometry points out the formation of a chem-
ical bond. DOS analysis showed adsorption induced changes around -22.5,
-10.3, and -6.9 eV. LDOS analysis showed that these are the 2a1, 1b2, and
3a1 orbitals of the water molecule. In addition to these orbitals, the 1b1 state
was found to be hidden under the metal states around -5.1 eV.
The bare metal surface possesses no states around the 2a1 and 1b2 orbitals
of the water molecule. Therefore, these orbitals do not significantly affect
the bonding. Therefore, I used the energetic position of the 2a1 orbital to
align the LDOS curves of the isolated water molecule and water molecule on
different adsorption geometries in order to compare the adsorption induced
changes in molecular energy levels. Calculations showed that the energeti-
cally similar lone pair orbitals 3a1 and 1b1 compete in bonding to the surface.
The upright adsorption geometry favors interaction with the 3a1 orbital and
the tilted adsorption geometry favors interaction with the 1b1 orbital. The
observation is in agreement with previous findings, for example, in ref 101.
Vibrational energy levels
Finally, I calculated vibrational potential energy surfaces and variational en-
ergy levels for the two flat adsorption geometries and the upright adsorption
geometry. The OH stretching potential energy curves for the asymmetric ad-
sorption geometry are shown in Figure 3. The calculated and experimental
vibrational energy levels are shown in Table 4. The calculated vibrational
energy levels are corrected for the DFT-error in the spirit of paper III so
that the perturbed OHp stretching level is compared with the symmetric
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stretching and free stretching level with the asymmetric stretching level of
the isolated water molecule. See paper I for the original results.
Figure 3: OH stretching curves.
Let us first consider the OH stretching levels. A general trend is that the
bonding to the surface makes the OH bonds weaker. The difference between
adsorption geometries comes from the symmetry. I start with the asymmetric
adsorption geometry where the C2v symmetry is broken and the two OH
bonds are unlike. One is directed towards the surface and perturbed by it
(OHp) and the other one is free (OHf). The dissociation limit of both OH-
bonds decrease upon adsorption but the change is largest for the OHp-bond.
Another minimum would even form if the bond is elongated enough (without
changing its direction or relaxing other coordinates). The broken symmetry
turns the symmetric and asymmetric stretching modes into two local OH
modes, one for the OHp bond and one for the OHf bond. According to the
wave function analysis, the OHp stretching level is lower in energy than the
OHf stretching level. The adsorption-induced shifts to smaller wavenumbers
are 89 cm−1 for the free OH stretching level and as much as 202 cm−1 for the
perturbed one. To the contrary, the flat symmetric and upright adsorption
geometries maintain the C2v symmetry of the water molecule. Both OH
bonds are identical. In the Figure 3, they would be hidden under the free
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OHf-bond. The resulting symmetric and asymmetric OH stretching levels are
similar and redshifted only by about 30-50 cm−1 from the gas phase values.
The weakened structure of the water molecule upon adsorption is also ev-
ident from the bending energy levels that shift to lower frequencies. Both flat
adsorption geometries have similar bending energies but the value is some-
what smaller for the upright geometry. The reason is the different interaction
mechanism. In the upright adsorption geometry water uses its 3a1 orbital to
bound to the surface whereas in the both flat geometries the 1b1 orbital is
used. If an electron is totally removed from the 3a1 orbital the water molecule
becomes linear and its bending frequency redshifts significantly. Bonding to
the surface through this orbital means partial removal of an electron from
that orbital. Increased bond angle and redshifted bending vibration result
from that.80
The experimental wavenumbers for the OH stretching fundamentals and
the bending fundamental are shown in Table 4. The numbers are from ex-
periments with fractional coverages from approximately 0.05 to 1.0 ML as
indicated in the Table 4. The experimental numbers should be compared
with my calculated ones. My calculations correspond to monomeric water
with 0.25 ML coverage. The molecules are equally separated from each other
and they all have the same adsorption site and geometry. Experimentally
this is not the case.
The small adsorption energies of water are comparatible with the hydrogen-
bonding energies.80,92,101 The hydrogen-bonded structures are formed even at
very low coverages and temperatures.80 As a result, the water molecules are
not evenly spaced but they form hydrogen bonded clusters, one-dimensional
molecule chains, and two-dimensional islands. Close to monolayer coverage,
a two-dimensional solid structure is formed. According to my calculations,
the water molecule is a floppy adsorbent. It does not have one dominant
adsorption geometry even without other adsorbed water molecules. Addi-
tionally, if there is any defect on the surface the water molecule tends to
adsorb close to it.92
Clustering, adsorption with different competing adsorption geometries,
and adsorption close to possible defects all mean that there are water molecules
in many different chemical environments on the surface giving their own con-
tribution to the experimental vibrational spectra. As a result, especially the
surface spectra of the OH region is often broad. Clustering effects can be
minimized by reducing the coverage and the temperature. However, if the
coverage is small the stretching band is not necessarily observed. The net
result of the surface selection rule is that IR tends to pick out species that are
orientated with their OH bonds perpendicular to the metal surface, whereas
molecules lying parallel to the surface become difficult to observe.92 Accord-
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ing to my calculations, calculations by other people, and experiments, this
should be the dominant adsorption geometry for water molecule adsorbed on
metal surfaces.92,100,101 To the contrary, the hydrogen bonded OH stretching
region is typically very intensive as hydrogen bonding increases that inten-
sity.63
To repeat myself, there are two things that contribute to the experimen-
tal vibrational energy levels: interaction with the surface and clustering.
Monomeric adsorption is required in order to study the effects of pure ad-
sorption free from the clustering effects. Many of the experimental results
are in way or another from higher-coverage species. According to ref 92, the
best indication of monomeric adsorption of water is the redshifted bending
fundamental. Hydrogen-bonding typically blueshifts the bending fundamen-
tal. My calculations support the assumption. As far as I know, there is
one spectroscopic study where monomeric water has been observed on the
Cu(100) surface when the temperature is as low as 10 K. Clustering starts
when the temperature is raised to no more than 20 K. In this study, the
bending fundamental is redshifted by 6 cm−1 and the OH-stretching region is
structureless. As the Cu(100) surface bounds water molecules more weakly
than Cu(110) surface, the redshift should be larger on the Cu(110) surface.
Table 4 shows that most experimental bending fundamentals are blueshifted.
This indicates that these experiments correspond to clustered water in one
form no matter what the coverage is. There are two exceptions: wavenum-
ber 1573 cm−1 which is measured on the Cu(110) surface106 and the bending
region around 1550− 1600 cm−1, 107 on the Cu(100) surface.
According to literature, clustering takes place on the Cu(110) surface
so that one-dimensional (1D) chains containing five water molecules with
preferably flat atop adsorption geometries are formed.106 The chains repel
each other in order to maximize their spacing. With increasing coverage,
the chains coexist with two-dimensional (2D) islands. The 1D chains show
distinct, sharp spectral features. According ref 106, the OH stretching band
of the 1D chains has peaks at 3197 and 3627 cm−1. At monolayer coverage,
a full 2D layer is formed. It contains both H down and H up configurations
but the H down configurations are more common. These extended structures
show very broad adsorption bands92 so that the uncoordinated OH band at
around 3680 cm−1 is rather sharp but the hydrogen bonded region is very
broad and contains a double peak around 3365/3380 and 3460 cm−1.106,108
All experimental values between 3600 and 3700 cm−1 correspond to stretch-
ing levels for the uncoordinated OHf-bond. My calculated value 3667 cm
−1
for the asymmetric structure is in agreement with these numbers. Some of
these values are from low-coverage experiments and some correspond to a
2D structure. The calculated value is in nice agreement with the exper-
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iments probably because the frequency of the free OH group is typically
rather independent of the chemical environment.63 The other values in the
OH-stretching region are assigned to the hydrogen-bonded clusters in experi-
mental papers. The calculated value 3452 cm−1 for the OHp stretching levels
falls into region around 3450 cm−1. Therefore, I believe that the monomer
value for the perturbed OH stretching level is overlapped with the hydrogen-
bonded OH-stretching band in experimental spectra.
4.2.2 NH3 adsorbed on the (111) fcc transition metal
surfaces
In paper II, I studied adsorption and vibrational energy levels of the ammonia
molecule adsorbed on the Ni(111) surface. In paper III, I continued this
work on other fcc(111) metal surfaces Cu(111), Rh(111), Pd(111), Ag(111),
Ir(111), Pt(111), and Au(111). Figure 4 shows how the fcc transitions metals
are located in the periodic table. The Ni, Rh, Pd, Ir, and Pt metals have a
relatively open d band. As a result, they are reactive and catalyze industrially
and economically important processes; decomposition of NH3 in fuel cells,
production of HNO3 and HCN, and synthesis of ammonia from H2 and N2.
The Cu, Au, and Ag metals have filled d bands. Therefore, they are rather
nonreactive and form only weak bonds with adsorbates. They are studied
for comparison. The hexagonal surface plane (111) was chosen to model the
transition metal surfaces because it possesses the same C3 symmetry as the
ammonia molecule. Therefore, it is possible to place an ammonia molecule
on the surface so that it maintains its gas phase C3v symmetry.
Figure 4: The fcc metals of paper III in the periodic table.
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Table 4: Calculated DFT-corrected vibrational energy levels for the flat sym-
metric, upright, and flat asymmetric adsorption geometry of water in cm−1
together with the experimental values. The experimental values are from
EELS measurements if not said otherwise.
Cu(110) joo
symmetric flat 0.25 ML joo 1564 j j 3611 j 3703
upright 0.25 ML joo 1519 j j 3610 j 3725
asymmetric flat 0.25 ML joo 1549 j j 3452 3667
Cu(110) joo
Ref 109 0.24 MLa,b 80 K joo 1640 3030 3430 3680
Ref 106 0.3 ML d 146 K joo 1573 3197 3627
Ref 106c 2D 146 K joo 1620 3365 3460 3680
Ref 108 saturated 140 K joo 1624 3380 3460 3680
Ref 102 0.3 ML 150 K joo 1600 3180 3350 3680
Ref 110 0.05 ML 110 K joo 1600 3370 e
Ref 110 0.15 ML 110 K joo 1600 3180 3375 3600
Ref 110 0.8 ML 110 K joo 1610 3310
Cu(100) joo
Ref 111 0.24 ML b 100 K joo 1630 3360 e
Ref 107 0.24 ML b 80 K joo 1600 f
Ref 112 0.12 ML b 10 K joo 1589
Ref 113 0.05 ML b 120 K joo 1640 3410 e
Ref 113 0.19 ML b 120 K joo 1610 3410 e 3670
Ref 113 0.71 ML b 120 K joo 1640 3070 3370 3690
Cu(111) joo
Ref 114 0.33 ML 155 K joo j 3364
a) Oxygen-covered surface. The observations, however, correspond to the water molecule.
b) Coverages given in Langmuirs have been converted to fractional coverages by using a relation 2.1 L = 1 ML.110
c) RAIRS measurement.
d) Water chains.
e) Broad feature.
f) Broad feature between approximately 1500 and 1620 cm−1.
Results 48
Table 5: Optimized geometry for the ammonia molecule adsorbed on the
fcc(111) transition metal surfaces. See text for the definitions of the geometry
values and adsorption energies. The quantities req, θeq, ∆z, and z stand for
the optimized bond length, optimized bond angle, displacement of the atop
metal atom, and the nitrogen-metal bond length, respectively.
lattice
metal constant (A˚) req (A˚) θeq (deg) ∆z (A˚) z (A˚) Eads (eV) Obs Eads (eV)
a
Ni 3.515 eclipsed 1.023 108.7 0.21 1.99 –0.91 from –0.97 to –0.74b
Cu 3.637 staggered 1.023 108.2 0.20 2.12 –0.56 –0.40c
Rh 3.844 eclipsed 1.021 109.2 0.14 2.15 –1.00 –0.88d
Pd 3.956 staggered 1.021 109.4 0.11 2.15 –0.85 –0.77e
Ag 4.158 staggered 1.021 108.3 0.13 2.45 –0.35 > –0.49f
Ir 3.881 staggered 1.022 109.3 0.11 2.15 –1.16 –0.83g
Pt 3.986 staggered 1.022 109.8 0.10 2.12 –0.86 from –1.00 to –0.86h , –1.1i
Au 4.174 eclipsed 1.020 109.1 0.08 2.40 –0.41 –0.39j
without surface – – 1.021 106.6 – – – –
a) Observed adsorption energies are obtained with the Redhead model.
b) TDS temperature 270-350 K.115–120
c) TDS temperature 150 K.121
d) TDS temperature 320 K.122,123
e) TDS temperature 280 K on Pd on Mo(110).124
f) Ag(110) surface which should be more strongly bound than 111, TDS temperature 180 K.125,126
g) TDS temperature 300 K.127 On Ir(100)128 and Ir(110).129 surfaces the desorption temperatures are
370 K and 375 K. Therefore, I believe that this is a high-coverage TDS-temperature.
h) TDS temperature 310-360 K.118,130,131
i) from a photo desorption experiment.132
j) TDS temperature 145 K.133
Geometry and energetics
As a starting point in the geometry optimizations I used experimentally con-
firmed geometries where ammonia is adsorbed on top of a metal atom (atop
site) like an inverted umbrella with the C3 axis perpendicular to the sur-
face. Additionally, I required that the molecule maintains its gas phase C3v
symmetry upon adsorption. This is strictly possible only on the hexagonal
(111) surfaces. The results of the geometry optimizations are shown in Table
5 together with the computed and experimental adsorption energies. None
of the optimized structures showed significant deviation from the C3v sym-
metry or offset from the atop site. The metal atom below ammonia shifts
up. The bond angles and bond lengths of ammonia increase slightly. The
calculated adsorption energies vary from -0.35 eV on the Ag surface to -1.16
eV on the Ir surface. LDOS analysis showed that ammonia adsorbs to the
surface through its lone electron pair. This explains the upright adsorption
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geometry.
Vibrational energy levels
The potential energy curves for the symmetric stretching and symmetric
bending are shown in Figures 5 and 6. The dissociation energy corresponding
to the symmetric stretching decreases in adsorption which indicates weaken-
ing of the bonds. When the ammonia molecule bonds to the surface through
its lone electron pair, the adjustment of the free electron pair, which is re-
quired for the inversion, becomes impossible. This interaction breaks the
symmetry of the ammonia molecule with respect to the planar structure
between its two minimum energy structures and increases the barrier for in-
version. The molecule becomes confined to one side of the planar structure
and the symmetric bending potential becomes asymmetrical and has only
one minimum.
The calculated anharmonic and DFT-corrected energy levels are shown in
Table 6. The asymmetric stretching and bending energy levels are degenerate
because ammonia maintains its C3v symmetry. The energy levels are not split
because the inversion barrier is high. Due to the weakening of the bonds the
stretching energy levels shift to lower frequencies than in the gas phase. To
the contrary, the symmetric bending mode becomes stiffer than in the gas
phase. The inversion splittings of the ammonia molecule are quenched and
the symmetric bending wavenumbers blueshift.
When comparing with the experimental results shown in Table 6 it was
taken into account that in the low-coverage experiments, the surface selec-
tion rule makes the asymmetric modes forbidden and that the strong lateral
interactions between adjacent ammonia molecules make the positions of the
vibrational energy levels strongly coverage dependent. Low-coverage values
for the most intensive feature, symmetric bending vibration, show excellent
agreement with the calculations. For the asymmetric modes, the agreement is
less satisfactory. When the coverage is low the ammonia molecules are strictly
upright. In that position the surface selection rule makes the asymmetric
modes that have the dipole moment parallel to the surface spectroscopically
invisible. When the coverage is increased the molecules start to tilt. This
changes the dipole moment direction for the asymmetric modes and they be-
come visible. Comparison with experiments is therefore not straightforward.
However, the comparison between experimental and computational energy
levels is significantly easier than it was for the water molecule adsorbed on
the Cu(110) surface. The repulsive lateral interactions between adsorbed
ammonia molecules cause molecules to stay apart from each other as long as
the coverage is small enough. Therefore, it is possible to experimentally see
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adsorbed ammonia molecules that all possess the same adsorption geometry
and chemical environment due to the neighboring molecules.
Figure 5: The potential energy curves for the isolated and adsorbed ammonia
molecule as a function of the symmetric bending coordinate.
All in all, I am very satisfied with the agreement between experimental
and computational results. The adiabatic approach that separates the high-
frequency vibrations from other vibrations and the use of density functional
theory are the largest computational approximations for the adsorption sys-
tems. Paper III showed that the adiabatic approximation works well for the
adsorption systems of ammonia and that the error from the use of DFT can
be easily corrected by calculating the shifts for the vibrational energy levels
instead of the absolute energy levels.
Periodic trends
In paper III, I found out how the adsorption and vibrational energies of am-
monia molecule change across the periodic table. Additionally, I wanted to
find out if there is any clear correspondence between the calculated adsorp-
tion energy, electronic structure, and vibrational shifts. In principle, there
should be a relation between these properties. A partial bond to the surface
is formed upon adsorption. This typically makes the internal structure of
the molecule weaker.1 The weaker structure leads to redshifted stretching
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Figure 6: The potential energy curves for the isolated and adsorbed ammonia
molecule as a function of the symmetric stretching coordinate.
energy levels. The relation between bonding to the surface and the vibra-
tional energy levels has been nicely explained for the two-atomic molecules,
for example, in ref 93 but according to my knowledge the relation is less clear
for larger molecules.
The results of the geometry optimizations in Table 5 show the periodic
behavior when the computed values are compared with the positions of the
metals in the periodic table. The interaction with the chemically inert Cu,
Ag, and Au surfaces is weak. The largest adsorption energies, on the other
hand, are found on the left end of the fcc block. The calculated DOS and
LDOS curves for the adsorbed ammonia molecule showed no clear periodic
trends. The periodic behavior of the vibrational energy level shifts is in
the agreement with the adsorption energies so that large adsorption energy
generally corresponds to large absolute shifts in the vibrational energy levels.
Figure 7 continues the comparison between adsorption energy and the
vibrational shifts. It seems that the symmetric modes show linear and the
asymmetric modes exponential behavior as a function of the adsorption en-
ergy. For general interest, I also modified the vibrational energy levels of
the ammonia molecule in water-ammonia complex to artificially include the
DFT error and included them in the Figure 7 as well. They are surprisingly
nicely in line with the other values.
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Figure 7: Vibrational fundamental energy levels of the ammonia molecule
adsorbed on the fcc (111) transition metal surfaces as a function of adsorption
energy.
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Table 6: Calculated and experimental vibrational energy levels in cm−1 for
the ammonia molecule adsorbed on the fcc-metal surfaces. The state labels
ν1, ν2, ν3, and ν4 stand for the symmetric stretching and bending, and the
degenerate asymmetric stretching and bending, respectively. Experimental
energy levels are obtained from low-coverage experiments unless stated oth-
erwise.
ref 118 ref 134 ref 118, Ni(110) ref 135, Ni(110) ref 136, Ni(110)
Ni(111) ν˜calc
a ∆ν˜calc ν˜corr
b EELS RAIRS EELS RAIRS EELS
ν2 1090 +193 1143 1140 1113 1120 1124-1161
d 1136-1168d
ν4 1520 –54 1573 1580 1580 1632
e
ν1 3185 –67 3270
}
3325c
3270 3251 3200 3296
ν3 3290 –64 3380 3360 3350 3312
ref 121 ref 137 ref 138, Cu(100) ref 139, Cu(001) ref 140, Cu(110) ref 141, Cu(110)
Cu(111) ν˜calc
a ∆ν˜calc ν˜corr
b EELS STM EELS EELS EELS
ν2 1071 +174 1124 1070-1110
d 1070-1110 1080-1140f 1105 1130-1150d 1100
ν4 1537 –37 1590 1630
e 1560f -1630 1637e 1600
ν1 3204 –48 3289
}
3348c
3290
{
3315g
3360
{
3380g
ν3 3317 –37 3407 3420 3430
Rh(111) ν˜calc
a ∆ν˜calc ν˜corr
b
ν2 1082 +185 1135
ν4 1525 –49 1578
ν1 3198 –54 3283
}
3341c
ν3 3308 –46 3398
ref 124, Pd on Mo(110)
Pd(111) ν˜calc
a ∆ν˜calc ν˜corr
b EELS
ν2 1042 +145 1095 1100
ν4 1530 –44 1583
ν1 3216 –36 3301
}
3360c
3260
ν3 3328 –26 3418 3365
a)Result of variational calculation.
b)Value where the DFT-error is corrected. See text for more details.
c)Average of the stretching wavenumbers.
d)Wavenumber dependent on coverage of the surface. Larger wavenumber is the low coverage value.
e)Probably high-coverage value. Value for solid NH3 is 1650142.
f)Estimate obtained from the published spectra.
g)Stretches unresolved.
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Table 6 continues. Calculated and experimental vibrational energy levels in
cm−1 for the ammonia molecule adsorbed on the fcc-metal surfaces. The state
labels ν1, ν2, ν3, and ν4 stand for the symmetric stretching and bending, and
the degenerate asymmetric stretching and bending, respectively. Experimen-
tal energy levels are obtained from low-coverage experiments unless stated
otherwise.
ref 143 ref 131, Ag(110) ref 126, Ag(110) ref 144, Ag(110)
Ag(111) ν˜calc
a ∆ν˜calc ν˜corr
b EELS EELS EELS EELS
ν2 988 +91 1041 1080 1050 1060-1130
d 1030
ν4 1547 –27 1600 1640
e 1560 1600
ν1 3225 –27 3310
}
3373c
{
3390
{
3370g
3315
ν3 3345 –9 3435 3400
ref 145 ref 146 ref 147 ref 148 ref 149
Pt(111) ν˜calc
a ∆ν˜calc ν˜corr
b EELS EELS RAIRS RAIRS EELS
ν2 1124 +227 1177 1170 1125 1164-1177
d 1161 1150-1170d
ν4 1522 –52 1575 1613
e 1549 1580-1630e
ν1 3193 –59 3278
}
3336c
3281 3255 3260f 3240
ν3 3303 –51 3393 3363 3370
f 3340
Au(111) ν˜calc
a ∆ν˜calc ν˜corr
b
ν2 999 +102 1052
ν4 1543 –31 1596
ν1 3236 –16 3321
}
3384c
ν3 3357 +3 3447
jotain
Ir(111) ν˜calc
a ∆ν˜calc ν˜corr
b
ν2 1151 +254 1204
ν4 1520 –54 1573
ν1 3184 –68 3269
}
3325c
ν3 3291 –63 3381
a)Result of variational calculation.
b)Value where the DFT-error is corrected. See text for more details.
c)Average of the stretching wavenumbers.
d)Wavenumber dependent on coverage of the surface. Larger wavenumber is the low coverage value.
e)Probably high-coverage value.
f)Estimate obtained from the published spectra.
g)Stretches unresolved.
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4.3 Water-ammonia complex
In paper IV, I proceeded to a different kind of perturbed environment: a
hydrogen-bonded complex that contains one water molecule and one ammo-
nia molecule. Water-ammonia complex, H2O− NH3, is an important pro-
totype system for a complex that contains a hydrogen-bond between oxy-
gen and nitrogen atoms.10 These hydrogen-bonds are common in many
biomolecules including proteins and DNA. Any water-containing molecule
is also a potential greenhouse gas in the atmosphere because the complex
formation shifts the positions of the energy levels and forms new vibrational
modes that absorb light differently from the isolated molecules.11,150 It has
also been suggested that ammonia contributes to the greenhouse effect by
enhancing the cloud formation.151
Detection of hydrogen-bonded complexes
The definition for hydrogen-bonding (H-bonding) has been a subject for a
long debate. See ref 152 for a historical review. In this thesis, I do not go
further into this discussion but give an IUPAC Task group definition from the
year 2011.7,153 A hydrogen-bonded complex is formed between a molecule
X-H where X is more electronegative than H and another molecular fragment
Y-Z, where there is evidence of bond formation. The X-H fragment is called
the hydrogen-bond donor and the Y-Z fragment is called the hydrogen-bond
acceptor. The oxygen atom is more electronegative than the nitrogen atom.
Therefore, the water molecule is the H-bond donor and the ammonia molecule
is the H-bond acceptor in the water-ammonia complex. The X− H . . .Y
angle is usually close to linear. The interaction between donor and acceptor
units is made from electrostatic interaction between permanent multipoles,
inductive interaction between permanent and induced multipoles, dispersion
interaction, and charge transfer induced partially covalent bonding.7,153
Most often the evidence for H-bonding has been obtained from spectro-
scopical studies because IR spectra are sensitive to the hydrogen-bonding.
The frequencies of the X-H stretching band and its overtones shift to lower
frequencies. The bands become often broader. The X-H stretcing funda-
mental gains intensity compared to the gas phase molecule but the overtone
bands become a little less intensive.7,153 The bending fundamental of the
donor unit blueshifts but the change is smaller than for the X-H stretching
fundamental. Low-frequency vibrational modes are observed.7,153
In principle, hydrogen-bonded complexes may be spectroscopically mea-
sured from a bulk sample by using ordinary spectroscopic methods. The
concentration of the complex species is, however, small and the pressure
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broadening and strong monomer spectra may prevent detection of the com-
plex modes.154,155 In practice, molecular complexes are therefore prepared
by using matrix isolation, helium droplets, or gas beams techniques.
In the matrix isolation technique, a mixture of the gas and diluent gas
are condensed rapidly at a low temperature so that a rigid solid matrix is
formed.155 Monomers and complexes under study are trapped inside this
matrix, which is typically made of noble gas or nitrogen.13,47 The sample is
then studied spectroscopically.13 The rigidity of the matrix material prohibits
chemical reactions and the low temperature enables the study of short-lived
chemical species like hydrogen-bonded complexes. The rotational structure
of the molecular complex is often quenched. Therefore, the spectral lines
are often narrower than in the gas phase. This enables the simultaneous
detection of monomers, dimers, trimers, and larger clusters.47 The drawback
is that the matrix material interacts with all species trapped inside it and
shifts the molecular energy levels. These shifts are called matrix effects.13
In helium droplets technique, molecules and their complexes are trapped
inside the superfluid 4He droplets that consist of about 1000 atoms at tem-
peratures less than 1 K.156 Liquid helium droplets provide a gentle and very
cold matrix for high-resolution molecular spectroscopy where molecules are
less perturbed by the environment than in the traditional matrices.
Molecular beams technique is an alternative to matrix isolation and he-
lium droplets techniques in the study of weak complexes. The molecular
beam is a collimated narrow stream of molecules. It is directed towards other
bulk gas or another beam. The scattered molecules are analyzed. Molecules
in the beam have low translational, rotational, and vibrational temperature.
The vibrational temperature is so small that hydrogen-bonded complexes can
form.13,154 The most significant advantage is that in this gas phase study the
complexes are not perturbed by the environment. The drawback of molecu-
lar beams technique is the sensitivity. The sample size is small unlike in the
matrix materials where the sample can be collected for hours. As a result,
only the strongest transitions are visible.
Geometries and energetics
In paper IV, I computed vibrational high-frequency overtone spectra of the
water-ammonia complex, H2O− NH3, and its isotopomers. I optimized its
cis and trans structures and calculated the potential energy and dipole mo-
ment surfaces around the energetically more favorable trans structure using
the explicitly correlated coupled cluster method with single, double, and per-
turbative triple excitations [CCSD(T)-F12A]15 and the valence triple zeta
VTZ-F12157 basis set. The core electrons were uncorrelated. The Mol-
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pro2009 program package19 was used in the calculations. The computational
parameters were same as in ref 158. Therefore, the calculated structure
and interaction energy are identical to the one in that paper. In the vi-
brational calculations, the complex was modeled as independently vibrating
water and ammonia units. The vibrational Hamiltonians for each monomer
unit were constructed using exact gas phase kinetic energy operators. The
vibrational eigenvalues were calculated variationally and the eigenfunctions
obtained were used to compute the IR intensities.
Figure 8: The trans structure of the water-ammonia complex.
The most favorable trans structure of the water-ammonia complex is
illustrated in Figure 8. The water-ammonia complex is a weakly hydrogen-
bonded system where the water molecule bounds to the lone electron pair
of ammonia through one of its OH groups. The resulting hydrogen-bond is
almost linear (170.20◦) but the approximate C3 axis of the ammonia molecule
is significantly tilted from the ON axes. The
−→
NH vectors point away from
the water unit. The complex possesses a symmetry plane with the water
unit, nitrogen atom and one of the hydrogen atoms of the ammonia unit
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lying on it. In the trans structure, the free hydrogen atom, Hf , is located on
the opposite side of the ON axis as the H1 atom of the ammonia unit. In
the cis structure, they are on the same side of the ammonia unit. Internal
geometries of the monomer units remain close to the gas phase structures
except the hydrogen-bonded (OHb) bond length that increases by 0.012 A˚.
The bond lengths and stretching potential energy curves of the hydrogen-
bonded OHb and free OHf bond differ from each other so much that the C2v
symmetry of the water molecule is clearly broken. To the contrary, the C3v
symmetry of ammonia is only slightly broken. The NH2a and NH2b bonds
are equal but different from the NH1 bond. The computational interaction
energy defined as
Eint = Ecomplex − EH2O − ENH3 (64)
of the most favorable trans structure is –0.28 eV. The cis structure is only
slightly less bonded.
Vibrational high-frequency spectra
The calculated and experimental fundamentals of the water and ammonia
units together with the clustering induced shifts are shown in Table 7. The
overtones and deuterated values can be found from the paper IV. The exper-
imental wavenumbers are from matrix isolation, helium droplets, and molec-
ular beam experiments. Clustering-induced shifts are calculated because the
matrix materials perturb both the trapped molecules and molecular clus-
ters. In helium droplets, the perturbation is negligible. The molecular beam
results show the unperturbed value.
Water unit
The OH stretching potential energy curves of the water unit look approxi-
mately like the ones in Figure 3. The OHb stretching curve looks like the
one labelled OHp. The OHb bond which is involved in the hydrogen-bonding
were elongated and its dissociation energy limit is decreased compared to the
free OHf group. The H-bonded stretching curve also needs more potential
energy parameters than the free one, a phenomenon which is common for
hydrogen-bonded systems.47
The calculated vibrational energy levels are shown in Table 7. Wave
function analysis shows that the lower-energy stretching level at 3419 cm−1
is mainly localized on the hydrogen-bonded OHb group and the other vibra-
tion at 3722 cm−1 is localized on the free OHf group. When I calculate the
clustering induced shifts, I compare the OHb stretching state with the gas
phase symmetric stretching state and the OHf stretch with the gas phase
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Table 7: The calculated and experimental energy levels for the water and
ammonia fundamentals in the isolated molecules and in the water-ammonia
complex. All values are given in cm−1.
Water fundamentals Ammonia fundamentals
ν1 ν2 ν3 ν1 ν2 ν3 ν4
Calculated Monomer 3657 1599 3756 3334 961 3442 1632
Complex 3419 1635 3722 3331 1032 3436 1621
3440 1624
Shift –238 +36 –34 –4 +71 –6 –11
–5 –8
corrected model Complex 3449
Shift –208
Gas Monomera,b 3657 1595 3756 3337 950 3444 1627
Complex 3485c 1021d
Shift –172 +71
He droplete Monomer 3755
Complex 3480 3722
Shift –177f –33
Ne matrixg Monomer 3665 1596 3761 3330 965 1643,1645h
Complex 3456 1626 3727 3329 1032 1640i
Shift –209 +29 –34 –1 +67
Ar matrixg Monomer 3638 1589 3734 968
Complex 3435 3702 1035
Shift –203 –32 +68
Kr matrixg Monomer 3628 1586 3724 3317 966
Complex 3431 3695 1035
Shift –197 –28 +69
a) Ref 86.
b) Ref 87.
c) Ref 159.
d) Ref 160.
e) Ref 161.
f) Assuming gas phase value for the monomer.
g) Ref 162.
h) Ref 163.
i) Complexed with DOH.
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asymmetric stretching. The OHb stretching wavenumber redshifts as much
as 238 cm−1 compared with the gas phase symmetric stretch and its intensity
enhances, which indicates significant loosening of the bond. This shows the
existence of hydrogen-bond. The vibrational energy for the free OHf bond
redshifts by 34 cm−1 compared with the asymmetric stretching and its inten-
sity remains almost the same. The energy levels for the bending vibration
blueshifts by 36 cm−1.
Ammonia unit
The most visible change in the potential energy surface for the ammonia
unit is similar to the change in Figure 5. The symmetric bending potential
of the gas phase ammonia molecule becomes asymmetrical. The molecule is
confined to one side of the planar structure and its inversion becomes impos-
sible. As a result, the symmetric bending wavenumber of ammonia blueshifts
by 72 cm−1 from the calculated gas phase values 946 and 976 cm−1 to 1033
cm−1. The inversion splittings of all states are also quenched. Otherwise,
there are only small changes when compared with the gas phase ammonia
molecule. The energy levels for the other vibrational fundamentals redshift
not more than a few cm−1. The broken C3v symmetry of the ammonia brakes
the degeneracies of the asymmetric stretching, ν3, and bending, ν4 states by
3 cm−1.
The 4D model
The calculated vibrational transitions agree well with the experimental ma-
trix isolation and helium droplet transitions except the bonded OH stretching
of the water unit for which my model overestimates both the shift and inten-
sity increase. The calculated value 3419 cm−1 is smaller than the He droplet
value161 3480 cm−1 or the gas phase value159 3485 cm−1. The other calculated
intensities are in qualitative agreement with the experiments. However, the
Kr matrix value 3431 cm−1 and the Ar matrix value 3435 cm−1 are much
closer to the calculated value 3419 cm−1 than the Ne matrix value 3456 cm−1,
He droplet value 3480 cm−1 and the gas phase value 3485 cm−1. How could
this be explained?
In a gas phase cluster, the intramolecular vibrations are accompanied
by intermolecular vibrations. The same is true in helium droplet and gas
phase experiments where the complex is least perturbed by the environment.
The intermolecular vibrations weaken the hydrogen-bond and consequently
strengthen the OHb bond.
161 In matrix materials, these intermolecular vi-
brations are partly quenched as the molecules are trapped inside the ma-
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trix material. In my model, the water molecule is even more confined and
the OHb has no flexibility to move around the determined computational
hydrogen-bond direction. Intermolecular vibrations would do exactly that.
The adiabatic model used in this work thus overestimates the strength of
the hydrogen-bond. After realizing this it became evident that the inclusion
of the low-frequency vibrations would correct the description of the water
unit. However, the full 15-dimensional variational treatment of the water-
ammonia complex is out of the scope of this thesis. Therefore, I constructed
a simple correction model. It was natural to assume that the vibrations that
include significant motion of the bonded hydrogen atom couple most strongly
with the OHb stretch. Out of the plane bending of the OHb vector is such
a vibration. Therefore, I augmented the variational program for the water
molecule with the out of plane coordinate for which the free rotor basis was
used. The inclusion of that vibrational coordinate made the OHb stronger
and shifted it upwards roughly 30 cm−1. The other vibrational mode that
shifts the Hb atom away from the optimal hydrogen-bond configuration is the
in-plane bending vibration of the Hb-atom. Inclusion of that would probably
correct the model even further.
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Chapter 5
Conclusions
Electronic structure and variational nuclear motion calculations were em-
ployed in this thesis to study vibrational properties of water and ammonia
molecules in the perturbative environments: the water molecule adsorbed on
the Cu(110) surface, the ammonia molecule adsorbed on the fcc (111) tran-
sition metal surfaces Ni(111), Cu(111), Rh(111), Pd(111), Ag(111), Ir(111),
Pt(111), and Au(111), and the hydrogen-bonded water-ammonia complex.
The leading idea was that the surface or other molecule serves as a per-
turbing environment for the molecule under study. In the perturbing environ-
ment, the internal structure and bonding of the molecule is affected. This is
manifested in the vibrational spectra where the positions of the vibrational
energy bands shift and their intensities change. In this thesis, I calculate
the vibrational energy levels of the perturbed molecules variationally by em-
ploying an adiabatic assumption that separates the large systems into smaller
subsystems where the variational approach can be used. The water-ammonia
complex is modeled as two independently vibrating monomer units. In ad-
sorption systems, the metal surface is a perturbing potential for the adsorbed
molecule. This assumption facilitates both the calculation of the potential
energy surfaces and vibrational calculations as it reduces the number of vi-
brational coordinates. As a result, the metal surface or the other molecule
is a perturbing potential for the vibrating molecule. Therefore, I was able to
use a kinetic energy operator which is exact within the Born-Oppenheimer
approximation for the isolated water and ammonia molecules. The potential
energy surfaces were calculated with plane-wave density-functional theory
and CCSD(T) methods.
Experimentally the study of the changes in vibrational energy bands upon
adsorption or clustering is challenging. It is difficult to control the coverage
of the surface or the size of the clusters. As a result, the spectra often show
features from all kinds of structures besides the desired one. Computation-
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ally, the effects of adsorption and clustering on the vibrational energy levels
can be studied in a controlled manner. It is possible to control the size and
shape of the cluster or the coverage and composition of the surface.
With the variational approach, there is no upper limit to the anharmonic-
ity included in the model. This is the largest advantage of my work. I have
been able to calculate not only high-frequency fundamentals but also over-
tones and combination levels of the OH and NH streching levels that have
not been detected experimentally. The variational program for the ammonia
molecule was written for this thesis. The program takes the inversion motion
of the ammonia molecule into account but is does not assume any symmetry
with respect to the NH bonds or the planar reference structure. It provides
at least two possibilities besides the model systems of this thesis. It could be
used to study symmetric and asymmetric isotopomers of the gas phase am-
monia molecule with high-level potential energy surfaces or it could be used
for the systems where the ammonia molecule possesses asymmetric inversion
barrier with two accessible minimum energy structures.
The approximations and possible sources of error in my thesis are the
exchange-correlation functional used in the DFT calculations and the adia-
batic approximation. Typically, variational calculations with DFT potential
energy surfaces produced with most exchange-correlation functionals under-
estimate the wavenumbers of the vibrational energy levels but the error seems
to be similar in magnitude in adsorption systems and isolated molecules.
Therefore, the DFT-corrected vibrational energy levels for the adsorption
systems are in good agreement with the experiments. This also shows that
the adiabatic approximation holds well for the adsorption systems.
The calculated vibrational energy levels of the water-ammonia complex
are also in great agreement with experiments. The only exception is the
hydrogen-bonded OH stretching level where my model overestimates the shift
to lower frequencies. Further investigation of this phenomena showed that
coupling to the intermolecular vibrational coordinates makes the H-bond
weaker and consequently, strengthen the OHb bond. This makes the adia-
batic assumption a severe approximation for the molecular complexes. In
order to correct the error, I constructed a 4D model where the out of plane
bend of OHb is coupled with the OHb stretching coordinate. Inclusion of
this one coordinate corrected model significantly but it seems that there
are additional low-frequency modes that contribute as well. Full variational
treatment for the system is impossible. The possible further expansions of
the work would be to use corrections similar to one in paper IV for these
other low-frequency modes, try to correct the energy levels by using pertur-
bation theory, or by calculating the OH stretching bond profile by averaging
over the low-frequency coordinates.
65
In paper III, I finally investigated how the perturbing environment changes
the vibrational energy levels of the ammonia molecule adsorbed on different
metal surfaces. The calculated adsorption-induced shifts show systematic be-
havior with the calculated adsorption energy. The paper showed that com-
putational chemistry provides means to study adsorption and vibrational
energy levels of adsorption systems in a systematic way. The study of ad-
sorption on different metal surfaces could easily be explored systematically
for other molecules than ammonia.
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