Abstract:A criteria is developed for the approximations of a logarithmic function to piecewise straight lines at multiple segments such that the maximum absolute error is minimized. The optimum cutting points for segmentation are estimated numerically with an exhaustive search. Our hardware implementation is restricted to integer operations (addition and shifting).
I. INTRODUCTION
The trade-off of accuracy for speed has its significant performance improvements at expenses of some quality degradation. Approximate computation of logarithm function is an example of such trade-off. It has its use in applications (e.g. signal and image processing, telecommunication and biomedical systems) that require fast computation with acceptable amount of errors in the result of computation. Another use of approximate computation of logarithmic function is when implementing it in hardware for fast computation with low costs of size [1, 2, 3] . The use of the polynomial approximation method was first proposed by [4] . In this paper, any integer number N is expressed in binary representation as:
where, z i is the i th binary digit, and k is the number of bits to represent N. Now if the most significant bit, z k , is of a binary value '1', (1) can be rewritten as:
where, x is the summation of the fraction part which is in the range 1 0   x . Taking the binary logarithm for both sides of (2) yields:
Therefore, the logarithmic value of N can be obtained by detecting the position of the most significant nonzero bit of N and computing the approximate value of log 2 (1 + x).
Multiple approaches can be followed in approximating the logarithm function in (3) to a line. Mitchell [4] 
Mitchell's approximation, however, yields a rather large error (the maximum approximation error is as high as 0.08639). Several methods have been developed in the literature to improve the accuracy of Mitchell's approximation by adding error correction techniques. These techniques are implemented using piecewise linear interpolation or LUT-based methods. In [5], Mitchell's approximation error is stored in a LUT, whose values are interpolated and added to its approximation.
The error in approximating the logarithmic function in (4) can be reduced by dividing the range of in (3) into regions, r, and apply a low-degree polynomial to approximate logarithmic curve in each region. For simple hardware implementation, r is chosen to be a power of two, and the range of x is subdivided into equal length sub regions. The minimization of the approximation error using piecewise linear approximations with different values of r is presented in [1, 3, 6, 7] . [6] and [8] divide the rang of x into four regions and select the coefficients to minimize the absolute error or the mean square error, respectively. In [3] , the Mitchell's error is approximated by a four-region piecewise linear interpolation and a LUT-based correction is used to correct the piecewise interpolation error.
[9] divides the logarithmic curve into two symmetric regions obtaining an error of 0.045.
The main point to obtain an efficient logarithmic approximation (minimizing approximation error) using piecewise linear approximations lies in finding the optimized coefficients. In [10] , the authors presented a technique that minimizes the maximum relative approximation error while using a reduced number of nonzero bits for the coefficients. This technique is based on mixed-integer linear programming. In [11] , eightregion piecewise linear approximation is used. The approximation coefficients are stored in the eight locations of an 18-bit ROM.
II. LINEAR APPROXIMATIONS
Multiple approaches can be followed in approximating a logarithm function to a line. First let's state our target function:
This function can be approximated to a single line or a piecewise linear function. Hence, let's consider the following target:
. Let r(x) be the residual function between f(x) and its approximating line in a selected range such that:
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Page 388 In minimizing this error function, multiple norm functions could be used to find the optimum line parameters. The Euclidean norm (L 2 -norm) is mostly used to minimize the area under the residuals (known as the least square error minimization); however, it does not guarantee the maximum error of all points to be bounded under a certain value. Utilizing the Manhattan norm (L 1 -norm) on the other hand ensures that the absolute error values are bounded, though L 1 -norm has discontinuities in its derivatives and hence its mathematical derivation is so complex [12, 13] .
The L 1 -norm minimization can be carried out numerically. However, the integral of the absolute residuals is not our goal; rather we want to make sure that the highest residual is below a certain level. This can be accomplished by minimizing the distance between the minimum and maximum residual points with respect to the line slope (a) and then setting the bias constant (b) to divide this length in half to guarantee the least error level.
In studying the residual function r(x), we find that it takes one of four shapes shown in Figure ( Notice that the second derivative of the residual function is always negative indicating that the function concaves downwards over all its range. Solving the first derivative for x gives the local maximum point  as:
Now based on  being inside or outside the range  ≤ x < , we classify the residual function into four cases presented to find the maximum residual length:
where,
The residual lengths of the four cases are linear functions of the slope a. In minimizing L m at the different cases while satisfying the range conditions, we found that the optimum solutions for each case are as follows: 
Cases I and IV do not have their optimum solutions in the range specified, hence the residual lengths are not optimum. The least residual length however occurs at cases II and III at points  and  where the residuals are equal, giving the optimum solution as:
with a maximum residual length of:
The optimum b value is such that the residual line is centred at zero, thus: 
B. Piecewise Linear Approximation
When choosing to divide the original logarithm function into multiple lines, the question is where would be the optimum points to slice the function at. The solution can be estimated numerically with an exhaustive search. For example, suppose that we choose to divide the function into two segments. Let c 1 be the break point of the division. Then we have two approximating lines to the function. Each line has a maximum residual length of L m based on its range. If the sum of both residuals is then minimized with respect to the cutting point c 1 , then we have the optimum approximation. For this case, the total error function to be optimized is: where, TRL 1 is the sum of the residual lengths to be minimized for one break point. The optimum solution for c 1 is derived numerically in this case by differentiating the TRL 1 function with respect to c 1 and equating it to zero. In general, if the logarithmic function is to be approximated into (n+1) segments with n break points: c 1 to c n , then the sum of the residual lengths is:
The optimum solution will be obtained by differentiating the TRL n function with respect to each break point c i and equating them to zeros. This derivation is carried out for a number of chosen segments; Figure ( 3) shows the location of the break points for the different number of segments. The figure is plotted in a logarithmic scale in both axes in order to exhibit the rhythmic shape of the solution set. 
AME: absolute maximum error

C. Error Sensitivity
In the previous sections, the logarithmic function was approximated to piecewise straight lines at multiple segments such that the maximum absolute error is minimized. When implementing the approximation in hardware with binary numbers, we face a problem of dealing with the real continuous numbers of the slopes, shifts, and break points. First however we discuss the sensitivity of the maximum absolute error due to the changes in any of these parameters. The sensitivity of the error function E with respect to a parameter p is generally defined as:
Figure (5) shows how sensitive the maximum absolute error is with respect to either the line slope or shift when the logarithmic function is approximated to a single line over the range 0 ≤ x ≤ 1. At the worst case, the error is ±100% sensitive to the change in either the line slope or shift. For example, if the slope is increased by 5%, the maximum absolute error will be increased by 5% of its nominal value too. Note that when changing the slope of the shift from its nominal value, the other parameter is set fixed without change. This will be considered as a potential improvement when discretizing the parameter in the next section. ISSN :2277 -1581 01 
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D. Discretizing the Solution
The main goal of this paper is to find a simple mathematical expression that is easy to implement yet fast enough for real time computation. Hence our hardware implementation is restricted to integer additions and performing multiplications and divisions by powers of two, 2 n .
Mixtures of the above simple operations would yield more complicated operations. For example, a multiplication by 3 can be split into two simple steps: a multiplication by 2 and an addition. A multiplication by 1.4 can be either approximated by a multiplication of 1.5: two steps, a division by 2 and an addition; or a multiplication by 1.375: three steps, an addition, a division by 4 and a division by 8. Figure (6) shows the error of this digitization process in two or three steps to approximate a real number in the range from 0 to 2. At most, the percentage errors are 14.3% for the 2-integer steps and 6.7% for the 3-integer steps. 
III. DISCRETE PIECEWISE LINEAR FUNCTION
Finally, the logarithmic function of interest can be approximated into binary operations as follows:
1. a comparator to decide on the line segment 2. the line slope is mapped into a number of integer operations of divisions by powers of 2 and additions 3. the line shift is simply an addition Table (1) lists up to 10 segments piecewise linear approximation in the continuous case as well as the discrete case of 2-and 3-integer steps to approximate the line slopes. Errors of the approximation are listed in the Table and shown in Figure (7 
