Consider a sequence (indexed by n) of Markov chains z (n) (·) in R d characterized by transition kernels that approximately (in n) depend only on the rescaled state n −1 z (n) (τ ). Subject to a smoothness condition, such a family can be closely coupled on short time intervals to a Brownian motion with quadratic drift. This construction is used to determine the first two terms in the asymptotic (in n) expansion of the probability that the rescaled chain exits a convex polytope. The constant term and the first correction of size Θ(n −1/6 ) admit sharp characterization by solutions to associated differential equations and an absolute constant. The error is smaller than O(n −η ) for any η < 1/4.
Introduction
We deal with a sequence of Markov chains z (n) (·) taking values in a countable set S ⊂ R d , started at an initial distribution z(0), and with transition probabilities given by a sequence of kernels W n (∆| z (n) (τ )) ≡ P( z (n) (τ + 1) − z (n) (τ ) = ∆| z (n) (τ )) (1.1) satisfying W n (∆| z) ≈ W (∆|n −1 z), where W has compact support in the first coordinate and is smooth in the second coordinate. Markov chains in this class are in a sense 'slowly-varying': they make jumps of size Θ(1), but the kernel depends only on transitions on the scale of Θ(n). The study of pure-jump Markov processes with an analogous property (transition intensities of the form nβ(n −1 ·)) goes back at least to [Ku70] . They have since been widely applied to population processes in epidemics, queueing, or networks (cf. [Ku81] , [AB00] , [Wh02] and references therein), as well as models for chemical reactions (cf. [BKPR06] for a recent contribution). These applications motivate the name density dependent, since n −1 z (n) can be thought of as the density of a population of z (n) individuals living in an area of size n. Another application, particularly relevant here, is the analysis of randomized algorithms arising in (probabilistic) combinatorics and optimization (cf. [Wor95] and others).
Letting z(0) = n y 0 for a non-random (for now) y 0 , it is known that the rescaled, interpolated process n −1 z (n) (n ·) on compact time intervals [0, θ] concentrates near (its fluid limit) the solution to the ordinary differential equation The interesting case of the vector field F tangent to the boundary ∂D. Two realizations of the chain n −1 z (n) (n ·) (dotted lines) remain within distance O( (log n)/n) of the deterministic evolution y (solid parabola); one realization exits the domain, while the other remains in the interior. In view of these results, one can think of the rescaled process as a random perturbation of the vector flow F and the question arises of how randomness changes the dynamics. Systems with Gaussian or Markov perturbation are a central theme of [FW84] (where among other results large deviation estimates for the place of exit from a domain D are derived) and research following from there, of which the most relevant to the problem to be defined here is the case of characteristic boundaries (cf. [Day89] and others). Asymptotic expansions of probabilities for chains with two time-scales, i.e. a random perturbation of a Markov chain have been surveyed in [YZ05] . There are also extensions of fluid limits with error estimates, cf. [Tur07] for a recent contribution. In contradistinction to these results, we are interested in the fine asymptotics of the probability that the rescaled Markov chain exits a domain D before some fixed time θ > 0 and when this probability does not tend to either 0 or 1, which happens when the vector field F is tangent to the boundary. This is apparent from the left panel of Figure 1 , where the bound coming from the fluid limit estimate does not prevent the chain from exiting the domain, as it would should the deterministic evolution y remain in the interior of D.
To investigate this probability as a function of the initial condition, we introduce the following construction. Let ρ → y ρ be a smooth parametrization (from (−δ, δ) into D) of the initial condition, such that the solution of (1.2) with y(0) = y 0 remains in the interior D
• of D except at finitely many critical times θ i c , i ≤ N , when the trajectory is tangent to the boundary. (See Figure 1 for an example and Section 1.1 for a rigorous statement.) It follows from the error bounds on the fluid limit available in our setting, that the probability P exit (n, ρ) of the exit from D by chain n −1 z (n) (·) started at n −1 z (n) (0) = y ρ before time n ≡ nθ equals 0 or 1 (up to O(e −cn )), depending on whether the trajectory y(·) started at y ρ remains in D
• or exits D, respectively. (See also [DN08, Section 4 .3] for a basic result on the place of exit.) Thus we have a phase transition for parameter ρ and as a consequence of the diffusive limit result (assuming the chain is non-degenerate) the size of the scaling window of this transition is O(n −1/2 ), meaning that P exit (n, rn −1/2 ) = f 1 (r) + o(1) as n → ∞ for some smooth function f 1 . The first intended contribution of this paper is to take the analysis further and determine the finite size scaling (FSS) behavior, i.e. explicitly characterize the first correction term f 2 and establish an error bound to the effect of P exit (n, rn −1/2 ) = f 1 (r) + f 2 (r)n −1/6 + O(n −1/4+ ) (1.3)
for any > 0 (see Section 1.1).
The main result (1.3) has direct applications to the analysis of randomized algorithms in large combinatorial problems, where density dependent chains describing position in a state-space S naturally appear. One is interested in the probability of such an algorithm failing (or halting), which corresponds to the exit of the chain from some domain, leading to a phase transition (failure vs. success) for the initial data. The expansion (1.3) allows one to obtain detailed information about the FSS in quite some generality from essentially the solution of three differential equations. Obtaining such detailed information has only been possible so far in special cases, for example the Erdös-Renyi random graph at the criticality (cf. [JKLP93] , [ABG09] and references therein), even though cutoff phenomena like the one just described have been intensely studied. Cf. [Fri99] for existence of sharp thresholds for graph properties; [Wor95] for location of thresholds for randomized agorithms; [Wil02] for size of a phase transition window ('Harris criterion'); [Di96] and others for cutoffs for mixing times.
The application described in the previous paragraph is illustrated here with a specific example. Section 5 develops a framework, based around Proposition 5.2, for the study of the 'peeling' algorithm in large random hypergraphs. Within this framework the main result of this paper is applied to establish the FSS behavior in the phase transition for the existence of a 2-core in an ensemble of particular interest (see Section 1.2). This result has important consequences for information transmission over noisy channels, which are explained in Remark 1.4. Morevoer, other ensembles of importance can be now rather straightforwardly analyzed using this framework (see Remark 5.5).
The result (1.3) was derived in [DM08] for a special case (a particular Markov chain), with D = Z + × Z and one critical time (N = 1). In the general setting considered here new methods are needed to handle the difficulties coming from handling several critical times, exit through different faces of D, and the chain not being density dependent outside D
• . The latter is not an artificial condition and occurs in applications, where the algorithm failure corresponds to the chain reaching a coffin state at the boundary of D, precluding extension of the kernel W n . This is dealt with here by introducing another Markov chain with kernel W (·| x) = W (·|K( x)) (extension of the smooth kernel W through projection K onto D) and comparing the vector field associated with W to the smooth extension (from D
• ) of the vector field associated with W (see Lemma 2.1). In turn the existence of several critical times prevents computation of P exit by conditioning on not-exiting near previous critical times, as such conditioning changes the distribution of the process. Instead, multivariate Taylor expansion of standard normal distribution in R N is used and it is shown that the dependent terms corresponding to the influence of exit near previous critical times are small enough (see Proposition 4.3). This also leads to a certain simplification and a sharper error estimate in the asymptotic expansion as compared with [DM08] .
The remainder of Section 1 is devoted to the rigorous statements of the main result (1.3) (in Section 1.1) and the FSS for the 2-core problem (in Section 1.2).
Density dependent Markov chain exiting a polytope
. . , N}, where n i are unit vectors and g i ∈ R, be a fixed non-degenerate convex polytope in R d and let {W n } be a family of kernels defining transition probabilities on some countable set S as in (1.1) and satisfying the following two conditions: (a) increments are uniformly bounded, i.e. there exists a finite constant k 1 such that for all n, z ∈ S and ∆ ∈ R d with ||∆|| > k 1 we have W n (∆| z) = 0;
(b) there exists a probability kernel W (·|·) :
including the boundary) with (uniformly in ∆) Lipschitz continuous derivatives and such that for some constants k 2 > 0 and ε < 1 2 we have
• } and || · || TV denotes the total variation distance.
Let ρ → y ρ be a twice differentiable map with bounded derivatives from (−δ, δ) into D • . Let y(·) be a twice differentiable (with Lipschitz continuous second derivative) solution of (1.2) on the interval θ ∈ [0, θ] with y(0) = y 0 . Suppose there exists a finite subset Θ ≡ {θ
To allow for a random perturbation of the initial state y ρ , let { z n,ρ : n, ρ} be a family of random variables taking values in S ∩ (nD • ) and such that for some positive constants k 3 , k 4 , k 5 and k 6 the following hold uniformly in n and ρ:
where M N,d denotes the collection of real N × d matrices and ζ ρ is a Gaussian vector in R d with zero mean and positive semi-definite (p.s.d.) covariance matrix Q ρ , such that ρ → Q ρ is a Lipschitz continuous map (for the operator norm). Note that, in particular, z n,ρ = n y ρ satisfies this with Q ρ = 0.
For each n and |ρ| < δ let P n,ρ denote the law of the Markov chain z(·) started at z(0) = z n,ρ and with transition probabilities given by W n . The following is the formal statement of the result announced as (1.3). Theorem 1.1. Let r ∈ R, ρ n = rn −1/2 and assume that Σ, defined in (1.9), is non-singular. Then for any η < 1/4 ∧ (1/2 − ε) we have
where Φ(·) denotes the standard normal distribution function in R N , a = Σ 
where G( x) is the covariance matrix of W (·| x) defined in (2.1), and where B and Q satisfy the system (2.3-2.4) at ρ = 0. Finally, the finite constant Ω is given by the integral
Ai ( 
is an orthogonal matrix with {v i } the eigenvectors of Σ and {λ i } are the corresponding eigenvalues of Σ in decreasing order. Let k ≡ min{i : λ i = 0} < N and define
and ζ is a standard Gaussian vector in R k , straightforward calculus shows that the function Φ(·) ≡ P(V ζ ≤ ·) is smooth on R N \V. It follows (by modifying the last part of the proof of Proposition 4.3 to allow for singular Σ by projecting {g k +ĝ k } (there) onto V, and generalizing the estimate in Lemma 4.2), that for all r ∈ R such that rΓ / ∈ V
where η is like in Theorem 1.1. In particular, if (rΓ + H) ∩ V = ∅, where H denotes the negative orthant of R N , then actually
It is also straightforward to modify the proof to yield an expansion for the probability of exiting near a particular critical time, or equivalently through a particular face of D. Finally, the result extends to domains with smooth boundaries, though the proof then requires analysis in boundary layer coordinates near critical times. The choice of polytope domains here is motivated by applications and clarity of presentation.
Finite size scaling for the 2-core in irregular hypergraph ensembles
A 2-core in a hypergraph is the unique maximal sub-hypergraph such that no hypervertex in it has degree less than 2. The size of a 2-core is defined to be the number of hyperedges it contains. In the following, we occasionally refer to the 2-core as the 'core'. Its existence can be established through recursively deleting all vertices of degree less than 2 together with the associated hyperedges, which is the basis for the randomized peeling or leaf removal algorithm proposed by [KS81] . Algorithms equivalent to this one, as well as k-cores of graphs and hypergraphs, have been studied as combinatorial objects, in connection to the XOR-SAT problem, and in the analysis of low-density parity-check codes over the binary erasure channel (cf. [DM08] and references therein for more background).
We are interested in the ensemble G ≡ G(n, m, v n ). G is a collection of labelled hypergraphs in which each hyperedge α is a list (of size j α ≤ L < ∞ uniformly in n ) of not necessarily distinct hypervertices chosen uniformly at random and with replacement. For each n and j (3 ≤ j ≤ L) there are v n (j) hyperedges of size j and we have L j=3 v n (j) = n. Moreover, we assume that there is a non-negative vector v 0 = (v 0,3 , . . . , v 0,L ) such that |v n (j) − nv 0,j | ≤ c 0 < ∞ uniformly in n. (See Section 5.4 for more details.)
We are interested in the probability P no core (n, ρ) that a random graph G in the ensemble G(n, nρ , v n ) does not have a 2-core. Define V(x) ≡ L j=3 jv j x j−1 and let
(1.14)
Consequently the set Z ≡ {ζ ∈ (0, 1) : V(ζ)/ρ c = − log(1 − ζ)} is non-empty and finite. We then write Z = {ζ 1 , . . . , ζ |Z| } with ζ i < ζ j for i < j and assume that
for all ζ ∈ Z. 
where µ = V(1), R(ξ) = L j=3 s j ξ j−1 and where
and λ is the unique positive solution of λ(e λ − 1)(e
2 . Theorem 1.3. Let ρ n = ρ c + rn −1/2 and suppose (1.15) holds. Then for any η < 1/4
where Φ and Ω are defined in Theorem 1.1, while a h and b h are respectively a and b of Theorem 1.1 where one uses
vector F defined in (1.16), and p.s.d. symmetric matrix G( x) with entries (
(1.20)
Remark 1.4. Theorem 1.3 should be compared to Theorem 1 of [DM08] , where the hyper-edges are restricted to have the same common size l ≤ 3. For such hypergraphs it can be shown that the set Z has only one element, i.e. the critical solution y has only one critical time, whereas for irregular ensembles like G(n, m, v n ) there can be several critical times. Thus the general Theorem 1.1 is necessary for the proof of Theorem 1.3. See Remark 5.5 for more details on the analysis of other initial ensembles. The framework of Section 5 and Theorem 1.3 have important consequences for coding theory, which are explained here briefly (cf. [RU08] for a comprehensive account). In the analysis of low-density parity-check (LDPC) codes over the binary erasure channel (BEC), there appears a natural hypergraph structure, where the ratio ρ = m/n is the transmission rate (equal to the noise level for the channel) and n is the transmitted message length. Peeling algorithm on this hypergraph corresponds to a certain decoding strategy and the presence of a 2-core implies a decoding failure. Design of LDPC codes translates into the construction of hypergraph ensembles with maximal ρ such that the probability of decoding failure vanishes as n, the message length, tends to infinity. Such ρ is bounded above by the theoretical limit for the transmission rate over the channel, the so-called Shannon capacity, and the LDPC codes have been shown to achieve rates close to this limit.
Even though the probability of failure vanishes as n → ∞ for any ρ < ρ c (some critical threshold), it is still significant for message lengths encountered in practice, which could be n = 1, 000 to 10, 000, and so ultimately better estimates of this probability are necessary for successful code design. This motivated the conjecture in [AMRU09] about the finite size scaling behavior at this phase transition, which was subsequently rigorously proved in [DM08] for the ensembles of regular hypergraphs.
The overall goal, however, is to design finite LDPC code ensembles that minimize the decoding error (cf. [AMU07] for a systematic approach to this task). This optimization gives rise to irregular hypergraph ensembles (that is with hyperedges of different sizes) with core size (proportion of hyperedges contained in the core) concentrating near several distinct values as n tends to infinity. This corresponds to the case of |Z| = N > 1 and is a consequence of the so-called matching condition (cf. [RU08, Section 3.14.4]), which translates into an integral condition for the generating function V, in terms of which the set Z is defined. It is thus necessary to deal both with irregular ensembles and with the case of N > 1, both of which goals are accomplished here. This paper is organized as follows. The proof of Theorem 1.1 spans Sections 2-4. Section 2 is devoted to preliminary results dealing with the loss of the density dependent property of the kernel at the boundary of D and establishing properties of the associated differential equations. Section 3 is an adaptation of the coupling arguments from [DM08] , culminating with a coupling to a Brownian motion with quadratic drift. Section 4 contains the new arguments used to handle multiple critical times. Finally, Section 5 develops the framework for analyzing hypergraph 2-cores, where Proposition 5.2 is of particular interest, and concludes with the proof of Theorem 1.3.
Asymptotic kernel and the associated vector field
This section is devoted to preliminary results about the properties of the system (2.2-2.4) needed for our analysis. Throughout the paper we denote the open interior of a set A ⊂ R d by A
• and define the -thickening of that set by
and it is easy to check that this equals dist( z, R d \D) or −dist( z, D) depending on whether z lies in D or not. Greek letters τ and σ are nonnegative integers denoting discrete time, whereas t and s are non-negative real numbers denoting continuous time. Finally, {c i } are positive constants, possibly distinct in each proof.
, which is indeed well-defined for all x ∈ D as F certainly admits a differentiable extension to D δ . Also, define G( x) to be the covariance of the increment ∆ with distribution W (·| x), i.e. the p.s.d. symmetric matrix
which was assumed to be convex and non-degenerate. We extend x → W (·| x) as well as F , A, and G to the whole of
is now a transition kernel on R d and that for all x ∈ R d we still have F ( x) and G( x) as the mean and variance, respectively, of the increment ∆ with distribution W (·| x). However, A( x) is now only a matrix of derivatives of F for x ∈ D
• . Finally, F , A, and G are Lipschitz continuous on R d , as they were on D.
For each ρ with |ρ| < δ, we are interested in the following system of ordinary differential equations
The solution to equation (2.2) is the fluid limit mentioned in the introduction and the solution to (2.4) gives the covariance matrix of the diffusive limit. The matrix B ζ (θ) is the matrix of partial derivatives of the function y at time θ with respect to the initial condition specified at time ζ.
Properties of the ODEs
The following lemma allows us deal with the fact that W (∆|·) is not differentiable at x ∈ ∂D.
Lemma 2.1. The following hold with
(a) There is a unique solution (θ, ρ) → y(θ, ρ), (θ, ρ) → B ζ (θ, ρ) and (θ, ρ) → Q(θ, ρ) of (2.2-2.4) on A. These functions are Lipschitz continuous there and moreover there is a uniform (for (θ, ρ) ∈ A) bound on the operator norms ||B ζ (θ, ρ)||, ||B ζ (θ, ρ) −1 || and ||Q(θ, ρ)||.
(b) There are positive constants κ 1 and κ 2 such that for all (θ, ρ) ∈ A
where µ ρ is the Lebesgue measure of the set {s ∈ [0, θ] : y(s, ρ) / ∈ D}. Hence, a fortiori, the following partial derivative exists
Proof. (a) Since F (·) is bounded and Lipschitz continuous in D and since for any |ρ| < δ the inital condition y ρ is in D • , it follows that the solution y(·, ·) of (2.2) exists and is unique in A. Applying Gronwall's lemma we can deduce that the solution to (2.2) must be Lipschitz continuous with respect to its initial condition, so since ρ → y p is differentiable, it also follows that y(·, ·) is Lipschitz continuous in both coordinates.
Next, recall that A(·) and G(·) are Lipschitz continuous, so in view of the established properties of y(·, ·) we can deduce the same for (θ, ρ) → A( y(θ, ρ)) and (θ, ρ) → G( y(θ, ρ)). Moreover, we have assumed ρ → Q ρ to be Lipschitz continuous. It follows that the linear ODEs (2.3) and (2.4) have unique Lipschitz continuous and thus bounded solutions on A. In fact, suppressing the dependence on ρ, we have the explicit respresentation
It remains to be shown that ||B ζ (θ, ρ) −1 || is uniformly bounded. This follows from the observation that det
and the entries of A( y(θ, ρ)) are uniformly bounded on A. 
has a unique solution y e with (θ, ρ) → y e (θ, ρ) twice continuously differentiable on A and moreover
In particular, y(θ, 0) = y e (θ, 0), since we assumed that d( y(θ, 0)) ≥ 0 implying y(θ, 0) ∈ D, and for some constant κ 1 > 0 and all θ ∈ [0, θ] Taylor expansion gives
) and Gronwall's lemma gives
where c 2 > 0 is the Lipschitz constant for F e . On the other hand, we can also use the identity
where the last inequality follows by Lipschitz continuity of both y and y e , together with an application of the triangle inequality
and our assumption of y(s , 0) ∈ D for s ∈ [0, θ]. Since none of the constants c i depend of ρ or [s, u] , by continuity of θ → y(θ, ρ) it follows that for all (θ, ρ) ∈ A || y(θ, ρ) − y e (θ, ρ)|| ≤ c 4 e θc2 µ ρ |ρ|, which together with (2.10) gives the inequality (2.5).
The following simple estimate will be used to approximate the mean and covariance matrix of the chain near the critical times.
Lemma 2.2. Let θ c ∈ (0, θ) and fix some positive integer 0 ≤ ν < nθ c . Then there exist positive constants κ 1 and κ 2 such that for any integer τ with ν ≤ τ ≤ 2 nθ c − ν
where
(where the second inequality is for the operator norm) from which (2.13) follows. To obtain (2.12) recall that θ → y(θ, 0) was assumed to be twice differentiable with Lipschitz continuous second derivative. Consequently the following Taylor expansion holds
and taking κ 1 = c 0 ∨ c 1 we have
Observing that f (σ) = σ+0.5 σ−0.5 f (s)ds for f (s) ≡ 1 and f (s) = s/n − θ c yields the desired conclusion.
In the next lemma we establish certain discrete approximations to the solutions of the differential equations (2.2)-(2.4). These approximations will be related to the mean and covariance matrix of the auxiliary process to be introduced in Section 3. Fix some J n ⊂ [0, nθ]. Let I n ≡ [0, nθ]\J n and define the matricesÃ τ ≡ A( y(τ /n, ρ))1 τ ∈In . Further, let the matrixB
Finally, define the following sequences (as before σ and τ are non-negative integers)
where we suppressed the explicit dependce of y * and Q * on ρ. The following lemma is proved in Appendix A.
Lemma 2.3. There are positive constants κ 1 , κ 2 and κ 3 such that for all τ ∈ [0, nθ], ζ ∈ [0, τ /n] and n large enough we have
Moreover, matrices {B τ σ : 0 ≤ σ, τ ≤ nθ} and their inverses are uniformly bounded in operator norm.
Fluid limit with error bounds
The following is concentration inequality for a Markov chain with a fluid limit. Its proof isd a straightforward generalization of the proof of [DM08, Lemma 5.2]. For similar results for more general discrete-time processes see [Wor95] and for pure-jump Markov process see [DN08] .
Lemma 2.4. Let z(·) be a Markov chain started at some initial distribution z(0) with kernel W (·|n −1 ·). Then there exist constants κ 1 , κ 2 and κ 3 , depending only on the constants k i and θ, such that for all n and any 0 ≤ τ ≤ nθ :
(a) z(·) is exponentially concentrated round its mean
(b) and the mean is close to the solution y(·) of the ODE (2.2)
Coupling arguments
In this section we construct three couplings that allow us to approximate the distribution of the min τ ≤n d( z(τ )) where z(·) is the Markov chain of Section 1.1. The methods of proof owe a substantial debt to those of [DM08] . We define an extension W n of the transition kernel W n by
It follows, that when started at the same initial distribution, the Markov chain with kernel W n and the one with kernel W n coincide until the first time they reach the boundary of nD. Furthermore, notice that our assumption (1.4) gives us the following estimate for the total variation distance
where k 7 is the Lipschitz constant for W . The following lemma allows us to reduce the original problem to the exit problem for the Markov chain with kernel W (·|n −1 ·).
Lemma 3.1. Let z(·) and z (·) be Markov chains in R d with transition kernels W n (·|·) and W (·|n −1 ·) respectively and with common initial distribution z(0) = z (0). Then there exists a coupling ( z(·), z (·)) and positive constants κ 1 and κ 2 , depending only on θ and the constants k i , such that for all r > 0 and any time θ > 0
where n ≡ nθ .
Proof. We couple z(·) and z (·) by first setting z(0) = z (0) and then iteratively coupling for each τ ≥ 1 the increments ∆ z = z(τ ) − z(τ − 1) and ∆ z = z (τ ) − z (τ − 1), so that
It is enough that we prove the bound D n (κ 2 ) ≤ exp{κ 1 n ε } for some positive κ 1 and κ 2 . This proof follows like the proof of [DM08, Lemma 5.1], where we take c = c 0 n δ and allow the constants to depend on θ.
As in the comments preceding Lemma 2.3, let J n ⊂ [0, nθ], define I n ≡ [0, nθ]\J n , and recall the definitions ofÃ τ andB τ σ . We now suppose that |J n | ≤ n β for some β ∈ (0, 1), where | · | denotes the Lebesgue measure on R, and define the auxiliary process
are independent random variables with distributions W (·| y(τ /n, ρ)). Let P aux n,ρ denote the distribution of z (·).
Furthermore, suppose that there exist some positive constants c 0 and γ and a slowly varying function L(n), such that for z(·), being the chain with kernel W (·|n −1 ·) and z(0) = z n,ρ , we have
Assume also, that for some c 1 < c 0 we have d(y(θ, ρ)) ≥ c 1 n γ L(n) uniformly in {θ : nθ ∈ I n } and |ρ| < δ. Then the following holds.
Proposition 3.2. For any δ > max{γ/2, 2γ − 1, β + γ − 1} there exist finite positive constants κ 1 and κ 2 (depending only on the constants k i , c 0 and c 1 above) and a coupling of the process z(·), with kernel W (·|n −1 ·) and initial distribution z n,ρ , and z (·) with law P aux n,ρ , such that
for all |ρ| < δ and n.
Proof. Observe that we can couple z and z by taking z (0) = z(0) and coupling the increments so that
where as before ∆ z(τ ) ≡ z(τ + 1) − z(τ ) and F τ is the σ-algebra generated by { z(σ), z (σ) : σ ≤ τ }.
We will now show that it is enough to consider the coupling only until the first time the process z(·) and the solution y(·) (suppressing dependence on ρ) are more than c 0 n γ L(n) apart. Indeed let τ * ≤ n denote the first value of τ such that || z(τ ) − n y(τ /n)|| > c 0 n γ L(n). Then by assumption (3.5) we have
and it follows that to prove the statement of the proposition, it is enough to show that
This is achieved by separately bounding the F s -martingale {Z s } and the predictable process {V s } in the Doob's decomposition of the adapted process N s ≡ (B
Since A(·) is Lipschitz continuous and uniformly bounded on R d and since it is the matrix of derivatives of F at every x ∈ D
• , we have
Now observe that by the assumption on d( y(·)) we have y(s/n) and n −1 z(s) in D for s ∈ I n and n large enough as long as τ * < nθ. Thus by the bounds on R 
Combining the two above estimates gives
Consequently, applying [DM08, Lemma 5.6] with a (there) taken to be n η gives
To get a nontrivial bound we also need 2η > γ, so that P n (||Z s || ≥ n η ) ≤ n −2 for η ∈ (γ/2, γ) and n large enough. This gives the required conclusion for any δ > max{γ/2, 2γ − 1, β + γ − 1}.
The process with distribution P aux n,ρ has independent increments for τ ∈ J n , which allows us to couple it with Brownian motion. Let us fix
are independent doubly infinite standard Brownian motions conditioned on W i (0) = 0 and where
Lemma 3.3. Let β ∈ (2/3, 1) and |ρ| ≤ n β −1 for β < 2β −1. Then for any δ > 3β −2 there exist finite positive constants κ 1 and κ 2 and a coupling of the process z (·) with law P aux n,ρ and the Gaussian processes
, such that for each i = 1 . . . N we have
Proof. In the following, we assume that det G( y(θ 
The increments b Thus for i = 1 . . . N we have the respresentation
where B i (·) are independent standard Brownian motions. Since the real-valued Gaussian processes
to conclude the proof, it is enough to show that this coupling of b i n (·) and X i n (·) is such that all n and i i (G i s) + a n,τ (s) : s ∈ [0, 1]} for some non-random a n,τ (s) bounded uniformly in s ∈ [0, 1], n and τ ∈ J i n , we get (3.12) as soon as we show that
This follows by standard Gaussian tail estimates from the fact that
, itself a consequence of Lemma 2.2 and the bounds on |J i n | and |ρ|.
All the above couplings are collected in the following proposition.
Proposition 3.4. Let β ∈ (3/4, 1) and |ρ| ≤ n β −1 for β < 2β − 1. Then there exists a positive constant κ, such that for δ > (3β − 2) ∨ ε
is the process with law P aux n,ρ .
Proof. Taking r = c 3 log n with some c 3 > κ 1 /κ 2 in Lemma 3.1 we see that there exists a coupling of the Markov chain z(·) with kernel W n (·|·) and the chain z (·) with kernel W (·|n −1 ·) (both started with distribution z(0) = z (0) = z n,ρ ) such that with probability exceeding 1 − 1/n the two processes are at most e n ≡ c 3 n ε log n apart until time τ * ≡ min{τ ≥ 0 : z(τ ) ≤ 0} ∧ nθ and therefore
Next, observe that by the bound of Lemma 2.4 and the assumption (1.7) the events {min τ ∈In d( z (τ )) ≤ ±e n } have probability smaller than c 4 /n (taking c 3 big enough) and hence we can restrict our attention to min τ ∈Jn d ( z (τ ) ). Transfering the couplings in Proposition 3.2 (whose hypothesis is satisfied for the J n we are considering here with γ = 1/2 and L(n) = log n) and Lemma 3.3 onto one probability space, it follows that
Combining this with the estimate (3.14) yields the conclusion of the proposition.
Weak convergence arguments
Having reduced our problem to that of estimating the probability that the random vector K n lies in a convex set, we can now leverage a convenient decomposition of K n into a sum of independent vectors, that will enable us to apply the central limit theorem and subsequently use the Taylor expansion for a smooth probability distribution function in R N . Our methods here depart from those of [DM08] and seem to simplify the argument leading to a somewhat tighter bound on the error.
To begin with, let us define the R N vectors with entries (1 ≤ i ≤ N ):
as well as symmetric matrices Σ n whose entries are given by (1
In what follows, also
Lemma 4.1. Let r ∈ R and take ρ = ρ n ≡ rn −1/2 in the definition of Σ n and Γ n . Then there is a positive constant κ such that for all β ∈ (3/4, 1) and for all n
Proof. We suppress the dependence of Q on ρ and start by expanding the difference
to see that (4.3) follows from the estimates proved in Lemma 2.3 and the uniform bound on the norms of all matrices involved. In turn to see (4.4), note that the proof of Lemma 2.2 gives the bound
a simple calculation confirms that
while it is shown in Lemma 2.3 that
and from Lemma 2.1 we have
Finally |E n,ρ z(0) − n y(0, ρ)| ≤ k 5 by (1.7). Putting these estimates together, and using ρ n = rn
The next lemma is a bound on the distance between Gaussian distributions in terms of the differences between their means and covariances.
Lemma 4.2. Let x and y be Gaussian vectors in R N with means a, b and positive definite covariance matrice A, B respectively. Let δ > 0 be a lower bound for the eigenvalues of both A and B. Then there exists a constant κ depending only on N and δ such that
where C denotes the collection of Borel-measurable convex sets in R N and log + x ≡ | log x| for x > 0 and equals 0 otherwise.
Proof. We couple x and y by taking x = Sz and y = Tz, where z a standard normal Gaussian vector in R N and S and T are symmetric positive definite square-roots of A and B respectively, i.e. SS † = A and TT † = B. Let α = ||S − T|| and let r = α 3 log + α + ||a − b||. Observe that for α > 0 we have
for some κ 1 ≥ 0, where we have used the standard Gaussian tail estimate P(||z|| ≥ u) ≤ p N −2 (u)e −u 2 /2 for some polynomial p N −2 of degree (N − 2) ∨ 0 with coefficients depending only on N . In turn for α = 0 we have r = ||a − b||, so the probability in (4.5) is trivially 0. Next, conditioning on ||x − y|| ≤ r and using monotonicity of measure gives
where C r ≡ {x ∈ R N : dist(x, C) ≤ r} and the last inequality for some κ 2 > 0 depending only on N follows by a uniform bound on integrals over convex shells of width r (see for example [BR76, Corollary 3.2]). Since by symmetry the above inequality also holds with x and y swapped, to complete the proof we only need to show that ||S − T|| ≤ κ 3 ||A − B|| for some positive κ 3 that may depend on N and δ. As all norms in R 
demonstrating that ||S − T|| FR ≤ (2δ) −1 ||A − B|| FR and concluding the proof.
In preparation for the next proposition, we introduce a decomposition of K n into a linear combination of random vectors Y n , Z n , H n , and X n with entries (1
where s i n = n −2/3 [n β + 0.5] and u n = n −2/3 [n β − 0.5], so that
and consequently
The merit of writing K n like this lies in the fact that Y n , Z n , and (H n , X n ) are mutually independent and centered.
Proposition 4.3. Suppose that Σ is positive definite and fix β 0 ∈ (3/4, 1) and δ > (3β − 2) ∨ ε. Then there exists a positive κ, such that for any β ∈ (3/4, β 0 ), η < min{1/2 − δ, 1 − β, 3β − 5/2}, r ∈ R, ρ n = rn −1/2 and n sufficiently large we have
where Y is an independent Gaussian vector in R N with mean rΓ and covariance matrix Σ.
Proof. We rescale K n by a factor of n −1/2 and observe that for any random vector y, independent from the random vector pair (x 1 , x 2 ), we have
Thus conditioning on (H n , X n ) (which is independent from Y n and Z n ) we will be done once we show that
To this end first recall that by our assumption (1.8) we have
where ζ ρ is a centered Gaussian vector in R d with positive semi-definite covariance matrix
† , writing A n = n 1/2 U ζ ρ and conditioning on Y n (indepedent from Z n ) in (4.12) immediately reduces our task to that of showing
This follow will from Lemmas 4.1 and 4.2 once we prove that for N a standard normal vector in R N we have
where Var(Y n + A n ) = Σ n = V n V † n . Since Σ is assumed to be positive definite, by (4.3) for n large enough Σ n is positive definite, too. Thus (4.13) is a consequence of
14)
where as before C denotes the collection of Borel-measurable convex sets in R N and N is a standard normal vector in R N . Indeed it is enough to consider the convex sets C = C(x) ≡ {x ∈ R N : V n x ≤ x}. Thus we conclude by proving (4.14) with an application of [BR76, Theorem 13.3]. Namely observe that Y n is a sum of n independent centered random vectors g k in R N where
and these vectors have uniformly (in n and ρ) bounded fourth moments (|∆ τ | ≤ k 1 ). Similarly the selfdecomposability of the normal distribution gives us i.i.d. centered Gaussian vectors g k such that A n = n k=1 g k . Hence applying [BR76, Theorem 13.3] to the independent vector array V −1 n (g k + g k ), whose sum (over k for each n large enough) has a covariance matrix nI N , yields the required result.
Proof of Theorem 1.1
Combining the results of Propositions 3.4 and 4.3 we get
where [X
t). Our normalization and centering ensures that (uniformly in n)
We will now show that there also exist positive constants c 1 , c 2 such that for all 1 ≤ i ≤ N we have
where V ≡ inf t∈R X(t) for X(t) ≡ 1 2 t 2 + W (t) with W (·) a double-sided standard Brownian motion. In [Gro89, Theorem 3.1] it is shown that the distribution function of V is F V (v) = 1 − K(−v) 2 1 v<0 , where K is defined in the (1.13) and this explicit formula follows from [Gro89, (5.2)] taken with c = 1/2 and s = 0. Integration by parts reveals that EV = −Ω, for the Ω defined in (1.12).
As a consequence of the above and the Brownian scaling giving
(the case G i = 0 is trivial), it is enough to show that 
In [Gro89, Corollary 3.4] it is proved that P {|T | > t} ≤ A will imply (4.15) once we show that E|V | 2 < ∞. This is achieved by using the same estimate on P {|T | > t} and bounding as follows
, so that taking t = √ v we can deduce that P(V ≤ v) < C −1 exp(−C|v| 3/2 ) for some C > 0 and all v < 0. In fact, it follows that all moments of V are finite.
To conclude, we use second order Taylor expansion for Φ and the bound ||Σ −1 || ≤ c 3 for all n to obtain
i . Finally, observe that since for β ∈ (3/4, 1) we have η < 5/2 − 3β < 1 − β < 1/4 with 5/2 − 3/4 = 1/4, the above holds for all η < 1/4.
Finite-size scaling for the 2-core in irregular hypergraphs
This section is devoted to the analysis of the phase transition for the existence of the 2-cores in hypergraph ensembles and specifically the proof of Theorem 1.3. Section 5.1 defines the state-space paramaterizing ensembles of interest. The peeling algorithm and the density dependent Markov chain deriving from it is treated in Section 5.2. The asymptotic probability kernel W (·|·) is furnished in Section 5.3. In Section 5.4 it is shown that the paramtetrization of the initial ensemble satifies the hypothesis (1.6)-(1.8). Finally, the proof of Theorem 1.3 is in Section 5.5.
State-space of ensembles
We model hypergraphs as bipartite graphs with the set of vertices partitioned into v-nodes and c-nodes (the configurational model). The hyperedges correspond to v-nodes and hypervertices to c-nodes, and the resulting hypergraphs is more precisely a hyper-multigraph.
Fix integers K ≥ 2 and L ≥ 3. Every ensemble in the state-space is characterized by the non-negative integers z = (z 1 , . . . , z K+L−2 ) ≡ ( ω, τ ) = (ω 1 , ω 2 , . . . , ω K , τ 3 , . . . , τ L ) , n, and m,
τ j , where we drop the explicit argument, when it is clear from the context.
In order for G( z) to be non-empty, we require that
τ j ≤ n and either z K ≥ 1 and
An element in the ensemble is a bipartite graph a 1 ), (α 1 , a 2 ), . . . , (α 1 , a l1 ); (α 2 , a l1+1 ), (α 2 , a l1+2 ), . . . , (α 2 , a l1+l2 ) ; . . . ; (α n−τ , a l1+···+l n−τ −1 +1 ), . . . , (α n−τ , a l1+···+l n−τ )] such that the pair (α, a) appears before (β, b) whenever α < β. Moreover, each α ∈ V j appears in the list exactly j times, while none of the α ∈ U appear in any of the pairs in E. Analogously, none of the a ∈ R 0 appears in E; each a ∈ R i for 1 ≤ i ≤ K − 1 appears in exactly i edges; however, each a ∈ R K appears in at least K edges. The total number of graphs in G( z) is thus
Exact kernel
We consider the following graph-valued process G(·). We assume that the distribution of the initial graph G(0) is such that conditioned on {G(0) ∈ G( z)} (when this event has positive probability), it is a uniformly random element of G( z). At each time σ = 0, 1, . . . if the set of c-nodes of degree 1 is non-empty, one of them is chosen uniformly at random. Let this c-node be a and observe that there is a unique v-node α, such that (α, a) ∈ E. This edge and all other edges (α, ·) ∈ E (edges incident to the v-node α) are deleted and the graph thus obtained is denote by G(σ + 1). Otherwise, that is if there are no c-nodes of degree 1 in G(σ), we set G(σ + 1) = G(σ).
We can now define the process { z(σ) = ( ω(σ), τ (σ)), σ ≥ 0} on Z
K+L−2 +
, where z i (σ) = ω i (σ) is the number of c-nodes of degree i in G(σ) (1 ≤ i ≤ K) and z K+j−2 (σ) = τ j (σ) is the number of v-nodes of degree j in G(σ) (3 ≤ j ≤ L). Notice that we have
and thatτ =τ ( τ (σ)) = σ ∧ min{σ ≥ 0 : z 1 (σ ) = 0}.
Lemma 5.1. The process z(·) is a Markov chain with kernel W n defined by: if z 1 = 0, then W n (∆ z| z) = 1 ∆ z=0 ; if z 1 > 0, then W n (∆ z| z) = 0 unless there is exists a unique ∈ {3, . . . , L} such that ∆τ i = −1 i= (then in particular ∆d ≡ d(∆ τ ) = − ) and we have
where z = z + ∆ z and
where ≡ 0≤i<j<K (j − i)q ij and the collection D consist of all triangular arrays of non-negative integers Q ≡ {q ij ≥ 0: 0 ≤ i ≤ j ≤ K}, such that q ii = 0 for 1 ≤ i ≤ K − 1 and the remaining entries satisfy the system
and the inequalities
Proof. Fix z = ( ω, τ ) with z 1 > 0 together with z = ( ω , τ ) and G ∈ G( z ) such that transition happens with positive probability. Let N (G | z) be the number of pairs of graphs G ∈ G( z) and choices of the deleted c-node from R 1 that would result in our algorithm producing G . Clearly, the following relations need to be satisfied (primed letters correspond to the analogous sets in G )
and for 0 ≤ i < j ≤ K we let q ij ≡ |R i ∩ R j |. In turn, let R * K ⊆ R K ∩ R K be such that each a ∈ R * K had its degree decreased during the algorithm step (i.e. k a > k a ). It follows that
where the first inequality is a consequence of the fact that upon the deletion of a degree v-node at least (j − i) edges of c-nodes in R i ∩ R j disappear compared to at least one edge disappearing from all the c-nodes in R K .
We proceed to compute N (G | z). First, select a v-node α to add to G among the τ + 1 = n − d elements of U ; by our choice of z , the degree of α is and we select a permutation of its sockets that will be used to connect to the c-nodes and create G ∈ G( z).
Second, we sum over the set D of all the possible arrays Q. For each possible pair in this set there are
ways of selecting nodes in R 0 to be assigned to R 1 , . . . , R K ; for each 1 ≤ i ≤ K − 1 there are exactly z i q i(i+1) ,...,q iK ways of selecting nodes in R i to be assigned to R i+1 , . . . , R K ; while there are
ways of selecting those c-nodes in R K to be assigned to R * K . We have thus allocated 0≤i<j<K (j − i)q ij edges among the emanating out of α.
Third, we need to select the precise number (≥ K − j) of edges from our v-node α that we will connect to each of the q jK c-nodes in R j ∩ R K ; at the same time we select the number of edges to be added to each of the q KK c-nodes in R * . Since we allocate in this way exactly = − 0≤i<j<K (j − i)q ij edges (emanating out of α), this can be accomplished in exactly π(Q) ways.
Fourth, recall that we are counting not as much graphs G as pairs composed of a graph G and a particular c-node from R 0 ∩ R 1 of that graph, the choice of which during the step of our algorithm would produce G . There are q 01 such c-nodes. We have now proved that N (G | z ) is indeed given by the formula (5.3).
We are now ready to conclude the proof of the theorem by demonstrating (5.2) and (5.7). Notice that N (G | z ) depends on G only through z and recall that the graph-valued chain starts at some distribution G(0) which is uniform conditioned on each ensemble G( z(0)). Consequently, by induction on σ, as long as z 1 (σ) > 0, we have
and this is the same for all G ∈ G( z ). (Factor of z 1 (σ) comes from us counting the pairs: graph and distinguished c-node of degree 1.) Thus (5.2) is implied by the cardinality of that ensemble being h( z ). Finally, with the graph G(σ) being constant for all σ with σ >τ , these arguments have shown that the property (5.7) holds for all σ.
Smooth asymptotic kernel
We next demonstrate that there indeed exists a probability kernel W that approximates the kernel W n on the domain H( ), defined below.
where R + = {x ∈ R : x ≥ 0} and as before we
Proposition 5.2. Fix ∈ (0, 1) and H = H( ). For x = ( u, v) ∈ H and ∆ z = (∆ ω, ∆ τ ) ∈ Z K+L−2 define transition kernel W (·|·) as follows: W (∆ z| x) = 0 unless there exists a unique with ∆τ i = −1 i= , in which case
where λ is the unique solution of
and where
Proof. We begin by defining
where |γ
(1) n | ≤ c 1 /n for some positive constant c 1 = c 1 ( , L ) and the equality follows from the estimate
where for each Q ∈ D
and the equality follows by simple algebra. Notice that W n (∆ z| z) = π 1 ( z , z)π 2 (Q, z , z) for z and z in nH.
We proceed to make a series of estimates to find the asymptotics of π 1 , π 2 , and π 3 . First, the condition L ≥ ≥ − implies that |D| < L K 2 and that π 3 (q) is uniformly bounded for q ∈ D by some constant c 2 = c 2 (L), since we always have π(Q) ≤ e L . It follows that each term indexed by Q in the sum over D in π 2 is at most of the size c 2 (nL)
and we notice that inequality 0≤i<j≤K (j − i)q ij + q KK ≤ implies that for all q such that either q ij > 0 for
Consequently the sum over such Q's only contributes at most c 3 n −2 for c 3 = c 2 L
It remains to consider Q such that q ij = 0 for all i + 1 < j and
In this case, we define q i−1 ≡ q (i−1)i for 1 ≤ i ≤ K and q K = q KK . It is straightforward to verify that with this definition we have q i = − K j=i+1 ∆z j ≥ 0 for i = 0, . . . , K − 1, while additionally q 0 ≥ 1, and q K = + K i=1 i∆z i ≥ 0. In particular, q is unique. Moreover, = q K + q K−1 and consequently π(q) = coeff[e 1 (x) , x ] = 1 and π 3 (q) =
. All of this implies
Rescaling by n − +1 and using x i = n −1 z i we recover
n −1 and we have used the inequalities
substituting this into (5.12) and combining with (5.14) yields the estimate
for some |γ
and to obtain result (5.9) it only remains to show
where the positive term e K (λ) q K−1 λ −Kq K−1 −q K does not depend on n. To this end, note that for λ > 0 and integers t, s ≥ 1 we have
where {N i } i.i.d. Poisson(λ) random variables conditioned on being greater or equal to K. Hence, in view of
This will follow from a local CLT for the sum,
First, a straightforward computation reveals that the first two cumulants of
and similarly the higher normalized moments
q , q > 3 can be computed. It is clear that each M q (K, λ), q ≥ 1 is bounded away from zero and infinity for λ bounded away from zero and infinity. Second, recall that by our assumption of n −1 z ∈ H we have K + /ρ ≤ ξ ≤ L/ and this implies that the unique non-negative solution of M 1 (K, λ) = ξ (whose existence is shown as part of the proof of Lemma 5.3) is also bounded away from zero and inifinity. It follows that each moment M q (K, λ) is uniformly bounded on H, as well as that p λ (z K , d) = P(S k = 0) and
The last quantity, a is uniformly bounded on H and in the lattice of all possible values of S k , which has span b = M 2 (K, λ) −1 . At this point the proof is completed with exactly the same arguments as that of [DM08, Lemma 4.5].
Lemma 5.3. Functions x → p i , i = 0, . . . , K are three times differentiable for all x ∈ H with bounded continuous derivatives.
Proof. Fix > 0 in the definition of H. We choose a 0 < δ < and in the remainder of the proof consider H δ , which will conclusively demonstrate differentiability at the boundary as the formulas for p i remain well-defined on H δ for each ∆ z (though this extension does not lead to an extended probability kernel, as for example p 1 < 0 for z with x 1 < 0).
It is enough to show that partial derivatives (of all orders) of x → p i for 0 ≤ i ≤ K exist in H δ . This is clear for i ≤ K − 2, whereas for i = K − 1, K we notice that function λ → λ K /e K (λ) is bounded and smooth on any compact subinterval of (0, ∞), so that we only need to show that x → λ( x), defined to be the solution of (5.11), is bounded away from 0 and infinity (uniformly on H δ ) and infinitely differentiable. To this end, we first note that extending f to the whole interval [0, ∞) by setting f (0) = K yields a monotone increasing, infinitely differentiable function from [0, ∞) to [K, ∞) and its first derivative is
, which is bounded below by some positive constant (compare coefficients in front of powers of λ). As a consequence of the inverse mapping theorem, f −1 is well-defined and infinitely differentiable on [K, ∞), which further implies that λ(·) is well-defined, bounded and infinitely differentiable on H δ with bounded derivatives, because x K ≥ − δ > 0 there. This completes the proof.
To determine the mean F and covariance matrix G of the increment with distribution W (·| x), observe that the random variables −(∆τ 3 , . . . , ∆τ L ) ≡ −∆ τ have a multinomial law with parameters {1; s 3 , . . . , s L } for s j ≡ jv j /d( v) and conditionally on ∆ τ we have (q 0 − 1, q 1 , . . . , q K ) distributed with a multinomial law with parameters { − 1; p 0 , . . . , p K }, where equals the unique j with ∆τ j = −1. A simple computation then reveals that F = (
In Section 5.2 we have only assumed that G(0) is such that conditioned on {G(0) ∈ G( z)}, it is a uniformly random element of G( z). This condition allows for variety of initial ensembles. In this section we define a particular initial ensemble. The inital ensemble G ≡ G(n, m, v n ) is characterized by non-negative integers n, m, {v n (j)} L j=3 and L ≥ 3. We require that n = L j=3 v n (j) and that there exists a distribution vector v 0 = (v 03 , . . . , v 0L )
† and a constant c 0 such that for each j we have |v n (j) − nv j | ≤ c 0 uniformly in n. For simplicity, we also assume that v n (j) = 0 for all n if v j = 0 (this can be easily lifted, but the notational burden involved will obscure the issue).
Let V(x) ≡ L j=3 jv 0j x j−1 and note that the asymptotic average degree of the v-nodes µ ≡ V(1) is independent of n. An element in the ensemble is a graph
is the set of v-nodes, with
is the set of c-nodes, and E is an ordered list of edges
where a couple (α, a) appears before (β, b) whenever α < β and each α ∈ V j appears in exactly j pairs. The total number of graphs in this ensemble is
where h n ≡ L j=3 jv n (j). To sample from this distribution, first partition [n] into disjoint sets {V j } L j=3 and attribute j sockets to each v-node in the set V j . Second, attribute k a sockets to each c-node a, where k a 's are mutually independent Poisson(µ/ρ) random variables, conditioned on the event { a∈C k a = nµ}. Finally, connect the v-node sockets to the c-node sockets according to an indepedently and uniformly chosen permutation of {1, . . . , nµ}. This sampling procedure is used to establish the approximate mean and covariance matrix for the initial state z = ( ω, τ ) of our Markov chain. Clearly we only need to deal with ω(0) = ω n,ρ , as τ (0) is non-random with entires τ j (0) = v n (j) for 3 ≤ j ≤ L.
Lemma 5.4. Let ω n,ρ = (ω 1 , ω 2 ) denote the number of c-nodes of respectively degree 1 and degree strictly greater than 1 in a graph G chosen uniformly at random from the non-empty ensemble G(n, nρ , v n ). Then, for any > 0, there exist finite, positive constants κ i such that for all (allowed) n, all r, N , and
where ζ is a Gaussian vector in R 2 with mean u ρ and covarianceQ ρ where
where γ ≡ V(1)/ρ is the average degree of a c-node and µ ≡ V(1) is the average degree of a v-node.
Proof. Given n and m = nρ , by construction the initial distribution of the v-nodes only affects the distribution of the c-nodes through the total number, h n , of the v-node sockets, which has to match the number of the cnode sockets. Moreover, we have |h n − nµ| ≤ c 0 . Hence the analysis reduces to that for the regular hypergraph ensembles, as in the proof of [DM08, Lemma 4.4]. We follow that proof (subtituting each occurence of nl with that of h n and using the approximation by nµ), thus demonstrating (5.24) and (5.25), which correspond to [DM08, (4.18) and (4.19)] respectively, until the end of the paragraph containing the estimate [DM08, (4.25)]. The conclusion of that paragraph is that for each 0 < < 1 there is a positive constant c 0 = c 0 ( ) such that for each γ ∈ [ , 1/ ] we have 27) where n = m/ρ, P is the probability distribution of the vector z n,ρ , and G 2 (·| x; A) is the Gaussian density in R 2 with mean x and covariance matrix A. At this point we diverge from the proof of [DM08, Lemma 4.4] to prove the stronger conclusion (5.26). Clearly (5.27) implies (from now on supressing dependence on ρ)
Let x and y be Gaussian vectors with mean and covariance matrix pairs (n u/ √ n, n Q /n) and (n u/ √ n, nQ/n) and notice that, sinceQ is positive definite, the lowest eigenvalues of both the covariance matrices are bounded from below by a positive constant uniformly in n and γ. Then, since |n − n | < ρ ≤ 1/ , an application of Lemma 4.2 to the family of convex sets C ≡ {n −1/2 C : C ∈ C, n > 0} gives a positive constant c 1 such that for all n and γ
implying that we can exchange n for n in (5.28). Now, the sets C U, x,n ≡ { z ∈ R 2 : U( z − n u) ≤ x} are certainly convex and Borel-measurable, so the proof will be complete upon demonstrating that for some c 2 > 0 sup C∈C z∈C
holds uniformly in n and γ. This is a consequence of the Euler-MacLaurin sum formula, as stated, for example, in [BR76, Theorem A.4 .3], where we take f to be the Schwarz function G 2 (· | 0;Q) and where the first correction to the Gaussian distribution in Λ 1 ( x) of [BR76, (A.4.20) ] is at most c 3 n −1/2 .
Notice that for K = 2 the ODE system d y/dθ = F ( y) where y = ( u, v) becomes
with the initial condition y(0) = y ρ = ( u ρ , v 0 ). (For ρ = ρ c , this is exactly the system defined by (1.16) and (1.17).) Its solution is given in Lemma B.1.
Proof of Theorem 1.3
Fix 0 < η 0 < ρ c . Let τ * denote the first time at which z 1 (τ ) ≤ 0. Since the 2-core is the stopping set including the maximal number of v-nodes, Lemma B.2 implies the existence of constants κ 1 , κ 2 such that for all ρ ≥ η 0 n the probability that a random hypergraph from G(n, nρ , v n ) has a non-empty core of size less than κ 1 n is at most κ 2 n 1−l/2 . Thus setting η 1 = (κ 1 η 0 ∧ η 0 )/2 and P (n, ρ) ≡ P n {min 0≤τ ≤n(1−η1) z 1 (τ ) ≤ 0} we have
and fixing in the remainder of the proof the domain H = H(η 1 ), the statement of the theorem will follow from Theorem 1.1 once we show that its hypothesis holds. Let n ≡ (n 1 , n 2 , . . . , n L ), where n 1 = n 2 = 0 and n j = 1 vj =0 for 3 ≤ j ≤ L, and let d = || n|| ∈ Z. Then A ≡ { x ∈ R L : n · x = 0} ∼ = R d and the image of H ∩ A under this last vector space homomorphism is a non-degenerate compact convex set D ⊂ R d . To demonstrate the hypothesis, observe that by Lemmas 5.1, 5.2, and 5.3 our original chain has the countable statespace Z d ∩ nD, is bounded and density dependent, with a sufficiently smooth kernel. Moreover, Lemma 5.4 states that the parametrization of the intitial distribution satisfies the relevant conditions for Theorem 1.1 (where the ρ in Theorem 1.1 is (ρ − ρ c ) for the ρ in the Lemma 5.4). It remains to be shown that the critical solution of the fluid limit ODE has the required properties and that the relevant matrix Σ is positive definite.
We start with the former. The solution of 5.31 in Lemma B.1 reveals that Θ ≡ {θ ∈ (0, 1) : 
, is actually positive definite. Here Q and B are defined as in Theorem 1.1, where we take all the chain specific data ( F , G, y 0 and Q 0 ) like in Theorem 1.3. Notice that Σ is the covariance matrix of the centered Gaussian
) and {g j } are independent centered Gaussian vectors in R K+L−2 with covariance matrices
It is now enough to show that [B(j, j)V j B(j, j Remark 5.5. We briefly explain, using the example of ensemble G ≡ G(n, ρ, u ρ n , v n ), how to analyze other ensembles within this framework. Ensemble G is defined similarly to G(n, ρn , v n ), except that the degrees of hypervertices are given by a distribution u ρ n . There are exactly u ρ n (i) hypervertices with degree i and we assume ρn =
jv n (j) and |u ρ n (j) − nu ρ,j | ≤ c 0 uniformly in n for some strictly positive vector u ρ = (u ρ,1, . . . , u ρ,K ) † , such that the map ρ → u ρ is twice continuously differentiable. To establish the FSS for the phase transition in this ensemble, first, notice that the proof of Proposition 5.2 also establishes the simpler (do not require the CLT arguments) claim that the kernel W n is density dependent on
considered as a subset of the unique (K + L − 3)-dimensional affine hyperplane that contains it (it follows from the definition of W n that a chain with this kernel remains in n H if started there). The asymptotic kernel in this case, W (·|·) is defined similarly to W (·|·), where we substitute H for H, take
i=0 q i , and interpret p q K K = 0 0 as 1. Second, the associated differential equations are given in terms of F and G computed in (5.19) and (5.21), respectively, and the initial condition is now y ρ = ( u ρ , v 0 ) and Q ρ = 0. The solution of such a system is provided in [LMSS01, Appendix B]. The absence of small cores in this ensemble can be established with a variation of the proof of Lemma B.2. The analog of Theorem 1.3 for this ensemble now follows by essentially the same proof as above.
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A Appendix: Proof of Lemma 2.3
The matrix A( y(τ /n, ρ)) and so also matricesÃ τ are uniformly (in τ and ρ) bounded in the operator norm, which implies uniform (in σ, τ and ρ) boundedness of ||B τ σ || and for n > n 0 , also the existence of the inverses (B Applying this estimate (first with U = U = Q(0, ρ), V = B 0 (τ /n) and V =B τ 0 , and then with U = G ( y(ζ, ρ) ), U = G( y(σ/n, ρ)), V = B ζ (τ /n) and V =B τ nζ ) and subsequently using the bound (2.19), uniform boundedness of all the matrices involved and Lipschitz continuity of y(·, ·) and G(·) gives ||B 0 (τ /n) Q ρ (B 0 (τ /n)) † −B uniformly in τ and ζ ≤ τ /n. Finally, noticing that the sum over σ ∈ I n ∩ [0, τ ] in the definition (2.17) differs from the analogous sum over σ ∈ [0, τ ] by at most |J n | uniformly bounded terms and comparing that last sum with the integral in (2.7) gives the desired result.
B Appendix: ODE solutions and absence of small cores
Here we provide solutions to the system of differential equations (5.31) that arose from our analysis of the 2-core problem in hypergraphs. This is a special case of the result obtained in [LMSS01] . Simple differentiation now shows that the functions x 1 (ζ, ρ) and x 2 (ζ, ρ) indeed satisfy this system, together with the initial condition.
From our definition of the domain D it is clear that the Markov exit problem yields information about the existence of large 2-cores, that is 2-cores of size at least ηn for some positive η. In the language of coding theory, this means that it detects large decoding failures (lying in the so-called waterfall region). In principle, there could exist cores of smaller than linear size (corresponding to decoding failures in the error floor region). It is a consequence of the results in [OVZ05] that in ensembles with minimal v-node degree greater than 2 the probability of such occurence tends to zero as n increases.
Here we prove an explicit bound on this small probability for our ensemble G(n, m, v n ), which is accomplished by estimating the probability that the hypergraph contains a small stopping set. A stopping set is defined to be a subset of the v-nodes such that the restriction of the hypergraph to this subset has no c-nodes of degree 1. Thus the 2-core is a stopping set including the maximal number of v-nodes.
Lemma B.2. Consider the ensemble G(n, nρ , v n ) and let l ≡ min{i : v 0,i > 0}. Then for any > 0 there exists finite positive constants κ 1 ( ) and κ 2 ( ) such that for any ρ ≥ the probability that a random hypergraph from the ensemble G(n, nρ , v n ) has a stopping set consisting of fewer than κ 1 n v-nodes is at most κ 2 n 1−l/2 .
Proof. Write m = nρ . For a positive κ to be chosen, we will bound the expectation of the number S of stopping sets consisting of fewer than κm v-nodes. Indeed E n S = 
