Abstract. We prove the existence of oscillatory solutions of the nonlinear wave equation, under irrationality conditions stronger than the usual Diophantine one, by perturbative techniques inspired by the Lindstedt series method originally introduced in classical mechanics to study the existence of invariant tori in quasi-integrable Hamiltonian systems.
1. Statement of the result. where µ is a positive real parameter (mass) and f (u) is an odd analytic function (perturbation) of order at least 3: Dirichlet boundary conditions allow us to use as a basis in L 2 ([0, π]) the set of functions {e n } = {sin nx, n ∈ N}.
If f = 0 the generic solution of (1.1) has the form
[A n cos ω n t + B n sin ω n t] sin nx, (1.4) where ω n = n 2 + µ. If only the first mode is present one has (for a suitable choice of the initial time) u(x, t) = ε cos ω 1 t sin x, (1.5) which is periodic in t with period T = 2π/ω 1 ; the variable ε will play the rôle of the perturbative parameter. We look for periodic solution which can be continued for f = 0 into
n,m (ε) cos(nω ε t) sin(mx).
(1.6) with ω ε close to ω 1 . We recall that in a finite-dimensional Hamiltonian systems existence of periodic orbits follows from the Lyapunov center theorem, which states that, for a Hamiltonian system with an elliptic equilibrium at 0, by denoting with ω 1 , . . . , ω n the frequencies of the linear oscillations close to 0, if a nonresonance condition holds, namely if ω 1 is such that ω 1 ℓ − ω j = 0 for all ℓ ∈ N and for all j = 1, then the periodic solution of the linearized system with frequency ω 1 and small amplitude can be continued into periodic solutions with frequency close to ω 1 .
The infinite-dimensional case poses difficulties which are qualitatively different with respect to the finite-dimensional case; small divisors appear of the form −ω
, with m ≥ 2, and they can be arbitrarily small when n and m are large. There are many deep results in the literature about such a problem, which use KAM theory or Nash-Moser's implicit function theorem, see for instance [2, 3, 4] .
Aim of this paper is to prove the existence of oscillatory solutions for the nonlinear wave equation by a different method, the Lindstedt series method. This is suggested by the fact that the problem is naturally related to KAM theory, and the invariant tori of finite-dimensional quasi-integrable Hamiltonian systems can be parameterized as power series in the perturbation parameter (Lindstedt series) which can be proven to be convergent (see for instance [5, 6, 7] and many other papers). In a similar way one can try to expand the periodic solution of the nonlinear wave equation as a power series of ε; such power series are the analogues of the Lindstedt series for KAM invariant tori in finite-dimensional Hamiltonian systems. However, contrary to what happens in such a case (at least for maximal invariant tori), such series are not analytic in the perturbative parameter, hence a perturbative expansion must be defined carefully.
To illustrate our method we prove the convergence of the Lindstedt series under the quite special Diophantine condition on ω ε considered in [1] , see (2.10) below; it was observed in fact in [1] that under such a condition no small divisors appear, and the existence of (1.6) is quite simple to prove. However our convergence proof can be extended also to the more general conditions in [3, 2] , as we shall show in a future publication. The solution u(x, t; ε) will be written as a perturbative expansion in ε through two steps: first, by constructing a suitable functionũ(x, t; ω, ε) which will be analytic in the arguments x, t, ε, while defined only on a non-numerable set Ω of values ω; then by fixing, for all ω ∈ Ω close enough to ω 1 , a value ε = ε(ω) such that u(x, t; ω, ε(ω)) is a solution of (1.1). As the correspondence between ε and ω will be shown to be one-to-one (for ω ∈ Ω and ε ∈ E for a suitable subset E of the real line having zero as an accumulation point), we can write u(x, t; ε) =ũ(x, t; ω ε , ε), for ω ε such that ε(ω ε ) = ε. The main advantage of such an approach is that it is rather constructive, in the sense that we obtain an explicit perturbative representation of the periodic solution on the nonlinear wave equation. As a new result, it turns out the analyticity ofũ(x, t; ω, ε) as a function of ε, at fixed ω.
We shall prove the following result.
1.2. Theorem. For µ small enough there exist a set E ⊂ R having zero as an accumulation point and, for for any ε ∈ E, a number ω ε close to ω 1 within O(ε M−1 ) such that there is a periodic solution of (1.1) of the form (1.6) which is analytic in x, t.
1.3. Remark. The solutions in [1] , in a more abstract formulation and with some weaker assumptions, are solutions in a weak sense and belong to H 1 ([0, 2π/ω ε ], ℓ 2 s ). Instead, we are interested in proving the existence of smooth solutions: this accounts for the parity assumptions on f .
2. Proof of the theorem.
2.1. Perturbative expansion. Let us replace ω ε in (1.6) with ω, i.e with a quantity that we shall consider as independent of ε: this means that we shall deal with a function
where ω and ε are seen as independent parameters. In the following we shall let drop the arguments ω, ε in the coefficientsũ m,n . Inserting (2.1) into (1.1) gives
which can be also written
where the Fourier coefficientsû n,m are trivially related to the coefficientsũ n,m . By writing
4) one obtains for the Fourier coefficients the equation
We shall setû ±1,1 = −û ±1,−1 = ε/4i, and we shall write, for (|n|, |m|) = (1, 1),
n,m ε k ; (2.6) which can be extended to the case (|n|, |m|) = (1, 1) by settingû then it is straightforward to prove the parity and conjugacy propertieŝ
by induction on k. For (n, m) = (1, 1) we obtain from (2.5)
n1,m1 . . .û n2ν+1,m2ν+1 , (2.9) which will be regarded as an equation for fixing ω = ω ε as a suitable function of ε. First we solve (2.7). We shall consider ω as a parameter (to be fixed later) verifying the following Diophantine condition:
for some positive (ε-independent) constant γ. Then (2.7) is formally soluble only if f is odd in u: otherwise the conditionû n,m = −û n,−m in (2.8) can not be verified and no C ∞ function can be smoothly expanded in the basis {e n }. Afterwards we shall pass to (2.9), and we shall see that it will be possible to fix ε, and ω ε satisfying (2.10), in such a way that (2.9) is satisfied.
Tree formalism.
Recall that a (rooted) tree is a connected set of point and lines such that the lines are oriented towards a point which is called the root of the tree [8] ; the orientation introduces a partial oredering relation between the nodes (and lines). Define Θ k n,m as the set of trees obtained in the following way.
(1) For each tree θ, the set of end-points E(θ) contains k elements. Note that items (2) and (4) imply that to the root line a momentum (n, m) is associated for all trees θ ∈ Θ k n,m . It is easy to see that, with the just stated rules, one haŝ
where
By such definitions and the Diophantine condition (2.10) it follows that
as one needs at least k end-points to have a momentum (n, m) with max{|n|, |m|} = k (by item (4) above); hence
with C = √ F e ξ /4 √ ωγ, where we have used
where D k is a bound on the number of trees with k end-points (one can take D = 4 3/2 ) and 4 k takes into account the possible assignments of the labels (n v , m v ) for all v ∈ E(θ).
Therefore (assuning for simplicity 4CD ≥ 1) we have
which is convergent for |ε| < ε 0 ≡ (4CDe 2 ) −1 for all ω satisfying the condition (2.10). Then (2.1), (2.6) and (2.21) will define an analytic function of ε, which we shall callũ(x, t; ω, ε), as far as ω is taken as an independent parameter.
2.3. Final step. We consider then (2.9). The first nontrivial term is cε M−1 , with a nonvanishing (explicitly computable) constant c, so that one can write where the prime means that the terms with all (m j , n j ) equal to (±1, ±1) have to be discarded (as already taken into account by the term cε M−1 in (2.22) ). The function G(ε, ω) is analytic for |ε| < ε 0 and of order M in ε, and it admits the bound
for some positive constant A and for all ω satisfying the Diophantine condition (2.10). This means that we can fix ε small enough (say |ε| < ε 1 for a suitable ε 1 < ε 0 ) so that
which implies that the following scenario arises. We can fix ω satisfying (2.10) and such that |ω 2 − ω for a suitable constant C (one can take C = |c|/2): such values ω exist because, as it is proved in [1] , there exists a family of ω verifying (2.10) and accumulating to ω 1 (see Proposition 3.7 and Corollary 3.8 of [1] ): this gives the condition on µ to be small enough in the statement of the theorem.
Hence, by the first inequality in (2.25), the modulus of the function F (ε, ω) is larger than |cε M−1 /2| in (0, ε 1 ), so that, for the fixed ω, there exists ε = ε(ω) verifying ω If Ω denotes the set of values ω considered above, and E the set of values ε fixed by the above procedure, as F (ε, ω) is monotonic in (0, ε 1 ) by the second inequality in (2.25) we deduce that there is a one-to-one correspondence between Ω and E, so that we can fix ε ∈ E and choose the corresponding ω = ω ε in Ω: then the proof of the theorem is complete.
