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1. INTRODUCTION 
A property of the Bellman-Harris age-dependent branching process 
(Harris [4], Chapter 6) which limits its range of application is that the death 
of a parent and the birth of offspring must occur simultaneously. This 
property is not satisfied by many biological populations, e.g., populations of 
man. Various age-dependent birth-and-death processes have been studied 
which do not have this property (See [4], page 159, and [3], for example), 
but assume the probability of an individual of age x giving birth to offspring 
in the age-interval (x, x + ax) is independent of the past history of the indi- 
vidual. However, this latter property is also clearly untenable in many 
biological populations. 
In this paper a general age-dependent branching process is formulated 
and studied which incorporates neither of the properties mentioned above. 
As we shall see, special cases of this process will include the Bellman-Harris 
process as well as many familiar birth-and-death processes so that a number 
of well-known results may be obtained by particularizing the results presented 
here. 
We shall be interested primarily in the random function Z(t) representing 
the number of individuals alive at time t who are descendents of a single 
individual born at time t = 0. Each individual (I) appearing in the popula- 
tion lives for a random length of time /, , and at random times during its 
life (I) gives birth to offspring that behave in a similar fashion, the behavior 
of each individual being independent of all others. The random function 
N&Y), which represents the number of offspring born to (I) in the age- 
interval [0, x], is determined by randomly stopping an arbitrary counting 
process K,(t) at /r;; i.e., 
if x < 4 
if x > e; . U-1) 
1 On leave from Louisiana Polytechnic Institute, Ruston, Louisiana. 
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The joint distribution of K,(t) and t1 is the same for each individual (I), 
but we do not require that K,(t) and t1 be independent. 
The probability space underlying the process is set forth in Section 2 
and in the following section several random functions of interest are defined 
on this space. Sections 4, 5, and 6 deal, in sequence, with the regularity, 
probability of extinction, and first moment of Z(t). Section 7 indicates how 
the previous results must be modified for a process that begins with an 
individual of arbitrary age x 2 0 at time t = 0. Finally, several examples are 
presented in Section 8. 
Other aspects of the process will be investigated in a companion paper. 
It should be mentioned that Ryan [6] has studied a process which is 
apparently equivalent to the one studied here and has obtained some important 
results for the case the mean number of offspring per individual is less than 
one. 
2. THE PROBABILITY SPACE 
Since a number of proofs will involve measure-theoretic arguments, it will 
expedite matters if we first give an explicit description of the probability 
space on which the random quantities to be investigated are defined. The 
following formulation of this space is patterned after the one in [4], Chapter 6. 
For each positive integer n, let Yn be the set of all n-tuples jr a** i, of positive 
integers and let 9 = (0) u u,“=i & . As in [4], (ii *** i) will denote an 
individual and the sequence il 0-a i, will indicate its line of descent. For exam- 
ple, (32) is the second child of the third child of (0), and thus all individuals 
descends from (0). The individual (0) comprises the 0th generation, and 
otherwise an individual of the form (ii a.0 i,) is said to belong to the nth 
generation. For each I E 9, let T1 denote a sequence of the form 8,, ty), 
p +3’ I 9 I ,**-, where each element of the sequence is an extended nonnegative 
real number and tp) < tj”’ < a*. . The quantity [I represents the life-span 
of (I), and ty’ represents the time that elapses from the birth of (I) until 
the birth of (g), the jth child of (I). 
By a “family history” we mean a sequence w = {T,, , Tl , T,, , T, ,...} 
where the subscripts run over all elements of 9 in some specified order. Let 
Sz be the set of all such family histories. If for each I E 9, 8: represents the 
set of all sequences T, , then 52 = nlG.p f1 . Each w E Q represents a complete 
development of the family composed of {O) and its descendents, but each w 
contains much additional information since it is possible that tjj’ > [I for 
some I and j and, hence, “births” may occur after the death of the parent. 
However, the inclusion of such “births” enables one to represent 52 as a simple 
product space which is quite convenient from a mathematical viewpoint, so 
when necessary we will just ignore these “births.” 
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For each I E 9, let P1 be a probability on $I with all Pr having a common 
law. The probability P on Q is taken to be the one determined uniquely by 
the product probability theorem [5], page 91. This assignment of probabilities 
implies, of course, that individuals live and reproduce independently. 
The distribution function of a lifespan [I will be denoted G(t). We shall 
assume that G is continuous from the right, G(Q -) = 0, G(0) < 1, and 
G(a) = 1. 
3. RANDOM FUNCTIONS 
We shall now define the random functions introduced in Section 1, and 
other random quantities of interest as well, as functions on the space Q. 
Let K,(x) represent the number of points t:j) in the interval [0, x]. Each 
realization of K,(t) is nondecreasing, continuous from the right and assumes 
nonnegative integer values only, including possibly infinity. With this 
definition of K,(t), Eq. (1.1) defines N,(t) also as a function on Q. It should 
be noted that (1.1) implies a birth is counted even if it occurs at the exact 
instant as the death of the parent. We shall denote N,(a) simply as N1. 
This random variable represents the total number of offspring born to (I). 
From now on we shall drop the subscript 0 on the quantities K,,(t), N,,(t), 
N,, , 8s , and tf’, j = 1, 2 ,... . 
Although the branching process of principal interest in this paper is 
Z(t, w) representing the number of individuals alive at time t, we shall also 
study the random functions B(t, w) and D(t, w), and the random variables 
tI, , k = 0, 1, 2 ,..., representing, respectively, the number of individuals 
born by time t, the number of individuals which have died by time t, and the 
number of individuals in the kth generation that actually appear in the popula- 
tion. Since the definitions of these functions are quite intuitive, rather than 
giving explicit definitions, we shall be content with the following comments. 
The individual (ii *a* i,J in the kth generation appears in the population if, 
and only, if, A: ir < N, iz < Ni, ,..., il, < Nil.,.zb-l . The individual (i1 **a ik) 
is born by time t if, and only if, A and B: ttil) + t:fB’ + **- + ti$-, < t, 
(4 em* ik) has died by time t if, and only if, A and D: 
and (i, .a* ik) is alive at time t if, and only if, A, B, and not D. Obvious 
modifications must be made in the above statements for the initial individual 
(0). Implicit in these statements is the fact that (0) is born at time t = 0. 
Obviously, 
Z(t, w) < BP, ~1, D(t, w> d B(t, ~1, 
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and 
qt, w) = qt, co) - D(t, w) 
for all w E D such that D(t, W) # co. 
For each 
let w,, = To and 
w = {To, Tl, T,, , T, ,-> ~9, 
i = 1, 2,..., let .Qi be the set of all such wi and Pi be the probability measure 
on Szi , i = 0, I,2 ,... . It follows that J2 = JJF=, Qi and each (52, , Pi), 
i = 1, 2,... is a replica of (Q, P). Moreover, we have 
N(t) 
qt, w) = 1 qt - t(j), OJj) + 1 - S(r - e), (3-l) 
j=l 
S(t) = ; I ;; 
t>O 
t <o, 
and the sum is zero if N(t) = 0. Equation (3.1) serves as a starting point for 
the derivation of several integral equations in this paper and in the companion 
paper. For a proof of an analogous equation for the Bellman-Harris process, 
the reader may consult page 129 of [4]. Intuitively, (3.1) expresses the fact 
that if K offspring have been born to (0) by time t then the size of the popula- 
tion at time t is the sum of the numbers of individuals alive that descend 
from each of these K offspring plus a term that takes into account the possi- 
bility that (0) may still be alive. 
4. REGULARITY 
Let 
and 
F(s, t) = 2 P[Z(t) = n] s”, ISI <1 
?%=O 
f(S, t) = f P[B(t) = n] s”, ISI <I. 
?I=0 
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Sevast’yanov [7] calls a Bellman-Harris process Z(t) regular if 
Lim, f 1 F(s, t) = 1, t 2 0, which is the same as requiring Z(t) < co almost 
surely for each t 3 0. The following definition of regularity is equivalent to 
that used by Sevast’yanov in the special case Z(t) is a Bellman-Harris process. 
(See Example 8.1 and [4], p. 138.) 
DEFINITION. The process Z(t) is called regular if B(t) < co a.s., t > 0. 
Otherwise, it is said to be non-regular. 
The following two lemmas will be useful in establishing conditions under 
which Z(t) is regular or nonregular. Let A(t) = E[K(t)]. Obviously, d(t) 
is nondecreasing and continuous from the right and d(0 -) = 0. 
LEMMA 4.1. If A(t) < co, t > 0, and d(0) < 1, then C;-i A”*(t) < co 
for all t 3 0, where A”*(t) stands for the kth convolution of A(t) with respect 
to itself. 
PROOF. Let t be fixed. If A(t) < 1, then 
tl A”*(t) < f Ak(t) = ’ - 1 < 00. 
k=l 1 - A(t) 
On the other hand, if A(t) 3 1, there exists an a > 0 such that 
d(u) = j” e-OrY dA(y) < 1, o<u<t. 
0 
Therefore, applying the results for the case A(t) < 1, we have 
p*(t) < m. (4.1) 
But it can easily be shown using Laplace transforms or other techniques that 
b*(u) = 1: e-y dA”*(y). 
Applying (4.1) and (4.2) we have 
(4.2) 
f Ak*(t) < eort f b*(t) < co, 
k=l kl 
which completes the proof of the lemma. 
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LEMMA 4.2. If d(O) < 1 and d(t) -=c o, t > 0, then E[B(t)] < M) for 
all t > 0. 
PROOF. For each I = ir -*a & E 9, let 
b,(t) = I:, if 
t(iJ + &fP’ $ . . . + tj:f!.i,-, < t 
otherwise 
(We assume b,(t) = 1). Th e event “(I) has been born by time t” is a subset 
of the event [b,(t) = l] and therefore 
Taking expectations, we have 
If we set F,(t) = P[tf) < t] and note that P) < t if and only if K,(t) > i, 
it follows that 
f F,(t) = f P[K(t) >j] = E[K(t)] = d(t), (4.4) 
j=l j=l 
and therefore 
Q(t)] < 1 + f i e-e 2 Fi, c **. *F,,(t) 
P=lil=l ipl 
= 1 + f D*(t), 
t=1 
which is finite for all t > 0 by Lemma 4.1. 
We are now ready to state and prove our principal result on the regularity 
of Z(t). 
THEOREM 4.1. If d(t) < co, t > 0, and d(0) < 1, then Z(t) is regular. 
Zf d(0) > 1, then Z(t) is nonregular. 
PROOF. The first assertion is a consequence of Lemma 4.2. To prove the 
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second assertion, we need only investigate the 
equation for B(t) corresponding to (3.1) is 
N(t) 
process at time t = 0. The 
B(t, w) = 1 -I- 1 B(t - to), w,J. 
j=l 
Putting t = 0, raising both sides to the power s, and taking expectations, we 
get 
E[P’O’] =f(s, 0) = sE[(f(s, O))N(O)]. 
(We always interpret S” as 0, 1 s / < 1, even if s = 1.) Therefore, f( 1,O) 
satisfies the equation 
f(l, 0) = ~WU, O)YO)l. 
This equation always has f(l, 0) = 1 as a root, but if d(O) > 1, it has 
another root which we shall denote by p and 0 < p < 1. The proof will be 
complete if we can show that f( 1,O) actually corresponds to this smaller root. 
Toward this end let, for K = 0, 1, 2 ,..., 
co if an individual has been born into the kth generation by 
&(t) = time t 
B(t) otherwise. 
(A similar function was used in [4], p. 133 for a different purpose.) It can 
be shown that the functions Blc(t) satisfy the relation 
N(t) 
Bk+l(t, w) = 1 + c B*(t - t(j), Wj) 
in the sense that if either side is finite, then so is the other, and then they are 
equal. Therefore, fk(s) E E[sBk(0)] satisfies the relation 
f/c+&) = ~~KfkwNco’l? (4.5) 
and by definition of B,(t) we have 
f&) = 0 < P O<S<l. (4.6) 
Using (4.6) and (4.5) it may be seen by induction thatf,(s) < p, R = 0, 1, 2,..., 
0 < s < 1. But for each w E Q, B,(O, UJ) \ B(0, w) as K + CO and therefore 
M> 7 .I% 0) as k - co, 0 < s < 1, which completes the proof. 
CONDITIONS FOR THE SEQUEL. We shall assume henceforth that 
d(t) < co, t > 0 and d(0) < 1 so that we shall deal only with regular 
processes. 
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5. PROBABILITY OF EXTINCTION 
Since individuals are assumed to behave independently, it is fairly obvious 
that the sequence {&} is a Galton-Watson process. A proof of this fact differs 
only in notation from the proof of Theorem 5.1, p. 127, of [4]. As one might 
also expect, the probability of extinction q = P[.Z(t) = 0 for some t] is the 
same as the probability of extinction of the imbedded Galton-Watson process 
{tk}. However, this does require a proof since, in fact, neither of the sets 
[Z(t) = 0 for some t] and [Ek = 0 for some k] is a subset of the other. The 
proof of this result is different from that of Theorem 5.2 of [4] since here the 
life-span and number of offspring of an individual are not independent. 
THEOREM 5.1. Let A be the event [& = 0 for some k] and let B be the 
event [Z(t) = 0 for some t]. Then P(A) = P(B). 
PROOF. For a fixed k > 0 and a fixed t > 0, we have 
P[5, > 0; Z(t) = O] d f il=l *** 3, p[(il *** ik) actually appears in the popula- E 
tion; Z(t) = 0] 
The second inequality simply expresses the fact that if an individual (I) 
is actually born and the process is extinct by time t, then (I) must have died 
by this time. By applying (4.4), we get 
P[& > 0; Z(t) = 0] < G* P*(t), 
and therefore, by Lemma 4.1, P[& > 0; Z(t) = 0] -+ 0 as k + co for each 
fixed t. It now follows easily that 
P[A’B] = LiEk?Lrn P[Ek > 0; Z(t) = 0] = 0, 
where A’ means A complement, and therefore Z’(B) < P(A). To prove the 
reverse inequality, we note that if /I < CO and K,(t) < co for all I E 3 and 
t > 0 and & = 0 for some K, then only a finite number of individuals are 
ever born and they all live for a finite amount of time, and so it is obvious 
in this situation that Z(t) = 0 for some t. Therefore, 
ww G c wqt) = co] + c pp, = a] = 0 + 0 
IS& t-1 IE.f 
since d(t) < 03 for t 3 0, and G(co) = 1. This completes the proof. 
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COROLLARY 5.1. Let h(s) = E(sN). Then q is the smallest nonnegative root 
of the equation s = h(s). If h’(1) < 1, then q = I (except in the case h(s) = s), 
while if h’( 1) > 1, then q < 1. 
EXAMPLE 5.1 (simple birth-and-death process). 
Let K(t) and G be independent, K(t) b e a Poisson process with d(t) = At 
and G(t) = 1 - e- ut. It is easy to show by conditioning on 8 that 
h(s) = 
p-&l). 
By the corollary we obtain the well-known result that q = 1 if h < p and 
q = p/A if h > p. 
REMARK. Goodman [3] studied the probability of extinction of four birth- 
and-death processes which are special cases of the process studied in this 
paper and, hence, many of the results given by Goodman may be obtained by 
particularizing the corollary. One of Goodman’s models is presented as an 
example in Section 8. 
6. FIRST MOMENT 
Let M(t) = E[Z(t)] and F(t) = E[N(t)]. 
THEOREM 6.1. The function M(t) satkjies the renewal equation 
M(t) = 1 - G(t) + j; M(t - u) dF(u) (6-l) 
and M(t) is the unique solution of (6.1) that is bounded on every Jinite interval. 
We also have 
M(t) = 1 + F(t) - G(t) + t Fk* * (F - G) (t). (6.2) 
t:=1 
PROOF. By taking expected values of both sides of Eq. (3.1) and using the 
notation introduced just before this equation, we obtain 
M(t) = j dP, I$) j dP,Z(t; - t(j), wj) + 1 - G(t) 
= dP, 
s I 
t M(t - u) dN(u) + 1 - G(t) 
0 
= 
s 
t M(t - u) dF(u) + 1 - G(t), 
0 
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which proves (6.1). Lemma 4.2 implies that M(t) is bounded on every finite 
interval and the uniqueness may be deduced from results in [I]. By Lemma 
4.1 expression (6.2) is also bounded on every finite interval, and one may 
verify that it satisfies (6.1) by direct substitution. 
Equation (6.2) leads immediately to simple criteria for M(t) to be mono- 
tone. 
COROLLARY 6.1. If F(t) - G(t) is nondecreasing (nonincreasing) in the 
interval [0, t] and F(0) - G(0) 3 0 (F(0) - G(0) < 0), then M(t) is non- 
decreasing (nonincreasing) in this interval, also. 
This result seems to be applicable in many situations. For instance, in the 
birth-and-death process of Example 5.1, d/dt[F(t) - G(t)] = e-llt(h - p). 
By the corollary M(t) is nonincreasing for p > ;\ and nondecreasing for 
p <A. 
One may also deduce from (6.2) that E(N) = F(W) > 1 is a necessary 
condition for M(t) to be nondecreasing, but it is easy to construct examples 
that show this condition is not sufficient. 
We now turn our attention to the asymptotic properties of M(t). As in 
other age-dependent branching processes, the behavior of M(t) as t -+ co may 
be determined in most cases of interest from known results from renewal 
theory. Let 01 be the unique solution (provided a solution exists) of the 
equation 
.r 
P 
e-eudF(u) = 1. (6.3) 
0 
If 1 <F(m) < 00, there will always be a positive 01 satisfying (6.3). However, 
(6.3) may or may not have a solution ifF(co) = co. IfF(co) = I, the solution 
is obviously 01 = 0. There may be no 01 satisfying (6.3) if F(m) < 1, but if 
such an 01 exists, it must be negative. 
THEOREM 6.2. Let F(t) b e a nonlattice function2 and let 
i 
m [I - G(t)] e-at dt 
b= o 
’ 
i 
r, te-at dF( t) 
0 
Put b = 0 if the denominator of (6.4) is injkite. Then 
(i) IfF(m) > 1 and (6.3) has a solution, then 
(6.4) 
M(t) ecat + b as t-+ co. (6.5) 
2 A lattice function is one that is constant except for jumps located at integer mul- 
tiples of some fixed number. 
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(ii) IfF(co) = 1 and sr t dG(t) < co, then M(t) -+ b us t -+ 00. 
(iii) IfF(co) < 1, ;f (6.3) h as a solution (necessarily negative) and if the 
numerator in (6.4) is$nite then (6.5) holds again. 
The proof of this theorem follows directly from results in renewal theory 
found, among other places, in [l]. 
Following the example of R. A. Fisher [2], we shall call 01 the Malthusian 
parameter of population growth. 
7. A PROCESS THAT BEGINS WITH AN INDIVIDUAL OF AGE 
x AT TIME t = 0 
There are applications in which one would be interested in studying the 
development of a population that at time t = 0 consists of an individual of 
age x > 0, rather than a newlyborn individual. In this section we shall indicate 
briefly how some of the foregoing results may be modified to fit this situation. 
The modifications presented here will enable us to generalize some results 
of Goodman [3] as we shall see in Example 8.5. 
Notation introduced previously will be used whenever applicable. The 
random function Z,(t), which represents the size of a population at time t 
that begins with a single individual of age x at time t = 0, may be defined 
on the space D as, using the terminology of Section 3, the function which 
represents the number of individuals (ill) alive at time t + x for which 
PI) > X. (In addition, Z(t) counts (0) if (0) is alive at time t + x.) 
Let 
P,(e) = P(’ I f z 4, K(a) = -q* Izf 3 x), n/r(t) = &Km 
z&(t) =zqt + x) - K(x -), N,(t) = N(t + x) - N(x -), 
G 32 (t) = G(t + x> - (7% -> 1 - G(x -) ’ 
Fz(t) = cc[~&)1~ N, = N,(a), and h,(s) = E{+}. 
Notice that Zo(t) = Z(t), I&[*] = E[*], and likewise for the other symbols 
just introduced. 
Using a formula for ZZ(t) similar to (3.1) it can be shown that 
k!=(t) = 1 - G&) + 1: M(t - 4 @&), 
and this equation can be used along with Theorem 6.2 to investigate the 
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asymptotic properties of M,(t). For example, if F(t) is not a lattice function, 
F(co) > I, there exists an 01 satisfying (6.3), and sr eeat 0,(t) < CO, then 
e-“tMz(t) --+ b 
s 
a edat tip%(t) as t+co. 
0 
Likewise, by extending Theorem 5.1 to’cover this situation, we can show that 
qz = P.J.&(t) = 0 for some t] = PJQ = 0 for some A], 
where qk is the number of individuals of the form (& **. i& that appear in the 
population and for which Cl) > X, K = 1, 2 ,... . It is clear that (71~) K = I,2 ,... 
is a modified Galton-Watson process for which the generating function of the 
number of offspring is h,(s) for the individual in the 0th generation and is 
h(s) for all other individuals and, therefore 
4s = Md* (7.2) 
8. EXAMPLES 
In this section we show how several familiar processes are obtained as 
special cases. 
EXAMPLE 8.1 (Bellman-Harris process). Suppose K(t) and G are related 
in such a way that almost surely K(t) = 0, 0 < t < J’ and K(t) = V, t 3 t, 
where v is a nonnegative-integer-valued random variable independent of G 
with E[v] = m. Then d(t) = F(t) = mG(t) and by Theorem 4.1 Z(t) is 
regular if mG(0) < 1, and nonregular if mG(0) > 1. Thus, we obtain Theo- 
rems 7 and 8 of [7j. Th eorem 5.1, in this special case, is not as general as the 
corresponding result in [4] page 128, since there it is assumed only that 
G(0) < 1 while we assume mG(0) < 1. 
EXAMPLE 8.2. Suppose that the life-span dis independent of the counting 
function K(t) and also, for convenience, that d(t) = E[K(t)] is continuous. 
Let hK(s, t) be the generating function of K(t) and &(s, t) the generating 
function of N(t). It is easy to show using ‘conditional expectation that 
h,(s, t> = 1’ W, 4 dW4 + 11 - WI W, t) (8-l) 
0 
and by letting t+ co, that 
h(s) E E(sN) = 1; h& u) dG(u). (8.2) 
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If we differentiate (8.1) with respect to s and set s = 1, we get 
F(t) = jf d(u) dG(u) + d(t) [l - G(t)] 
0 
or, by integrating by parts, 
F(t) = 1” [l - G(u)] &l(u) 
* 0 
and therefore 
E(N) =F(co) = jm d(u) dG(u) = jc [l - G(u)] dd(u). 
0 0 
Equation (6.3) defining the Malthusian parameter becomes 
l= 
.I^ 
m e-=u[l - G(u)] &l(u). 
0 
(8.3) 
It is interesting to observe that in the event d(t) has a derivative h(t), the 
function h(t) may be thought of as the rate of reproduction at age t, so that, 
in this case, (8.3) is identical to the definition of the Malthusian parameter 
given by Fisher [2]. 
The particular case in which K(t) is a compound nonhomogeneous 
Poisson process will be studied in more detail in the companion paper. 
EXAMPLE 8.3 (age-dependent birth-and-death process). If in Example 
8.2, K(t) is a nonhomogeneous Poisson process with d’(t) = A(t) and 
G(t) = 1 - exp I- j: p(x) &I , 
Z(t) becomes the process mentioned briefly by Harris [4], p. 159. 
EXAMPLE 8.4 (Markov branching process). If in Example 8.2, K(t) is 
a compound Poisson process with generating function hx(~, t) = eAt(t(@-l) 
and G(t) = 1 - e- ut, then Z(t) is a Markov branching process. This result 
will be proved explicitly in the companion paper. 
EXAMPLE 8.5 (Goodman [3]). W e suppose that births are generated by 
two independent counting functions; one counting function is independent 
of the life-span G as in Example 8.2, and the other counting function causes 
births to occur only at the instant of death of the parent as in Example 8.1. 
We also suppose that the size of a “litter” born to an individual at age x 
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depends on x in an explicit manner. Specifically, let v be a random variable 
and Q(t) a counting process independent of v and [such that 
If & = t, then v = k with probabilityp,(t), k = 0, 1, 2 ,... . Let 
g(s, t) = f p*(t)sk. 
k=O 
Let the counting function R(t) which counts the epochs at which Q(t) has 
jumps (In other words, R(t) has a jump of height one for each t at which Q(t) 
jumps and is constant otherwise.) be a nonhomogeneous Poisson process with 
mean 8(t). Given that R(t) has a jump at time t, the corresponding jump in 
Q(t) is K with probability qk(t), k = 1, 2,... . Let f(s, t) = C& qk(t) sk. It 
can be shown by conditioning with respect to N(t) that the generating func- 
tion of Q(t) is 
and, using this fact, it is easy to show that 
h(s) = E[sNl = /y&y) exp 11: [.f(s, 4 - 11%4! ~G(Y). (8.4) 
If we put 
G(t)=1 -exp/-j:g(s)ds/, 
4Wl +) -J-y= 9 hid4 = 44 Pi(x), u-4 = PW %(4 
we obtain a model studied by Goodman [3] and Eq. (4.13) of Goodman, for 
x = 0, follows directly from (8.4) and the corollary of Theorem 5.1. Using 
the techniques outlined in Section 7, we can derive an equation for h,(s) 
similar to (8.4) and using this and (7.2) we can obtain Goodman’s equation 
(4.13) for arbitrary x > 0. 
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