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Abstract. Binary regression models are ubiquitous in virtually every scien-
tific field. Frequently, traditional generalized linear models fail to capture
the variability in the probability surface that gives rise to the binary obser-
vations and novel methodology is required. This has generated a substan-
tial literature comprised of binary regression models motivated by various
applications. We describe a novel organization of generalizations to tradi-
tional binary regression methods based on the familiar three-part structure
of generalized linear models (random component, systematic component,
link function). This new perspective facilitates both the comparison of
existing approaches, and the development of novel, flexible models with
interpretable parameters that capture application-specific data generat-
ing mechanisms. We use our proposed organizational structure to discuss
some concerns with certain existing models for binary data based on quan-
tile regression. We then use the framework to develop several new binary
regression models tailored to occupancy data for European red squirrels
(Sciurus vulgaris).
Key words and phrases: Binary response, Generalized linear models.
1. INTRODUCTION
In almost every area of scientific application, binary regression models are
used to understand how the probability of a “success” depends on covariates of
interest. In most cases, generalized linear models (GLMs) are employed to learn
about this probability curve. While the traditional three-part structure of ran-
dom component, systematic component, and link function provides researchers
some flexibility in the parametric form of the probability curve, in practice these
components are often specified based on commonly used defaults and without
consideration of the real natural phenomena that generated the observed binary
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data. Moreover, the most widely used GLMs often require rigid assumptions that
are unrealistic. The need for flexible binary regression models that relax assump-
tions about the data generating process has resulted in a substantial literature
motivated by various applications. In this review, we describe a novel organization
of generalizations of traditional binary regression methods based on the famil-
iar three-part structure of GLMs. We use our proposed organizational structure
to discuss some concerns with certain existing models for binary data based on
quantile regression. Then, we use the framework to develop several new binary
regression models tailored to occupancy data for European red squirrels (Sciurus
vulgaris), and score each model based on its predictive ability. The conclusions
from this exploration highlight the need for researchers to consider flexibility, in-
terpretability, and predictive power when selecting from several candidate models.
1.1 Background and notation
Denote by Pr(yi = 1) the probability that a binary response random variable
yi is 1 (i.e., that we observe a “success” for the ith datum), where i = 1, . . . , n
indexes the observations. The goal of a binary regression analysis is to infer the
relationship between these probabilities and a vector of relevant covariates, xi,
that takes on values from the covariate space X (we include the subscript, i,
when it is helpful to emphasize the association between a particular fixed vector
of covariate values and the response, yi). Thus, interest lies in learning about the
characteristics of a map p : X → [0, 1], parameterized by a (possibly infinitely
long) vector, θ. The data are generally assumed to be conditionally independent
given the covariates, leading to a log-likelihood of the form
l(θ|y) =
n∑
i=1
yi log(pi) + (1− yi) log(1− pi),(1)
where y = (y1 . . . yn)
′, X = (x1 . . .xn) and pi = p(xi,θ). Likelihood-based
approaches may be used to fit the model to data. Several widely-used software
packages for both frequentist and Bayesian paradigms are available to facilitate
model fitting.
By far the most common framework employed to specify a functional form for
the probability curve is a GLM given by
yi ∼ fY (xi),(2)
η(x) = x′β,(3)
g(E (yi)) = η(xi).(4)
GLMs are often described as consisting of these three parts. The first part,
(2), called the “random component,” specifies the probability density, fY , of
the observed data. In the case of a binary response, the probability distribution
must be Bernoulli with probability pi. The second part, called the “systematic
component,” defines a function η(x) in (3) related to the expected value of the
data. This function is a linear combination of covariates of interest with effects
parameterized by β. The third part, called the “link function,” is represented by
the invertible function, g(·), in (4). The purpose of the link function is to align
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the systematic component with the support of the expected value of the response
distribution. For the case of binary regression, E (yi) = pi ∈ [0, 1], so the link
must transform the unit interval to the full range of the systematic component,
typically taken to be the whole real line. The most common form for the link in
binary regression is the logit function, which, in tandem with a linear systematic
component, yields the probability function p(xi,β) = Pr(yi = 1) = g
−1(x′iβ) =
1/(1 + e−x′iβ). GLMs are used for a wide range of response types; however, the
remainder of the manuscript considers only binary data, and thus fY is always
taken to be Bernoulli. For a more in-depth treatment of GLMs, see for example
McCullagh and Nelder (1983) and Agresti (2002).
In many applications, the traditional linear systematic component paired with
a symmetric link function such as the logit is too rigid a form to adequately
explain the variation in probability of an observed binary response. In these sit-
uations, traditional approaches must be generalized to allow for more flexible
probability curves. There has been a great deal of focus on developing new meth-
ods that can account for variation in binary data showing evidence of residual
heterogeneity beyond what is explainable with simple linear effects and a logit
or probit (i.e., Gaussian CDF) link (e.g., Baza´n et al., 2010). Methods proposed
in the literature have come from a variety of different areas, with applications
in psychology (e.g., Fahrmeir and Raach, 2007), ecology (e.g., Augustin et al.,
1996; Komori et al., 2016), economics (e.g., Khan, 2013), and many other dis-
ciplines. We contend that generalizations of traditional GLMs can be usefully
grouped based on which of the three GLM components are modified to allow for
additional flexibility in the probability curve.
First, increased flexibility in the functional relationship between the probabil-
ity of success and the covariates may be achieved through a relaxation of the
linear form η(x) = x′β in the systematic component. For instance, a polynomial
relationship (e.g., quadratic) is often considered for the jth covariate when it is
hypothesized that a “peak” effect exists at some unknown level. So-called non-
parametric approaches attempt to relax assumptions about the probability curve
by allowing η(x) to be an arbitrary function of covariates (Hastie and Tibshirani,
1986; Hefley et al., 2017; Wood, 2017). To ensure parameter identifiability, η(x) is
sometimes constrained to possess certain types of smoothness (e.g., Wood, 2017)
or monotonicity (e.g., Meyer, 2008).
Second, increased flexibility can arise through alternative specifications of the
link function. This approach generalizes traditional logistic/probit regression by
changing the functional form of g(E (yi)) to include additional unknown parame-
ters to be estimated from the data. While several approaches have been proposed
in the literature for binary regression models accommodating so-called asym-
metric (Chen et al., 1999; Komori et al., 2016; Maalouf and Trafalis, 2011) or
heavy-tailed link functions (Wang and Dey, 2010), a clear motivation for specify-
ing a model with a non-standard link function comes when the researcher possess
knowledge about the application-specific data generation process.
Finally, flexibility in the probability curve may be introduced by modifying the
random component. For binary data, the marginal distribution of the responses
must be Bernoulli. However, dropping the assumption of conditional indepen-
dence allows researchers to account for residual dependence in the observations
while controlling for covariate effects (e.g., Augustin et al., 1996). One important
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reason residual dependence may be present in the data is the existence of impor-
tant but unaccounted for covariates. Models for dependent binary data can be
achieved through the introduction of random effects in the systematic component.
Frequently, random effects are indexed by known or unobserved class structures
in the data, or spatio-temporal information (e.g., Goldenberg et al., 2010; Diggle
et al., 1998).
A single model may incorporate changes to more than one of these three compo-
nents. Crucially, sources of flexibility in the probability curve introduced through
multiple components do not act independently. For example, two different link
functions, ga and gb, paired with two potentially non-linear systematic compo-
nents ηa(x) and ηb(x) produce exactly the same probability curve if
g−1b (ηb(x)) = g
−1
a (ηa(x)) ,(5)
since this implies that the probability of success pi = E (yi) = g−1 (η(xi))) is
the same under each pair of links and systematic functions. A corollary of this
result is that a non-linear systematic component paired with one type of link
function has an equivalent representation using a linear systematic component
with another link function. Thus, the specification of the systematic component
and the link function must be made holistically. Failing to consider the joint
implications of choices made about each facet of a GLM can lead researchers
to unintentionally specify models with parameters that are not identifiable from
binary response data.
To facilitate comparison of the broad range of approaches in the literature and
to aid practitioners interested in developing bespoke models for specific applica-
tions, we describe a hierarchical formulation for binary regression in Section 1.2
that makes use of auxiliary variables. Representing models through auxiliary vari-
ables is particularly illuminating when deciding what link function is most ap-
propriate. In some cases, the auxiliary variables may correspond to interpretable
features of a hypothesized data generation process such that the resulting model
has the benefit of being more realistic than traditional approaches with more
interpretable parameters.
In Section 2, we discuss generalizations of traditional link functions and how
carefully choosing a link function can lead to more realistic models with increased
interpretability. In Section 3, we discuss the introduction of random effects and
how this can be viewed as a relaxation of the traditional assumption of conditional
independence in the random component. We discuss the motivations, benefits,
and drawbacks of modifications to each of three GLM components through an
application to ecological data in Section 4.
1.2 Auxiliary variable construction
Statistical models for binary data are sometimes specified using an auxiliary
variable construction such that
yi|zi = 1zi>0,
zi|β ∼ fZ(xi,β),
(6)
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1zi>0 is an indicator function that is 1 when zi is positive and 0 otherwise,
and the conditional distribution fZ is a member of a family of probability den-
sity functions (PDFs) with parameters that depend on xi and β. The probability
distribution for yi|β is Bernoulli with probability of a success equal to the prob-
ability that the auxiliary variable, zi, exceeds 0, or 1− FZ(0|β), where FZ is the
cumulative distribution function for fZ . An early well-known example of such
a hierarchical construction came from Albert and Chib (1993) who noted that
probit regression arises when fZ is chosen to be a Gaussian density with mean
E (zi|β) = x′iβ and variance 1. This is due to the symmetry of the Gaussian
distribution which yields 1− Φ(−x′β) = Φ(x′β). The benefit of the hierarchical
specification in this case is that a conjugate prior exists for β (multivariate Gaus-
sian) and model fitting can proceed from a Bayesian perspective using a Markov
chain Monte Carlo (MCMC) algorithm comprised entirely of Gibbs updates, ob-
viating the need to adjust tuning parameters required by other methods such as
Metropolis-Hastings random walks. The approach has been used in a wide variety
of applications including species occupancy models in ecology (e.g., Hooten et al.,
2003; Dorazio and Rodr´ıguez, 2012; Johnson et al., 2013).
Hierarchical representations of binary regression models share a close connec-
tion with GLMs. In general, a hierarchically-specified binary regression model
is equivalent to a GLM if there exists a link function and systematic compo-
nent such that g−1 (η(xi)) = 1 − FZ(zi = 0|β). When, as is commonly the case,
the expected value of the auxiliary variable depends linearly on the covariates
(i.e., E (zi|β) = x′iβ) and fZ is a member of a location family of probability
distributions, the model is guaranteed to be a GLM with systematic component,
η(xi) = x
′
iβ, link function g(E (yi)) = −F−1Z (1− E (yi)) (or equivalently, inverse
link function g−1(η(xi)) = 1− FZ(−η(xi)).
The flexibility afforded by these mild conditions allows for the development
of binary regression models motivated by the unobserved natural phenomena
that give rise to observed binary data. For example, consider an application in
ecology where the data are site-specific observations of the presence (yi = 1) or
absence (yi = 0) of some species of interest, and the covariates are features of
the landscape measured at each site (e.g., vegetation cover, elevation, etc.). If
we assume that observations are made with perfect detection (i.e., if a species is
present in any abundance at site i, pi = 1, and similarly, pi = 0 when the species
is absent), then we could define presence as an indicator that the unobserved
abundance of the species, zi, is greater than 0. A natural choice for fZ would
then be a family of discrete, non-negative probability mass functions such as
the Poisson distribution with rate parameter λ = ex
′β (as in Royle and Nichols,
2003).
For the case of Poisson-distributed auxiliary variables, the probability of suc-
cess is pi = Pr(zi > 0|β) = 1−exp
{
−ex′iβ
}
. This corresponds to the special case
of a GLM with linear systematic component paired with a complimentary log-log
(cloglog) link function. Alternatively, one might specify a negative binomial dis-
tribution for zi, in which case the model construction presents a generalization
of the typical GLM through the inclusion of a link function with an additional
unknown parameter. The family of negative binomial probability distributions is
characterized by two parameters (one helpful parameterization uses a mean and
an over-dispersion parameter), of which the single-parameter Poisson and logistic
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families are two particular limiting cases.
Just as there exist infinite combinations of systematic components and link
functions resulting in the same probability curve, so too are there multiple equiv-
alent auxiliary variable specifications of hierarchical models for binary data. The
relationship given by equation (5) has an analogous representation in the aux-
iliary variable framework. Two different auxiliary variables, z
(a)
i and z
(b)
i with
respective CDFs, F
(a)
Z and F
(b)
Z , describe the same probability curve for yi if
F
(a)
Z (z
(a)
i = 0) = F
(b)
Z (z
(b)
i = 0), ∀ xi ∈ X .(7)
We note for completeness that the indicator function in (6) could, in princi-
ple, partition the support of zi into any two complimentary sets. However, the
positive/non-positive indicator is the most common in the literature and we will
only consider examples using this partition in the present work.
1.3 Scientific interpretation
When performing a regression analysis for binary data, researchers may be mo-
tivated by several potential questions of interest. In almost every case, there will
be interest in estimating the true probabilities of success for each observed com-
bination of covariates, as well as predicting probabilities for new combinations.
In addition, researchers will often be interested to know how the probability of
success changes for small perturbations in the covariates. For these types of ques-
tions, the particular parameterization of p is immaterial. That is, provided a
sufficiently flexible model for the probability map has been specified, it does not
matter, asymptotically, what particular distribution the researcher has chosen
for the auxiliary variables. Equivalently, given a sufficiently flexible systematic
component, it does not matter what the functional form of the link function is,
as long as it is invertible and maps the support of E (yi) to the real line. Thus,
if the questions of scientific interest concern only the raw probability function,
the primary modeling considerations will be that the algorithm for fitting the
model to data is efficient and numerically stable, and that there are useful tools
available for assessing goodness of fit (e.g., Conn et al., 2018; Wright et al., 2019).
In every analysis of binary data, both the inferred probability curve and its
derivative with respect to the covariates are natural quantities to investigate
and interpret. The probability curve (or, more generally, surface when multiple
covariates are considered) provides predictions for the probabilities of successes
for both observed and unobserved combinations of covariates. Interpreting the
probability curve is a standard component to statistical analysis of binary data in
virtually all applications. Another valuable curve that is under-utilized in analyses
of binary data is the gradient of the probability curve,∇xp(x). The gradient of the
probability curve is analogous to the coefficients in a traditional linear regression
problem in that it describes how the probability of success changes for small
perturbations in the levels of the covariates. However, unlike in traditional linear
regression, the probability curve is a non-linear function of the covariates, and
thus the value of the gradient is not constant, but rather depends on the value
of x. One useful region of the gradient surface to consider is the vicinity of the
mean of the observed covariates, although features of the gradient surface near
the extremes of the observed covariate values may also be scientifically relevant.
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For example, in actuarial applications, extreme regions of the covariate space
might correspond to particularly high or low risk individuals.
In addition, the parameters θ themselves may offer additional opportunities
for scientific learning. For example, the regression coefficients in a traditional
logistic regression model represent the change in log-odds of the response for an
increase of 1 unit in the associated covariate. As the example involving Poisson
random variables in the previous section showed, the auxiliary variables may have
a useful mechanistic interpretation corresponding to some unobserved natural
process. Because there is no unique auxiliary variable specification for a given
probability curve, researchers must choose from an infinite collection of equivalent
hierarchical models for binary data. The most useful models are those that are
parameterized in a way that yields useful interpretation and/or admits efficient
algorithms for model fitting. For instance, in the occupancy example mentioned
in Section 1.2 that assumes Poisson-distributed auxiliary variables with mean
ex
′β, βj can be interpreted as the linear effect on log-abundance of increasing xj
by 1 unit.
2. MODIFYING THE LINK FUNCTION
One way to introduce flexibility in the probability curve is to retain the linear
relationship of the traditional GLM approach, but use a flexible family of link
functions with free parameters to be estimated from the data. Flexible link func-
tions with unknown parameters have been proposed in the literature as a way
to accommodate residual heterogeneity in the data exhibiting various character-
istics. One common concern about traditional link functions that has motivated
some of this work concerns the potentially restrictive assumption of symmetry.
So-called symmetric link functions make the implicit assumption that there ex-
ists a sub-space of X defined by x′β = 0 around which changes in covariate
values, ∆x, result in changes to the probability curve of a magnitude that only
depends on the length of the vector ∆x. In particular, changes in probability
for shifts ∆x and −∆x are the same in size, but in opposite directions (i.e.,
p(∆x) = 1 − p(−∆x)). Inverse link functions defined through location family
auxiliary variables for which 1−FZ(−z) = FZ(z) are examples of symmetric link
functions. Another way to state this symmetry relation is to say that the gradient
of the probability curve, ∇xp(x), is a symmetric function about {x : x′β = 0}.
There are several useful ways to relax the assumption of symmetry through
the link function. For example, Komori et al. (2016) defined a new inverse link
function of the form
g−1(η(x)) =
exp {η(x)}+ κ
1 + exp {η(x)}+ κ(8)
that modifies traditional logistic regression. As κ > 0 grows, an increasing
amount of “right” skewness enters the link function, in that 1−p(−∆x) < p(∆x).
The cloglog link function is an example of a “left”-skewed link function (i.e.,
1 − p(−∆x) > p(∆x)) where the degree of skewness is determined by the sys-
tematic component, rather than a free parameter. Prentice (1976) proposed a
two parameter model for skew link functions that allowed for skewness to occur
in either direction, and was among the first such generalizations of traditional
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symmetric approaches. Plots (c) and (g) in Figure 1 show examples of left- and
right-skewed probability curves, respectively. Active development of new method-
ology for skew link functions is ongoing (e.g., Lemonte and Baza´n, 2018).
Introducing additional flexibility through parameters in the link function can
indeed result in better-fitting models, yielding probability curves and gradients
thereof that more closely align with the true data-generating mechanism. How-
ever, the skewness parameter used in the inverse link function of Komori et al.
(2016) can be difficult to interpret directly, and its introduction complicates the
log-odds interpretation of the regression coefficients. In addition, the skewness
parameter can be highly confounded with the intercept term, resulting in po-
tentially unstable estimation algorithms. An alternative method to account for
skewness is based on an auxiliary variable hierarchical model in which the dis-
tribution of zi|β is asymmetric. As noted already, specifying Poisson-distributed
auxiliary variables with conditional mean ex
′β is equivalent to a GLM with a
cloglog link, but in this case the skewness in the probability curve has an intuitive
interpretation. It arises as a direct result of the data generating process, which
consists of observing whether a count process is positive or zero. In addition, the
regression coefficients can be interpreted as the linear effect of each covariate on
log-abundance in ecological applications. When the application does not present
a natural choice for the auxiliary variable distribution, phenomenological models
that incorporate asymmetric probability curves can still be constructed using the
hierarchical representation (e.g., Chen et al., 1999; Xing and Qian, 2017).
It is possible, in the pursuit of ultimate model flexibility, to take a non-
parametric view of the conditional auxiliary variable distribution and allow zi|β
to arise from any arbitrary location-family of probability distributions with lo-
cation x′iβ, which permits the same level of flexibility as the non-parametric
mean approach of Choudhuri et al. (2007). Care must be taken when introducing
flexibility through the auxiliary variables so that the parameters θ remain iden-
tifiable. For example, as we discuss in Section 2.2, quantile regression approaches
for binary data, which attempt to make minimal assumptions about the auxiliary
variables conditional distribution (e.g., Manski, 1985; Benoit and Van den Poel,
2012; Padellini and Rue, 2019), have model parameters that are only identifiable
up to a multiplicative constant.
2.1 Issues with parameter identifiability
As with any statistical model, it is necessary to ensure that parameters in a bi-
nary regression model are identifiable from the data. Non-identifiability can some-
times be difficult to anticipate in hierarchically-specified models, as we demon-
strate in the following simple example. Indeed, as we discuss in Section 2.2, non-
identifiability has sometimes gone undetected in the literature, potentially leading
to unsubstantiated scientific conclusions.
Specifying a model for binary data in a hierarchical form can provide intu-
ition about the model and aid in comparing closely related models. However, it
is important to note that many seemingly distinct statistical models based on
auxiliary variables are equivalent in that they yield identical probabilities for
the observed binary random variables and are therefore not identifiable from the
data. For example, the top row of Figure 1 shows two different auxiliary vari-
able specifications that satisfy (7), and therefore produce equivalent conditional
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probabilities at the data level. In this example involving a single covariate, the
auxiliary variables in (a) are asymmetrically distributed around a linearly vary-
ing trend, while the auxiliary variables in (b) are symmetrically distributed, but
have a non-linear relationship with the covariate.
Plots (c) and (d) show the resulting equivalent probability curve and probabil-
ity gradient. The bottom row of Figure 1 shows another pair of auxiliary variable
specifications that result in the same right-skewed probability curve, with plots
arranged analogously. Plot (e) shows an example of auxiliary variables that are
normally-distributed and vary linearly and heteroskedastically with the covariate.
Plot (f), as in (b), shows normally-distributed, homoskedastic auxiliary variables
that have a non-linear relationship with the covariate.
Non-identifiability at the model level may appear to be fundamentally differ-
ent than the familiar notion of parameter identifiability, since it is in a sense a
statement about our ability to discern from the data which of two distinct mod-
els generated the data. To reconcile this false distinction, consider a subsuming
model that permits both auxiliary variable specifications and includes a latent
binary variable that indicates which auxiliary variable model is used to generate
the data. To state that the two statistical models are not identifiable is equivalent
to stating we cannot identify the latent binary-valued parameter.
All four model specifications shown in Figure 1 can also be represented using
the three components of the GLM framework. In the top row, (a) corresponds to
a binary regression model with a linear systematic component and asymmetric
inverse link function defined by the CDF of an asymmetric Laplace distribution.
Plot (b) corresponds to probit regression with a non-linear systematic compo-
nent. In the bottom row, (e) corresponds to a linear systematic component with
an asymmetric inverse link function given by the CDF of a Gaussian distribu-
tion with standard deviation equal to a linear function of the covariate (i.e.,
g−1 (η(x) = β0 + β1x|γ0, γ1) = Φ
(
β0+β1x
γ0+γ1x
)
). Plot (f) is another instance of a pro-
bit link paired with a non-linear systematic component.
The important conclusion conveyed by these pairs of equivalent models is that
asymmetry in a probability curve can arise for a variety of reasons including
asymmetry, heteroskedasticity, or non-linearity (or some combination thereof) in
the auxiliary variables. Moreover, certain characteristics of the auxiliary variables
such as asymmetry and heteroskedasticity cannot be identified from the data
without making strong assumptions about their relationship with the covariates.
Stated in terms of the three components of a GLM, the conclusion is that
the link function and systematic component do not operate independently on
the probability curve. Indeed, provided sufficient flexibility is permitted for the
systematic component, η(x), the particular choice of the link function has no im-
pact on the flexibility of the resulting probability map p. Thus, without scientific
knowledge that provides the basis for modeling assumptions such as linearity or
a plausible auxiliary variable distribution, one defensible modeling approach has
been to pair a convenient probit link function and a non-parametric systematic
component (e.g., Choudhuri et al., 2007).
The examples in Figure 1 illustrate that relaxing assumptions about the con-
ditional distribution of the auxiliary variables can be equivalent to relaxing as-
sumptions of linearity. As the data are unable to help the researcher choose be-
tween the models associated with the first and second columns, the only reason
10 HENRY R. SCHARF
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Fig 1: Plots (a) and (b) show two different auxiliary variable distributions that
result in the same left-skewed probability curve, (c), and probability gradient, (d).
Plot (a) shows auxiliary variables that vary linearly with the covariate, x, and
arise from an asymmetric Laplace distribution. Points represent realizations of the
auxiliary variables and lines represent the mode and several quantiles of the auxil-
iary variables as a function of the covariate. Plot (b) shows normally-distributed
auxiliary variables that have a non-linear relationship with the covariate. Plot
(e) shows an example of heteroskedastic, normally-distributed auxiliary variables
with means that vary linearly with the covariate. Plot (f) shows an equivalent
representation of the right-skewed probability curve using normally-distributed,
homoskedastic auxiliary variables with means that are a non-linear function of
the covariate. Interpretation is analogous to the top row.
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to prefer one equivalent model over another would be to accommodate existing
scientific knowledge about the data generating process. The example of ecologi-
cal presence/absence data mentioned in Section 1.2 presents one such case where
acknowledging that the binary data arise due to thresholded observations of a
discrete count process motivates the choice of a cloglog link (Poisson auxiliary
variable) over a logistic one.
2.2 Quantile regression for binary data
One proposed approach for developing a flexible model for binary data uses
quantile regression at the level of the auxiliary variable in a hierarchical model
specification. When used in a continuous response setting, quantile regression is a
linear model that relaxes distributional assumptions about the way the response
varies around the linear trend. It is assumed that each quantile of the response dis-
tribution varies linearly with the covariates, but the linear effect of each covariate
is permitted to vary across quantiles. The approach represents an effective way to
model data exhibiting heteroskedastic and/or non-Gaussian residuals (Koenker
and Bassett Jr., 1978; Koenker, 2005). An example of a heteroskedastic condi-
tional random variable is shown in the bottom left plot of Figure 1. The gray lines
in Figure 1 show quantile curves for a selection of quantile levels. The parameters
of interest in binary quantile regression are the slopes of these gray lines.
A generalized form of quantile regression has been proposed as a model for
binary data by assuming that the responses, yi, are generated from the auxiliary
variable model in (6) and only weak assumptions are made about the probability
density, f(zi|β) (Benoit and Van den Poel, 2012). Namely, it is assumed that the
quantiles of the auxiliary variables, zi, exhibit so-called global linearity such that
Q(zi|β, τ) = x′iβ(τ) for all τ ∈ (0, 1), where Q(zi|τ) denotes the τth quantile of zi
(this is true, for example, in plots (a) and (e) of Figure 1). Analogous extensions
have also been proposed for count-valued responses (Machado and Santos Silva,
2005; Lee and Neocleous, 2010; Williams et al., 2019). In traditional logistic and
probit regression, these quantiles are implicitly defined by specifying either a lo-
gistic or Gaussian density, respectively, and both cases assume homoskedasticity
for the auxiliary variables. Quantile regression for binary data represents an at-
tempt to estimate β(τ) for a specific set of τ , rather than define quantile curves
through the specification of the density, f(zi|β). A package for the R statisti-
cal programming language called bayesQR (Benoit and Van den Poel, 2017) was
recently developed that aims to provide practitioners with a tool to fit quantile
regression models to data, including binary-valued data.
Beginning with the seminal work of Manski (1985), it has been known that
quantile regression coefficients for a fixed quantile, τ , are identifiable only up to a
multiplicative constant when the data are binary. As we show below, the meaning
of model parameters in binary quantile regression can easily be misinterpreted,
and may not provide useful scientific learning when interpreted correctly. The
results in Manski (1985) are presented using algebraic arguments, whereas we
present a geometric perspective that permits intuitive visualizations for the sim-
plified cases of one or two covariates.
2.2.1 Parameter identifiability: Single predictor Consider the probability curve
for a hypothetical binary response that depends on an intercept and a single
covariate, x, shown in plot (c) of Figure 2, such that β(τ) = (β0(τ), β1(τ))
′. A
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selection of nine quantiles are depicted as colored points along the curve. By
definition, the value of x at which the probability curve achieves a particular
quantile, τ , corresponds to the value of x for which Q(z|x, β0, β1, 1−τ) = 0. That
is, the proportion of the probability mass of the conditional random variable z|x
that occurs in the region z > 0 is τ . Thus, a particular probability curve evaluated
at a set of quantiles corresponds to a equal-sized set of points in the xz-plane at
the locations where the quantile curves Q(z|x, β0, β1, 1− τ) intersect the x-axis.
Plot (a) and (b) in Figure 2 show two different possible distributions for z|x that
both have quantile curves intersecting the x-axis at the same locations, and both
satisfy global linearity. Thus, they both give rise to exactly the same probability
curve which implies the quantile regression parameters are not identifiable from
any amount of binary data generated from that curve.
Importantly, the auxiliary variables in plot (a) exhibit heterogeneity in the
covariate effects across quantiles, while the auxiliary variables in plot (b) do not.
Hence, even under the global linearity assumption, it is not possible to identify
the parameters β(τ) from a binary response. It is not even possible to determine
whether, under a global linearity assumption, the auxiliary variables exhibit het-
eroskedasticity of any kind. Geometrically, this is equivalent to stating that one
cannot estimate the slope of the lines in the xz-plane; one can only estimate
where they intersect the x-axis. For each fixed value of τ , the non-identifiability
of the slope is exactly the limitation pointed out in Manski (1985). The set of
curves defined by z = kβ0(τ) + kβ1(τ)x for k ∈ R coincides with the set of lines
that pass through a common x-intercept, −β0(τ)β1(τ) .
A natural question to ask is, why does the estimation procedure in bayesQR
appear to provide stable estimates of β(τ)? The answer lies in the nature of
the inferential procedure implemented in the software package bayesQR, which
provides approximate inference about quantile-level effects by fitting a suite of
sub-models to the data. In each sub-model, the auxiliary variables are assumed
to arise from an asymmetric Laplace distribution with unit variance and known
skewness parameter corresponding to one particular quantile of interest. Though
all sub-models are almost surely misspecified, the procedure leads to valid pos-
terior distributions for the covariate effects for continuous-response data in the
sense that, for fixed β(τ), posterior distributions constructed using this proce-
dure converge asymptotically to point masses at the fixed levels (Sriram et al.,
2013; Yang et al., 2016). However, posterior validity has not been established for
the case of binary data.
Another way to characterize the identifiability problem with binary quantile
regression is to state that the model is over-specified. As we noted in Section 2.1,
for a sufficiently flexible systematic component, η(x), any probability curve can
be defined by the map g−1(η(x)), regardless of the choice of link function g, or
equivalently, the distribution of the auxiliary variables in a hierarchical model.
Analogously, for a sufficiently flexible family of auxiliary variable distributions
with parameters that may depend on the covariates, arbitrarily complex proba-
bility curves may be achieved for any fixed choice of the function η(x). Quantile
regression introduces the specific constraint of global linearity on the family of
auxiliary variable distributions, but even with this enforced structure the as-
sumptions of quantile regression are too weak to admit identifiable effects across
quantiles.
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By introducing constraints on the vector β(τ), such as ||β(τ)||22 = 1 as sug-
gested by Manski (1985), it is possible to identify certain functions of the quantile
regression coefficients. The second plot in Figure 2 corresponds to a constraint
that β1(τ) = 1 for all τ . After a constraint is enforced to ensure identifiability,
it is possible to use quantile regression methods to make inference about the
probability curve (Kordas, 2006), although Bayesian methods that provide valid
estimates of uncertainty have not yet been developed.
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Fig 2: Projection of quantiles onto intercepts of quantile functions for z|x. Plots
(a) and (b) show realizations from two different auxiliary variable distributions
that give rise to equivalent probability curves (c) and probability curve gradients
(d).
2.2.2 Parameter identifiability: multiple predictors Typical regression analyses
consider several covariates of interest. Figure 3 shows how quantile surfaces for
an auxiliary variable exhibiting global linearity with respect to two covariates (a)
results in a particular probability surface (b) and corresponding gradient surface
(c). The locations where the quantile curves intersect the two covariate axes are
uniquely determined by the probability curve, as they were for the univariate
case (Figure 2). However, the slopes of the planes in the left plot are not fully
identified without further constraints.
For the case of multiple predictors, a potentially useful parameter identifiable
from the data is the relative effect of factor j given by β∗j (τ) = βj(τ)/|β−0(τ)|,
where |β−0(τ)| is a suitable vector norm of all effects besides the intercept. This
quantity can be interpreted as the contribution of the jth covariate on the τth
quantile of the auxiliary variable relative to the total contributions of all covari-
ates together. Thus, β∗j (τ1) < β
∗
j (τ2), means that the relative contribution of the
jth factor is greater for quantile τ2 than for quantile τ1.
However, inequality between normalized effects tells us nothing about the
change in the magnitude of an effect across different quantiles; it may be that
βj(τ1) > βj(τ2). Commonly produced “forest plots” that show how the value of
βj(τ) varies with τ are nonsensical in the context of a binary response because
they present non-identifiable quantities. One could, in principle, examine β∗j (τ)
for a range of quantiles, τ . However, the scientific learning afforded by measuring
the relative contribution of a particular linear effect across quantiles is unclear.
Lacking a coherent mechanistic or interpretive motivation, quantile regression for
binary data reduces to another method like non-parametric probit regression that
permits a high degree of flexibility in the shape of the probability curve. Other
methods exist for estimating probability curves that offer equivalent levels of flex-
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ibility, yet do not rely on approximate inferential procedures (e.g., Wood, 2017).
The necessity of quantile regression methods for binary data therefore remains
to be established.
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Fig 3: Projection of quantiles onto intercepts of quantile functions for z. Plot (a)
shows an example of auxiliary variables exhibiting global linearity that give rise
to the probability surface in (b) and probability surface gradient, the magnitude
of which is shown in (c).
3. MODIFYING THE RANDOM COMPONENT
We have thus far introduced two ways to generalize GLMs for binary data
to allow for different forms of flexibility in the probability surface. First, addi-
tional flexibility may be incorporated by relaxing the assumption of linearity in
the systematic component of a traditional GLM and introducing higher order
polynomial terms, or even taking a non-parametric perspective. Second, addi-
tional flexibility may be introduced by relaxing the structure of the link function,
or equivalently, the distribution family of the conditional auxiliary variable in
a hierarchical representation (Section 2). A third way to introduce flexibility in
the probability surface is to relax assumptions about the third component of a
traditional GLM: the random component.
For binary data, the marginal distribution for the observations, yi, must be
Bernoulli. However, the tacit assumption made in traditional GLMs that the
distributions of yi are conditionally independent can be relaxed through the in-
troduction of random effects in the systematic component. For example, a simple
extension of the probit regression model might allow for a random intercept in
the systematic component, indexed by some underlying group structure, written
mathematically as
yi|β, ζi ∼ Bern (pi(xi,β, ζi)) ,
Φ−1(pi) = x′iβ + ζi,
ζi ∼ N
(
m(i), σ2ζ
)(9)
where m(i) is the intercept associated with the group to which datum i be-
longs, and the intercept in the systematic component, β0, is fixed at 0 to ensure
parameter identifiability. Often there is no interest in estimating ζi. Including
the random intercept is done to ensure that any group-level effects that may be
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confounded with the covariates of interest are accounted for so that valid uncer-
tainty estimates are produced for β (see Larsen et al. (2000) for a discussion of
parameter interpretation in the analogous logistic model with random effects). A
hierarchical formulation of this so-called generalized linear mixed model (GLMM)
is given by
yi|zi = 1zi>0,
zi|β, ζi ∼ N
(
x′iβ + ζi, 1
)
,
ζi ∼ N
(
m(i), σ2ζ
)
.
(10)
Conditioned on the group random effect, ζ = (ζ1, . . . , ζn)
′, the data are inde-
pendent as before, but integrating out the random effects induces positive depen-
dence between random variables yi and yj |xj when i and j belong to the same
group (i.e., m(i) = m(j)). Thus, the random component has been modified in its
joint structure, although the marginal structure remains Bernoulli.
Random effects associated with other indices such as spatio-temporal informa-
tion induce dependence for proximal responses. These types of models are useful
when researchers suspect important explanatory variables correlated with the in-
dex are not included in xi. In Section 4, we demonstrate how a spatial random
effect may be used to account for residual spatial structure in the occupancy
pattern of European red squirrels (Sciurus vulgaris) in Switzerland.
Issues with parameter identifiability can arise through the introduction of ran-
dom effects in much the same way they do in traditional linear mixed models.
Including ζi in the model increases the number of parameters to be estimated by
n. In practice, this vector is typically assumed to exhibit strong positive depen-
dence among variables so that the effective degrees of freedom will increase by
an amount much less than n and it will be possible to estimate the random ef-
fects from the data. In the example involving random intercepts, identifiability is
achievable if the number of groups is much less than the number of observations.
For spatial random effects, an analogous requirement is that the range of spatial
dependence not be too short relative to the distances between spatial locations.
4. APPLICATION TO OCCUPANCY STATUS OF RED SQUIRRELS
We demonstrate how the concepts presented above on binary regression mod-
eling may be used in practice with an application to the distribution of the Euro-
pean red squirrel in Switzerland. The data in this example are binary responses
indicating whether any red squirrels were observed during visit j to site i, and
our goal was to develop a model for the occurrence of this species that allows us
to infer the relationship between occurrence and relevant landscape covariates, as
well as predict the occupancy status of new sites. The data were collected as part
of the Swiss breeding bird survey (Monitoring Ha¨ufige Brutvo¨gel, MHB; Schmid
et al. 2004) carried out by the Swiss Ornithological Institute and previously an-
alyzed using binary regression in Ke´ry and Royle (2015). We developed two new
models for occupancy that account for imperfect detection of the species and are
parameterized by interpretable quantities related to species abundance. We com-
pared the predictive performance of our proposed models with a baseline model
that assumes constant occurrence and detection rates across sites and visits, in
addition to a re-analysis based on the approach taken in Ke´ry and Royle (2015).
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Fig 4: Landscape covariates hypothesized to covary with occupancy.
The 2007 data set is comprised of detections/nondetections (1/0) of the red
squirrel in 265 1 km2 survey quadrats in Switzerland. Each site was visited on
as many as 3 separate occasions. Also recorded are several covariates of interest.
Landscape-level covariates hypothesized to covary with occurrence probability
(X ) are elevation and percent forest cover (see Figure 4). Covariates measured
on each visit and hypothesized to covary with the detectability of red squirrels
(W) are the date and duration of the observation procedure, which ranged from
April 13 to July 27 and 1.5 to 9.5 hours, respectively.
Setting aside the issue of detectability, in the presence/absence setting, a
logistically- or normally-distributed auxiliary variable may not correspond to
any observable natural phenomenon; however, as suggested in Section 1.2, a non-
negative, integer-valued auxiliary variable could be interpreted as the true number
of individuals present at a given site (first proposed in Royle and Nichols, 2003). If
we let zi denote such a random variable for site i, then the probability of observing
an individual under a scenario of perfect detection would be Pr(zi > 0). In two
of the models we consider in this section, zi is modeled as a Poisson-distributed
random variable with E (zi|β) = λ(xi) = ex′iβ.
To address the reality of imperfect detection, the probability of observing the
study species at site i on occasion j is typically decomposed into the probability
that the site is truly occupied, often denoted ψi, and the conditional probabil-
ity that a species is detected, given the site is occupied, which we denote by
rij . Allowing for imperfect detection modifies the model for the data such that
Pr(yij = 1|ψi, rij) = ψirij . A hierarchical formulation for such an imperfect
detection is given by
yij |zi, uij = 1zi>01uij>0,
zi|β ∼ fZ(xi,β),
uij |α ∼ fU (wij ,α).
(11)
The occupancy probability ψi is implicitly defined as the probability that zi
is positive, and the conditional probability of detection, rij , is the probability
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that uij is positive. A large body of literature has focused specifically on the
development of statistical methods for occupancy data (e.g., MacKenzie et al.,
2002, 2018), with emphasis on capturing temporal dynamics (e.g. Buckland and
Elston, 1993; MacKenzie et al., 2003; Royle and Ke´ry, 2007) and residual spatial
dependence (e.g., Buckland and Elston, 1993; Hooten et al., 2003; Johnson et al.,
2013).
There is clear motivation for specifying a discrete, non-negative distribution
for zi such as the Poisson distribution. However, a natural motivation for the
specification of fU is more illusive (although see Royle and Nichols, 2003, for an
example where detection probability was modeled as a function of abundance). It
is reasonable to expect that the detectability of a species might depend on some
relevant site- and visit-specific covariates. In the absence of a naturally arising
distribution for fU , we specified a standard normal distribution with mean w
′
ijα,
where wij is a vector of covariates related to detectability at site i on visit j (as
in Dorazio and Rodr´ıguez, 2012).
We considered a total of four model formulations outlined below. Further de-
tails including prior specifications, and algorithms used to sample from the joint
posterior distributions are included in the supplementary materials. The most
basic, “naive” model we considered assumes that the probabilities of occupancy
and detection (given a site is occupied) are constant across both sites and visits:
yij ∼ Bern (r, ψ) ,
r ∼ Beta (ar, br) ,
ψ ∼ Beta (aψ, bψ) .
(12)
A second model extends traditional logistic regression for the case of occupancy
data with imperfect detection. This model is presented in Ke´ry and Royle (2015),
and referred to here as the Ke´ry-Royle model:
yij |zi, uij = 1zi>01uij>0,
zi|β ∼ Logistic
(
x′iβ, 1
)
,
uij |α ∼ Logistic
(
w′ijα, 1
)
.
(13)
A third model assumes Poisson-distributed auxiliary variables related to occu-
pancy, and normally distributed auxiliary variables for detection:
yij |zi, uij = 1zi>01uij>0,
zi|β ∼ Pois
(
λ(xi) = e
x′iβ
)
,
uij |α ∼ N
(
w′ijα, 1
)
.
(14)
Finally, a fourth model extends the Poisson model by introducing a spatial
random effect:
yij |zi, uij = 1zi>01uij>0,
zi|β, ζi ∼ Pois
(
λ(xi) = e
x′iβ+ζi
)
,
uij |α ∼ N
(
w′ijα, 1
)(15)
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The spatial random effect, ζi, is modeled as a Gaussian random vector with
conditionally Markovian dependence structure. There is a considerable literature
concerned with the development of spatial multivariate Gaussian distributions
(e.g., Cressie, 1991; Rue and Held, 2005; Gelfand et al., 2010). For the purposes
of illustration, we set aside investigation of competing spatial models for the
random effect and considered only Gaussian Markov random fields with a known
neighborhood structure (Rue and Held, 2005).
We specified a first-order conditional autoregressive (CAR; e.g., Ver Hoef
et al., 2018) distribution for ζ, such that the precision matrix is defined as
Q = τ2 (D− ρA), where A is a binary adjacency matrix representing a known
neighborhood structure, and D is diagonal with entries equal to the sum of the
neighbors for each site (i.e., the row sums of A). We defined A as the adjacency
matrix of sites in the unique Delauney triangulation of the observation locations.
The single parameter, ρ, controls the strength of the conditional dependence
among neighbors so that as ρ → 1, ζ becomes constant-valued across sites, and
as ρ→ 0, ζ becomes a collection of independent, identically distributed Gaussian
random variables. Thus, requiring that ρ is sufficiently far from 0 is one way to
ensure identifiability of the spatial random process.
The spatial random effect could, in principle, be introduced at one of several
locations in the hierarchical structure, but the most natural place is at the same
level as the occupancy covariates (Johnson et al. 2013, and see Schmidt et al.
2015 for an approach that allows for non-stationarity). Introducing the random
effect in this way is convenient because ζi has support given by the entire real
line, and eζi may be interpreted as the extra multiplicative effect on the expected
abundance at site i due to unobserved covariates.
For each of the Ke`ry-Royle (KR), Poisson (P), and spatial-Poisson (SP) models,
we considered two possible collections of covariates for both X and W. The first
collection includes the first-order effects of elevation and percent forest cover on
the auxiliary variable related to occupancy (zi), and the first-order effects of date
and duration on the auxiliary variable related to detection (uij). The second
collection includes all the first-order effects related to occupancy, as well as the
quadratic effects of elevation and percent forest cover (elevation2 and forest2),
the interaction between elevation and percent forest cover (elevation×forest), the
interaction between the quadratic effect of elevation and linear effect of percent
forest cover (elevation2×forest), and the interaction between the linear effect of
elevation and quadratic effect of percent forest cover (elevation×forest2). The
second collection also includes the first-order effects of date and duration, as well
as the quadratic effect of duration (duration2) related to detection. We refer to
the first collection as linear effects (L) and the second collection as the quadratic
effects (Q) (see Table 1). The second collection was selected based on the analysis
of Ke´ry and Royle (2015). Matching the proposed model structures with the two
collections of covariates results in seven predictive models for the occurrence of
red squirrels: the naive model (N), two Ke´ry-Royle models (KRL and KRQ), two
Poisson models (PL and PQ), and two spatial Poisson models (SPL and SPQ).
Before discussing the results of each proposed model/covariates combination,
we briefly summarize what practical and scientific considerations a researcher
might use to select from among these possibilities, setting aside the naive model
as an overly simplistic approach used only as a baseline against which we compare
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Table 1
Collections of covariates
occupancy (X ) detection (W)
covariate L Q covariate L Q
intercept X X intercept X X
elevation X X date X X
forest X X duration X X
elevation2 X duration2 X
forest2 X
elevation2× forest X
elevation × forest2 X
the performance of more plausible models. The KR approach represents the most
traditional approach from the literature for analyzing data of this type. Points in
favor are the existence of vetted model fitting software and the ability to include
non-linear effects of covariates on both occupancy and detection probabilities,
yielding flexible probability curves for the data. The primary limitations of the
KR models are that neither the auxiliary variables, nor the effects parameters, β,
are directly interpretable. If the primary scientific goals include only prediction
and estimation of the probability curves for occupancy and detection, then the
KR approach represents a valuable and appropriate statistical tool.
The Poisson-based approaches provide the same level of flexibility for the oc-
cupancy and detection probability curves, with the additional benefit of inter-
pretable auxiliary variables. Using one of these approaches, one could, for exam-
ple, obtain an estimate with uncertainty of the abundance of red squirrels at any
of the visited sites, or predict abundance at a new site. Though we note that
such abundance estimates can depend strongly on the particular non-negative
discrete-valued distribution specified for zi|β, (sensu Barker et al., 2018), they
can nevertheless provide preliminary estimates useful, for example, in developing
future study designs. The spatial Poisson approach provides even greater flexi-
bility for the probability curves of occupancy and detection and allows for the
possibility that important landscape-level covariates may be missing from the
analysis. The primary drawback of the Poisson approaches are that they require
a greater investment in the development of custom model fitting software, al-
though user-friendly systems for fitting custom Bayesian models to data such
as NIMBLE (de Valpine et al., 2017) minimize the impact of this challenge. In
addition, introducing a spatial random effect necessitates a more sophisticated
investigation on the part of the analyst into the existence of weakly-identified
model parameters and overall goodness of model fit.
4.1 Results
Figure 5 shows the marginal probability curves for occupancy as functions of
elevation (a) and percent forest cover (b) for all seven model-covariate combina-
tions, and the marginal probability curves for detection as a functions of visit
date (c) and duration (d). The overall shapes of the curves are consistent across
the six non-naive models, with the possible exception of detectability as a func-
tion of survey duration for which models incorporating quadratic covariates show
a decreasing effect of survey duration on detectability above 6 hours, albeit with
a considerable increase in uncertainty compared to the linear covariates.
Figure 6 shows the marginal probability gradients, arranged analogously to
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Fig 5: Marginal probability curves for the probability of occupancy as a function
of elevation (a) and percent forest cover (b), and the conditional probability of
detection given occupancy as a function of survey date (c) and survey duration
(d). Colored lines represent point-wise posterior medians from each model, and
dotted lines give point-wise equal-tailed 95% credible intervals.
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Fig 6: Derivatives of marginal probability curves in Figure 5 arranged analogously.
Colored lines represent point-wise posterior medians from each model, and dotted
lines give point-wise equal-tailed 95% credible intervals.
Figure 5. From plot (b) in Figure 6, we can see that a notable difference between
the PQ (green) and KRQ (pink) models is in what region of percent forest cover
the occupation probabilities are most sensitive to changes in forest cover, with
the Poisson model suggesting peak sensitivity at higher levels of percent forest
cover.
The Poisson-based approaches allow for abundance estimates to be made at
both the surveyed sites and new locations. Figure 7 shows the posterior median
of the abundance intensity, λ, across Switzerland at a resolution of 1km2. A
notable difference between the linear and quadratic covariate combinations is the
volatility of the abundance intensity estimates. The range of median abundance
intensity across Switzerland is much larger for PL (95% of locations have posterior
median abundance intensity less than 74) than for PQ (95% of locations less than
10), and the variability in abundance intensity between neighboring locations
is also much larger for PL (median difference in posterior median abundance
intensity of 4.4) than PQ (1.3). In summary, the quadratic covariates predict a
smoother abundance surface than the linear one.
The spatial random effect in the SPL and SPQ models provides some insight
into where the measured covariates alone may not be able to adequately explain
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Fig 7: Posterior median of abundance intensity, λ, for the PL and PQ models.
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variability in the data. Figure 8 shows three quantiles (0.025, 0.5, 0.975) summa-
rizing the posterior distribution of the spatial random effect, ζ, at each surveyed
location. The random effect associated with the SPL model fit is, in general, less
variable than the random effect associated with the SPQ model, as evidenced by
the narrower range of values in the posterior median of ζ (e.g., -2.65 to 0.57 in
the posterior median of ζ for SPL, compared to -3.06 to 0.63 for SPQ). Visually,
the maps for SPL (top row Figure 8) appear more constant than those for SPQ.
The posterior median of ζ for SPQ (middle plot, bottom row Figure 8) suggests
there may be characteristics in the western part of Switzerland not captured by
the covariates that reduce the probability of occupancy.
We also investigated the predictive performance of each of the seven models.
We used a K-fold cross validation approach and scored each hold out set, sk,
using the proper score
S(ysk , pˆsk) = |sk|−1
∑
i∈sk
(yi − pˆi)2,(16)
where |sk| is the size of the kth of K holdout sets, and pˆi is a predicted prob-
ability of observing a red squirrel at site i. To capture the uncertainty in the
predicted probabilities, pi, we computed S(ysk , pˆsk) for every realization from
the posterior distribution of pi for each model and used the sample average as an
estimate of the expected value of the score with respect to the posterior distribu-
tion. Figure 9 shows the expected score for each model across K = 8 folds chosen
completely at random. The only clearly inferior model is the naive one. All other
models are arguably indecipherable from one another in terms of predictive per-
formance. Thus, there does not appear to be sufficient information in the data to
select from the plausible models presented. A researcher would therefore need to
consider the benefits of extra interpretability afforded by the Poisson-based mod-
els, the availability of statistical software to perform model fitting, and whether
the model might suffer from issues of identifiability or poor fit (see also Ver Hoef
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Fig 8: Posterior summary of spatial random effect, ζ, for the SPL and SPQ
models.
and Boveng, 2015, for arguments in favor of selecting interpretable models even
when predictive scores are worse).
5. DISCUSSION
Flexible and interpretable regression models for binary data are in continual
demand across a wide variety of scientific disciplines. After first briefly reviewing
conventional approaches for binary regression in common use, we showed how
new and existing binary regression models can be constructed using auxiliary
variables. Hierarchical binary regression models specified using auxiliary vari-
ables have the benefit of facilitating the creation of models with interpretable
parameterizations when the auxiliary variables correspond to a real but unob-
served natural process that gives rise to the observed binary response. Because
binary data can often be understood as summaries of natural processes through
thresholding or censorship, interpretable auxiliary variables are often intuitive to
define.
A necessary step in the development of any new statistical methodology, es-
tablishing parameter identifiability in a proposed binary regression model is of
critical importance and not always straightforward. In the pursuit of flexible
models for data that require minimal assumptions, it is possible to inadvertently
introduce non-identifiability issues. Approximate model fitting procedures can
sometimes mask issues where fully Bayesian inference might be more revealing.
Unfortunately, exact inferential procedures are not always available.
Generalizations to traditional binary regression models can be usefully charac-
terized by the ways in which modifications are made to the three components of
generalized linear models (random component, systematic component, and link
function). Through an application to the occurrence of red squirrels in Switzer-
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Fig 9: K-fold cross validation scores indexed by holdout set (left), and boxplots
aggregating across holdout sets (right).
land, we demonstrated how a researcher might construct several potential hi-
erarchical models for binary data. The occupancy status of an areal unit can
be thought of as a thresholded observation of abundance at 0, which motivated
the specification of a Poisson-distributed auxiliary variable corresponding to site
abundance. This auxiliary variable distribution implied a modification of the
traditional symmetric link function to the complementary log-log link function.
We also proposed a further generalization of this latent abundance model by in-
cluding a spatial random effect, which implied a modification of the traditional
assumption of conditional independence in the random component.
One avenue for future research that could yield more reliable quantile regres-
sion inference for binary data would be to extend one of the more holistic Bayesian
approaches of Kottas and Krnjajic´ (2009); Taddy and Kottas (2010); Reich et al.
(2011); Tokdar and Kadaney (2012); Yang and Tokdar (2017) to the case of
binary data. Although many of the same identifiability issues that appear in
existing quantile regression approaches for binary data would remain, these al-
ternative methods do not rely on the approximate inferential procedure employed
in the R package bayesQR. Fully Bayesian inference would aid in the detection of
identifiability issues and obviate the need for theoretical guarantees surrounding
approximation error.
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