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STRONG BOUNDEDNESS OF SIMPLY CONNECTED SPLIT
CHEVALLEY GROUPS DEFINED OVER RINGS
ALEXANDER A. TROST
Abstract. This paper is concerned with the diameter of certain word norms on S-arithmetic
split Chevalley groups. Such groups are well known to be boundedly generated by root
elements. We prove that word metrics given by conjugacy classes on S-arithmetic split
Chevalley groups have an upper bound only depending on the number of conjugacy classes.
This property, called strong boundedness, was introduced by Kędra, Libmann and Martin
in [12] and proven for SLn(R), assuming R is a principal ideal domain and n ≥ 3. We also
provide examples of normal generating sets for S-arithmetic split Chevalley groups proving
our bounds are sharp in an appropriate sense and give a complete account of the exis-
tence of small normally generating sets of Sp4(R) and G2(R). For instance, we prove that
Sp4(Z[
1+
√
−7
2
]) cannot be generated by a single conjugacy class.
1. Introduction
The main concept we study in this paper is strong boundedness of groups. For split Chevalley
groups it arises from a couple of different sources. Most importantly, it is related to bounded
generation of groups and to the diameter of the Cayley graph of the group with respect to
certain infinite sets of generators of said group.
Firstly, a group G is called boundedly generated by a set S ⊂ G, if there is a natural number
N := N(S) such that G = (SS−1)N . Bounded generation of split Chevalley groups has been
widely studied. For example, for S-arithmetic, split Chevalley groups, Tavgen proved in [20]
that all split Chevalley groups of rank at least 2 defined using S-algebraic integers, have
bounded generation with respect to root elements. We define precisely both split Chevalley
groups G(Φ, R) and their root elements in Section 2, but for the purpose of this introduction,
the reader can think about classical matrix groups like SLn and Sp2n. Furthermore, Morris
[15] has extended Tavgen’s result to localizations of orders in rings of algebraic integers in
the case of the elementary subgroup of SLn and Morgan, Rapinchuk, Sury [14] established
bounded generation by root elements, even in the case of SL2, if the underlying ring of
S-algebraic integers has infinitely many units.
Secondly, Kędra, Libman, Martin [12] considered word norms for generating sets consisting
of finitely many conjugacy classes. Namely,for a subset S normally generating G, the word
norm ‖g‖S for g ∈ G is the smallest number of conjugates of elements of S ∪ S−1 needed to
write g ∈ G. The diameter ‖G‖S, if it is finite, depends on the normally generating set S.
However, the notion of strong boundedness states that ‖G‖S has at least an upper bound
only depending on the cardinality |S|.
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The first example of this behaviour is presented in the next theorem. In it ‖ · ‖EL(n) denotes
the word metric of SLn with respect to the generating set of elementary matrices-that is
unipotent matrices with at most 1 non-zero off-diagonal entry.
Theorem 1.1. [12, Theorem 6.1] Let R be a principal ideal domain and let SLn(R) be
boundedly generated by elementary matrices for n ≥ 3 with the diameter ‖SLn(R)‖EL(n)
satisfying ‖SLn(R)‖EL(n) ≤ Cn for some Cn ∈ N. Then SLn(R) is normally generated by the
single element E1,n(1) and
(1) for all finite, normally generating subsets S of G, it holds ‖SLn(R)‖S ≤ Cn(4n+4)|S|.
(2) if R has infinitely many maximal ideals, then for each k ∈ N there is a finite, normally
generating subset Sk of G with |Sk| = k and ‖SLn(R)‖Sk ≥ k.
The proof of this theorem uses extensive matrix calculations and relies heavily on the un-
derlying ring being a principal ideal domain as well as bounded generation by elementary
matrices. Bounded generation can be obtained from Tavgen [20] and so one of the possible
applications would be rings of algebraic integers with class number 1. However, it is well
known that not all rings of algebraic integers are principal ideal domains and the paper
[20] speaks about more general matrix groups aside from SLn and about arbitrary rings of
algebraic integers.
In this paper we prove the following generalization of part (1):
Theorem 3.1. Let Φ be an irreducible root system of rank at least 2 and let R be a commu-
tative ring with 1. Additionally, let G(Φ, R) be boundedly generated by root elements and if
Φ = B2 or G2, then we further assume (R : 2R) <∞. Then there is a constant C(Φ, R) ∈ N
such that for all finite, normally generating subset S of G, it holds
‖G(Φ, R)‖S ≤ C(Φ, R)|S|.
Remark 1.2. Root elements are natural generalizations of the elementary matrices in SLn.
Such root elements are usually denoted by εχ(x) with varying χ ∈ Φ and x ∈ R. Most
notably
εχ(x1 + x2) = εχ(x1)εχ(x2)
holds for all x1, x2 ∈ R.
The proof of both Theorem 3.1 and part (1) of Theorem 1.1 has the same two step strategy.
First, one obtains arbitrary root elements as bounded products of conjugates of the finite
normally generating set in question and then secondly, one uses bounded generation of the
group by root elements to finish. The second step is virtually the same in both cases.
However, in the first step instead of using explicit matrix calculations, we use results about
the structure of normal subgroups of matrix groups and Gödel’s Compactness Theorem,
which enables us to treat more general rings. Beyond that there are some features in the
rank 2-cases (more precisely Sp4 and G2), which do not occur in the higher rank cases.
Theorem 3.1 is fairly abstract and can in principle be applied to a lot of different rings. In
consequence, we get a couple of corollaries. First, for rings of S-algebraic integers we obtain
Theorem 5.13. Second, there is a result for rings of stable range 1 (Theorem 5.10) and more
specifically for semilocal rings (Theorem 5.8).
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For rings of S-algebraic integers, we also construct finite, normally generating subsets of
G(Φ, R) in Section 6, that give generalizations of Theorem 1.1(2). For Φ = B2 or G2 the
situation is more complex: Namely there is a problem with small normally generating sets
and we will give a complete account of this. One possible example of this issue is the
following:
Corollary 6.9. Let R be the ring of algebraic integers in the number field Q[
√−7]. Then
Sp4(R) and G2(R) are not generated by a single conjugacy class.
The paper is structured as follows: In Section 2, we define all needed notions like split
Chevalley groups, their congruence subgroups and root elements, level ideals and the word
norms, which we are studying. In Section 3, we state the main technical result and explain
how to obtain the main theorem from it. In Section 4, we prove this technical result. Both
of these sections are split up according to the particular root system Φ in question, as
the arguments are quite different for different Φ. Section 5 speaks about various classes of
rings that fulfill the assumptions of Theorem 3.1 and gives different versions of it. Lastly,
in Section 6, we construct explicitly various finite, normal generating sets for the G(Φ, R)
in case of R a ring of S-algebraic integers. In the same section, we also give a complete
description of when G2(R) and Sp4(R) fail to have small normal generating sets for such
rings and we make precise, what we mean by small.
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2. Basic definitions and notions
First, we introduce the basic notions of boundedness and word metrics we study in this
paper:
Definition 2.1. Let G be a group.
(1) The notation A ∼ B for A,B ∈ G denotes that A,B are conjugate in G. Secondly
we define AB := BAB−1 for A,B ∈ G.
(2) For S ⊂ G, we define 〈〈S〉〉 as the smallest normal subgroup of G containing S.
(3) A subset S ⊂ G is called a normally generating set of G, if 〈〈S〉〉 = G.
(4) The group G is called finitely normally generated, if a finite normally generating set
S exists.
3
(5) For k ∈ N and S ⊂ G denote by
BS(k) :=
⋃
1≤i≤k
{x1 · · ·xi| xj ∼ A or xj ∼ A−1 for all j ≤ i and A ∈ S} ∪ {1}.
Further set BS(0) := {1}. If S only contains the single element A, then we write
BA(k) instead of B{A}(k).
(6) Define for a set S ⊂ G the conjugation invariant word norm ‖·‖S : G→ N0∪{+∞} by
‖A‖S := min{k ∈ N0|A ∈ BS(k)} for A ∈ 〈〈S〉〉 and by ‖A‖S := +∞ for A /∈ 〈〈S〉〉.
The diameter ‖G‖S = diam(‖ · ‖S) of G is defined as the minimal N ∈ N such that
‖A‖S ≤ N for all A ∈ G or as ∞ if there is no such N .
(7) Define for k ∈ N the invariant
∆k(G) := sup{diam(‖ · ‖S)| S ⊂ G with |S| ≤ k, 〈〈S〉〉 = G} ∈ N0 ∪ {∞}
with∆k(G) defined as −∞, if there is no normally generating set S ⊂ G with |S| ≤ k.
(8) The group G is called strongly bounded, if ∆k(G) is finite for all k ∈ N. It is called
uniformly bounded, if there is a single global bound L(G) ∈ N with ∆k(G) ≤ L(G)
for all k ∈ N.
Remark 2.2.
(1) Note ∆k(G) ≤ ∆k+1(G) for all k ∈ N.
(2) A group G is called bounded if ν(G) < +∞ holds for every conjugation-invariant
norm ν : G → R≥0. For finitely normally generated groups this is equivalent to the
existence of a finite normally generating set S such that
diam(‖ · ‖S) <∞.
Boundedness properties are not well behaved under passage to finite index subgroups.
For example the infinite dihedral group D∞ is bounded, but its finite index subgroup
Z is not.
2.1. Simply connected split Chevalley groups. To define split Chevalley groups we will
first define the Chevalley-Demazure group scheme. We do not prove various statements in
the course of this definition. For a more complete description with implicit claims shown
please consider [6] and [19, Theorem 1, Chapter 1, p.7; Theorem 6(e), Chapter 5, p.38;
Lemma 27, Chapter 3, p. 29].
Let G be a simply-connected, semi-simple complex Lie group and T a maximal torus in G
with associated irreducible root system Φ. Further, denote by Π a system of positive, simple
roots of Φ, by g the corresponding complex semi-simple Lie-algebra of G. The Cartan-
subalgebra corresponding to T will be denoted by h and the corresponding root spaces in
g by Eφ for φ ∈ Φ. These choices of Cartan-subalgebra and (simple, positive) roots will be
fixed throughout the paper. The Lie-algebra g has a so-called Chevalley basis
{Xφ ∈ Eφ}{φ∈Φ} ∪ {Hφ}{φ∈Π}
such that the structure constants of the Lie Algebra g with respect to this basis are all
integral. Chevalley-basis are unique up to signs and automorphisms of g.
4
For each faithful, continuous representation ρ : G → GL(V ) for a complex vector space V ,
there is a lattice VZ in V with the property:
dρ(Xφ)
k
k!
(VZ) ⊂ VZ for all φ ∈ Φ and k ≥ 0.
Fixing a minimal generating set {v1, . . . , vn} of VZ, then defines functions tij : G→ C for all
1 ≤ i, j ≤ n by:
ρ(g)(vi) =
n∑
j=1
tij(g)vj,
because the set {v1, . . . , vn} also defines a C-basis of V. The functions tij generate a Hopf
algebra called Z[G] and this defines the Chevalley-Demazure group scheme by
G(Φ, ·) : R 7→ G(Φ, R) := HomZ(Z[G], R)
with the group structure on G(Φ, R) given by the Hopf algebra structure on Z[G] and the
induced group homomorphisms G(Φ, R) → G(Φ, S) obtained by postcomposing with the
ring homomorphism R→ S. This group scheme G(Φ, ·) does not depend up to isomorphism
on the choices of Chevalley basis, faithful representation ρ and lattice VZ.
Further note, that the ring Z[yij ] is a finitely generated Z-algebra and Z is noetherian.
Hence the polynomial ring in several unknown Z[yij] is noetherian and hence there is a finite
collection of polynomial functions P in Z[yij ] such that Z[yij]/(P (yij)) ∼= Z[G] with the
isomorphism given by yij 7→ tij .
Using this, one can equivalently define G(Φ, R) as a subgroup of GLn(R) by setting:
G(Φ, R) := {A ∈ Rn×n|P (A) = 0}.
In this notation, the induced mapsG(Φ, R)→ G(Φ, S) are obtained by entry-wise application
of the ring homomorphism R→ S. We will use mostly this interpretation of G(Φ, R) in the
course of this paper.
Remark 2.3. In terms of algebraic groups, the group G(Φ, R) is the group of R-points of the
Z-defined group scheme G(Φ, ·).
2.2. Root elements. Next, we will define the previously mentioned root elements of Cheval-
ley groups. For this end, fix a root α ∈ Φ and observe that for Z ∈ C arbitrary the following
function is an element of ρ(G) ⊂ GL(V ) :
εα(Z) :=
∞∑
k=0
(Zdρ(Xα))
k
k!
Further ρ(εα(Z)) in GL(V ) has coordinates with respect to the basis {v1, . . . , vn} that are
polynomial functions in Z with coefficients in Z. This yields a ring homomorphism
εα : Z[G]→ Z[Z].
By precomposing, this defines another map as follows:
εα : εα(R) := HomZ(Z[Z], R)→ HomZ(Z[G], R) = G(Φ, R)
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Lastly, the root elements εα(x) ∈ G(Φ, R) for x ∈ R are defined as the image of the map
x : Z[Z]→ R,Z 7→ x under the map εα.
The elementary subgroup E(Φ, R) (or E(R) if Φ is clear from the context) is defined as the
subgroup of G(Φ, R) generated by the elements εα(x) for α ∈ Φ and x ∈ R. We refer the
reader to [19] for further details regarding root elements.
Also note the following property:
Definition 2.4. Let R be a commutative ring with 1. Then G(Φ, R) is boundedly generated
by root elements, if there is a natural number N ∈ N and roots α1, . . . , αN ∈ Φ such that for
all A ∈ G(Φ, R), there are a1, . . . , aN ∈ R (depending on A) such that:
A =
N∏
i=1
εαi(ai).
The symbols εα(t) are additive in t ∈ R, that is εα(t + s) = εα(t)εα(s) holds for all t, s ∈ R
and a couple of commutator formulas expressed in the next lemma, hold. We will use the
additivity and the commutator formulas implicitly throughout the paper usually without
reference.
Lemma 2.5. [11, Proposition 33.2-33.5] Let α, β ∈ Φ be roots with α + β 6= 0 and a, b ∈ R
be given.
(1) If α + β /∈ Φ, then (εα(a), εβ(b)) = 1.
(2) If α, β are positive, simple roots in a root subsystem of Φ isomorphic to A2, then
(εβ(b), εα(a)) = εα+β(±ab).
(3) If α, β are positive, simple roots in a root subsystem of Φ isomorphic to B2 with α
short and β long, then
(εα+β(b), εα(a)) = ε2α+β(±2ab) and
(εβ(b), εα(a)) = εα+β(±ab)ε2α+β(±a2b).
(4) If α, β are positive simple roots in a root system of Φ isomorphic to G2 with α short
and β long, then
(εβ(b), εα(a)) = εα+β(±ab)ε2α+β(±a2b)ε3α+β(±a3b)ε3α+2β(±a3b2),
(εα+β(b), εα(a)) = ε2α+β(±2ab)ε3α+β(±3a2b)ε3α+2β(±3ab2),
(ε2α+β(b), εα(a)) = ε3α+β(±3ab),
(ε3α+β(b), εβ(a)) = ε3α+β(±ab) and
(ε2α+β(b), εα+β(a)) = ε3α+2β(±3ab).
Remark 2.6. Depending on the choice of the Chevalley basis, the signs on the arguments on
the right hand side the above commutator formulas might vary. Further, if the chosen basis
is not a Chevalley basis the arguments on the right hand side might even contain additional
coefficients that are not 1 or −1. These issues are commonly referred to as pinning. The
sign problem will not be resolved in this paper, due to the fact that our norms are invariant
under taking inverses anyway.
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Before continuing, we will define the Weyl group and diagonal elements in G(Φ, R):
Definition 2.7. Let R be a commutative ring with 1 and let Φ be a root system. Define for
t ∈ R∗ and φ ∈ Φ the elements:
wφ(t) := εφ(t)ε−φ(−t−1)εφ(t).
We will often write wφ := wφ(1).We also define hφ(t) := wφ(t)wφ(1)
−1 for t ∈ R∗ and φ ∈ Φ.
Remark 2.8. The Weyl group of G(Φ, R) is a quotient of the group generated by the wφ, but
we do not need it for our study.
Using these Weyl group elements, we can obtain the following lemma:
Lemma 2.9. Let R be a commutative ring with 1 and Φ an irreducible root system. Let
φ, α ∈ Φ and x ∈ R be given. Then for each normally generating set S of G(Φ, R) one has
‖εφ(x)‖S = ‖εwα(φ)(x)‖S.
Here the element wα(φ) is defined as φ− 〈φ, α〉α.
Proof. This is a direct consequence of [19, Lemma 20(b), Chapter 3, p. 23]. 
Next, we will define certain congruence subgroups and some other notions that we need later
on.
Definition 2.10. Let Φ be an irreducible root system and let R be a commutative ring with
1 in the following.
(1) For each pair (J, L), where J is an ideal in R and L an additive subgroup of J , we
define the subgroup E(J, L) of G(Φ, R) as the group generated by all elements of the
form εα(x) for α ∈ Φ short, x ∈ J and εβ(y) for β ∈ Φ long, y ∈ L.
(2) For each such pair (J, L), we define the subgroup E¯(J, L) as the normal closure of
E(J, L) in E(R).
(3) For each such pair (J, L), we define the subgroup E∗(J, L) as follows:
E∗(J, L) := {A ∈ G(R,Φ)|(A,E(R)) ⊂ E¯(J, L)}.
(4) For an ideal J in R the map piJ : G(Φ, R)→ G(Φ, R/J) is the group homomorphism
induced by the quotient map R→ R/J.
(5) For k ∈ N0, S ⊂ G(Φ, R) and χ ∈ Φ set ε(S, χ, k) := {r ∈ R|εχ(r) ∈ BS(k)}.
2.3. Central elements of Chevalley groups and level ideals. Let G be a complex,
simply-connected, semi-simple Lie-group with irreducible root system Φ which is notB2 orG2
and positive, simple roots Π. Then there are representations ρi : G→ GL(Vi) for 1 ≤ i ≤ u
such that for V := V1 ⊕ · · · ⊕ Vu the induced direct sum representation ρ : G → GL(V ) is
faithful. The precise construction is explained in [19, Chapter 3, p. 29]. In case of Φ 6= B2
or G2, this group is what we refer to as the split Chevalley group G(Φ, R). Setting further
ni := dimC(Vi) for 1 ≤ i ≤ u, there is the following description of central elements in
G(Φ, R):
7
Lemma 2.11. Let R be a reduced, commutative ring with 1 and Φ an irreducible root system,
which is not B2 or G2. Further, let A ∈ G(Φ, R) commute with the elements of E(Φ, R).
Then there are t1, . . . , tu ∈ R∗ such that A = (t1In1) ⊕ · · · ⊕ (tuInu) ∈ GL(Rn1+n2+···+nu).
Furthermore, elements of this form are central in G(Φ, R).
The proof for this lemma is in the Appendix. Presumably this statement holds for general
rings R, but we were not able to find a reference. Next, we give the definitions of G(B2, R) =
Sp4(R) and G2(R). While we do not specify the representations ρ used, both are still
instances of our general definition of G(Φ, R) in Subsection 2.1.
Definition 2.12. Let R be a commutative ring with 1 and let
Sp4(R) := {A ∈ R4×4|ATJA = J}
be given with
J =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0


The root system B2 has four different positive roots namely, B
+
2 = {α, β, α+β, 2α+β} with
α short and β long and both simple. The corresponding root elements have (subject to the
choice of maximal torus) the following form for t ∈ R:
εα(t) = I4 + t(e12 − e43), εα+β(t) = I4 + t(e14 + e23)
εβ(t) = I4 + te24, ε2α+β(t) = I4 + te13
and εφ(t) = (ε−φ(t))T for negative roots φ ∈ B2.
We could specify an explicit matrix description for G2 as well, but this would be rather
lengthy and instead we refer to the description in the appendix of [8]. This appendix gives
G2 as a subgroup-scheme of GL8. We will not specify which elements of G2 ⊂ GL8 correspond
to root elements in particular, but note the positive roots in G2. They are
G+2 = {α, β, α+ β, 2α+ β, 3α+ β, 3α+ 2β}
with α short and β long and both simple.
Next, we will define various variants of level ideals:
Definition 2.13. Let R be a commutative ring with 1 and let A ∈ G(Φ, R) be given. The
level ideal l(A) is defined as
(1) in case Φ 6= B2 or G2 as the ideal in R generated by the elements ai,j for all 1 ≤ i 6=
j ≤ n1+ · · ·+nu and the elements ai,i−an1+···nw,n1+···+nw for all 1 ≤ i < n1+ · · ·+nu
and the smallest w ∈ {1, . . . , u} with i < n1 + · · ·+ nw.
(2) in case Φ = B2 as l(A) := 〈ai,j, (ai,i − aj,j)|1 ≤ i 6= j ≤ 4〉.
(3) in case Φ = G2 as l(A) := 〈ai,j, (ai,i − aj,j)|1 ≤ i 6= j ≤ 8〉.
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Furthermore, define the following ideals: If Φ = B2 define
l(A)2 := 〈a2i,j, (ai,i − aj,j)2|1 ≤ i 6= j ≤ 4〉
and if Φ = G2 define
l(A)3 := 〈a3i,j, (ai,i − aj,j)3|1 ≤ i 6= j ≤ 8〉.
Remark 2.14.
(1) In case Φ = B2 or G2, note l(A) ⊂
√
l(A)2 or l(A) ⊂
√
l(A)3.
(2) The important point in the following discussion is that all of these ideals are finitely
generated.
3. Fundamental propositions and the proof of Theorem 3.1
Recall the (following equivalent version of the) main theorem:
Theorem 3.1. Let Φ be an irreducible root system of rank at least 2 and let R be a com-
mutative ring with 1. Additionally, let G(Φ, R) be boundedly generated by root elements and
if Φ = B2 or G2, we further assume (R : 2R) < ∞. Then there is a constant C(Φ, R) ∈ N
such that
∆k(G(Φ, R)) ≤ C(Φ, R)k
for all k ∈ N.
The main technical tool to prove the theorem is the following:
Theorem 3.2. Let Φ be an irreducible root system of rank at least 2 and let R be a commu-
tative ring with 1. Then there are constants L(Φ) ∈ N (depending only on Φ) such that for
A ∈ G(Φ, R) it holds that
(1) for Φ 6= B2, G2, there is an ideal I(A) ⊂ ε(A, χ, L(Φ)) for χ a short root. This ideal
has the property l(A) ⊂√I(A).
(2) for Φ = B2 one has 2l(A)2 ⊂ ε(A, φ, L(Φ)) for φ ∈ B2 arbitrary.
(3) for Φ = G2 one has l(A)3 ⊂ ε(A, χ, L(Φ)) for χ = 3α+ β.
We further need the two following technical observations. First:
Lemma 3.3. Let Φ be an irreducible root system of rank at least 2 and R a commutative
ring with 1 and G := G(Φ, R) the corresponding split Chevalley group. Further let S be a
normally generating set of G. Then
∑
A∈S l(A) = R. Also if we define for T ⊂ G the set
Π(T ) := {m proper maximal ideal of R| ∀A ∈ T : l(A) ⊂ m}
then Π(S) = ∅ is equivalent to ∑A∈S l(A) = R.
Proof. Observe that for I :=
∑
A∈S l(A), we have that piI(A) is scalar for all A ∈ S if Φ = B2
or G2 and has the form described in Lemma 2.11 if Φ 6= B2 or G2. Next, assume there is
a proper maximal ideal m containing I. As S normally generates G, this implies that pim
maps G only to diagonal matrices. But m 6= R holds, so we can pick an element λ /∈ m and
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then εφ(λ +m) would be diagonal for all φ ∈ Φ and so λ ∈ m. This contradiction proves
I = R. Lastly the equivalence of Π(S) = ∅ and ∑A∈S l(A) = R is clear. 
And second:
Lemma 3.4. Let R be a commutative ring with 1 such that (R : 2R) < ∞ and such that
G := G(Φ, R) is boundedly generated by root elements for Φ = B2 or G2. Further define
N := 〈〈εφ(a)|a ∈ 2R, φ ∈ Φ〉〉.
Then the group G/N is finite.
Proof. We are done, if N has finite index in G. The ideal 2R has finite index in R so let
X ⊂ R be a finite set of representatives of 2R in R. The group G is boundedly generated by
root elements and so there is a n := n(R) and roots α1, . . . , αn ∈ Φ such that for all A ∈ G
there are r1, . . . , rn with
(1) A =
n∏
i=1
εαi(ri).
Next, choose for each i an element ai ∈ R and an xi ∈ X such that ri = 2ai + xi. Note:
A =
n∏
i=1
εαi(ri) = εα1(2a1)
[
n∏
i=2
εαi(2ai)
(εα1 (x1)···εαi−1(xi−1))
]
·
[
n∏
i=1
εαi(xi)
]
Yet the first two factors of A are elements of N and there are only finitely many possibilities
for the third factor, so the statement of the lemma follows. 
We deal with the three different possibilities for Φ seperately.
3.1. The higher-rank case and A2.
Proposition 3.5. Let Φ be any irreducible root system that is not G2, B2 or A1, R a com-
mutative ring with 1 and let S be a finite subset of G := G(Φ, R) with Π(S) = ∅ and let L(Φ)
be thrice as the L(Φ) in Theorem 3.2. Then we have for all a ∈ R that ‖εφ(a)‖S ≤ |S|L(Φ),
where φ is any root in Φ.
Proof. Let S = {A1, . . . , An} be given and let I(Al) be the ideal from Theorem 3.2 for all
l = 1, . . . , n. Next, consider the ideal I := I(A1) + · · · + I(An). As I(Al) ⊂ ε(Al, φ, L(Φ))
holds for all l and all short roots φ it is immediately clear that ‖εφ(a)‖S ≤ |S|L(Φ) holds
for all a ∈ I. Thus it suffices to show that I = R. The radical √I contains the ideal
l(A1) + · · ·+ l(An), which is R by assumption. Hence I = R holds.
This proves the claim of the proposition for short roots. If there are long roots in Φ, then each
long root φ is conjugate to a positive, simple long root in a root subsystem of Φ isomorphic to
B2. Let ψ be the corresponding short, positive, simple root in this root subsystem. Further
according to the short root case, we know ‖εψ(a)‖S ≤ |S|L(Φ) for all a ∈ R already. So we
obtain ‖εψ(1)‖S, ‖εψ+φ(a)‖S ≤ |S|L(Φ) for all a ∈ R and hence as
(εψ(1), εφ(a)) = εψ+φ(±a)ε2ψ+φ(±a),
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we obtain ‖ε2ψ+φ(a)‖S ≤ 3|S|L(Φ) for all a ∈ R. The root 2ψ + φ is long and so we are
done. 
We finish this case of Theorem 3.1: Lemma 3.3 implies Π(S) = ∅ and all root groups in
G(Φ, R) are bounded with respect to ‖ · ‖S with a bound linear in |S|. However, G(Φ, R) is
also boundedly generated by root elements and hence we are done.
3.2. The case of Sp4.
Proposition 3.6. Let R be a commutative ring with 1 and let S ⊂ Sp4(R) be a finite set
with Π(S) = ∅. Let L(B2) be as given in Theorem 3.2. Then we have for all a ∈ 2R and for
all φ ∈ B2 that ‖εφ(a)‖S ≤ |S|L(B2).
Proof. Let S = {A1, . . . , Ak} be given and let 2l(Al)2 be the ideal constructed in Theorem 3.2
for all l = 1, . . . , k. Consider the ideal I := l(A1)2+ · · ·+ l(Ak)2. As 2l(Al)2 ⊂ ε(Al, φ, L(B2))
holds for all l and all φ ∈ B2, it is immediately clear that ‖εφ(2a)‖S ≤ |S|L(B2) holds for all
a ∈ I. Thus it suffices to show that I = R, which is clear because R =∑A∈S l(A) holds by
assumption and by construction of I we have
∑
A∈S l(A) ⊂
√
I. 
To finish the proof of the theorem, we prove next:
Proposition 3.7. Let R be a commutative ring with 1 such that (R : 2R) < ∞ and let
Sp4(R) be boundedly generated by root elements. Also let S be a finite subset of Sp4(R) with
Π(S) = ∅ and the property that S maps to a normal generating subset of Sp4(R)/N for N
as in Lemma 3.4 and let F ⊂ R be finite. Then there is a constant M(B2, F, R) such that
‖εφ(f)‖S ≤ M(B2, F )|S| for all f ∈ F and all φ ∈ B2. So this holds in particular, if F is a
finite set of representatives of 2R in R.
Proof. Without loss of generality F only contains a single element f . Let φ ∈ B2 be arbitrary
and note that the group G/N is finite. Hence there are only finitely many possible normally
generating sets of G/N. Call this set of normally generating sets E(G/N). Next, we define
a finite set of subsets of G that map to elements of E(G/N). By bounded generation there
are roots α1, . . . , αn such that each element A of G can be written as
A =
n∏
i=1
εαi(ri)
for particular elements r1, . . . , rn ∈ R depending on A. The ring R/2R is finite by assumption
and let X be a set of representatives of 2R in R. Then consider the set X ′ of elements of
the form
A =
n∏
i=1
εαi(xi)
with all xi ∈ X. Note that X ′ is finite and hence the set E(G) := {T ⊂ X ′|pi(T ) ∈ E(G/N)}
for pi : G→ G/N the canonical map, is also finite.
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The group G/N is finite and so there is an M :=M(B2, R) ∈ N such that for all T ∈ E(G)
we can find elements t1, . . . , tM ∈ T ∪ T−1 ∪ {1}, g1, . . . , gM ∈ G (all of them depending on
T ) with
(2) pi(εφ(f)) = pi
(
M∏
i=1
gitig
−1
i
)
.
Fix such a choice of elements ti, gi for each one of the finitely many elements T ∈ E(G) and
call the corresponding element
∏M
i=1 gitig
−1
i =: e(T ). The set E(G) is finite and hence the
set
{εφ(f)e(T )−1|T ∈ E(G)} ⊂ N
is finite as well. Next, we prove two claims: First, we show that S only differs by some small
terms (with respect to ‖ · ‖S) from an element in E(G). Secondly, we demonstrate how to
obtain the proposition by using the fact that there is a finite number of possible error terms
{εφ(f)e(T )−1|T ∈ E(G)}.
Claim 3.7.1.
Let A be an element of S. Then, as in the proof of Lemma 3.4, we can pick elements xi ∈ X
and ai ∈ R such that
A = εα1(2a1)
[
n∏
i=2
εαi(2ai)
(εα1(x1)···εαi−1 (xi−1))
]
·
[
n∏
i=1
εαi(xi)
]
.
Set A′ :=
∏n
i=1 εαi(xi) and observe
‖AA′−1‖S ≤ ‖εα1(2a1)‖S +
n∑
i=2
‖(εα1(x1) · · · εαi−1(xi−1))εαi(2ai)(εα1(x1) · · · εαi−1(xi−1))−1‖S
=
n∑
i=1
‖εαi(2ai)‖S.
Yet Proposition 3.6 implies ‖εαi(2ai)‖S ≤ |S|L(B2) for all i and hence we can conclude that
‖AA′−1‖S ≤ |S|nL(B2) and so
(3) ‖A′‖S ≤ 1 + |S|nL(B2).
Next, S is an element of E(G) by assumption and hence S ′ := {A′|A ∈ S} is an element of
E(G) as well. In the following, we use the abbreviation L := L(B2).
Claim 3.7.2.
Each element of N is a product of conjugates of root elements of the form εφ(2a) for a ∈ R
and φ ∈ B2. Thus there is a maximal number of such factors in regards to the elements in
the finite subset {εφ(f)e(T )−1|T ∈ E(G)} of N . If we call this maximal number of factors
V := V (B2, R), then we obtain by applying Proposition 3.6 that ‖εφ(f)e(T )−1‖S ≤ V L|S|
holds for all T ∈ E(G). This implies further
(4) ‖εφ(f)‖S ≤ V L|S|+‖e(T )‖S = V L|S|+‖
M∏
i=1
gitig
−1
i ‖S ≤ V L|S|+M max{‖t‖S| t ∈ T}.
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Evaluating (4) for the particular element S ′ ∈ E(G) and applying (3) yields
‖εφ(f)‖S ≤ V L|S|+M max{‖A′‖S| A′ ∈ S ′} ≤ V L|S|+M(1+|S|nL) = (V L+nLM)|S|+M.
This finishes the proof. 
Remark 3.8.
(1) There is a second possible proof in a special case using [10, Theorem]. This theorem
states that if R is a ring of S-algebraic integers (see definition 5.11) and Φ is an
irreducible root system that is not A1, then every finite index subgroup of G(Φ, R)
is bounded. The group N has finite index in Sp4(R) and hence by [10, Theorem]
it is bounded and normally generated by elements of the form εφ(2a) for φ ∈ B2
and a ∈ R. Using this, one can give a different albeit still very similar proof of the
proposition. A similar argument would yield a generalization of Theorem 3.1 for
finite index subgroups of certain split Chevalley groups, but this is work in progress.
(2) Using Milnor’s, Serre’s and Bass’ solution for the Congruence subgroup problem [5,
Theorem 3.6, Corollary 12.5] in the case of R a ring of S-algebraic integers, the
normal subgroup N can be identified as the kernel of the reduction homomorphism
pi2R : Sp4(R)→ Sp4(R/2R) and hence G/N = Sp4(R/2R).
Let us finish the proof of Theorem 3.1 in case of Sp4(R). First, note that S ⊂ Sp4(R) being
a normal generating set, implies both Π(S) = ∅ and S mapping to a normal generating set
in Sp4(R)/N. Remember now, that Sp4(R) is assumed to be boundedly generated by root
elements. Hence to finish the proof of Theorem 3.1 for Φ = B2, we only have to prove that
all root groups in Sp4(R) are bounded with respect to ‖ · ‖S with a bound linear in |S|. Let
φ ∈ B2 be arbitrary. We know already by Proposition 3.6 that the group {εφ(2a)|a ∈ R} is
bounded (with respect to ‖ ·‖S) with a bound linear in |S|. Furthermore, by Proposition 3.7,
we also know that for a set of representatives X of 2R in R the set {εφ(x)|x ∈ X} is bounded
with a bound that is linear in |S|. Next, for each a ∈ R there is an x ∈ X and b ∈ R such
that a = 2b+ x and hence the entire group εφ is bounded with a bound that is linear in |S|.
3.3. The case of G2. First, we give the version of Proposition 3.5 for G2.
Proposition 3.9. Let R be a commutative ring with 1 and let S be a finite subset of G2(R)
with Π(S) = ∅ and let L(G2) be 16 times the constant L(G2) from Theorem 3.2. Then for
all a ∈ R :
(1) ‖εφ(2a)‖S ≤ L(G2)|S| holds for all φ ∈ G2 short.
(2) ‖εφ(a)‖S ≤ L(G2)|S| holds for all φ ∈ G2 long.
Proof. Note that by Theorem 3.2 there is a constant L(G2) such that for the ideal I :=∑
A∈S l(A)3, one has I ⊂ ε(S, χ, L(G2)|S|). As before Π(S) = ∅ implies I = R. This yields
the claim of the proposition for long roots. To get the claim for short roots use part (1b) of
Proposition 4.12 and replace L(G2) by 16L(G2). 
Next, the analogue of Proposition 3.7:
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Proposition 3.10. Let R be a commutative ring with 1 such that (R : 2R) < ∞ and let
G2(R) be boundedly generated by root elements. Also let S be a finite subset of G2(R) with
Π(S) = ∅ and the property that S maps to a normal generating subset of G2(R)/N for N
as in Lemma 3.4 and let F ⊂ R be finite. Then there is a constant M(G2, F, R) such that
‖εφ(f)‖S ≤ M(G2, F )|S| for all f ∈ F and all φ ∈ B2. So this holds in particular, if F is a
finite set of representatives of 2R in R.
The proof is essentially the same as the one of Proposition 3.7, so we are going to omit it.
Also completing the proof of Theorem 3.1 is very similar to Sp4(R). The only difference is
that we only have to show the boundedness of the root groups for the short roots, because
it follows for long roots from Proposition 3.9 already.
Thus, save for the proof of Theorem 3.2, we have proven Theorem 3.1. We also want to note
the following corollary of the proof:
Corollary 3.11. Let R be a commutative ring with 1, Φ irreducible and of rank at least 2
and assume G(Φ, R) = E(Φ, R). Then a subset S of G normally generates G precisely if
(1) one has Π(S) = ∅ in case Φ 6= B2, G2
(2) one has Π(S) = ∅ and S maps to a normally generating set of G/N for N as in
Lemma 3.4 in case Φ = B2 or G2.
Remark 3.12.
(1) The case Φ 6= B2, G2 is a consequence of a result by Abe [2, Theorem 1,2,3,4].
(2) In case Φ = B2 or G2, the crucial point is that Π(S) = ∅ implies N ⊂ 〈〈S〉〉. Hence
it is obvious, that if S maps to a normally generating set of G/N for G = G2(R) or
Sp4(R), then S must normally generate G. This is why we do not need the assumption
|R/2R| < +∞ here.
The difference between Sp4, G2 and the other cases is not merely an artifact of our proof
strategy, as seen by studying the differences regarding normal generation between Sp4, G2
and the other cases more in depth in Section 6.
4. Proof of Theorem 3.2
The main idea is that the claims of Theorem 3.2 are first order statements and to use results
about normal subgroups of split Chevalley groups and Gödel’s compactness theorem. We
distinguish the three different cases of possible root systems Φ again.
4.1. Level ideals for higher rank split Chevalley groups and SL3. This is the largest
case. The main tool in this case is the following theorem by Abe.
Theorem 4.1. [2, Theorem 1,2,3,4] Let Φ be an irreducible root system that is not A1, B2, G2
and let R be a commutative ring with 1. Then for each subgroup H ⊂ G(Φ, R) normalized
by the group E(Φ, R), there is an ideal J ⊂ R and an additive subgroup of L of J such that
E¯(J, L) ⊂ H ⊂ E∗(J, L).
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Remark 4.2.
(1) The paper [23] by Vaserstein deals with the simply laced case and with the multiple
laced case under some assumptions. The papers Abe, Suzuki [3] and Abe [1] deal
with local rings.
(2) Theorem 4.1 is enough to prove strong boundedness of G(Φ, R) for commutative
rings with 1 and Φ 6= A1, B2, G2 with G(Φ, R) boundedly generated by root elements.
However, this would not yield any linear bounds on ∆k and is very similar to our
argument, so we do not give more details.
Next, we need the following lemma about root elements:
Lemma 4.3. Let Φ an irreducible root system that is not A1, B2 or G2, R a commutative
ring with 1 and A ∈ G(Φ, R) be given and assume that λ ∈ ε(A, χ,N) for some N ∈ N and
χ a short root. Then
λR ⊂ ε(A, χ, 8N)
holds.
Proof. First note that λ ∈ ε(A, , χ,N) is equivalent to εχ(λ) ∈ BA(N). We distinguish two
cases:
(1) Φ 6= Bn for n ≥ 3. The important fact is that χ is a short root in Φ and that
all of these root systems contain a root subsystem isomorphic to A2 consisting of
short roots. Hence after conjugating with a suitable Weyl group elements, we can
assume that Φ = A2 with simple positive roots α, β and χ = α+β. But observe that
wβ(α) = χ and hence εα(λ) ∈ BA(N). For x ∈ R arbitrary, we obtain further
εχ(±xλ) = (εα(±λ), εβ(±x)) ∈ BA(2N).
(2) Φ = Bn for n ≥ 3. After conjugation with Weyl group elements, we assume that
n = 3 and so after conjugation we have positive, simple roots α, β, χ with α, β long
and χ short and β double-bonded to χ in the Dynkin-diagram corresponding to the
simple roots α, β and χ. However for x ∈ R arbitrary
(5) BA(2N) ∋ (εχ(λ), εβ(x)) = εβ+χ(xλ)εβ+2χ(xλ2).
The root β + χ is short however and so conjugate to χ under the Weyl group ac-
tion and hence we have εβ+χ(λ) ∈ BA(N). Thus for x = 1 we obtain εβ+2χ(λ2) =
εβ+χ(−λ)(εβ+χ(λ)εβ+2χ(λ2)) ∈ BA(3N). The root β+2χ is long and hence εβ+2χ(λ2)
is (up to sign) conjugate to εβ(λ
2) and so εβ(λ
2) ∈ BA(3N). Yet α, β are simple
roots in a root subsystem of B3 isomorphic to A2 and hence we obtain as in the first
item that εβ(xλ
2) ∈ BA(6N) for all x ∈ R. Summarizing this with equation (5) we
get εβ+χ(xλ) ∈ BA(8N) for all x ∈ R. Hence after conjugation we are done.

Remark 4.4. This Lemma is a more quantitative version of Vasersteins [23, Theorem 4(a)].
Next, we want to prove the following technical proposition yielding the first part of Theo-
rem 3.2:
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Proposition 4.5. Let R be a commutative ring with 1,Φ an irreducible root system that is
not A1, B2 or G2 and χ an arbitrary short root in Φ. Then there is a constant L(Φ) ∈ N
(not depending on R or A or χ) such that for all A ∈ G(Φ, R) there is an ideal I(A) with
I(A) ⊂ ε(A, χ, L(Φ)) and l(A) ⊂√I(A).
Proof. First, choose polynomials P in Z[yij] characterizing elements of G(Φ, ·) and 1 ≤ k, l ≤
n1 + · · ·+ nu := n with not both k, l equal to n.
Next, let a language L with the relation symbols, constants and function symbols
(R, 0, 1,+,×, (ai,j)1≤i,j≤n, (e(k, l, v))v∈N)
and a further function symbol ·−1 : Rn×n →Rn×n be given. Note that we use capital letters
to denote matrices of variables (or constants) in the language in the following. For example
the symbol A denotes the n×n-matrix of constants (ai,j) and X commonly refers to matrices
of n × n variables in L. We also use the notation X−1 :=−1 (X). Yet this is only a way
to simplify notation, because first order sentences about matrices can always be reduced to
first order sentences about their entries.
Let the first order theory Tkl contain:
(1) Sentences forcing the universe R := RM of each model M of Tkl is a commutative
ring with respect to the functions +M,×M and with 0M, 1M being 0 and 1.
(2) For all v ∈ N: If k 6= l the sentence e(k, l, v) = avk,l should be included in Tkl. If on
the other hand k = l, then choose the smallest w ∈ {1, . . . , u} with k < n1+ · · ·+nw
and include the sentence e(k, l, v) = (ak,k − anw,nw)v.
(3) The sentence P (A) = 0.
(4) The sentence ∀X : (P (X) = 0) → (XX−1 = In), where In denotes the unit matrix
in Rn×n with entries the constant symbols 0, 1 as appropriate.
(5) A family of sentences (θr)r∈N as follows:
θr :
∧
1≤v≤r
∀X(v)1 , . . . , X(v)r , ∀e(v)1 , . . . , e(v)r ∈ {0, 1,−1} :
((P (X
(v)
1 ) = · · · = P (X(v)r ) = 0)→ (εχ(e(k, l, v)) 6= (Ae1)X
(v)
1 · · · (Ae(v)r )X(v)r )
Here A1 := A,A−1 := A−1 and A0 := In.
We first show that the theory Tkl is inconsistent. To this end, let M be a model for the
sentences in (1) through (4) and let R := RM be the universe of M. The sentences in (1)
enforce that R is a commutative ring with 1 = 1M and 0 = 0M and (3) enforces that the
matrix A := (aMi,j ) ∈ Rn×n is an element of the split Chevalley group G(Φ, R). Let H be the
subgroup of G(Φ, R) normally generated by A. According to Theorem 4.1 there is a pair
(J, L) such that
E¯(J, L) ⊂ H ⊂ E∗(J, L).
As L ⊂ J holds, A ∈ E∗(J, L) implies that piJ (A) commutes with E(R/J) and consequently
that pi√J(A) commutes with E(R/
√
J). The ring R/
√
J is reduced and so pi√J(A) has the
form described in Lemma 2.11. This implies that l(A) ⊂ √J. Hence as E¯(J, L) ⊂ H , there
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is a constant r′ ∈ N such that εχ(e(k, l, r′)M) ∈ BA(r′). But this contradicts the statement
θMr′ .
So summarizing: a model of the sentences in (1) through (4) cannot be a model of all of the
sentences θr. Hence there is in fact no model of all of the above sentences and hence Tkl is
inconsistent. Gödel’s Compactness Theorem [18] implies then, that a certain finite subset
T 0kl ⊂ Tkl is already inconsistent. Hence there is only a finite collection of the θr contained
in T 0kl. So let Lkl(Φ) ∈ N be the largest r ∈ N with θr ∈ T 0kl.
For all r ∈ N, we have {(1) − (4), θr+1} ⊢ θr. Hence the subset T 1kl ⊂ Tkl that contains all
sentences in (1) through (4) and the single sentence θLkl(Φ), must be inconsistent as well.
Let R be an arbitrary commutative ring with 1 and let A ∈ G(Φ, R) be given. This gives
us a model M of (1) through (4) and hence as T 1kl is inconsistent, this model must violate
the sentence θLkl(Φ). Thus there are elements g1, . . . , gLkl(Φ) ∈ G(Φ, R) and e1, . . . , eLkl(Φ) ∈
{0, 1,−1} as well as a natural number v ≤ Lkl(Φ) such that
εχ(e(k, l, v)
M) = (Ae1)g1 · · · (AeLkl(Φ))gLkl(Φ) .
Hence we obtain that either a power of akl (in case k 6= l) or a power of akk−an1+···+nw,n1+···+nw
(in case k = l) is an element of ε(A, χ, Lkl(Φ)). So setting
L(Φ) :=
∑
1≤k,l≤n not both k,l=n
8Lkl(Φ),
we get together with Lemma 4.3 an ideal I(A) in R such that I(A) ⊂ ε(A, χ, L(Φ)) and
l(A) ⊂√I(A) holds. This ideal I(A) has the desired properties as stated in the proposition
for the single root χ. Note, that all short roots are conjugate under elements of the Weyl
group and hence we have ε(A, χ1, L(Φ)) = ε(A, χ2, L(Φ)) for two short roots χ1, χ2 in Φ, so
the conclusion does not depend on the specific shoort χ. 
Remark 4.6. Compare this result with Morris’ result [15, Theorem 6.1(1)]. In case of Φ =
An and R an order in a ring of algebraic integers, Proposition 4.5 is a consequence of
[15, Theorem 6.1(1)] and [15, Theorem 6.4] by way of considering the normal subgroup
N := 〈〈A〉〉.
4.2. Level ideals for Sp4. Remember thatB2 has the positive roots α, β, α+β and χ = 2α+
β with α short and β long and both simple. Again, we invoke a compactness argument. The
main ingredient is the following observation due to Costa and Keller instead of Theorem 4.1:
Theorem 4.7. [7, Theorem 2.6, 4.2, 5.1, 5.2] Let R be a commutative ring with 1. Let
A ∈ Sp4(R) be given. Then for all x ∈ l(A) one has εχ(2x + x2)εα+β(x2) ⊂ 〈〈A〉〉E(B2,R),
where 〈〈A〉〉E(B2,R) denotes the subgroup of Sp4(R) generated by the E(B2, R)-conjugates of
A.
Root elements in Sp4 are more complicated than in higher rank groups:
Lemma 4.8. Let R be a commutative ring with 1 and S ⊂ Sp4(R). Let λ ∈ R and N ∈ N
be given. Then
(1) εχ(2λ+ λ
2)εα+β(λ
2) ∈ BS(N) implies {εχ(2xλ2)|x ∈ R} ⊂ BS(2N).
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(2) εχ(λ) ∈ BS(N) implies εφ(λ) ∈ BS(3N) for all φ short.
(3) εα(xλ) ∈ BS(N) for all x ∈ R implies εφ(xλ2) ∈ BS(3N) for all φ long and all x ∈ R.
(4) εχ(λ) ∈ BS(N) implies {εχ(2xλ)|x ∈ R} ⊂ BS(6N).
(5) εχ(2λ+ λ
2)εα+β(λ
2) ∈ BS(N) implies {εφ(2xλ2)|x ∈ R, φ ∈ B2} ⊂ BS(6N).
All of the above implications stay true, if the balls BS are replaced by a normal subgroup of
Sp4(R).
Proof. For the first part inspect the commutator (εα(x), εχ(2λ + λ
2)εα+β(λ
2)) for x ∈ R
arbitrary. For the second part, note that εχ(λ) is conjugate to εβ(λ) and so εβ(λ) ∈ BS(N).
Note further
BA(2N) ∋ (εβ(λ), εα(1)) = εα+β(±λ)εχ(±λ).
These two facts imply εα+β(λ) ∈ BS(3N). The element εα+β(λ) is conjugate to εφ(λ) for every
short root φ ∈ B2. This proves the second part and the third part follows by considering for
x ∈ R the commutator
BA(2N) ∋ (εβ(x), εα(λ)) = εα+β(±xλ)εχ(±xλ2).
and noting εα+β(±xλ) ∈ BA(N). For the fourth part, note that we have by the second part,
that εα(λ) ∈ BS(3N). Next inspect for x ∈ R the commutator:
BS(6N) ∋ (εα(λ), εα+β(x)) = εχ(2xλ).
This proves the fourth part. The last part follows from part (1) and (2). 
With this lemma, the second case of Theorem 3.2 follows:
Proposition 4.9. Let R be a commutative ring with 1 and let A ∈ Sp4(R) be given. Then
there is a constant L(B2) (not depending on A or R) such that 2l(A)2 ⊂ ε(A, φ, L(B2)) for
φ ∈ B2 arbitrary.
Proof. The proof is very similar to the one of Proposition 4.5. First, let natural numbers k, l
be given with 1 ≤ k, l ≤ 4. Also if k = l, then we assume that k = l < 4. The language L
and the theory Tkl is defined the same way as in Proposition 4.5 except for three differences:
First we include a constant symbol e(k, l) instead of e(k, l, v). Secondly, (2) has the form
e(k, l) =
{
akl, if k 6= l
akk − ak+1,k+1, if not
Most importantly, (5) is a family of sentences (θr)r∈N such that
θr :∀X1, . . . , Xr, ∀e1, . . . er ∈ {0, 1,−1} : ((P (X1) ∧ · · · ∧ P (Xr))→
(εχ(2e(k, l) + e(k, l)
2)εα+β(e(k, l)
2) 6= (Ae1)X1 · · · (A)er)Xr))
Invoking Theorem 4.7 instead of Theorem 4.1 yields that a model of (1) through (4) cannot
be a model of all sentences in (5). Hence Tkl is inconsistent. Using Gödel’s compactness,
we obtain, as in the proof of Proposition 4.5, that there is an Lk,l(B2) such that the subset
T 1kl ⊂ Tkl that contains all sentences in (1) through (4) and the single sentence θLk,l(B2) is
already inconsistent.
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Let R be an arbitrary commutative ring with 1 and let A ∈ Sp4(R) be given. This gives us a
model M of the (1) through (4) and hence as T1 is inconsistent this model must violate the
statement θMLk,l(B2). Thus there are elements g1, . . . , gLk,l(B2) ∈ Sp4(R) and e1, . . . eLk,l(B2) ∈
{0, 1,−1} such that (abusing the notation slightly)
εχ(2e(k, l) + e(k, l)
2)εα+β(e(k, l)
2) = (Ae1)g1 · · · (AeLk,l(B2))gLk,l(Φ)
Next, Lemma 4.8(5) implies 2(e(k, l)2) ∈ ε(A, φ, 6Lk,l(B2)) for all φ ∈ B2. If we sum over all
admissible k, l, this implies for all φ ∈ B2 that
2l(A)2 =
∑
k,l
(2e(k, l)2) ⊂ ε(A, φ,
∑
k,l
6Lk,l(B2)).
So defining L(B2) :=
∑
k,l 6Lk,l(B2), we get the statement. 
4.3. Level ideals for G2. Remember that the positive roots in G2 are α, β, α + β, 2α +
β, 3α + β and 3α + 2β = χ for α, β simple, positive roots in G2 with α short, β long. Also
note that the roots 3α + β and β span a root subsystem of G2 isomorphic to A2.
Next, we are using the following result by Costa and Keller:
Theorem 4.10. [8, (3.6) Main Theorem] Let R be a commutative ring with 1 and let H be
an E(G2, R)-normalized subgroup of G2(R). Then there is a pair of ideals J, J
′ in R with
(x3, 3x|x ∈ J) ⊂ J ′ ⊂ J
such that
[E(R), E(J, J ′)] ⊂ H ⊂ G(J, J ′).
We are not defining G(J, J ′), but note that H ⊂ G(J, J ′) implies that H becomes trivial after
reducing mod J .
This implies:
Corollary 4.11. Let R be a commutative ring with 1, A ∈ G2(R) and H the smallest sub-
group of G2(R) normalized by E(G2, R) and containing A. Then we have ε3α+2β(a
3), ε3α+2β(3a) ∈
H for all a ∈ l(A).
Proof. This follows directly from Theorem 4.10. Note first that J must contain l(A), because
A ∈ H becomes scalar after reducing modulo J. Hence for a ∈ l(A) we get 3a, a3 ∈ J ′ for all
a ∈ l(A). Lastly, {εβ(b)| b ∈ J ′} ⊂ H holds, because β is a root in the long A2 in G2. 
Next, note the following:
Proposition 4.12. Let R be a commutative ring with 1 and let S ⊂ G2(R) be given. Then
(1) if for N ∈ N, λ ∈ R one has εχ(λ) ∈ BS(N), then
(a) {εφ(xλ)|x ∈ R} ⊂ BS(2N) for φ long and
(b) {εφ(2xλ)|x ∈ R} ⊂ BS(16N) for φ short holds.
(2) if εα(λ) ∈ BS(N), then {εχ(xλ3), |x ∈ R} ⊂ BS(4N).
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The implications are still true, if the balls BS are replaced by a normal subgroup of G2(R).
Proof. Part (1a) can be obtained by arguing as in the A2-case. For part (1b) inspect the
following commutator formula for all x ∈ R :
εα+β(±xλ)ε2α+β(±x2λ)ε3α+β(±x3λ)ε3α+2β(±x3λ2) = (εβ(λ), εα(x)) ∈ BS(2N)
Note that ε3α+β(x
3λ), ε3α+2β(x
3λ2) ∈ BS(2N) by part (1a) and hence
εα+β(xλ)ε2α+β(x
2λ) ∈ BS(2N ∗ 3) = BS(6N).
Taking the commutator of this product with εα(1) yields (up to conjugation)
ε2α+β(2xλ)ε3α+β(3x
2λ+ 6xλ)ε3α+2β(3x
2λ2) ∈ BS(12N).
Yet we have again ε3α+β(3x
2λ + 6xλ), ε3α+2β(3x
2λ2) ∈ BS(2N) and hence ε2α+β(2xλ) ∈
BS(16N). Lastly, for part (2) inspect first the commutator
BS(2N) ∋ (εα(λ), εβ(x)) = εα+β(±xλ)ε2α+β(±xλ2)ε3α+β(±xλ3)ε3α+2β(±x2λ2).
However, all of the factors besides ε3α+β(xλ
3) in this product commute with εβ(1). Thus
taking the commutator with εβ(1), we obtain the claim after conjugation. 
With this in hand, the last part of Theorem 3.2 follows:
Proposition 4.13. Let R be a commutative ring with 1 and let A ∈ G2(R) be given. Then
there is a constant L(G2) (not depending on A or R) such that l(A)3 ⊂ ε(A, χ, L(G2)).
Proof. The proof is very similar to the ones in the previous subsections. Let natural numbers
k, l be given with 1 ≤ k, l ≤ 8. Also if k = l, we further assume that k = l < 8.
Aside from the places, where k, l have to range between 1 and 8, the language L and the
theory Tkl is defined the same way as in Proposition 4.9 except (5) has the form:
A family of sentences (θr)r∈N such that
θr : ∀X1, . . . , Xr, ∀e1, . . . er ∈ {0, 1,−1} : ((P (X1)∧· · ·∧P (Xr))→ (εβ(e(k, l)3) 6= (Ae1)X1 · · · (A)er)Xr))
One obtains invoking Corollary 4.11 that a model of (1) through (4) cannot be a model of (5).
Hence Tkl is inconsistent. As before, we can by invoking compactness find an Lk,l(G2) ∈ N
such that the subset T 1kl ⊂ Tkl that contains all sentences in (1) through (4) and the single
sentence θLk,l(G2), is already inconsistent.
Next, let R be an arbitrary commutative ring with 1 and let A ∈ G(Φ, R) be given. This
gives us a model M of the sentences in (1) through (4) and hence as T 1kl is inconsistent this
model must violate the statement θMLk,l(G2). Thus there are elements g1, . . . , gLk,l(G2) ∈ G2(R)
and e1, . . . eLk,l(G2) ∈ {0, 1,−1} such that (abusing the notation slightly)
εβ(e(k, l)
3) = (Ae1)g1 · · · (AeLk,l(G2))gLk,l(G2)
Proposition 4.12(1a) implies (e(k, l)3) ⊂ ε(A, χ, 2Lk,l(G2). Summing further over all admis-
sible k, l implies ∑
k,l
(e(k, l)3) ⊂ ε(A, χ,
∑
k,l
2Lk,l(G2)).
20
Define next L(G2) :=
∑
k,l 2Lk,l(G2) and we are done. 
Remark 4.14. In this paper, we restrict ourselves to the simply-connected type of split
Chevalley groups. However, a careful rereading of the proofs reveals, that the we only
used the fact that we have a description of G(Φ, R) as a matrix group and consequently an
explicit description of the level ideal. However, similar descriptions exist for a lot of other
types of split Chevalley groups and consequently statements similar to Theorem 3.1 can be
obtained for them.
5. Applications, corollaries and variants of Theorem 3.1
Theorem 3.1 naturally raises the question of which rings R fulfill its main assumption, that
is bounded generation by root groups for G(Φ, R). We will mostly deal with rings of stable
range 1 and rings of S-algebraic integers for this.
5.1. Stable range 1, semilocal rings and uniform boundedness. A useful tool in this
context is the following (slightly reformulated) observation due to Tavgen:
Proposition 5.1. [20, Proposition 1] Let Φ be a root system, R a commutative ring with
1 such that there is an m := m(R), N(R) ∈ N with the property that each irreducible root
subsystem Φ0 of Φ generated by simple roots of Φ with rank m satisfies
‖E(Φ0, R)‖EL ≤ N(R)rank(Φ0).
Then ‖E(Φ, R)‖EL ≤ N(R)rank(Φ). Here ‖ · ‖EL denotes the word norm on E(Φ, R) with
respect to the generating set given by root elements.
This is a useful proposition, because it allows to obtain bounded generation results for higher
ranks from such results for low-rank root systems at least if G(Φ, R) = E(Φ, R) holds. In
particular, we have the following:
Corollary 5.2. Let R be a commutative ring with 1 such that SL2(R) = G(A1, R) is bound-
edly generated by root elements. Then for all irreducible root systems Φ the elementary
Chevalley group E(Φ, R) is boundedly generated by root elements.
Proof. This follows from Proposition 5.1 in the case m(R) = 1 for N(R) determined by
the bounded generation of SL2(R), because for each simple root α ∈ Φ the subgroup
E({α,−α}, R) of E(Φ, R) is either isomorphic to SL2(R) or a quotient of it. 
Next, we define stable range:
Definition 5.3. The stable range of a commutative ring R with 1 is the smallest n ∈ N
with the following property: If any v0, . . . , vm ∈ R generate the unit ideal R for m ≥ n, then
there are t1, . . . , tm such that the elements v
′
1 := v1+ t1v0, . . . , v
′
m := vm+ tmv0 also generate
the unit ideal. If the ring R does not have stable range 1, but for each a ∈ R− {0} the ring
R/aR does, then R is said to have stable range 3/2. If no such n exists, R has stable range
+∞.
Remark 5.4. Having stable range at most m for m ∈ N or at most 3/2 are first order
properties.
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Note the following result:
Proposition 5.5. [9, Lemma 9] Let R be a commutative ring with 1 of stable range 1 and Φ
a root system. Then SL2(R) is boundedly generated by root elements and ‖SL2(R)‖EL ≤ 4.
This proposition together with Corollary 5.2 yields that E(Φ, R) is boundedly generated
by root elements for all irreducible root systems Φ and using Tavgen’s original version of
Proposition 5.1 that each element in E(Φ, R) can be written as a product of at most four
upper and lower unitriangular elements. This was first observed by Vavilov, Smolenski, Sury
in [25, Theorem 1].
Proposition 5.6. [3, Corollary 2.4] Let R be a semi-local ring. Then for all irreducible root
systems Φ of rank greater than one, the group G(Φ, R) is generated by root elements.
Also each semilocal ring has stable range 1:
Lemma 5.7. [4, Lemma 6.4, Corollary 6.5] Every semilocal ring, that is each ring with only
finitely many maximal ideals has stable range 1. So also each field has stable range 1.
So for R a semilocal ring the group G(Φ, R) is boundedly generated by root elements and
hence Theorem 3.1 can be applied to G(Φ, R). This case is more structured than Theorem 3.1
in fact:
Theorem 5.8. Let R be a commutative, semilocal ring with 1 and let Φ an irreducible root
system. Furthermore, assume if Φ = B2 or G2 that (R : 2R) < ∞ holds. Then G(Φ, R) is
uniformly bounded.
Proof. The strategy is to find a constant K ∈ N such that each finite normally generating
subset S of G := G(Φ, R) has a subset S¯ with |S¯| ≤ K such that S¯ is also a normally
generating subset of G(Φ, R). Then Theorem 3.1 yields:
‖G(Φ, R)‖S ≤ ‖G(Φ, R)‖S¯ ≤ C(Φ, R)|S¯| ≤ C(Φ, R)K.
and so uniform boundedness for G(Φ, R) holds.
Assume R has precisely m maximal ideals. Let S be a finite set of normal generators of
G(Φ, R). Lemma 3.3 implies Π(S) = ∅. Observe that for all T1, T2 ⊂ G(Φ, R), we have
Π(T1 ∪T2) = Π(T1)∩Π(T2). This implies that if there are only m maximal ideals in R, then
already some subset S ′ of S with |S ′| ≤ m + 1 has the property ⋂A∈S′ Π(A) = ∅. Hence in
case Φ 6= B2 or G2, Corollary 3.11(1) tells us that S ′ is already a normally generating subset
of G(Φ, R). This finishes the case Φ 6= B2, G2.
Next, we do the case Φ = B2 or G2. We have (R : 2R) < ∞ by assumption and hence
Lemma 3.4 implies for N := 〈〈εφ(2a)|a ∈ R, φ ∈ Φ〉〉, that the group G/N is finite. The
set S normally generates the group G and hence the image of S in G/N normally generates
G/N and so we can pick a subset S ′′ ⊂ S with at most M := |G/N | elements such that the
image of S ′′ in G/N normally generates G/N. Hence considering the set S¯ := S ′ ∪ S ′′ we
have
|S¯| ≤ |S ′|+ |S ′′| ≤ m+ 1 +M
and the upper bound m + 1 +M clearly does not depend on S. Corollary 3.11(2) implies
that S¯ is a normally generating set of G(Φ, R). Thus we are done. 
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Remark 5.9. The above theorem applies to various cases for example local rings, p-adic
integers or other discrete valuation domains.
We also obtain the following:
Theorem 5.10. Let R be a commutative ring with 1 of stable range 1 and Φ an irreducible
root system of rank at least 2 that is not G2 or B2. Then for the elementary subgroup E(Φ, R)
of G(Φ, R), there is a constant C(Φ, R) such that
∆k(E(Φ, R)) ≤ C(Φ, R)k
for all k ∈ N. If Φ = B2 or G2 we must further assume that (R : 2R) <∞.
Proof. We want to show a version of Theorem 3.1 that speaks about E(Φ, R) instead of
G(Φ, R). This can be done by following the same arguments. The only difference in the
proofs of Proposition 4.5, Proposition 4.9 and Proposition 4.13 is that in the sentences of
the theories Tkl, one can no longer quantify over the full Chevalley group G(Φ, R), but must
quantify over all elements of E(Φ, R) despite the fact that this group cannot be defined in
first order terms. Stable range 1 is a first order property of a ring however and we know
that E(Φ, R) has bounded generation by root elements for such rings. Thus by including a
collection of sentences that describes that R has stable range 1, we can modify the Tkl such
that it quantifies over all elements of E(Φ, R) by quantifying over appropriate finite products
of root elements and then the rest of the argument goes through. 
5.2. Rings of S-algebraic integers. First, we are going to define S-algebraic integers.
Definition 5.11. [16, Chapter I, §11] Let K be a finite field extension of Q. Then let S
be a finite subset of the set V of all valuations of K such that S contains all archimedean
valuations. Then the ring OS is defined as
OS := {a ∈ K| ∀v ∈ V − S : v(a) ≥ 0}.
Rings of S-algebraic integers do not have stable range 1. For a remarkably large class of them
-the ones with infinitely many units- the corresponding SL2 are still boundedly generated
by root elements [14, Theorem 1.1]. This will be more relevant in our upcoming paper [21],
when we talk about explicit bounds. More important for us is the following classical result:
Theorem 5.12. [20, Theorem A] Let Φ be an irreducible root system of rank at least 2 and
R a ring of S-algebraic integers in a number field. Then G(Φ, R) has bounded generation
with respect to root elements.
Furthermore, all non-zero ideals I in a ring R of S-algebraic integers have finite index. So,
rings R of S-algebraic integers in number fields have the property that G(Φ, R) is boundedly
generated by root elements for all irreducible Φ of rank at least 2 and the ideal 2R (and
all other non-zero ideals) have finite index in R. Hence Theorem 3.1 can be applied to the
groups G(Φ, R). This gives us the following Theorem:
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Theorem 5.13. Let R be a ring of S-algebraic integers in a number field and Φ an irreducible
root system of rank at least 2. Then there is a constant C(Φ, R) ≥ 1 such that for G(Φ, R)
one has
∆k(G(Φ, R)) ≤ C(Φ, R)k
for all k ∈ N.
Remark 5.14. Note that in contrast to the result by Kędra, Libman and Martin [12, Theo-
rem 6.1] we do not have any control on the the behaviour of C(Φ, R), beyond the fact that
it does not depend on k. However, in the paper [21] we will remedy this fact by providing
explicit values for C(Φ, R) in case the ring is a principal ideal domain.
We provide lower bounds on ∆k(G(Φ, R)) in Section 6.
Next, we are going to talk about orders in rings of algebraic integers and Morris results
in [15] and how to use them to get strong boundedness results. We do not define orders
precisely, but they are subrings of rings of algebraic integers that are also sublattices of the
same ring of algebraic integers. First, there are the following results by Morris that are very
similar to our results.
Theorem 5.15. [15, Theorem 6.1, Remark 6.2, Corollary 6.13] Let B be an order in a
ring of algebraic integers and S a multiplicative set in B − {0}. Further assume either that
n ≥ 3 or that S−1B has infinitely many units. Also let X be a subset of G := SLn(S−1B),
that is normalized by root elements and that does not consist entirely of scalar matrices.
Then X boundedly generates a finite index subgroup N of SLn(S
−1B) with a bound on the
maximal length of a word in elements of X that depends on n, the degree [K : Q], the
minimal numbers of generators of the level ideal l(N) and the cardinality of S−1B/l(N). If
X := {gsg−1|s ∈ S, g ∈ SL(S−1B)} for a finite set S the minimal number of generators of
l(N) is smaller than n2|S|.
Similarly if Γ is a finite index subgroup of SLn(S
−1B) and X ⊂ Γ a set that is normalized by
Γ and does not consist entirely of scalar matrices, then X boundedly generates a finite index
subgroup N of Γ with a bound that depends on the same numbers as above.
Remark 5.16. In the terminology of our paper this establishes that finite index, finitely nor-
mally generated, non-central subgroups N of SLn(S
−1B) are strongly bounded (or ∆k(N) <
∞ for all k). The main difference (in the case that a finite S normally generates SLn) to
our result, is that Morris has no control on the actual value of ∆k(SLn), whereas we can
establish that the dependence is at least linear in k. Structurally, the main reason for this
difference seems to be that Morris uses a first order compactness result upon the entirety of
a set of generators to establish bounded generation but does not have any control on any
particular one of the generators individually. We, on the other hand, apply a compactness
result upon a particular given element of the group G(Φ, R) to obtain root elements with
arguments lying in its level ideal and only later consider the full generating set to obtain the
missing elements in case of B2 and G2. Our methods are able to prove a stronger version of
[15, Theorem 6.1, Remark 6.2, Corollary 6.13] as well, but this is work in progress.
Morris [15, Theorem 5.26] proves bounded generation by root elements for the subgroup
E(A1, R) of SL2(R), even in the case that R is only a localization of an order, if said
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localization has infinitely many units. He demonstrates further that the elementary subgroup
E(A2, R) of SL3(R) is boundedly generated by root elements for R a localization of an
order [15, Corollary 3.13]. Most importantly however, in both cases the bounded generation
results follows by proving that localization of orders satisfy certain first order properties,
that Morris calls Gen(t, r) and Exp(t, l) in case of E(A2, R) and additionally Unit(1, x) in
case of E(A1, R) as well as in both cases stable range 3/2. Then Morris show that these
properties imply bounded generation by root elements.
Hence adding these first order properties in the proofs of Proposition 4.5, Proposition 4.9
and Proposition 4.13 and applying Corollary 5.2 in case Φ is not simply-laced, one can prove
the following:
Proposition 5.17. Let R be a localization of an order in a ring of algebraic integers and
Φ an irreducible root system of rank at least 2. Assume further that R has infinitely many
units in case Φ is not simply-laced. There is a constant C(Φ, R) such that
∆k(E(Φ, R)) ≤ C(Φ, R)k
holds for all k ∈ N.
Lastly, it should be possible to prove bounded generation results and hence strong bound-
edness also in the case of rings of functions of algebraic curves over finite fields. The picture
seems to be less clear in this area however as the only result about this we could find was
[17] stating bounded generation of SLn(F[T ]) for F a finite field and n ≥ 3.
6. Lower bounds on ∆k
In this section, we talk about lower bounds on ∆k. The dichotomy between G2, B2 and the
other Φ persists here. Namely, for Φ = B2 or G2 the lower bounds depend strongly on the
ring R. First the higher rank cases:
Proposition 6.1. [12, Theorem 6.1] Let Φ be an irreducible root system of rank at least 2
and let R be a Dedekind domain with finite class number and infinitely many maximal ideals
such that G(Φ, R) is boundedly generated by root elements. Further assume that 2 is a unit
in R if Φ = B2 or G2. Then ∆k(G(Φ, R)) ≥ k for all k ∈ N.
Proof. Let k distinct maximal ideals P1, . . . ,Pk be given and let c be the class number of R.
All the ideals Pci are principal so choose ti as one of its generators and set for all i
ri :=
∏
1≤j 6=i≤k
tj.
Fix a short root φ ∈ Φ and consider the elements Ai := εφ(ri) and the set S := {A1, . . . , Ak}.
Then Π(Ai) =
⋃
j 6=i {Pj} holds and thus Π(S) = ∅. Hence if Φ 6= B2, G2, then Corol-
lary 3.11(1) implies that S is a normally generating set of G(Φ, R). If on the other hand
Φ = B2 or G2 holds, then the assumption on 2 implies R = 2R and so the condition in
Corollary 3.11(2) reduces to Π(S) = ∅ as well.
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To finish the proof, assume for contradiction that ‖εφ(1)‖S ≤ k−1. Then there are elements
g1, . . . , gk−1 ∈ G(Φ, R) and s1, . . . , sk−1 ∈ S ∪ S−1 ∪ {1} such that
εφ(1) =
∏
1≤i≤k−1
sgii .
However, Π(sgii ) = Π(si) contains at least k−1 elements of {P1, . . . ,Pk} and hence
⋂
1≤i≤k−1Π(s
gi
i )
cannot possibly be empty. This implies
∅ 6=
⋂
1≤i≤k−1
Π(sgii ) ⊂ Π(εφ(1)) = ∅.
This contradiction yields ‖εφ(1)‖S ≥ k. This proves as |S| = k that
∆k(G(Φ, R)) ≥ ‖G(Φ, R)‖S ≥ ‖εφ(1)‖S ≥ k.

Remark 6.2. This is a generalization of [12, Theorem 6.1], yet the proof is essentially the
same.
Next, we are going to describe lower bounds on ∆k(Sp4(R)) and ∆k(G2(R)) in the general
case. It turns out that in this case the (existence of) lower bounds are strongly dependent
on the way 2 splits into primes in the ring R.
Theorem 6.3. Let Φ be B2 or G2 and let R be a ring of S-algebraic integers in a number
field with R 6= 2R. Further let
r := r(R) := |{P| P divides 2R, is a prime ideal and R/P = F2}|
be given. Then for G(Φ, R)
(1) the inequality ∆k(G(Φ, R)) ≥ k holds for all k ∈ N with k ≥ r(R) and
(2) the equality ∆k(G(Φ, R)) = −∞ holds for k < r(R).
We show both parts of the theorem separately. For the first part, the main difficulty, com-
pared to Proposition 6.1 comes, from the more complex conditions a set S has to fulfill to
be a normal generating set. To address this, we need the following technical Proposition
describing algebraic properties of finite quotients of rings of S-algebraic integers.
Proposition 6.4. Let R be a ring of S-algebraic integers and P1, . . . ,Ps be non-zero prime
ideals and l1, . . . , ls ∈ N. Assume further that at most one of the Pi has the property
[R/Pi : F2] = 1
and let x¯ ∈ R/(P l11 · · · P lss ) =: R¯ be a unit. Then εα(x¯) normally generates Sp4(R¯) or G2(R¯)
respectively.
Proof. First, we do the case Sp4(R). Let N be the subgroup of Sp4(R) normally generated
by εα(x¯). We first prove for R¯0 := {y¯ ∈ R¯|εα(y¯) ∈ N} that R¯0 = R¯. This is done in two
steps. First, we prove that R¯0 contains all units of R¯ and is closed under addition and then
second, that R¯ is generated as an additive group by its units. But this yields the proposition,
because εα(a¯) ∈ N for all a¯ ∈ R¯ implies together with Lemma 4.8(3), that N contains all
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root elements and by Proposition 5.6 the group Sp4(R¯) is generated by its root elements as
R¯ is finite and hence semi-local.
For the first step, according to [19, Lemma 20(c), Chapter 3, p. 23], we have for any unit
u¯ ∈ R¯ that
N ∋ hβ(x¯u¯−1)εα(x¯)hβ(x¯u¯−1)−1 = εα((x¯u¯−1)〈α,β〉x¯) = εα((x¯u¯−1)−1x¯) = εα(u¯).
For the second step, observe first that R¯ does not have F2 × F2 as a quotient ring. This
is the case, because otherwise the ring R would have two distinct non-zero prime ideals
Q1,Q2 with R/Q1 = R/Q2 = F2 and P l11 · · · P lss ⊂ Q1,Q2. But then Q1 and Q2 are among
the P1, . . . ,Ps, which is impossible, because there is at most one Pi with R/Pi = F2. Yet
semi-local rings without F2×F2 as a quotient ring are generated by their units according to
[22, Lemma 2(d)] and hence R¯0 = R¯.
For the case G2(R), note that we obtain {x¯|εα(x¯) ∈ N} = R¯ the same way as in the case of
Sp4(R). So N contains all root elements for short roots. Lemma 4.12(2) yields now that N
also contains all of the root elements for long roots. Hence as G2(R¯) is generated by root
elements we are done. 
We can show the first part of the theorem now.
Proof. Let the ideal 2R in R split into primes as follows:
2R =
(
r∏
i=1
P lii
)
·
(
s∏
j=1
Qkjj
)
with [R/Pi : F2] = 1 for 1 ≤ i ≤ r and [R/Qj : F2] > 1 for 1 ≤ j ≤ s. Next, let c be the class
number of R. Pick elements x1, . . . , xr ∈ R such that Pci = (xi) for all i. Also choose r + 1
distinct primes Vr+1, . . . , Vk in R which do not agree with any of the P1, . . . ,Pr,Q1, . . . ,Qs.
Passing to the powers V cr+1, . . . , V
c
k we can find elements vr+1, . . . , vk ∈ R with V cr+1 =
(vr+1), . . . , V
c
k = (vk). Further, define the following elements for 1 ≤ u ≤ r(R) = r
ru :=
( ∏
1≤i 6=u≤r
xi
)
· vr+1 · · · vk.
For k ≥ u ≥ r + 1 set
ru := x1 · · ·xr ·
( ∏
r+1≤u 6=q≤k
vq
)
.
We consider the set S := {εα(r1), . . . , εα(rk)} in Sp4(R) or G2(R). Note that α is the short,
positive simple root in both cases. For the sake of brevity, we will only write down the case
of Sp4(R).
Claim 6.4.1. S is a normal generating set of Sp4(R).
According to Corollary 3.11(2), we have to fulfill two conditions for this claim to hold,
first Π(S) = ∅ and second that S maps to a normally generating subset of Sp4(R)/N for
N := 〈〈εφ(2x)|x ∈ R, φ ∈ B2〉〉.
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First, note that
Π(εα(ru)) =
{
{P1, . . . , Pˆu, . . . ,Pr, Vr+1, . . . , Vk} , if 1 ≤ u ≤ r
{P1, . . . ,Pr, Vr+1, . . . , Vˆu, . . . , Vk} , if r + 1 ≤ u ≤ k,
where the hat denotes the omission of the corresponding prime. This implies Π(S) = ∅.
For the second condition note that Milnor’s, Serre’s and Bass’ solution for the Congruence
subgroup problem [5, Theorem 3.6, Corollary 12.5] implies that
N = ker(pi2R : Sp4(R)→ Sp4(R/2R)).
Hence it suffices to show that under the reduction homomorphism pi2R : Sp4(R)→ Sp4(R/2R)
the set S maps to a normally generating set of Sp4(R/2R). Using the Chinese Remainder
Theorem yields:
Sp4(R/2R) =
r∏
i=1
Sp4
(
R/(P lii )
)× Sp4
(
R/(
s∏
j=1
Qkjj )
)
.
For 1 ≤ u ≤ k, it follows further:
pi2R(εα(ru)) =
(
r×
i=1
(εα(ru + P lii )), εα(ru +
s∏
j=1
Qkjj )
)
Depending on u these elements look quite different.
First for u = 1 the element r1 is divisible by all P lii except for i = 1. Hence this implies
pi2R(εα(r1)) =
(
εα(r1 + P l11 ),
r×
i=2
(εα(0)), εα(r1 +
s∏
j=1
Qkjj )
)
=
(
εα(r1 + P l11 ), 1, εα(r1 +
s∏
j=1
Qkjj )
)
Phrased differently, it is the element εα(r1+P l11
∏s
j=1Qkjj ) in the subgroup Sp4(R/(P l11
∏s
j=1Qkjj )).
Note that r1 is not divisible by any of the Qj nor P1 and hence r1 + P l11
∏s
j=1Qkjj is a unit
in R/(P l11
∏s
j=1Qkjj ). Thus by Proposition 6.4 the element εα(r1 + 2R) normally generates
the subgroup
Sp4
(
R/(P l11
s∏
j=1
Qkjj )
)
= Sp4(R/P l11 )× Sp4
(
R/(
s∏
j=1
Qkjj )
)
of Sp4(R/2R).
The same way for 2 ≤ u ≤ r it follows that the element εα(ru + 2R) normally gener-
ates the subgroup Sp4(R/P luu ) × Sp4(R/(
∏s
j=1Qkjj )) of Sp4(R/2R). So already the subset
{εα(r1)), . . . , εα(rr)} of S maps to a normally generating subset of Sp4(R/2R) under pi2R.
This proves the claim.
Claim 6.4.2. The diameter of ‖ · ‖S is at least k. As |S| = k this proves the first part of the
theorem for Sp4(R).
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Assume for contradiction that diam(‖ · ‖S) ≤ k − 1. Then there are elements s1, . . . , sk−1 ∈
S ∪ S−1 ∪ {1} and g1, . . . , gk−1 ∈ Sp4(R) with
εα(1) =
∏
1≤i≤k−1
sgii .
But the set Π(sgii ) = Π(si) contains at least k−1 elements of the set {P1, . . . ,Pr, Vr+1, . . . , Vk}
and hence
⋂
1≤i≤k−1Π(s
gi
i ) is not empty and so ∅ 6=
⋂
1≤i≤k−1Π(s
gi
i ) ⊂ Π(εα(1)) = ∅. This
contradiction proves ‖εα(1)‖S ≥ k. 
For the second part of Theorem 6.3, note the following:
Lemma 6.5. There is an epimorphism Sp4(F2) → F2 with εφ(a) 7→ a for all a ∈ F2 and
φ ∈ B2. Similarly there is an epimorphism G2(F2)→ F2 with
εφ(a) 7→
{
a ,if φ ∈ G2 short
0 ,if φ ∈ G2 long
Proof. We only do the case Sp4(F2) again. According to [19, Theorem 8;Chapter 6,p. 43],
the group Sp4(F2) is isomorphic to the group G generated by elements of order 2 named
εα(1),εβ(1), εα+β(1), ε2α+β(1), ε−α(1),ε−β(1) and ε−α−β(1), ε−2α−β(1) subject to relations of
the form
(εφ(1), εψ(1)) = 1, if φ+ ψ ∈ B2 and no other sum of positive multiples of ψ and φ is a root
(εφ(1), εψ(1)) = 1, if φ+ ψ /∈ B2 and φ+ ψ 6= 0
(εφ(1), εψ(1)) = εφ+ψ(1)ετ (1), if φ+ ψ ∈ B2 and τ = φ+ 2ψ or 2φ+ ψ ∈ B2.
The map {εφ(a) 7→ a} sends both sides of these relations to the same element, namely 0,
and hence we get an epimorphism as required. 
Remark 6.6.
(1) The group Sp4(F2) is isomorphic to the permutation group S6 and the epimorphism
in the lemma is the sign homomorphism S6 → F2.
(2) The group G2(F2) has a simple subgroup U with [G2 : U ] = 2. The homomorphism is
the map G2(F2)→ G2(F2)/U = F2. The group U is isomorphic to the twisted group
2A2(F9).
Using this, the second part of the theorem follows:
Proof. We restrict ourselves to the case Sp4(R) again. Let 2R = (
∏r
i=1P lii )(
∏s
j=1Qkjj ) be
given as in the proof of the first part of the theorem. Using the Chinese Remainder Theorem,
we know that the map
Sp4(R)։ Sp4(R/2R) =
r∏
i=1
Sp4(R/(P lii ))×
r∏
i=1
Sp4(R/(Qkjj ))։
r∏
i=1
Sp4(R/Pi) = Sp4(F2)r
is an epimorphism. So composing with the epimorphism Sp4(F2) → F2, we obtain an epi-
morphism g : Sp4(R)→ Fr2. This suffices to prove the second part of the theorem, because a
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given normally generating set S of Sp4(R) with |S| ≤ r − 1 would map to a generating set
of Fr2 with less than r elements. The group F
r
2 cannot be generated by less than r elements
however. 
This finishes the proof of Theorem 6.3. We note the following corollary:
Corollary 6.7. Let R be a ring of S-algebraic integers and r(R) defined as in Theorem 6.3.
Then both Sp4(R) and G2(R) have abelianization F
r
2.
Proof. We only do the case Sp4(R). Note that 〈〈εφ(2x)|x ∈ R, φ ∈ B2〉〉 ⊂ (Sp4(R), Sp4(R))
by Lemma 4.8(4) and (2) and further that Sp4(R) is boundedly generated by root elements
by Theorem 5.12. Thus the abelianization A(R) of Sp4(R) is a finitely generated, 2-torsion
group. Let r′ := dimF2(A(R)). The proof of Theorem 6.3 implies that A(R) has the quotient
Fr2 and hence r
′ ≥ r. Now on the other hand r′ > r is impossible, because it would imply as
in the proof of the second part of Theorem 6.3 that there are no normal generating sets of
Sp4(R) with precisely r elements, which is wrong. 
For rings of quadratic integers it is known how 2 splits into primes and hence we can give
the following complete description of r(R):
Corollary 6.8. Let D be a square-free integer and R the ring of algebraic integers in Q[
√
D].
Then the value of r(R) is
(1) r(R) = 1 precisely if D ≡ 2, 3, 5, 6, 7 mod 8, so ∆1(Sp4(R)),∆1(G2(R)) 6= −∞.
(2) r(R) = 2 precisely if D ≡ 1 mod 8, so ∆1(Sp4(R)) = ∆1(G2(R)) = −∞ and
∆2(Sp4(R)) = ∆2(G2(R)) > −∞.
Proof. We obtain from [13, Theorem 25] that the ideal 2R splits and ramifies in R as follows:
(1) 2R is inert precisely if D ≡ 5 mod 8.
(2) 2R ramifies precisely if D ≡ 2, 3, 6, 7 mod 8.
(3) 2R splits precisely if D ≡ 1 mod 8.
In the first two cases, this implies r(R) = 1 and in the third case r(R) = 2. 
We finish this section with the following explicit example:
Corollary 6.9. Let R = Z[1+
√−7
2
] be the ring of algebraic integers in the number field
Q[
√−7]. Then Sp4(R) and G2(R) are not generated by a single conjugacy class and so
∆1(Sp4(R)) = ∆1(G2(R)) = −∞.
Closing remarks
This paper gives rise to a question regarding generalizations of the stated results. It is
natural to ask how the results generalize to rings R of integers of global fields of positive
characteristic instead of rings of algebraic integers. This poses two issues:
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(1) First, bounded generation of the corresponding Chevalley group G(Φ, R). There is
the result of Nica [17] regarding the basic case of R = F[T ] for F finite, but no general
result in this direction is known to us. However replacing the number theoretic results
used in the proofs of [15] or [20] by corresponding results in the ’number theory of
R’ this should be possible. It seems likely to us that there might be some issues in
case of the critical characteristics 2 and 3 for some root systems Φ.
(2) Secondly, our argument in case Φ = B2, G2 relied on R/2R being finite. This is clearly
true in the case of char(R) ≥ 3 as R/2R is trivial in this case. If char(R) = 2, then
this fails.
Next, one can ask about more general S-arithmetic lattices than the ones we dealt with.
Here S-arithmetic lattices means groups commensurable with G(Φ, R). There is one straight-
forward way of generalizing our results to finite index subgroups by way of analyzing the
subnormal structure of the Chevalley groups instead of the normal structure as we did, but
this strategy will break down quickly after only a couple of easy examples. The main issue is
that the subnormal group structures are- to the best of our knowledge- badly understood for
arbitrary commutative rings in the moment. There seem to be some results in this direction
notably [26] and [24]. Also it might be possible to imitate the strategy of Morris and try to
isolate certain first order properties of rings of algebraic integers that might facilitate such
a strategy.
Beyond this, there is also the issue that boundedness are badly behaved under passage to
finite index supergroups and subgroups. Further it is not clear to us what algebraic structure
plays the role of the level ideals of the corresponding subgroup in question in this case.
Considering the fact, that we are mainly interested in lattices it seems likely that a more
geometric interpretation of our results is the most straightforward path to a generalization.
Appendix
Lemma 2.11. We split the proof into three parts. First we are going to show the statement
for fields, then for integral domains and finally for general reduced rings. So let K be a
field and A = (akl) ∈ G(Φ, K) be given. For fields one has G(Φ, K) = E(Φ, K) by [3,
Corollary 2.4] and hence A is central in G(Φ, K). Then by [19, Lemma 28, Chapter 3,p. 29]
there are t1, . . . , tu ∈ K − {0} such that A =
∏u
i=1 hαi(ti), where {α1, . . . , αu} = Π are the
simple, positive roots in Φ. Further
(6) 1 =
u∏
i=1
t
〈φ,αi〉
i for all φ ∈ Φ.
Furthermore, for 1 ≤ j ≤ u the element A acts on the component of Knj ⊂ Kn1+n2+···+nu
associated to the highest weight λj of Vj by multiplication with
(7)
u∏
i=1
t
〈λj ,αi〉
i =
u∏
i=1
t
δij
i = tj .
Here we use that λj is chosen as the fundamental weight corresponding to αj , that is 〈λj, αi〉 =
δij holds for all 1 ≤ i, j ≤ u. Each other weight in Vj has the form λj −
∑
φ, where the φ
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are positive roots in Φ. Then (6) and (7) imply that A acts on Knj by tjInj . So this yields
the claim for fields.
For integral domains R, we distinguish two cases:
Case 1. R is finite.
Yet finite integral domains are fields and hence we are done.
Case 2. R is infinite.
Let α ∈ Φ be given and observe that for K the algebraic closure of the quotient field of R
we have the map
φα : Ga(K) = K → G(Φ, R), λ 7→ (A, εα(λ)).
This is a morphism of algebraic varieties and note that as A commutes with elements in εα(R)
by assumption, we have φα|R is equal to the identity. But R is Zariski-dense in Ga(K). So
φα|R being the identity implies that φα is constant. Hence A commutes with the entire group
εα in G(Φ, K). However G(Φ, K) is generated by the elements {εα(λ)|λ ∈ K,α ∈ Φ}. Hence
A is central in G(Φ, K), so we are done again.
Lastly, let R be a reduced ring. Further let P be a prime ideal in R. So piP(A) ∈ G(Φ, R/P)
commutes with E(Φ, R/P) and R/P is an integral domain. Thus we obtain
A ≡ (a11In1)⊕ · · · ⊕ (an1+···+nu−1+1,n1+···+nu−1+1Inu) modP
for all prime ideals P. This implies
A ≡ (a11In1)⊕ · · · ⊕ (an1+···+nu−1+1,n1+···+nu−1+1Inu) mod
⋂
P prime in R
P =
√
(0).
However R is reduced and so
√
(0) = (0) holds and we are done. 
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