One of the most influential results in network analysis is that many natural networks exhibit a power-law or log-normal degree distribution. This has inspired numerous generative models that match this property. However, more recent work has shown that while these generative models do have the right degree distribution, they are not good models for real life networks due to their differences on other important metrics like conductance. We believe this is, in part, because many of these real-world networks have very different joint degree distributions, i.e. the probability that a randomly selected edge will be between nodes of degree k and l. Assortativity is a sufficient statistic of the joint degree distribution, and it has been previously noted that social networks tend to be assortative, while biological and technological networks tend to be disassortative.
Introduction
There have been numerous studies about the topological structures of real-world networks, from the Internet to social, biological and technological networks [6] . One common result is the existence of power-law or lognormal distributions over many quantities and in particular the degree distribution: the number of nodes of degree k is proportional to k −α . The ubiquity of this distribution has been a motivator for many different generative models, like Preferential Attachment, the Copying model, the Barabasi Hierarchical model, Forest-Fire Model, the Kronecker Graph Model and Geometric Preferential Attachment [7, 16, 18, 27, 17] . Many of these models also match other observed features, such as small diameter or densification [14] . However, recent studies comparing the generative models with real networks on metrics like conductance show that the models do not match other important features of the networks [19] .
Intuitively, if the degree distribution (DD) of a graph describes the probability that a vertex selected uniformly at random will be of degree k then the joint degree distribution (JDD) is the probability that a randomly selected edge will be between nodes of degree k and l. Graphs with the same degree distribution may have very different joint degree distributions. For example, the assortativity of a network measures whether nodes prefer to attach to other similar or dissimilar nodes. When similarity is defined in terms of a node's degree, it is a sufficient statistic of the joint degree distribution and measures how different the joint degree distribution is from one where all of the edges are between nodes of the same degree. Studies of the assortativity of networks show that social networks tend to be assortative, while biological and technological networks like the internet tend to be dissortative [24, 23] .
Before attempting to use the joint degree distribution as a metric for designing generative models, it is important to know how tractable it is to work with. Given a joint degree distribution and an integer n, is it possible to construct a graph of size n with that joint degree distribution? Is it possible to construct or generate a uniformly random graph with that same joint degree distribution? We address both of these problems in this paper.
Contributions. First, we discuss the necessary and sufficient conditions for a given joint degree vector to be graphical. We prove that these conditions are sufficient by providing a new constructive algorithm. Next, we introduce a new configuration model for the joint degree matrix problem which is a natural extension of the configuration model for the degree sequence problem. Finally, using this configuration model, we develop Markov Chains for sampling both pseudographs and simple graphs with a fixed joint degree vector. We prove the correctness of both chains and mixing time for the pseudograph chain by using previous work. The simple graph chain is experimentally evaluated using autocorrelation.
In practice, Monte Carlo Markov Chains are a very popular method for sampling from difficult distributions. However, it is often very difficult to theoretically evaluate the mixing time of the chain, and many practioners simply stop the chain after 5,000, 10,000 or 20,000 iterations without much justification. Our experimental design with autocorrelation provides a set of statistics that can be used as a justification for chosing a stopping point.
Related work. The related work can be roughly divided into two categories: constructing and sampling graphs with a fixed DD using sequential importance sampling or Monte Carlo Markov Chain methods, and experimental work on heuristics for generating random graphs with a fixed JDD.
The methods for constructing graphs with a given degree distribution are primarily either reductions to perfect matchings or sequential sampling methods. There are two popular perfect matching methods. The first is the configuration model [1] : k mini-vertices are created for each degree k vertex, and all the minivertices are connected. Given any perfect matching in the configuration the edges in the graph correspond to the connected mini-vertices. This allows multiple edges and self-loops, which are often undesirable. The second approach, the gadget configuration model, prevents this problem by creating a gadget for each vertex. If v i has degree d i , then it is replaced with a complete bipartite graph (U i , V i ) with |U i | = n − 1 − d i and |V i | = n − 1. Exactly one node in each V i is connected to each other V j , representing edge (i, j) [12] . Any perfect matching in this model corresponds exactly to a simple graph. These models are pictured in Figures 1 and 2 respectively in the Appendix. We use a natural extension of the first configuration model to the JDD problem. Figure 1 : On the left, we see an example of the configuration model of the graph on the right. Each vertex is split into a number of minivertices equal to it's degree, and then all minivertices are connected. Not all edges are shown for clarity. One half of the gadget is n − 1 vertices, and the other half is n − 1 − d i , where d i is the degree. Then each gadget is connected once to each other gadget. A perfect matching in this graph corresponds to a graph with the correct degree sequence.
There are also sequential sampling methods that will construct a graph with a given degree distribution. Some of these are based on the necessary and sufficient Erdős-Gallai conditions for a degree sequence to be graphical [4] , while others follow the method of Steger and Wormald [3, 30, 28, 10, 13] . These combine the construction and sampling parts of the problem and can be quite fast. The current best work can sample graphs where [3] . Another approach for sampling graphs with a given DD is to use a Monte Carlo Markov Chain method. There is significant work on sampling perfect matchings [11, 5] . There has also been work specifically targeted at the DD problem. Kannan, Tetali and Vempala [12] analyze the mixing time of a Markov Chain that mixes on the configuration model, and another for the gadget configuration model. Gkantsidis, Mihail and Zegura [9] use a Markov Chain on the configuration model, but reject any transition that creates a self-loop, multiple edge or disconnects the graph. Both of these chains use the work of Taylor [31] to argue that the state space is connected.
Amanatidis, Green and Mihail study the problem of when a joint degree matrix has graphical representation and when a connected representation exists [2] . They give necessary and sufficient conditions for both of these problems, and constructive algorithms. In Section 2, we give a simpler constructive algorithm for creating a graphical representation that is based on solving the degree sequence problem instead of alternating structures.
Another vein of related work is that of Mahadevan et al. who introduce the concept of dK-series [22, 21] . In this model, d refers to the dimension of the distribution and 2K is the joint degree distribution. They propose a heuristic for generating random 2K-graphs for a fixed 2K distribution via edge rewirings. However, their method can get stuck if there is only 1 node with any degree k and the state space is not connected. We provide a theoretically sound method of doing this.
Finally, Newman also studies the problem of fixing an assortativity value, finding a joint remaining degree distribution with that value, and then sampling a random graph with that distribution using Markov Chains [24, 23] . His Markov Chain starts at any graph with the correct DD and converges to a pseudograph with the correct joint remaining degree distribution. By contrast, our work provides a theoretically sound way of constructing a simple graph with a given joint degree distribution first, and our Markov Chain only has simple graphs with the same joint degree distribution as its state space.
Notation and Definitions Formally, a degree distribution (DD) of a graph is the probability that a node chosen at random will be of degree k. Similarly, the joint degree distribution (JDD) is the probability that a randomly selected edge will have endpoints of degree k and l. In this paper, we are concerned with constructing graphs that exactly match these distributions, so rather than probabilities, we will use a counting definition below and call it the joint degree matrix. In particular, we will be concerned with generating simple graphs that do not contain multiple edges or self-loops. A generic degree vector will be denoted by D.
Definition 2. The joint degree matrix (JDM) J (G) of a graph G is a matrix where J (G) k,l is exactly the number of edges between nodes of degree k and degree l in G.
A generic joint degree matrix will be denoted by J . Given a joint degree matrix, J , we can recover the number of edges in the graph as m = ∞ k=1 ∞ l=k J k,l . We can also recover the degree vector as
The term J k,k is added twice because kD k is the number of endpoints of degree k and the edges in J k,k contribute two endpoints.
The number of nodes, n is then ∞ k=1 D k . This count does not include any degree 0 vertices, as these have no edges in the JDM. Given n and m, we can easily get the degree distribution and joint degree distribution.
The JDM Configuration Model We propose a new configuration model for the joint degree distribution problem. Given J and its corresponding D we create k mini-vertices for every vertex of degree k. In addition, for every edge with endpoints of degree k and l we create two mini-endpoints, one of class k and one of class l. We connect all k degree mini-vertices to the class k mini-endpoints. This forms a complete bipartite graph for each degree, and each of these forms a disconnected component. We will call each of these components the "k-neighborhood". Notice that there are kD k mini-vertices of degree k, and kD k = J k,k + l J k,l corresponding mini-endpoints in each k-neighborhood. This is pictured in Figure 3 in the Appendix.
Take any perfect matching in this graph. If we merge each pair of mini-endpoints that correspond to the same edge, we will have some pseudograph that has exactly the desired joint degree matrix. This observation forms the basis of our sampling method. degree k minivertices class k endpoints class l endpoints degree l minivertices Figure 3 : The JDM configuration model. This shows just two degree neighborhoods of the JDM configuration model. Each vertex of degree k is split into k minivertices which are represented by the circles. These then form a complete bipartite component when they are connected with the class k endpoints, the squares. Each degree neighborhood is completely disconnected from all others.
Constructing Graphs with a Given Joint
Degree Matrix The Erdős-Gallai condition is a necessary and sufficient condition for a degree sequence to be realizable as a simple graph.
The necessity of this condition comes from noting that in a set of vertices of size k, there can be at most k 2 internal edges, and for each vertex v not in the subset, there can be at most min{d(v), k} edges entering. The condition considers each subset of decreasing degree vertices and looks at the degree requirements of those nodes. If the requirement is more than the available edges, the sequence can not be graphical. The sufficiency is shown via the constructive Havel-Hakimi algorithm.
The existence of the Erdős-Gallai condition inspires us to ask whether similar necessary and sufficient conditions exist for a JDM to be graphical. The following necessary and sufficient conditions are due to Amanatidis et al. [2] . Theorem 2.2. Let J be given and D be the associated degree distribution. J can be realized as a simple graph if and only if (1) D k is integer-valued for all k and
The necessity of these conditions is clear. The first condition requires that there are an integer number of nodes of each degree value. The next two are that the number of edges between nodes of degree k and l (or k and k) are not more than the total possible number of k to l edges in a simple graph defined by the marginal degree sequences. Amanatidis et al. show the sufficiency through a constructive algorithm. We will now introduce a new algorithm that runs in O(md max ) time.
The algorithm proceeds by building a nearly regular graph for each class of edges, J k,l . Assume that k = l for simplicity. Each of the D k nodes of degree k receives J k,l /D k edges, while J k,l mod D k each have an extra edge. Similarly, the l degree nodes have J k,l /D l edges, with J k,l mod D l having 1 extra. We can then construct a simple bipartite graph with this degree sequence. This can be done in linear time in the number of edges using queues as is discussed after Observation 2.1. If k = l, the only differences are that the graph is no longer bipartite and there are 2J k,k endpoints to be distributed among D k nodes. To find a simple nearly regular graph, one can use Bayati, Kim and Saberi's [3] 
We must show that there is a way to combine all of these nearly-regular graphs together without violating any degree constraints.
Letd v denote the residual degree sequence where the residual degree of a vertex v is d v minus the number of edges that currently neighbor v. Also, letD k denote the number of nodes of degree k that have non-zero residual degree, i.e.
Construct a simple bipartite graph B with degree sequence
Construct a simple graph B with the degree sequence
end if
11:
Place B into G by matching the nodes of degree k with higher residual degree with x 1 · · · x a and those of degree l with higher residual degree with y 1 · · · y b . The other vertices in B can be matched in any way with those in G of degree k and l
12:
Update the residual degrees of each k and l degree node.
13: end for
To combine the nearly uniform subgraphs, we start with the largest degree nodes, and the corresponding largest degree classes. First, we note that after every iteration, the joint degree sequence is still feasible if
We will prove that Algorithm 2.1 can always satisfy the feasibility conditions. First, we note a fact.
This follows directly from the fact that the left hand side is summing over all of the k endpoints needed byĴ while the right hand side is summing up the available residual endpoints from the degree distribution. Next, we note that if all residual degrees for degree k nodes are either 0 or 1, then:
Lemma 2.1. After every iteration, for every pair of vertices u, v of any degree k,
Amanatidis et al. refer to Lemma 2.1 as the balanced degree invariant. This is most easily proven by considering the vertices of degree k as a queue. If there are x edges to be assigned, we can consider the process of deciding how many edges to assign each vertex as being one of popping vertices from the top of the queue and reinserting them at the end x times. Each vertex is assigned edges equal to the number of times it was popped. The next time we assign edges with endpoints of degree k, we start with the queue at the same position as where we ended previously. It is clear that no vertex can be popped twice without all other vertices being popped at least once.
Lemma 2.2. The above algorithm can always greedily produce a graph that satisfies J , provided J satisfies the initial necessary conditions.
Proof. There is one key observation about this algorithm -it maximizesD kDl by ensuring that the residual degrees of any two vertices of the same degree never differ by more than 1. By maximizing the number of available vertices, we can not get stuck adding a selfloop or multiple edge. From this, we gather that if, for some degree k, there exists a vertex j such thatd j = 0, then for all vertices of degree k, their residuals must be either 0 or 1. This means that dj =kd j =D k ≥Ĵ k,l for every other l from Observation 2.
From the initial conditions, we have that for every
2 . Therefore, the residual joint degree matrix and degree sequence will always be feasible, and the algorithm can always continue.
Theorem 2.3. The necessary conditions for a JDM to be graphical imply that the associated degree vector satisfies the Erdős-Gallai condition.
The proof is included in the Appendix.
Uniformly Sampling Graphs with Monte
Carlo Markov Chain (MCMC) Methods We now turn our attention to uniformly sampling graphs with a given graphical joint degree matrix using MCMC methods. We return to the JDM configuration model. We can obtain a starting configuration for any graphical JDM by using Algorithm 2.1. The transitions we use select any endpoint uniformly at random, then select any other endpoint in its degree neighborhood and swap the two edges that these neighbor. A more complex version of this chain checks that this swap does not create a multiple edge or self-loop. Formally, the transition function is a randomized algorithm given by Algorithm 3.1.
There are two chains described by Algorithm 3.1. The first, A doesn't have step (4) and its state space is all pseudographs with the desired JDM. The second, B includes step (4) and only considers simple graphs with the right JDM.
We remind the reader of the standard result that any irreducible, aperiodic Markov Chain with symmetric transitions converges to the uniform distribution over its state space. Both A and B are aperiodic, due to the self-loop to each state. From the description of the transition function, we can see that A is symmetric. This is less clear for the transition function of B. Is it possible for two connected configurations to have a different number of feasible transitions in a given degree neighborhood? We show that it is not the case in the following lemma. The proof is included in the appendix. The remaining important question is the connectivity of the state space over these chains. It is simple to show that the state space of A is connected. We note that it is a standard result that all perfect matchings in a complete bipartite graph are connected via edge swaps [31] . Moreover, the space of pseudographs can be seen exactly as the set of all perfect matchings over the disconnected complete bipartite degree neighborhoods in the JDM configuration model. The connectivity result is much less obvious for B. We adapt a result of Taylor [31] that all graphs with a given degree sequence are connected via edge swaps in order to prove this. The proof is inductive and follows the structure of Taylor's proof. It is included in the Appendix. 
Mixing Time of the Markov Chain
The Markov chain A is very similar to one analyzed by Kannan, Tetali and Vempala [12] . We can exactly use their canonical paths and analysis to show that the mixing time is polynomial. This result follows directly from Theorem 3 of [12] for chain A. This is because the JDM configuration model can be viewed as |D| complete, bipartite, and disjoint components. These components should remain disjoint, so the Markov Chain can be viewed as a 'meta-chain' which samples a component and then runs one step of the Kannan, Tetali and Vempala chain on that component. Even though the mixing time for this chain is provably polynomial, this upperbound is too large to be useful in practice.
The analysis to bound the mixing time for B chain is significantly more complicated. We considered using the canonical path method to bound the congestion of this chain. The standard trick is to define a path from G 1 to G 2 that fixes the misplaced edges identified by G 1 ⊕ G 2 in a globally ordered way. However, this is difficult to do for chain B because fixing a specific edge may not be atomic, i.e. from the proof of Theorem 3.1 it may take up to 4 swaps to correctly connect a vertex with an endpoint if there are conflicts with the other degree neighborhoods. These swaps take place in other degree neighborhoods and are not local moves. In addition, step (4) also prevents us from using path coupling as a proof of the mixing time.
Given that bounding the mixing time of this chain seems to be difficult, we use a series of experiments that substitute the autocorrelation time for the mixing time.
Autocorrelation Time
Autocorrelation time is a quantity that is related to the mixing time and is popular among physicists. We will give a brief introduction to this concept, and refer the reader to Sokal's lecture notes for further details [29] .
The autocorrelation of a signal is the crosscorrelation of the signal with itself given a lag t. More formally, given a series of data X i where each X i is a drawn from the same distribution X with mean µ and variance σ, the autocorrelation function is R X (t) =
Definition 3. The exponential autocorrelation time is τ exp,X = lim sup t→∞ t − log |R X (t)| [29] . [29] . Intuitively, an inherent problem with a Markov Chain method is that successive states generated by the chain may be highly correlated. If we were able to draw independent samples from the stationary distribution, then the autocorrelation of that set of samples with itself would go 0 as the number of samples increased. The autocorrelation time is capturing the size of the gaps between sampled states of the chain needed before the autocorrelation of this 'thinned' chain is very small. If the thinned chain has 0 autocorrelation, then it must be exactly sampled from the stationary distribution. In practice, when estimating the autocorrelation from a finite number of samples, we do not expect it to go to exactly 0, but we do expect it to 'die away' as the number of samples and gap increases.
Definition 4. The integrated autocorrelation time is
The difference between the exponential autocorrelation time and the integrated autocorrelation time is that the exponential autocorrelation time measures the time it takes for the chain to reach equilibrium after a cold start, or 'burn-in' time. The integrated autocorrelation time is related to the increase in the variance over the samples from the Markov Chain as opposed to samples that are truly independent. Often, these measurements are the same, although this is not necessarily true.
We can substitute the autocorrelation time for the mixing time because they are, in effect, measuring the same thing -the number of iterations that the Markov Chain needs to run for before the difference between the current distribution and the stationary distribution is small. We will use the integrated autocorrelation time estimate.
Experimental Design
We used the Markov Chain B in two different ways. First, for each of the datasets, we ran the chain for 50,000 iterations 15 times. We used this to calculate the the autocorrelation values for each edge for each lag between 100 and 15,000 in multiples of 100. From this, we calculated the estimated integrated autocorrelation time, as well as the iteration time for the autocorrelation of each edge to drop under a threshold of 0.001. This is discussed in Section 4.3.
We also replicated the experimental design of Raftery and Lewis [26] . Given our estimates of the autocorrelation time for each size graph in Section 4.3, we ran the chain again for long enough to capture 10,000 samples where each sample had x iterations of the chain between them. x was chosen to vary from much smaller than the estimated autocorrelation time, to much larger. From these samples, we calculated the sample mean for each edge, and compared it with the actual mean from the JDM. We looked at the total variational distance between the sample means and actual means and showed that the difference appears to be converging to 0. We chose the mean as an evaluation metric because we were able to calculate the true means theoretically. We are unaware of another similarly simple metric.
We used the formulas for empirical evaluation of mixing time from page 14 of Sokal's survey [29] . In particular, we used the following:
• The sample mean is µ = 1 n n i=1 x i .
• The sample unnormalized autocorrelation function isĈ(t) =
• The natural estimator of R X (t) isρ(t) =Ĉ(t)/Ĉ(0)
• The estimator for τ int,X isτ int = 1 2 n−1 t=−(n−1) λ(t)ρ(t) where λ is a 'suitable' cutoff function.
Data Sets
We have used several publicly available datasets, Word Adjacencies [25] , Les Miserables [15] , American College Football [8] , the Karate Club [32] , and the Dolphin Social Network [20] . In the following |V | is the number of nodes, |E| is the number of edges and |J | is the number of non-zero entries in the JDM. AdjNoun 112 425 159  Dolphins 62 159 61  Football 115 616 18  Karate  34  78  40  LesMis  77 254 99 We selected these datasets because of their size. For a sequence of length x, calculating the autocorrelation of gap t requires (x − t) 2 dot products. Our experiments require that we calculate the autocorrelation for each possible edge in a graph for many lags. Thus running the full set of experiments requires O(|V | 2 x log x) time and is prohibitive when V is large. In Section 4.6 we discuss results that suggest a more feasible method for estimating autocorrelation time for larger graphs.
|V | |E| |J |

Autocorrelation Values
For each dataset and each run we calculated the unnormalized autocorrelation values for each edge for t between 100 and 15,000 in multiples of 100. We randomly selected 1 run for each dataset and graphed the autocorrelation values for each of the edges. We present the data for the Karate and Dolphins datasets in Figures 4 and 5 while the graphs for the other datasets are included in the Appendix due to their similarity to the two presented. All of the graphs exhibit the same behavior. We see an exponential drop off initially, and then the autocorrelation values oscillate around 0. This behavior is due to the limited number of samples, and a bias due to using the sample mean for each edge. If we ignore the noisy tail, then we estimate that the autocorrelation 'dies off' at the point where the mean absolute value of the autocorrelation approximately converges, then we can locate the 'elbow' in the graphs in Table 1 .
Estimated
Integrated Autocorrelation Time For each dataset and run, we calculated the estimated integrated autocorrelation time. Given that we calculated the autocorrelation in lags of 100 from 100 to 15,000 for each dataset, we estimateρ(t) as 100 times the sum of the values. The cut-off function we used was λ(t) = 1 if 0 < t < 15, 000 and 0 otherwise. This value was calculated for each edge.
For each dataset, we calculated the following: the mean, median and maximum values for the estimated integrated autocorrelation time for each edge. These are graphed in Figure 6 . The number of the edges represents All three metrics give roughly the same picture. We note that there is much higher variance in estimated autocorrelation time for the larger graphs. If we consider just the median values, then the autocorrelation time appears to be linear. However, if we consider the error bars for the maximum then we may need a superlinear time to guarantee convergence of all edges.
The Sample Mean Approaches the Real Mean for Each Edge
Given the results of the previous experiment estimating the integrated autocorrelation time, we next executed an experiment suggested by Raftery and Lewis [26] . First we note that for each edge e, we know the true value of P (e ∈ G|G has J ) is exactly
if e is an edge between degrees k and l. This is because there are D k D l potential (k, l) edges that show up in any graph with a fixed J , and each graph has J k,l of them. If we consider the graphs as being labeled, then we can see that each edge has an equal probability of showing up when we consider permutations of the orderings.
Thus, our experiment was to take samples at varying intervals, and consider how the sample mean of each edge compared with our known theoretical mean. For all graphs, we took 10,000 samples at varying gaps depending on our estimated integrated autocorrelation time. For the smaller graphs, we took 10 different samples of 10,000 edges. We elided this step in the larger graphs because we saw very small variance. Additionally, we saw that the total variational distance quickly converged to a small, but non-zero value. For the smaller graphs, Karate and Dolphins, we repeated the experiment with 20,000 samples and show that this error is due to the number of samples and not the sampler. We present these results in Figure 9 . If S e,g is the sample mean for edge e and gap g, and µ e is the true mean, then the graphed value is e |S e,g − µ e |/ e µ e .
In all of the figures, the line runs through the median error for the 10 runs and the error bars are the maximum and minimum values. We note that the maximum and minimum are very close to the median as they are within 0.05% for most intervals. These graphs imply that we are sampling uniformly after a gap of 200 for the Karate graph. For the dolphin graph, we see very similar results, and note that the error becomes constant after a sampling gap of 400 iterations.
For the larger graphs, we took just one series of samples for each of the following gaps: 100, 200, 400, 800, 1600, 3200, and 6400. Again, we see consistent results, although the residual error is higher. This is to be expected because there are more potential edges in these graphs, so we took relatively fewer samples per edge. For AdjNoun, we appear to be sampling uniformly between a gap of 800 and 1600. For Football, the error converges between 800 and 1600 again. LesMis also appears to have converge between the 800 and 1600 gaps. These results are slightly better than the median estimated integrated autocorrelation time for each of the datasets. From these values, we looked at the mean time to pass under the threshold and created Figures 10, 11 , and 12.
We have included the graphs for Football and Dolphins in the Appendix because they have a smaller range of ratios and illustrate the effect less well. From these graphs, we suspect that there is a relationship between µ e and the time to pass under a threshold. Unfortunately, none of our datasets contained a significant number of edges with larger µ e values, i.e. between 0.5 and 1. In order to test this hypothesis, we The final dataset we created had 326 edges, 194 vertices and 21 distinct J entries. We ran the Markov Chain 200 times for this synthetic graph. For each run, we calculated the threshold value for each edge. Figure 13 shows the edges' mean vs its mean time for the autocorrelation value to pass under 0.001. We see that there is a roughly symmetric curve that obtains its maximum at µ e = 0.5.
This result suggests a way to estimate the autocorrelation time for larger graphs without repeating the entire experiment for every edge that could possibly appear. One could calculate µ e for each edge and sample edges with 0.4 ≤ µ e ≤ 0.6. One could then repeat our experiments for just these selected edges in order to estimate the autocorrelation time.
Conclusions and Future Work
This paper makes two primary contributions. The first is the investigation of Markov Chain methods for uniformly sampling graphs with a fixed joint degree distribution. Previous work shows that the mixing time of A is polynomial, while our experiments suggest that the mixing time of B is also polynomial. The relationship between the mean of an edge and the autocorrelation values can be used to efficiently experiment with larger graphs by sampling edges with mean between 0.4 and 0.6 and repeating the analysis for just those edges. This would allow one to efficiently obtain estimates of the running time for much larger graphs. Initial experimental results for larger graphs following this design show a similar polynomial running time. Our second contribution is in the design of the experiments to evaluate the mixing time of the Markov Chain. In practice, it seems the stopping time for sampling is often chosen without justification. Autocorrelation is a simple metric to use, and can be strong evidence that a chain is close to the stationary distribution when used correctly. Mean Iteration for the Edge Figure 13 : The time for an edge's estimated autocorrelation function to pass under the threshold of 0.001 versus µ e for that edge. This synthetic dataset has a larger range of µ e values than the real datasets and a significant number of edges for each value.
Appendix
Proof of Theorem 2.3: Let J be given and D be the associated degree sequence. As with the Erdős-Gallai condition, let d 1 ≥ d 2 ≥ · · · d n be the sorted degree sequence. We assume only that
We want to show that However, we wanted to show it was less than k(k −1). This is true because for k J values, it's true that J x,x ≤ D x (D x −1). Intuitively, the sum is including a self-loop for every node that can't possibly exist. Now, we consider n x=l l−1 y=1 J x,y . Here, let us fix y and note that it contributes n x=l J x,y . This is at most yD y on one hand, and also at most Proof of Lemma 3.1: Let C 1 and C 2 be two neighboring configurations in B. This means that they differ by exactly 4 edges in exactly 1 degree neighborhood. Let this degree be k and let these edges be e 1 v 1 and e 2 v 2 in C 1 whereas they are e 1 v 2 and e 2 v 1 in C 2 . We want to show that C 1 and C 2 have exactly the same number of feasible k-degree swaps.
Without loss of generality, let e x , e y be a swap that is prevented by e 1 in C 1 but allowed in C 2 . This must mean that e x neighbors v 1 and e y neighbors some v y = v 1 , v 2 . Notice that the swap e 1 e x is currently feasible. However, in C 2 , it is now infeasible to swap e 1 , e x , even though e x and e y are now possible.
If we consider the other cases, like e x , e y is prevented by both e 1 and e 2 , then after swapping e 1 and e 2 , e x , e y is still infeasible. If swapping e 1 and e 2 makes something feasible in C 1 infeasible in C 2 , then we can use the above argument in reverse. This means that the number of feasible swaps in a k-neighborhood is invariant under k-degree swaps. 
