Femtosecond time-resolved spectroscopy of anionic systems: dynamics of mesoscopic systems and gas-phase organic reactions by Paik, Daniel Hern
 Femtosecond Time-Resolved Spectroscopy 
of Anionic Systems: 
Dynamics of Mesoscopic Solvation and  
Gas-Phase Organic Reactions  
 
 
 
Thesis by 
Daniel Hern Paik 
 
In Partial Fulfillment of the Requirements 
for the Degree of  
Doctor of Philosophy 
 
 
 
 
California Institute of Technology 
Pasadena, California 
2004 
     
 
 
(submitted May 13, 2004) 
 
  ii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2004 
Daniel Hern Paik 
All rights reserved 
 
  iii 
 
 
 
 
 
 
 
To My Parents 
 
 
  iv 
 
 
Acknowledgments 
 I wish to express the deepest gratitude to my adviser, Professor Ahmed Zewail, 
for his patient guidance throughout my graduate studies.  I have learned invaluable 
lessons from many stimulating discussions with Professor Zewail.  It has been a truly 
honorable experience to witness his scientific intuition on a personal level.   
I have been privileged to work with a number of outstanding scientists.  First, I 
must acknowledge the immense contributions by Dr. Thorsten Bernhardt in the initial 
stage of the anion project.  All the detailed outlines for the experiment were blueprinted 
by Dr. Bernhardt.  He is one of the most modest scientists that I’ve known.  I will 
never forget that exhilarating moment when we obtained our first time-dependent signal.  
I’d like to thank Dr. Nam Joon Kim for his collaboration.  Many challenging 
experiments continued thanks to his persistent effort and determination.  I also extend 
my gratitude to two dedicated graduate students, Ding-Shuye Yang and I-Ren Lee who 
have provided tremendous help in the recent work.  I wish the very best as they embark 
on their own graduate studies.  I also extend my gratitude to the members in the Zewail 
Group.  I would especially like to thank Dr. Spencer Baskin for his valuable input on the 
rotational coherence and hydrated electron studies.   
I would like to note special thanks to some of staff members in the Department of 
Chemistry at Caltech.  I thank Mr. Mike Roy, Mr. Ray Garcia and Mr. Guy Duremberg 
in the chemistry machine shop for their technical support.  Similarly, Mr. Tom Dunn at 
the electric shop deserves heartfelt acknowledgment for his assistance.  I’d also like to 
thank Ms. Dian Buchness for her sincerity and friendship.   
Finally, I express my sincere gratitude to my parents for their blessing.   
 
  v 
 
 
Abstract 
This thesis work presents the femtosecond time-resolved spectroscopy of anionic 
systems ranging from gas-phase organic molecules to the finite-sized molecular clusters.  
The subject matter in this thesis is twofold:  Mesoscopic solvation of anionic clusters 
and transition state dynamics of neutral organic molecules. 
Solvation dynamics in the finite sized clusters were investigated at the molecular 
level of details.  The main objective of the cluster study was to follow the evolution of 
cluster properties as function of cluster size. Ultrafast processes exhibited in the cluster 
systems were investigated by utilizing the femtosecond time-resolved anion 
photoelectron spectroscopy.  The bond rupture and solvent evaporation of homogeneous 
and heterogeneous clusters were studied, and the correlation between the dissociation 
rates and the cluster size is obtained.  Gas-phase analogues of solvated systems were 
studied, and the key steps involved in the solvation dynamics are highlighted. 
Direct probing of the transition state dynamics in the ground state is studied with 
femtosecond time resolution.  The transition state of the ring inversion reaction of 
cyclooctatetraene was directly accessed by the vertical detachment from the planar anion.  
The subsequent nuclear motion was then probed by ionization mass spectrometry.  The 
oscillatory feature observed in the transients reflects trajectories of motion (resonance) 
along the reaction coordinate, and comparison with theory is reported.  This work 
demonstrated the applicability of the charge reversal scheme to a complex organic system 
and suggests the possibility of studying ground-state thermal organic reactions with their 
transition states resolved in real time. 
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1.1. Femtochemistry 
Direct observation of atomic motions exhibited in various chemical reactions 
became possible since the birth of femtosecond spectroscopy.1-4  The essence of 
femtosecond spectroscopy lies in the preparation of coherent wave packets and capability 
of capturing the snapshots of the wave packet motions.  The wave packet motions 
represent the reaction trajectories in well-defined potential energy surfaces, which 
provide complete description of the chemical reactions at the molecular level of scrutiny.  
The subject of femtochemistry is literally unlimited, and new fields of femtosecond 
studies are constantly emerging as the scientific researches become more and more 
sophisticated.  Over the last two decades, the scope of applications has been expanded 
from the isolated molecules in gas phase to complex biological systems in condense 
phase, and the femtosecond spectroscopic investigations have discovered new 
phenomena and provided better understanding of the fundamental processes.   
 This thesis work presents femtosecond studies of negatively charged systems, 
ranging from gas-phase organic molecule to mesoscopic clusters.  The recent advances 
in laser technology and ion-beam methodology make it possible to conduct femtosecond 
pump-probe experiment on the isolated anions.  The femtosecond anion spectroscopy is 
a relatively infant field but it has showed the potentials for exploring the solvation 
dynamics and wave packet dynamics of electronic ground state neutral reactions.  The 
purpose of this chapter is to furnish the general overview of the negative ion chemistry.  
The chapter discusses the unique aspects of negative ion studies, and the recent 
accomplishments in the femtosecond anion spectroscopy are highlighted.   
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1.2. Survey of Gas-Phase Anion Spectroscopy 
The subject matters in gas-phase anion spectroscopy can be categorized in two 
topics: First, the intrinsic properties of the isolated negative ions (monomer) have been 
the primary interest in ion chemistry.  The excess electrons in negative ions alter the 
physical properties of the neutral molecule, and the negatively charged species have 
distinct structure, energetics and reactivity compared to the positively charged form as 
well as the neutral.5-7  Second, the ion-solvent interactions have been extensively studied 
by means of gas-phase cluster studies which provide nice models for studying the solute-
solvent interaction in the bulk systems.8 
 
1.3. Monomer Anion 
 The negative ion formation has been the primary concern in the gas-phase anion 
spectroscopy.6  Unlike the positive ion generation which can be achieved easily by 
ionization methods (photo-induced, collision-induced, electron impact, etc.), two 
considerably challenging steps are involved in the negative ion formation.  First, the 
slow electrons with near-zero kinetic energy must be generated.  Second, the zero 
kinetic energy electrons are attached to the neutral molecules via three body collision. 
Over last three decades, many ingenious methods have been developed for negative ion 
generation, which include plasma formation, secondary electron attachment, ion 
sputtering, laser ablation, electrospray ionization, matrix assisted laser desorption, 
electrospray ionization, etc.   
The electron attachment is not only an important process for generating negative 
ions, but it also serves as a spectroscopic method which determines the energetics and 
 
Chapter 1                                             4 
 
 
structures of negative ions.  For example, Kondow group has implemented the electron 
attachment spectroscopy by inducing the collision with high-Rydberg atoms, which offer 
a brilliant way of preparing zero kinetic energy electron.9,10  Mark and his colleagues 
studied dissociative electron attachment, which involves two-body collision between the 
neutral molecules and the slow electrons with non-zero kinetic energy11,12.  More details 
of the electron attachment will be discussed in Chapter 2.   
An excess electron can be attached to molecules or atoms by two different ways. 
Excess electrons can reside in the empty orbital (covalent binding), or it can attach to the 
positive end of the permanent dipole exhibited in molecules (dipole-binding).  The 
covalent binding usually causes geometric deformation of the molecules by changing the 
bond order of the molecule or by inducing electrostatic interaction.  For instance, when 
the excess electron occupies anti-bonding orbitals, bond length of the molecule becomes 
elongated.  When a macromolecule possesses additional electron, the charge-dipole 
interaction within the molecule reduces the torsional degree of freedom and locks the 
geometry of molecule in a specific conformation.  This type of geometric confinement 
imposed in the ionic compounds is an important subject in biochemistry.  Many anionic 
systems including hydrocarbon chains, polypeptides and zwitter ions have been 
extensively studied to understand the intramolecular forces exhibited in the elementary 
processes of protein folding.13,14. 
The dipole-bound anions are not common in nature because of the weak binding 
force between the molecule and the excess electron.  Molecules with dipole moments 
greater than 1.625 D can posses the dipole-bound electrons, and the binding energy 
increases with increasing dipole moment.  Since the dipole-bound electrons are diffused 
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at the surface of the molecule rather than occupying empty orbitals, structures of the 
dipole-bound anions are almost identical to the neutral forms.  Hence, upon laser 
excitation, the 0-0 vertical transition is predominant, and the photoelectron spectrum of a 
dipole bound anion appears as a very narrow peak at low electron binding energy (a few 
millielectron volts).   
Bowen and Schlag groups characterized the dipole-binding electron in the 
monomeric DNA bases and its hydrated clusters.  They also studied the evolution of the 
dipole-bound state as the clusters grow in a stepwise fashion. 15,16  Recently, 
quadrupole-bound metal anions have been observed by Wang and his coworkers.17,18  
Researchers in chemical physics community continue to search for the ion-molecule 
complexes formed by higher order electric or magnetic moments, which will provide 
invaluable information about the electron-molecule interactions.   
Double Rydberg dianion is another uncommon form of negatively charged 
species is which was first proposed by Bowen and his coworkers.  The term double 
Rydberg dianion describes the singly charged anion which is composed of a closed-shell 
positive ion and two Rydberg-type electrons orbiting around the nucleus.19  For example, 
Bowen claimed that −4NH  has the form of 
+
4NH  core and two electrons in the Rydberg 
like state based on their photoelectron analysis.  So far the double Rydberg forms have 
been found in −4NH  and its ammonia clusters only, and the concept hasn’t been fully 
developed yet.  However, the possibility of forming the double Rydberg anion could 
prevail in the condense phase, which provides a new way of approaching the properties 
of ionic solutions.  
Multiply charged anions can be formed when the anions are large enough to 
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accommodate the Coulomb repulsions created by the extra charges.  Wang’s research 
group at Pacific Northwest National Laboratory has been most active in pursuing this 
field.20  They prepared variety of multiply charged anions by utilizing electrospray ion 
source and characterized the electrostatic effect on the reactivity of multiply charged 
anions.18,21  The dynamic stability of multiply charged anion was understood by the 
concept of the repulsive Coulomb barrier which is defined by the superposition of the 
long range Coulomb repulsion and short range electron binding energy.  He adopted this 
concept to explain the nature of negative electron affinity.22, and also suggested the idea 
of resonant tunneling through the repulsive Coulomb barrier. 
Attachment of an excess electron to labile neutral species sometimes creates very 
stable anionic radicals which otherwise is susceptible to molecular rearrangement or self-
dissociation.  For instance, the neutral vinylidene radical undergoes rapid isomerization 
to form acetylene, while the vinylidene anion exists for hundreds of milliseconds in the 
gas phase.  The stable radical anions can be used as the precursor to the short-lived 
neutral radicals, which provides a nice way of characterizing the properties of the labile 
neutral species.  Neumark at the University of California at Berkeley utilized this 
concept to prepare the anions which are precursor to the neutral form at the transition 
state. 23  By using photoelectron spectroscopy, the energetics and the structure of the 
transition state complex were able to be investigated.  Lineberger employed the same 
method to investigate the neutral cyclooctatetraene molecule at the transition state of the 
ring-inversion coordinate.24  
The reactivity of negative ions has been the central theme of the gas-phase ion 
chemistry.  In many cases, the excess electron in the molecule or atoms changes their 
 
Chapter 1                                             7 
 
 
reactivity.  Negatively charged species often have a greater degree of nucleophilicity or 
basicity than their neutral forms.  Since the pioneering works by Professor Brauman at 
Stanford25,26, numerous anion-neutral bimolecular reactions have been studied.  The 
reactive scattering of anion-neutral interaction has been studied by cross beam technique 
and the rate of bimolecular reactions have been measured by using the flow-tube method.    
One of the representative works by Brauman is the investigations of SN2 type 
organic reactions.27  He has mainly concentrated on the reactions involved in the 
halogen anion which provided detailed descrtiptions of the elementary processes involved 
in the nucleophilic substitutions.  His pioneering works have stimulated many scientists 
in the ion chemistry community, and until now persistent efforts have been devoted to 
study the fundamental organic reactions.  Johnson at Yale University made significant 
contribution in determining the potential energy surface of SN2 type reactions.28  He 
used ICHI 3
−  as the model system to map out the double-well characters in the 
bimolecular substitution reaction and to study the nucleophilicity of negative ions.  
Recently, Neumark and his coworkers conducted the femtosecond spectroscopy on 
ICHI 3
−  and other derivatives to delineate the real-time dynamics of SN2 reaction.   
One of the most frequently studied anion-neutral bimolecular reaction is the 
hydrogen abstraction.  Especially, the negatively charged atomic oxygen has been 
studied for many years because of its extraordinary reactivity in the organic and 
biochemical reactions.  Lineberger reported its strong propensity for abstracting 
hydrogen atoms and protons from organic compounds.29 The negatively charged atomic 
oxygen also has considerably high basicity which induces proton migration in the 
bimolecular reactions.  The anionic oxygen atom often abstracts a hydrogen atom and a 
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proton simultaneously to form water molecule.  Ellison group has studied the reactivity 
of the organic radicals and determined the electronic structures of the anionic radicals.30-
32  He utilized the anion photoelectron spectroscopy and reactive scattering to study the 
reaction mechanism involving organic radicals.  The research area has been extended to 
complex bimolecular reactions in wide variety of biological systems.  
 
1.4. Mesoscopic Clusters  
Clusters are aggregates of atoms and molecules that are small in size such that 
the state of matter is distinct from the bulk liquid or sold.  The main objective of cluster 
studies is to bridge the gap between the isolated gaseous molecules and the bulk 
continuum.  The cluster reduces the inherent complexity exhibited in the condense 
phase in which the many-body interaction cannot be described at the level of molecular 
scale.  The key issues in the cluster studies can be narrowed down to a few fundamental 
questions: (1) What is the minimum number of solvent required to prepare the clusters in 
gas phase?  (2) What is the smallest cluster that mimics bulk systems?  (3) When does 
phase transition occur upon going from small to large clusters? (4) What is the motif that 
represents the solvent cavity?  To answer these questions, one must come up with a 
systematic way of controlling the size and composition of clusters. The laser 
spectroscopy of anionic clusters has been recognized as the most promising approach for 
resolving the aforementioned issues.  Before getting into the topics in anionic cluster 
studies, it is necessary to overview the spectroscopy of the neutral clusters in order to 
provide critical background elements for the upcoming discussions.  
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1.4.1. Neutral Clusters 
For spectroscopic studies of neutral clusters, the size-dependent studies rely on 
the positive-ion mass spectrum generated by ionizing neutral clusters.  The size 
distribution in the post-ionization of neutral clusters may provide useful information 
regarding the evolution of cluster properties.  However, the subsequent dissociation of 
the positive ions often complicates the analyses.  The correlation of cluster size can only 
be acquired when the mass selection is achieved prior to light interactions or collision- 
induced reactions.  The precise mass selection cannot be achieved for the neutral 
clusters unless they exhibit permanent magnetic moment.33     
The neutral clusters formed in the supersonic jet have wide range of size 
distribution; hence, the spectroscopic studies of the gas-jet of clusters reflect the 
averaged properties of cluster mixture over broad range of size distribution.  For most 
cases, the size of neutral clusters is controlled by varying the source condition such as 
stagnation pressure, nozzle temperature, types of carrier gas, and so forth; however, the 
manipulation of source condition provides limited control of the size distribution.  
Numerous instruments have been developed to execute mass-selection of neutral clusters. 
A few designs of neutral mass-filters have demonstrated promising ways to achieve 
precise mass-selection. 
Buck and coworkers invented the helium beam filter which spreads the clusters 
by their mass.34,35  The filtration is executed by crossing the helium atoms with the 
cluster jet, and the degree of deflection depends on the magnitude of the momentum 
transfer between the helium beam and the clusters.  The clusters will spread along the 
helium beam direction, and heavier cluster deflects less by the collision and vice versa.  
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Another popularly used neutral mass-filter is the molecular-beam chopper that 
discriminates the clusters by their expansion velocity.  The operating mechanism relies 
on the assumption that heavier clusters move slower in the expansion region. These mass 
filters provide a nice way to skim the size distribution, but do not provide rigorous size-
selection since the cluster packet selected contains significant amount of impurity 
(different sizes of clusters). 
 
1.4.2. Ionic Clusters 
The essence of cluster studies relies on the precise mass selection, which 
provides a systematic way to change the number and the composition of clusters.  The 
ionic clusters can be sorted out by the well-defined mass-to-charge ratio, and a particular 
size of the clusters can be selected by creating electrostatic or magnetic field in the ion 
path.  Many clever designs have been developed, but all the variations in the ion mass-
filters are originated from the two representative devices: quadrupole ion guide and 
pulsed massgate.   
The quadrupole mass guide controls the oscillatory motion of the ions by the rf 
field, and the cluster motion resonant with the rf frequency can be guided through the ion 
channel; otherwise deflected out of the channel.  The pulsed massgate creates the 
electric gate with variable delay and width, which filter through the target ions while 
blocking unwanted clusters.  The former is used in the slow ion-beam scheme while the 
latter is used in the fast ion-beam apparatus.  Thanks to major progress in the ion 
mobility methods, the separation of conformational isomers became possible.  Bowers 
group succeeded to separate polypeptide isomers in the ion mobility channel in which 
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ions with different shape drift with different velocity due to the frictions exerted on the 
ions.36,37  
 
1.4.3. Types of Anionic Clusters 
 Cluster anions can be categorized into two groups based on the composition of 
clusters: homogeneous and heterogeneous clusters.    
 
1.4.3.1. Homogeneous Clusters 
Homogeneous anionic clusters refer to weakly bound aggregates which consist of 
one type of constituent and an excess electron.  The clusters can accommodate the 
excess electron in several different ways.  First, it can be attached to the net dipole of the 
cluster aggregate.  The cluster aggregates containing dipole-bound electron generally 
have a tendency to grow uniaxially and form chain-like structures.  As the result, the 
net-dipole moments increase and electrons are more tightly bound to the clusters.  In 
this case, electrons are diffused in the surface of clusters without forming the monomeric 
anion within the clusters.  For instance, water, CO2, ammonia, benzene, pyridine and 
naphthalene cluster anions, all of which are not stable as monomeric anion, can 
accommodate the extra electron as the molecular cluster.38-41  As cluster size increases, 
phase transition may occur and the excess electron is likely to be encapsulated by solvent 
molecules.  The electron situated in the solvent cavity is the gas-phase analogue of the 
solvated electron in bulk systems, which provides a nice system to study solvation 
dynamics.   
Electrons can occupy one of the solvent constituents to form homogeneous 
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clusters having anionic solutes and neutral solvent molecules.  In this case, electrons are 
covalently (occupying empty orbital) bound to the solutes and the neutral solvent are 
attached to the anionic solutes.  One of the daunting tasks of studying homogeneous 
anionic clusters is to identify the true form of the anionic solute in the clusters.  
Especially when the core solute is not a monomer but a fused entity of multiple 
constituents, the core unit is hard to be defined from the solvent shell.  For instance, 
some homogeneous clusters form dimeric cores by resonantly sharing the excess electron 
between two molecules.42-47  The two molecules are linked by pseudo-covalent bonding 
which has the bond length significantly shorter than van der Waals distance.  In this case, 
one might easily make mistake to assign the excess electron as the solute of the clusters. 
Homogeneous metal clusters have very different characteristics compared to the 
non-metallic clusters.  The clusters are conglomerated by metal-metal bond, and the 
excess electron is delocalized throughout the clusters.  Similar to other cluster studies, 
the main goal of the metal cluster studies is to provide atomic level of description of the 
bulk solid.  Until now, the physical properties of bulk metals have been described by 
valence-conduction band theory which is limited to the macroscopic description bulk 
metal.  For many decades, physicists have been intrigued by the evolution of metal 
properties such as ferromagnetism and electric conductance, and tremendous efforts have 
been devoted to study the insulator-to-metal transition.  By implementing mass-selected 
spectroscopy, emergence of bulk behavior has been systematically studied by growing the 
metal clusters in atom-by-atom fashion.48,49  
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1.4.3.2. Heterogeneous Clusters 
Heterogeneous clusters refer to the finite-sized systems in which the solute is 
different from the surrounding solvent molecules.  Wide varieties of heterogeneous 
clusters have been used for studying solvation dynamics.  The heterogeneous systems 
have nice features that can be utilized in the spectroscopic studies.  First, since the 
unsolvated solute exists in gas phase, the properties of solute (chromophore) can be well-
characterized before studying the solvated form.  Second, since the solute-solvent 
interaction is relatively weak, the solvated chromophore has similar properties as 
unsolvated solute.  Third, solute and solvent can be easily distinguished; thus, solvation 
dynamics can be monitored by following the trajectory of the solute inside the solvent 
cavity.  
The chemistry of metal-nonmetal complexes such as metal oxide, metal carbide, 
metal halide, and metal hydride draw great deal of attention from organometallic 
chemists because of their potential usage as the catalysts. The field of anionic metal-
nonmetal clusters has been established thanks to the advances in ion source 
technology.47,50-54  Despite the rapid progress in organometallic syntheses, the 
mechanisms of the catalytic reactions are poorly understood. 
 
1.5. Methodologies 
 Many ingenious techniques have been developed for studying anionic clusters.  
Most widely used methodologies are briefly outlined here.   
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1.5.1. Mass Spectrometry 
The intensity profiles in negative ion mass spectra provide important information 
regarding the stability of clusters.  For certain cases, “magic number” is the signature of 
a favored size of clusters, which often suggests the completion of solvent shell.  Sudden 
steps or irregularities in intensity profile indicate the abnormal properties of the 
corresponding clusters, and the structure of these extraordinary clusters can be deduced 
with the assist of computational chemistry.  
Ion cyclotron mass spectrometer has been recognized as the most powerful tool 
in mass spectrometry.  The mass resolution and detection sensitivity are superb 
compared to other types of mass spectrometers.  The operating principle relies on the 
resonant excitation of the uniform circular motion of the charged species in the strong 
magnetic field and the detection of image current induced by the gyroscopic motion of 
the charged particles.  Various supramolecular ions have been prepared and studied by 
combining electrospray ionization source with the ion cyclotron mass spectrometer. 
 
1.5.2. Laser Spectroscopy 
Recent advances in the development of ion source made it possible to generate 
sufficient amount of ions to carry out laser spectroscopy of the size selected clusters.  
This giant stride in the cluster studies realizes the systematic studies of stepwise solvation.  
Most commonly used methodologies are reviewed in the following sections. 
 
1.5.2.1. Fragmentation Study 
 Laser interaction with anionic clusters generates various photoproducts among 
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which fragment ion and photoelectrons can be detected and analyzed.  Fragment mass 
spectrum can be obtained by employing tandem mass spectrometer which creates the 
second set of electric or magnetic fields to separate the fragment from the parent clusters.  
The intensity profile in the fragment mass spectra provides valuable information about 
the dissociation channel.  By incorporating anisotropy measurement and kinetic energy 
release, energy partitioning can be determined and the structure of clusters can be 
deduced.   
Johnson group has established the action spectroscopy of anionic species and 
applied this method to various anionic clusters, which is equivalent to the conventional 
absorption spectroscopy of the bulk.44,55  The method relies on the preparation of 
heterogeneous anionic clusters in which a few inert atoms (Ar or Ne) are attached to the 
chromophore (cluster of interest).  When the inert gas-chromophore complex absorbs 
light, it acquires thermal energy to boil off the weakly bound inert gas.  The absorption 
spectrum of the chromophore can be obtained by plotting the ion intensity of the 
chromophore as a function of wavelength.  
Continetti at the University of California at San Diego has developed the 
coincident technique to conduct the simultaneous detection of electron-neutral and 
electron-ion, which provides a nice way of tagging conjugate particles.  He 
demonstrated that three-body and four-body motions can be studied by the coincidence 
technique and the structure of the clusters can be determined from the kinetic energy of 
the photoproducts.56-59 
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1.5.2.2. Photoelectron Spectroscopy  
The most versatile method used in the gas-phase anionic studies is the 
photodetachment spectroscopy.  Photodetachment of anions can be easily accomplished 
by irradiating relatively weak laser beam.  Typically, electron affinity of the anionic 
clusters is below 4 eV and the photodetachment cross section is on the order of 10–17 cm2; 
therefore, the detachment of the excess electrons can be achieved by the single-photon 
absorption of vis/UV light.  The photodetachment spectrum contains vast amount of 
information regarding the energetics and structures of the cluster anions.  The electron 
affinity can be estimated from the onset of the spectrum, and the solvent binding energy 
can be determined from the stabilization energy.  Frank-Condon profile of the spectrum 
reflects the structure of anionic clusters.   
The electron affinity (adiabatic and vertical) of the bulk can be extrapolated from 
the linear correlation of electron affinity vs. radius of the clusters.41,46,60  Jortner 
developed a simple model for describing the solvent cavity of the finite-sized clusters.61 
He considered the finit- sized clusters as the spherical dielectric continuum which reflects 
the solvent cavity of bulk systems. The plot has been used as the criterion for judging the 
structure of the clusters.  If the extrapolated values coincide with the actual bulk value, 
the solutes are likely to be inside the clusters and have similar structures as the core motif 
of the bulk system. When the solutes are located outside clusters, the values do usually 
not match.  The deviation in the extrapolated value suggests that the cluster must grow 
further and undergo some type of phase-transition to mimic the bulk system.  The 
surface-to-core transition has been the most intriguing subject in the gas-phase cluster 
chemistry, because this phenomenon is directly related to the fundamental issue of 
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“cluster-bulk similarity.” 
 
1.6. Dynamics 
For finite-sized clusters, which consist of countable number of solvent molecules, 
it is possible to describe the dynamics of the many-body system.  The gas-phase cluster 
system reduces the enormity of the bulk phase, which makes it feasible to map out the 
potential energy surface and conduct the molecular dynamics simulations.  Femtosecond 
dynamics of neutral clusters have been studied in this group62−66, and the fundamental 
processes exhibited in the clusters (caging, charge transfer to solvent, solvent friction, 
etc.) are investigated.    
The time-resolved pump-probe spectroscopy of mass-selected clusters was first 
accomplished by Lineberger and his colleagues.67  They utilized the reflectron mass 
spectrometry to follow dissociation of −2I  and the subsequent geminate recombination 
occurring in the argon clusters.68 Later Lineberger group employed femtosecond time-
resolved pump-probe scheme to follow the coherent nuclear motion of iodine molecule69, 
and they also observed the evolution of dissociation and recombination dynamics as 
function of cluster size.  Lineberger used this method to examine the dissociation of 
triatomic molecules, and followed the dissociation channels.70,71  The work by 
Lineberger group is significant in a sense that they showed that the pump-probe scheme 
can be applied to the low density of mass-selected ions and it also brings the possibility 
of studying positively charged clusters. 
The femtosecond time-resolved photoelectron spectroscopy of anionic system 
was first conducted by Neumark and his coworkers.  Neumark first implemented this 
 
Chapter 1                                            18 
 
 
technique to follow the dissociation of diatomic iodine anion −2I  and demonstrated the 
versatility and the reliability of the technique.72  Both depletion of −2I  and emergence 
of −I  were followed in real time by recording the photoelectron signatures of −2I  and 
−I .  The −2I  system has been exhaustively used in the femtosecond time-resolved 
studies because of the following properties that facilitate the experimental execution.  
First, −2I  exhibits a repulsive state lying below the neutral ground state which can be 
accessed by absorbing 800 nm light.  Second, the photoelectron spectrum of −I  is 
distinct from the photoelectron spectrum of −2I , so the generation of nascent fragment 
can be differentiated from the parent depletion.  Third, the photodetachment of the 
excess electron from both −I  and −2I  can be easily achieved by single-photon 
absorption of uv light.   
By using the well-characterized −2I  anion as the solute of the solvated system, 
Neumark studied the dissociation and recombination dynamics of −2I  caged by finite 
number of solvent molecules.73,74  The time-dependent photoelectron signals clearly 
illustrated the recombination and vibrational relaxation.  He proposed anomalous charge 
shifting in the initial stage of dissociation.  Neumark implemented the stimulated 
emission pumping to induce large amplitude vibration of −2I  and studied the damped 
oscillatory motion caused by solvent friction.75-77 
Neumark also studied solvation dynamics of small clusters. By exciting the 
system to the charge-transfer-to-solvent band, the electron recombination and subsequent 
relaxation dynamics was observed. The effective rates of solvent rearrangement and the 
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spin-orbit coupled relaxation were correlated with the cluster size.78-80 Neumark also 
applied the femtosecond anion photoelectron spectroscopy to study the excited state 
dynamics of small carbon clusters and dissociation chaneel of −3I .
81,82 
Eberhardt and his coworkers have investigated the excited state dynamics of 
negatively charged metal clusters by employing the femtosecond time-resolved 
photoelectron spectroscopy.  Eberhardt group has concentrated on the dynamics of small 
metallic clusters.  They first studied the relaxation dynamics of optically excited −3Au , 
and followed both depletion of excited state and recovery of ground state by resolving, in 
energy and time the time-dependent photoelectron signature the photoelectron 
spectrum.83  A number of different metal trimers have been studied by Eberhardt group, 
and their findings have contributed to new way of describing the conducing electrons.84-87   
 Recently, time-dependent rotational motion of negatively charged systems has 
been investigated by utilizing femtosecond imaging technique, which allows one to 
monitor femtosecond evolution of vectorial properties.88-90  This method is promising 
for the femtosecond time-resolved studies since it provides significantly improved 
collection efficiency and energy resolution.  The method permits to implement the 
coaxial arrangement where the detection axis is collinear with the ion-beam trajectory.  
This configuration eliminates the inherent Doppler broadening in the time-of-flight 
photoelectron spectrometer (Chapter 2). 
 
1.7. Charge Reversal Experiments 
Combining the femtosecond pump-probe scheme and the negative ion beam 
technique provides a unique way to study the coherent nuclear motions of neutral 
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molecules occurring on the electronic ground state.  Stable (positive electron affinity) 
negative ions prepared in the gas phase have the electronic states lying below the neutral.  
Thus, coherent wave packets can be launched on the upper-lying neutral states by 
photodetaching the anion with a femtosecond laser pulse.  If the geometries of the anion 
and the neutral are significantly different, vertical transition induces significant nuclear 
motion toward the equilibrium geometry of the ground state neutral.  This motion can be 
monitored in real time by irradiating the second femtosecond laser pulse with variable 
time delay.  For instance, the Frank-Condon overlap for the photoionization might 
evolve with time as the wave packet moves on the potential energy surface of the neutral.  
By ionizing the nascent neutral, one can map out the positive ion intensity as a function 
of time delay between the two pulses.  
Wöste and his coworkers introduced the NeNePo (acronym for Negative ion to 
Neutral to Positive ion) charge reversal scheme to study the dynamics of neutral silver 
trimer (Ag3).91 The nuclear motion of Ag3 was initiated by photodetaching the linear Ag3- 
and observed the bending motion occurring on the electronic ground state of Ag3.  In 
their experiment, Wöste group employed the linear quadrupole ion trap to accumulate the 
Ag3- ion and helium gas cell to control the vibrational temperature of Ag3-, and 
demonstrated the influence of the internal energy of Ag3- on the femtosecond dynamics of 
Ag3. 92 93 94   
The silver trimer experiment was repeated by Lineberger and his coworkers by 
using their fast ion beam apparatus, and they were able to compensate the ion beam 
fluctuation and laser instability by monitoring the ion current and flux of the fast neutral 
simultaneously.95  Lineberger and coworkers thoroughly performed the wavelength-
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dependent study of pump and probe light, and proposed possible involvement of 
intermediate electronic states during the multiphoton ionization process.  Recently, the 
low-frequency oscillatory motions of the silver tetramer (Ag4) was examined by Wöste 
group, and wave packet dephasing and rephasing was observed in the excited dark state 
of the neutral Ag4.96 92  Metal clusters are very good candidates for the NeNePo 
experiment since large amount of anion can be produced, and they usually have low 
ionization potential with relatively large ionization cross section.  However, until now 
only Ag3 and Ag4 have been studied by the NeNePo technique due to the difficulty of 
detecting the small amount of time-dependent signal produced via the charge reversal 
process. 
 
1.8. Contents of the Thesis 
The femtosecond time-resolved photoelectron spectroscopy has been applied to 
only a few anionic systems.  Previously, the main focus of the study was on the 
dissociation and recombination dynamics of solvated −2I  or relaxation of excited state 
anionic clusters.  In this thesis work, the scope of subject matter is expanded to wide 
variety of systems including homogeneous and heterogeneous oxygen clusters, 
azobenzen clusters, and hydrated electron clusters.  The major achievement in this thesis 
work is the substantial improvement of signal to noise ratio in the femtosecond transients, 
which allows one to decompose the multiple exponential components embedded in the 
observed transients. 
In Chapter 2, details of the experimental procedure are described.  Major 
portion of the chapter is devoted to the discussion of the molecular beam apparatus.  The 
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focus was primarily on the unique features in the design, which are distinct from the other 
apparatus.  The operating principles of major constituents are highlighted and some 
quantitative descriptions are provided. 
In Chapters 3 through 7, solvation dynamics in finite-sized clusters is discussed.  
The chapters are presented in chronological order to illustrate the maturation of 
experimental techniques and sophistication of subject matter.  Chapter 3 presents 
femtosecond time-resolved photoelectron spectroscopy of −6O .  The 
−
6O  anion is the 
simplest system studied in this laboratory; however, the investigation of the −6O  
dissociation conveys the essence of the experimental methodology.  The dissociation 
dynamics is governed by the wave packet bifurcation involving electron transfer and 
electron recombination.  Two dissociation pathways are followed separately by 
resolving, in time and energy the time-dependent photoelectron of nascent fragment. 
In Chapters 4 and 5, the dissociation dynamics of −6O  is elaborated.  Chapter 4 
presents the single-solvent effect on the dissociation rate and the energy partition.  In 
this experiment, the composition of the solvent is systematically varied from monatomic 
(Xe) to triatomic (N2O) molecules.  The observed rate and dissociation pattern in this 
study consolidate the bifurcation mechanism proposed in Chapter 3.  In Chapter 5, the 
number of oxygen solvent was varied from 3 to 20.  The focus was on the evolution of 
dissociation dynamics in the stepwise solvation.  For cluster larger than −16O , 
reformation of −4O  core was observed and delay in the geminate recombination was 
attributed to the orientation effect in the Molecular recombination. 
Cluster size effect on the rotational dynamics is discussed in Chapter 6. Time-
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dependent vectorial dynamics was observed in the Azobenzene-oxygen dissociation.  
This experiment demonstrated the new experimental approach for deducing the structure 
of molecular clusters.   
In Chapter 7, femtosecond dynamics of hydrated electron clusters, ( )−n2OH  was 
discussed.  With femtosecond resolution, the photoelectron signature of ( )−n2OH  in the 
short-lived excited state was captured.  The observed time-dependent photoelectron 
signal depicts the fast internal conversion of the excited state and subsequent vibrational 
relaxation.  The effective rate constants for the ground state recovery was determined, 
which show striking resemblance to the bulk system. 
Finally, Chapter 8 presents the coherent molecular motion of the neutral 
cyclooctatetraene occurring in the electronic ground state.  Direct probing of the 
transition state dynamics was accomplished by implementing the charge reversal scheme 
described earlier. The observed transients reflect the thermal organic reaction occurring in 
the electronic ground state.   
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2.1. Introduction 
 This chapter provides the detailed descriptions of the molecular beam apparatus 
constructed in this laboratory.  The content is divided into four sections dedicated to 
vacuum chamber, primary mass spectrometer, and reflectron and photoelectron 
spectrometers, and experimental procedures.  The first section describes the exterior of 
the mass spectrometer which serves as a vessel containing the necessary ion-optic 
components used for guiding and detecting ions. Later part of the first section delineates 
the vacuum devices used for evacuating the vacuum chamber, which includes vacuum 
pumps, the foreline network, valves and gauges. The designs of ion sources are described 
at the end of the first section.  The tandem mass/photoelectron spectrometer is described 
in the second and third sections.  In the last section, the general overview of the 
experimental procedure is described.  In order to avoid lengthy description of 
components, abbreviated nomenclatures are used:  The machined components are 
indicated by the AutoCad file name (.dwg), and the purchased items are referred by the 
vendors and their part numbers.  
 
2.2. Vacuum Chambers 
The molecular beam machine consists of four custom-made chambers which are 
connected by hybrid adapters and reducers (Fig. 2.1).  The source (CHMB-SRCE) and 
buffer chambers (CHMB-BFF) were fixed on the aluminum plate which is elevated to 3 
feet high.  All the ports in both source and buffer chambers have ASA type connection 
for the vacuum seal.  The ASA style vacuum-seal is suitable for the source and buffer 
chambers since the ASA type O-ring sealing can maintain high vacuum (1 x 10-8 torr) and 
can be backed to 200 ºC.  The ASA flanges are easy to assemble and disassemble, which 
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is desirable for replacing ion source components such as a poppet in the pulse nozzle and 
a tungsten filament in the electron gun.     
The partition flange (CHMB-PRTN) with a center hole (R 0.5) was inserted in 
between the source and buffer chambers. The partition flange serves as the base plate for 
mounting various sizes of skimmers and apertures. (Fig. 2.1.2)  The aperture size is 
critical for generating negative ion as well as achieving the differential pumping inside 
molecular beam apparatus.  The appropriate size of the aperture is generally determined 
by the type of ion source used in the experiment as well as the backing pressure in the gas 
inlet line.  For instance, a disk with 1.0 cm hole was installed for the continuous electron 
gun whereas the skimmer with 1.0 mm hole was used for the pulsed electron gun.  For 
making large size clusters, smaller aperture size was chosen to maintain the high vacuum 
in the photoelectron and the reflectron spectrometers.  Relation between the aperture 
size and the ion source will be discussed later in this chapter. 
As illustrated in Fig. 2.1, the mass spectrometer chamber (CHMB-MSS) was 
connected to the buffer chamber by ASA4-CF600 hybrid adapter which allows the 
transition from ASA to CF seals.  Even though all the experiments presented in this 
thesis have been carried out under high vacuum, the CF-type fitting is employed for 
future applications that require ultrahigh vacuum.  The spectrometer chamber was 
situated perpendicular to the buffer chamber such that the time-of-flight (TOF) axis in the 
buffer chamber is extended from the ASA4 port near the partition plate.  It is important 
to have a short distance between the TOF axis and molecular beam nozzle in order to 
allow more ions to enter the ion-accelerator.  The four-way cross (CRSS-MSS), a gate 
valve and the CF600-CF800 nipple (NIP-C-B) were retrofitted in order to add a 
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turbomolecular pump in the mass spectrometer.  The addition of the turbomolecular 
pump improved the pumping speed and maintain high vacuum in the laser interaction 
region.   
The tandem photoelectron spectrometer is vertically placed on the top CF600 port 
of the mass spectrometer chamber (CHMB-MSS).  The vacuum chamber for the 
photoelectron spectrometer consists of two 10” long nipples (4” O.D. tube) and two 
double-sided CF600 flanges (CF600-SLN, CF600-EFT), CF600 flange (CF600-MCP) 
and ASA4 flange (ASA4-MCP).  This design permits to implement two different types 
of photoelectron (PE) spectrometers: µ-metal shielded field-free PE spectrometer and 
magnetic-bottle type PE spectrometer.  The tube length for the field-free PE 
spectrometer is about half of the magnetic-bottle PE spectrometer, and the change can be 
easily done by removing one of the 10” tubes.  Detail will be discussed later.      
The reflectron chamber (CHMB-RFL) serves as the mounting platform for all the 
tandem mass spectrometer.  Besides the source and buffer chambers, only the reflectron 
chamber is supported on the aluminum frame (Mini-Tech).  Unlike the source and buffer 
chamber, however the reflectron chamber is secured on the aluminum base plate which 
can be translated along the TOF axis.  This translating chamber platform was 
implemented by utilizing a set of two parallel linear rails (48” long: Thomson LPS-SS-60 
Care Linear Race) and four ball bearing pillow blocks (Thomson). The linear race 
containing two ball bearing blocks is supported by the low shaft supports (Thomson), and 
the aluminum base plate is secured on top of the four pillow blocks.  The sliding 
chamber on a rail-bearing assembly provides maximum access to the interior of the 
apparatus without altering the alignment of the mass spectrometer.  
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2.3. Vacuum System 
In general, typical base pressure required for the gas-phase laser spectroscopy is 
in the high vacuum regime (10–5 ~ 10–8 torr).  At this pressure range, the mean free path 
(λ) reaches up to a few meters while the number density (ρ) decreases down to 1010 ~ 108 
cm-3.1  For ion detection, the pressure range in low 10–7 torr (λ ~ 104 cm, ρ ~ 109 cm–3) 
is sufficient; on the other hand, chamber pressure down to 10-9 torr (λ ~ 106 cm, ρ ~ 107 
cm–3) or even less might be necessary for electron detection.  Especially, when 
photoelectrons are collected by irradiating UV or VUV light, significant amount of 
background noise can be produced by ionizing the background gas.  This problem has 
not been encountered in this laboratory since photodetachment experiments have been 
carried out at 800 or 400 nm.  However, we do see background photoelectron noise 
when 266 nm light is illuminated into the chamber.  
Figure 2.2 shows the schematic representation of the vacuum system including 
pumps, valves, vacuum gauges and foreline layout.  The source chamber is pumped by 
the 6.0” diffusion pump (Varian, VHS-6) which is backed by the combined unit of Roots 
pump ((LEYBOLD, RUVAC WAU251) - mechanical pump (LEYBOLD, TRIVAC D65 
BCS).  The discharge flange of the Roots pump is directly connected to the intake of the 
mechanical pump by stacking the Roots pump on top of the mechanical pump.  The 
WAU251 unit has the internal bypassing channel which prevents overheating of the 
impellers in the case of the backing pump failure.  Nonetheless, electrical relay in the 
power switch of WAU2521 was installed, which automatically turns off WAU251 when 
the electrical power line of the backing pump shuts off involuntarily.   
The high pumping speed (210 m3/h) of the conjoined WAU251-D65 BCS unit 
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accommodated the large throughput in the source chamber.  In particular, high 
stagnation pressure in the gas line is used for making large size clusters, which increases 
the pressure inside source chamber.  The typical pressure of the source chamber is at 
low 10-4 torr under continuous operation (20 Hz), and the pressure in the foreline does not 
exceed 0.1 torr, which is well below the back-streaming limit (0.55 torr).  We observed 
the ion intensity fluctuation as well as decrease in intensity when the chamber pressure is 
in high 10-4 range.  Large throughput can be avoided by using a molecular beam nozzle 
with smaller orifice size or by adjusting the pulse valve opening time, however, such 
manipulations can affect the cluster generation.  Details will be discussed in later when 
the ion sources are described. 
High vacuum in the rest of chambers (CHMB-BFF, CHMB-MSS and CHMB-
RFL) is achieved by a 6” diffusion pump (Varian, VHS-6), a 4.0” turbomolecular pump 
(PFEIFFER: Balzers, TPU 510) and a 4.0” diffusion pump (Varian, VHS-4) which are 
backed by a mechanical pump (LEYBOLD, D65 BCS). (Fig. 2.2)  Turbomolecular 
pump was added to the vacuum system after the first design was completed.  The retro-
fitting of the turbomolecular pump was accomplished by inserting four-way crosses 
(CF600 and O.D. 4.0” tube) in between the CF600-ASA4 hybrid adapter (NIP-C-T) and 
the mass spectrometer chamber (CHMB-MSS).  The turbomolecular pump was attached 
to the cross with the horizontal configuration, and the remaining port was sealed by a 
blank CF600.  The horizontal orientation is allowed for TPU 510, but the pumping 
speed is slightly diminished. 
Since the molecular beam flux in the buffer and the spectrometer chambers is 
relatively small, one dual stage rotary vane pump is sufficient to back the two diffusion 
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pumps and a turbomolecular pump.  The foreline pressure is maintained below 10-2 torr 
with molecular beam valve operation.  For every diffusion pump, a liquid nitrogen trap 
(Varian, 0362 Cryo Baffle) was appended above the diffusion pumps to prevent the 
hydrocarbon vapor back-streaming.  
As described above, two separate forelines are assembled for the source chamber 
and the spectrometer chambers.  For designing the foreline network, the following two 
points are considered: conductance (flow rate) and vibration isolation.  The pressure in 
the roughing line is in viscous flow regime (1 ~ 10-3 torr), thus the flow rate depends on 
the length and the cross section of the tube and also the foreline network.2  Cross 
sections of the roughing parts are 50 mm I.D. (NW50) except for the 40 mm I.D. flexible 
stainless steel hose (NW40) KF) used in the foreline of the VHS-4.  The foreline of the 
VHS-4 which is attached to CHMB-RFL needs to be flexible in order to translate the 
mass spectrometer.  The Kwik-ISO fittings are used in most of the roughing components 
for easy assembly.  In order to increase the conductance in the roughing line, the foreline 
network was designed to have the maximum straightness and minimum tube length.  
The foreline trap containing the stainless steel sieve is attached to the intake of the 
mechanical pump (or Roots pump for source foreline) in order to prevent the 
contamination of the diffusion pump charge by the mechanical pump oil vapor.  
For both source chamber and mass spectrometer forelines, 20” long thin wall 
bellows (NW50) were installed within the foreline network in order to isolate the 
vibration caused by the mechanical pump and the Roots pump.  The foreline of the 
source chamber was bifurcated, and the second branch was connected directly to the 
source and buffer chambers for the detour roughing line. 
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The pressure of the molecular beam apparatus was measured by three iridium ion 
gauges (Granville-Phillips), a convectron gauge (Granville-Phillips) and a thermocouple 
gauge (Duniway Stockroom).  The chamber pressure ranging from one atmosphere 
down to 10-3 torr is measured by the convectron and thermocouple gauges. Once high 
vacuum (<10-5 torr) is achieved, the ion gauges were turned on to monitor the chamber 
pressure.  The foreline pressure was measured near the output ports of the diffusion 
pumps by thermocouple gauges (Duniway Stockroom) and a convectron gauge 
(Granville-Phillips).  
It is important to follow the protocol for evacuating chambers because an 
incorrect sequence of pump-down procedure may contaminate the vacuum chambers and 
possibly destroy the vacuum pumps.  The diffusion pump should be operated below 10-2 
torr to avoid burning the hydrocarbon pump charge.  Thus, preliminary evacuation by 
the detour roughing is necessary if the chamber has been opened to atmosphere. When 
the mechanical pump is turned off, a pressure gradient can be built in the foreline (low 
pressure at the output of the diffusion pump and higher pressure at the intake of the 
mechanical pump), which can cause the backflow of the mechanical pump oil into the 
diffusion pump.  To prevent the backflow, a vent hole was installed near the output port 
of the diffusion pump, and the vent hole was opened to atmosphere right before turning 
the mechanical pump off, which blocks back-stream by reversing the pressure gradient  
The schematic representation of the interlock system is illustrated in Appendix A.  
The purpose of the interlock system is to protect contaminating chambers and to avoid 
burning the diffusion pump oil.  In any type of vacuum component failure (including 
mechanical pump, diffusion pump, chiller, etc.), the interlock unit will automatically 
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close the pneumatic controlled gate valves (Temescal, 5030 and MDC) and angle valves 
(MDC), which isolates the chamber from the pumps and close the foreline-network at the 
diffusion pumps output.  
The base pressure of low 10-8 torr was achieved by our vacuum system. The 
pump-down rate depends on the types of chemical system introduced in the system, but 
generally it takes ~ 8 hours to attain mid 10-8 torr from atmosphere pressure.  The 
operating pressure is determined by a number of different factors such as the orifice size 
of the pulse nozzle, backing pressure, type of carrier gas, opening time and duty cycle of 
the pulse valve.  Under our typical experimental condition (orifice size: 200 ~ 500 mm; 
backing pressure: 1 ~ 4 atm of argon, helium or nitrogen gas; opening time: 200 ~ 500 µs 
at 20 Hz), the pressure inside the mass spectrometer and reflectron chambers are 
maintained down to 1 ~ 2 x 10-6 and 2 ~ 5 x 10-7 torr, respectively.  At his pressure, all 
the high voltage devices including ion accelerator, massgate and multi-channel plate 
detectors were operated properly without causing any arcing.   
 
2.4. Ion Source  
The ion source is composed of three parts: gas inlet system, molecular beam 
valve, and thermionic electron emitter (electron gun).  The entire source assembly is 
mounted on the 2.0” tubing which stems from the back flange of the source chamber (Fig. 
2.3).  The linear race-ball bearing setup (Thomson) is also adopted for mounting the 
back flange.  Two parallel aluminum bars (2” x 1”x 9”) is fixed to the back flange, and 
each bar is attached to an aluminum platform (2.5” x 4.5” x 1.5”) which sits on a pair of 
ball bearing pillows.  The rail extends 24” from the end of the source chamber, which 
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permits the entire assembly to be pulled out of the source chamber, which facilitates 
replacing the poppet used in the solenoid valve and the filament used in electron gun.  
Moreover, the rail-bearing setup retains the nozzle position with respect to the skimmer, 
which is crucial for maintaining the previous experimental conditions. 
When the gas inlet system was designed, two factors were considered.  First, the 
inlet system should have a fine tunability for mixing different types of gases or vapors.  
The composition of the gas mixture as well as the types of carrier gas is extremely critical 
for generating negatively charged species.  For instance, the ion intensity of Azobenzene 
anion increases when small amount of oxygen gas was presented in the carrier gas (either 
argon or nitrogen gas).  However, if the amount of oxygen exceeds the optimal mixing 
ratio, the ion intensity of Azobenzene anion decreases because the electrons are 
consumed for making oxygen anion instead.  The fine adjustment of the mixing ratio 
was accomplished by utilizing a pair of mass flow controllers (MKS, 1179A) which have 
the flow-scale range of 10 and 100 sccm.      
The second factor is the heating assembly in the high temperature inlet manifold.  
For many cases, sufficient amount of vapor can be prepared at 200 ºC, which can be 
routinely achieved by wrapping the standard wire-heater around the sample oven and the 
inlet system.  On the other hand, heating a sample above 200 ºC is not trivial mainly due 
to degradation of vacuum seals and condensation of the sample. Proper thermal isolation 
is another important factor to achieve efficient heating.  In our design, high temperature-
rated materials were used in our inlet system.  Ceramic blocks (macor or alumina) were 
used for thermal and electrical isolation. The plastic parts in the gas inlet system were 
replaced by the high temperature-rated polymers (Teflon or Vespel), and Buna-N o-ring 
  
Chapter 2.   40 
 
 
were replaced by viton O-ring or copper gasket.   
It is critical to maintain the temperature gradient such that the nozzle outlet is 
higher than the sample reservoir in order to prevent the vapor from being condensed.  It 
is ideal to put the sample reservoir as close to the nozzle as possible to achieve uniform 
heating.  Figure 2.3 shows the high temperature sample oven and the inlet system used 
for generating adenine and thymine vapors.  The sintered-filter (SS-316, 1 micron) 
assembly (Swagelok, Nuprofilter-F series) was used for the sample oven which is heated 
by the cable nozzle heater (Watlow).  The high temperature inlet system is thermally 
isolated by inserting a macor disk in between the sample oven and the mounting tube.  
The temperature of the inlet system was measured by nickel based thermocouple wires. 
In our experiment, molecular beam was pulsated by using the externally 
triggered solenoid valve (20 Hz).  The commercially available solenoid valve (Parker, 
General Valve Series 9) was modified in order to use at high temperature (> 200 ºC).  
The stainless-steel housing for the solenoid was reused, while the enamel coated solenoid 
coil was replaced by the high temperature rated Teflon coated wire (OMEGA, TFCP-005).  
The resistance of the modified coil assembly (~ 20 ohm) was slightly smaller than the 
original assembly (~ 27 ohm). Nonetheless, the same electrical pulse (240 V, 1.5 A) was 
applied to the modified solenoid, which was driven by the multi-channel high voltage 
pulse generator (Parker, IOTA One). 
 
2.4.1. Thermionic Electron Emitter (Electron Gun) 
 Negatively charged ions are more difficult to generate than the positively charged 
ions since negative ions cannot be produced directly from the electron impact ionization 
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as can positive ions.  The commonly accepted mechanism of producing negatively 
charged species is the secondary electron attachment by three-body collision, dissociative 
attachment and evaporative attachment.3 
MABMABe +→++ −−       (2.1) 
BAABe +→+ −−        (2.2) 
 mnmn AAAe −
−− +→+        (2.3) 
The secondary electron refers to the conjugate electron of the positive ion which is 
generated by impacting the primary electron to the parent neutral.  Thus, the key to 
produce large amount of negative ions is to promote the secondary electron generation 
and electron-molecule collision.  One commonly used method is crossing the high 
kinetic energy (~ 1 keV) electron beam with the molecular beam at the nozzle hole where 
the molecular density is highest.4  When a fast electron penetrates through the molecular 
beam, many ionization processes can occur by successive inelastic collisions, leaving a 
trail of low energy electrons.  Thus, the secondary electron can be multiplied by 
injecting the high kinetic energy electron into the dense region of the molecular beam.  
 Over the last few decades, many variations of ingenious designs have been 
developed for generating large flux of thermionic electrons.3,5-10 In the course of 
developing ion optic components, the injection of high energy electron (~ 1 keV) has 
provided an innovative leap in the negative ion generation.  Besides the aforementioned 
advantage, this method can surpass the coulomb-repulsion limit imposed on the low-
energy electron injection, which increases the number density of the electron stream. 
Author must note that the electron gun is one of many methods for preparing negatively 
charged species in gas phase, and there is no widely-accepted universial method for 
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making negative ions.  For many cases, a specific type of ion source is favored for 
making a particular ionic species.  In order to expand the scope of the research subject, 
it is essential to equip with various kind of ion sources such as ion-sputtering source, 
laser ablation source, plasma-discharge source, electrospray source, etc.    
 This thesis provides detailed descriptions of the two different types of electron 
guns which have been most extensively used in this laboratory.  The main difference of 
the two electron guns is that one operates in pulsed mode and the other generates 
continuous electron beam.  Even though both electron guns can produce same ionic 
species, the properties of the ions can vary depending very much on the choice of 
electron gun.  The operating mechanisms of the two ion sources are quite different, 
which can affect the size distribution of clusters and the vibrational temperature of 
negatively charged species.  The influence of the ion source on the properties of the ions 
will be discussed later (Chapters 3-8).  In addition to the electron guns, a pulsed plasma-
discharge and a Corona discharge were also constructed, but only briefly used for specific 
applications. 
 
2.4.2. Pulsed Electron Gun 
The pulsed electron gun shown in Fig. 2.4 has been most extensively used in this 
laboratory because of its versatility and stability.  The key feature of the pulsed electron 
gun is the capability of trapping the high energy electrons traveling outward and reusing 
the trapped electrons to induce electron-impact ionization.  This feature is achieved by 
building a high voltage trapping cage around the filament.  The electrons generated from 
the filament bounces around inside the trap as far as the electric field applied on the trap 
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is higher than the repelling voltage applied on the filament.  The simulated electron 
trajectory is shown in Fig. 2.5. (SIMION 7.0) 
The pulsed electron gun consists of three parts: filament, trapping cage and ion-
guide. (Fig. 2.4)  The thermionic electrons are generated from a thin tungsten wire 
(0.015” thickness) or a thoriated iridium (0.010” thickness) wire.  The thoriated iridium 
wire is preferably used because the tungsten filament is not chemically inert and 
contaminates the electrodes.  The trapping cage is constructed by sandwiching the 
trapping fence between two plates.  The closed loop (2.0”O.D. and 0.4” long) made 
from a strip of the stainless steel mesh (40 x 40) was used as the trapping fence.  The 
fence is attached to the bottom plate (EG-PL3) by utilizing three L-shaped posts (SS-316, 
0.02” O.D.).  The short edge of the post is spot-welded onto the bottom plate while the 
long edge is spot-welded onto the grid. (Fig. 2.4.1)  The lid of the electron cage (EG-
PL2) sits on top of the fence and three macor spacers (EG-SP-MC2).  The spacer is 
made to be ~ 0.01” shorter than the height of fence in order to ensure the electrical 
contact between EG-PE2 and EG-PL3.   
The ion guide corresponds to the inner tube connected to the top plate, which has 
the ground electric potential.  The purpose of the ion guide is to create the ground 
electric potential inside the tube such that the ion stream can travel to the ion accelerator 
without experiencing the high electric field emanating from the filament and the electron 
cage.  The tubing (1.0” O.D, 1.5 cm long) is fused to the top plate (EG-PL1), and EG-
PL1 is placed on three macor spacers (EG-SP-MC1) to be electrically isolated from the 
electron cage.    
The electrical connection is shown on left-hand side of Fig. 2.4. Two small 
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openings are carved out from the trapping fence in order to connect the current supply to 
the filament (not shown).  The source can be operated in both continuous and pulsed 
modes by simply changing the high voltage supply, but the latter provides better shot-to-
shot stability and also eliminates the long-term drift of the ion intensity.  The physics is 
not well understood, but author speculates that stray charges might be accumulated on the 
electrodes and the ion guide, which perturbs the initial electric fields created in the 
assembly.  In the pulse mode, these stray charges can be released since the trapping 
voltage is applied for short period of time (~ 1 ms). Another advantage of the pulse mode 
is that the high voltage supply can be electrically grounded through a high resistance 
since the average current drawn by the circuit is relatively small. (Fig. 2.4)   
 The high voltage pulse (-1 kV) was generated by the inverting-amplification of 
a square pulse (+10 V) of which width is about twice longer than the valve opening time.  
The square pulse produced by the function generator (Wavetek, Model 802) was 
bifurcated into two high voltage amplifier-inverters. Each output voltage was applied to 
the filament and the trapping cage, which determines the kinetic energy of the primary 
electron.  In this setup, the delay between the two pulses is fixed and the width of the 
two pulses cannot be changed independently.  It is ideal to apply two separate pulses 
with indendent delay and width, thus it might be worth testing two separate high voltage 
supplies for future applications. 
   
2.4.3. Continuous Electron Gun  
The continuous electron gun is one of the most widely used ion sources by the 
researchers in the field of gas-phase ion chemistry.3  The electron gun assembly can be 
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divided into two parts:  The electron source part which forms the beam of high energy 
electrons and the electron optic part which collimate and guide the electron beam.  Two 
different methods were implemented to produce the high energy electron beam.  The 
first method is based on the thermionic-electron generation, and the same operating 
principle as the pulsed electron gun applies here. The basic design of the source mimics 
the conventional cathode ray tube in which the electrons emanated from a glowing 
filament is extracted by the biased voltage between the cathode (filament) and the anode.   
The electron flux coming out of the anode is extremely sensitive to the geometry 
and the position of the electrodes.  Unlike the wire filament in the pulsed source which 
repels electrons in random directions, the cuspidate filament (Kimball Physics, ES-020) 
was used with the apex pointing toward the anode.  The hole-size of the anode and the 
distance between electrodes affect the electron flux drastically.  The following equation 
roughly describes the relationship between electron current, I and the geometric 
parameters:   
23
2
/
a
a V
d
r
~I ⎟⎠
⎞⎜⎝
⎛         (2.4) 
where ra, d and Va correspond to the radius of the hole, the distance between the 
electrodes and the electric potential of the anode, respectively. Based on a number of 
experimentations, it is found that the two dimensions are tightly linked; hence when the 
hole-size is changed, the distance between the electrodes must be adjusted accordingly.  
In our experiments, about 1 mm separation and the hole-sized between 1 to 3 mm yield 
the most electron flux. 
To accelerate the electrons up to 1keV, it is necessary to float the current supply 
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at -1.0 kV.  To achieve this, an electrically isolated AC to DC converter was assembled 
by utilizing the step-down transformer (Stancor, P-6133) with a high voltage electric 
isolation (tested at 7500 V).  The input AC was supplied by a variable transformer 
(Superior), and the stepped-down AC current is converted to DC by a simple electric 
circuit composed of a glass passivated rectifier (Multicomp) and a capacitor (Sangamo, 
16,000 µF and 15 VDC). (Fig. 2.6)  The rectifier was mounted on an aluminum block 
which serves as a heat sink, and both voltage and current meters were connected for 
measuring the DC output.  The entire circuit including the isolation transformer was 
built inside a fiberglass enclosure (NEMA) for maximum electric insulation. 
The electron beam emitted from the anode is collimated and steered by the einzel 
lens and a set of vertical-horizontal deflector.  Due to the space-charge effect, the 
electron beam spreads out as it propagates. The three-cylinder einzel lens compensates 
this spreading of the electron beam by creating a convex equipotential surface inside the 
cylinder.  This subject will be discussed in the later section.  Since electrons are very 
light, focusing and steering can be achieved by small size of electrode.  The B-series 
Kimball Physics components were employed to construct the ion optics. (Fig. 2.6)  
Figure 2.7 shows the miniature coaxial cable used in the electric connection.  The 
coaxial cable shields the electric field radiating from the wire connections, which is 
important for guiding electron beam.  
 The entire assembly of the continuous electron gun was mounted on an ASA4 
flange (ASA4-eGUN) and encapsulated by a cylindrical mesh to block the stray electric 
field radiated from the ion optics.  The volume of the entire assembly is small enough to 
fit inside the ASA4 port of the source chamber (CHMB-SRCE).  ASA4-2GUN was 
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attached horizontally to the port near the partition flange (CHMB-PRTN), which makes 
the electron beam crosses perpendicularly to the gas jet.  A Faraday cup was placed at 
the opposite side of the source chamber to measure the electron current.  Our continuous 
electron gun produces the electron beam of ~ 500 µA and about 1 mm in diameter. 
The ion-formation mechanism of the continuous electron gun is quite different 
from the pulsed electron gun.  Lineberger and his colleagues explained its mechanism in 
terms of the formation of neutral plasma.  Crossing the electron beam with gas jet 
produces the electrically neutral plasma in which low energy electrons and positive ions 
are confined.  Both charged and neutral species suffer many collisions during the 
plasma-drift time, which increase the secondary electron attachment.  When the plasma 
enters the ion accelerator, ions can be extracted to the mass spectrometer by applying an 
electric pulse to the ion accelerator, and the charge type is determined by the polarity of 
the electric pulse applied to the ion accelerator. The key to deliver the maximum amount 
of ions to the mass spectrometer is to preserve the neutral plasma during the drift time.  
Since the neutral plasma is fragile, any obstacle along the drift path should be removed. 
When our continuous electron gun was used, the skimmer (small aperture) was removed 
from CHMB-PRTN.  The electron beam trajectory is shown in Fig. 2.8.  
Lineberger group demonstrated that larger clusters can be formed by extending 
the drift length.5,6  Our current setup does not permit the elongation of the drift length, 
which, author believes, imposes an upper limit for making large cluster. (Detail will be 
discussed in Chapter 8)  In addition, Johnson and coworkers reported the enhancement 
of the ion flux achieved by counter-propagating the electron beam.  We tested this 
configuration by placing the electron gun at the back flange (FLNG-BFF) of the buffer 
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chamber.  However, no negative ion was detected in the mass spectrometer due to the 
far separation between the electron gun and the nozzle. 
The second method of generating electrons relies on the photoelectric emission. 
Electrons can be ejected irradiating a laser pulse onto a cathode which is usually made 
out of a material with low work function.  In our design, a multi-channel plate (MCP) 
was employed as the photocathode.  Compared to the metallic cathodes, the MCP 
photocathode provides a number of advantages.  First, it does not warn out by laser 
irradiation.  Second, the photoelectric emission is much more efficient.  Third, the 
photoelectrons can be multiplied by stacking up more MCPs.   
Our photocathode design is similar to the design proposed by Weinkauf and his 
colleagues. The electron source part consists of a stack of four MCPs and a voltage 
divider.  As shown in Fig. 2.9 each MCP is sandwiched by a pair of stainless steel plates 
(Kimball Physics, SS-PL-C5X5), and a sheet of a donut-shaped copper shim is inserted 
inbetween the MCP and the stainless steel plate to ensure the electric contact.  Four of 
these sandwiched MCP assemblies are stacked together with 0.05” spacing between them.  
A voltage divider was made out of series of resistors which provides three different 
biased voltages: 200 V across the MCP, 600 V between the MCPs, and 1000 V between 
the last MCP and the emitter plate (ground).  The voltage divider was integrated 
together with the MCP stack and placed inside of the vacuum chamber due to the limited 
number of electric feedthroughs.  The voltage divider was bent to form a square-spiral 
to fitted behind the MCP and create a path for the laser beam. (Fig. 2.9) 
Converting the filament setup to the photocathode setup was easily done by the 
following procedures:  (1) replace the filament housing by the fused silica window, (2) 
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remove the anode, (3) place the cathode assembly below the ion optic parts, (4) connect 
the 6.3 MW resistor in the voltage divider to the MHV feedthrough used for the anode, 
and (5) connect the other end of the voltage divider to the ground.  Fourth harmonic of 
the nanosecond Nd:YAG laser (Spectra-Physics, Quanta-Ray) was used to induce the 
photoelectrons, which generated 50 ns electron pulse with the peak current of 1 mA.     
 
2.4.4. Other Ion Sources  
In addition to the electron guns described above, the corona discharge source and 
the pulsed discharge source were constructed.  The corona discharge source was used 
for generating oxygen radical (O). Ozone anion ( −3O ) was produced by passing oxygen 
gas through the corona discharge source followed by the pulse electron gun produces.  
This combined source was briefly used for studying the photodissociation of the ozone 
anion.  The pulsed discharge source was made for generating organic radical anions.  
However, the pulsed discharge source has not been fully tested because the high current-
high voltage power supply was not available.  The designs for both sources are 
appended at the end of the thesis (Appendix B).      
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2.5. Tandem Mass Spectrometer  
The main function of the tandem mass spectrometer is to guide mass-selected 
ions to the laser-interaction region and collect electrons and fragments generated from the 
photoreaction.  Our tandem mass spectrometer incorporates three subunits of 
spectrometers:  primary mass spectrometer, reflectron spectrometer and photoelectron 
spectrometer.  The primary mass spectrometer refers to the uniaxial mass spectrometer, 
which serves as the framework for integrating the other spectrometers.  The reflectron 
mass spectrometer is appended collinearly to the primary mass spectrometer, while the 
photoelectron spectrometer is attached perpendicular to the mass spectrometer.   
The principal ion-optic components that constitute the tandem mass spectrometer 
are shown in Fig. 2.11 and they are labeled by the assembly numbers. The expanded 
illustration for each assembly will be provided when the component is discussed.  In 
later discussion, the orientation of the spectrometers and the ion/electron trajectories are 
referred by the Cartesian coordinates defined as follow: x-axis is parallel to the gas jet 
expansion, y-axis is along the photoelectron TOF axis, and z-axis is along the TOF axis 
of the primary mass spectrometer.   
 
2.6. Primary Mass Spectrometer 
The primary mass spectrometer consists of a pulsed ion-accelerator, a pair of 
horizontal and vertical deflectors, an einzel lens, a massgate and a microchannel plate 
(MCP) detector.  The pulsed ion-accelerator injects the ion beam into the field-free time-
of-flight region where ions are separated by their mass and forms ion packets.  The ion 
packet of interest can then be mass-filtered prior to light-interaction by utilizing a pulsed 
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massgate.  The ions generated in the source are detected by an MCP detector and 
identified by their flight time. 
 
2.6.1. Ion Accelerator 
 The ion accelerator of our mass spectrometer is designed based on the dual-stage 
extraction scheme proposed by Wiley and McLaren.11,12 The dual-stage accelerator 
compensates the time spread caused by the initial position and kinetic energy distribution 
of the ions in the acceleration region. Since our mass spectrometer is oriented 
perpendicular to the gas-jet expansion, the ionic species entering the accelerator are 
spread along the time-of-flight axis (TOF) and have the intrinsic velocity distribution 
originated from the supersonic expansion.  These two factors affect the ion flight time 
(t) as described in the equation below: 
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where the total flight time t is the sum of t0, t1, and tD which correspond to the time spent 
in the first extraction region, in the second extraction region and in the field free region, 
respectively.  m and e are the mass and the charge of an ion.  s0, s1 and D are the 
distances between the electrodes and the distance of field-free region.  E1 and E2 
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correspond to the electric field strengths applied in the first and the second extraction 
regions in the accelerator. U0 and t0 represents the initial energy distribution and the 
uncertainties in the time of ion formation, which correspond to the two factors causing 
the time spread.  
The operation of the accelerator relies on the fact that an ion closer to the space-
focal plane acquires less kinetic energy, thus is caught up by ions farther away from the 
focal plane.  Compared to a single-stage accelerator, the dual-stage accelerator 
introduces two new parameters, s1 and E1/E0, which allows one to move the space-focal 
plane along the TOF-axis by two adjustable electric fields of the accelerator.  For 
simplicity, consider the time spread caused by the initial position, i.e., U0 = 0.  In typical 
operating condition, the field gradient in the second extraction region is very stiff, hence 
t1 is relatively short.  Consequently, the time spread in this ∆t1 is negligible compared 
to ∆t0 and ∆tD.  Therefore, the spatial focus can be achieved when ∆t0 and ∆tD 
compensates each other.  From Equations 2.6 and 2.8, ∆t0 and ∆tD can be deduced, and 
setting ∆t0 equal to -∆tD yields the following relationship: 
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As shown in equation 2.9, the space-focal plane (D) is independent of the mass to 
charge ratio and the total energy of the system, and the focal plane can be moved toward 
the detector by increasing the E1/E0 ratio and vice versa.  The ability to adjust the space-
focal plane is essential to our experiment.  For mass-analysis, the focus was at the ion 
detector, but for laser-interaction, the focal point was moved to the laser beam path.  
  
Chapter 2  82 
 
 
Because of the kinetic energy distribution (or second order spreading,
dt
dz∆ ), the ion 
packet widens again after passing through the space-focal plane and it spreads more as 
the ion packet distances away from the plane.  The space focusing (first order, ∆z) 
exacerbates the post focal-plane broadening since the energy spread is increased when the 
first order is compensated by the extraction fields.  The refocusing of the post focal-
plane broadening and the second order focusing are achieved by the reflectron mass 
spectrometer.  Detail will be discussed later (2.1.5.2).   
The mass resolution (M ≡ m/∆m) is determined by the geometry of the mass 
spectrometer as well as the intrinsic spread due to the initial space and kinetic energy 
(velocity) distributions, as shown below: 
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where sM  and 0UM  are the mass resolutions related to the initial position and the 
kinetic energy of the ion, respectively.  si and ∆s correspond to the initial position of an 
ion and its spread respectively, and larger si means that the ion is farther away from the 
space-focal plane.   
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As shown in above equations, longer flight tube (D) and longer second extraction 
region (s1), large value of si/∆s increase the mass resolution. Note that k is also 
proportional to D as describe in equation 2.9.  However, the main objective of the 
primary mass spectrometer is to guide maximum number of ions in the laser-interaction 
region, and the mass resolution is the secondary concern in our design.  For practical 
purpose, shorter D is preferred for larger ion density, which minimizes the loss during the 
flight time.  Therefore, the length of the flight tube must be compromised to achieve the 
most efficient ion-guide with a reasonable mass resolution.  The primary spectrometer 
was made to be 60 inches long with the laser window positioned at 40 inches away from 
the accelerator, and the mass resolution of ~ 400 was achieved.   
The geometry of the ion-accelerator is important for the ion-injection as well as 
the spatial focus.12  The spacing of the first extraction region must be wide enough to 
accommodate the cross sectional area of the gas-jet; however, a large spacing decreases 
the mass resolution by elongating the ‘turn-around’ time.  We carried out a number of 
experimentations to find the optimal configuration for the accelerator by changing the 
two parameters (s0, s1), and we constructed the accelerator with following configurations:  
The spacing of the first extraction region was made to be 11 mm, and the second 
extraction region (s1) was about twice wider than the first extraction region (s0).  The 
accelerator is situated such that the gas-jet axis is 3 mm away from the end plate, which 
improves the mass resolution by increasing si. (equation 2.11)  A small slit was 
occasionally placed near the end plate of the accelerator to decrease the initial position 
distribution (∆s), but the appendage reduces the ion intensity significantly.  
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The accelerator was constructed by utilizing the stainless steel plates and the 
alumina insulators manufactured by the Kimball Physics. The accelerator consists of an 
array of stainless plates (SS-PL-5X5) which are separated by the alumina spacers (Al2O3-
SP-C-150).  The first and the second extraction regions are defined by the three 
electrodes: repeller (end plate), extractor (middle plate) and emitter (exit plate).  The 
repeller and extractor are connected to the high voltage pulse switches while the emitter 
is electrically grounded. (Fig. 2.12)  In order to create a uniform field gradient in the 
extraction regions, high transmittance (95%) electroformed nickel mesh (Buckbee-
Mears) was attached to the extractor and the emitter. 
For negative ion experiments, the ion accelerator should be operated in a pulsed 
mode.  The continuous mode is suitable for accelerating the positive ions which are 
created inside the extraction region by ionizing neutral gas-jet.  For accelerating 
negative ions which are generated outside the accelerator, the repeller and the extractor 
should be in the ground electric potential until the ions entered the extraction region.  
Once the ions are inside the extraction region, high voltage pulse can be applied to the 
accelerator to extract the ions to the field free region.  Pulsation is achieved by utilizing 
the transistor switch (Behlke, HTS51-06), which takes a TTL gate and a DC high voltage 
inputs to generate a high voltage pulse.   
The model HTS51-06 provides a pulse with fast turn-on time (1 kV/20 ns), and 
the turn-off time is determined by the auxiliary RC circuit appended to HTS51 (τ = RC). 
It is critical to have a fast turn-on switch; otherwise mass resolution can be decreased by 
the finite rise time of the high voltage pulse.  Fast turning-off is not necessary since ions 
will be departed from the extraction region within a few microseconds, and the decay tail 
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can be moderately long as far as the voltages on the electrodes to be completely 
terminated before the next cycle.  In fact, an abrupt turning-off causes a ringing at the 
turn-on edge of the pulse.  The TTL pulse controls the switching time and width of the 
high voltage pulse. 
It must be pointed out that the primary mass spectrometer cannot separate the 
metastable species decomposed in the field free time-of-flight tube.  Once the ion packet 
enters the field-free region, the metastable decay of ions, via either autodetachment or 
vibrational predissociation will not affect the velocity of nascent metastable species (both 
charged and neutral).  The metastable species are retained inside the ion packets until 
they reach the space-focal plane.  To filter out the metastable species, an additional 
electric field must be applied to the ion packet, which is accomplished by the reflectron 
mass spectrometer in our apparatus.  However, the filtration is not achieved prior to the 
laser interaction.  Either an ion-beam block or a multipole ion-guide type ion-selector 
must be incorporated to eliminate the metastable species from the ion packet.    
Fragments generated in the extraction region can deteriorate the mass resolution 
depending on where and when the fragmentation takes place.  If the fragments are 
generated in much shorter time than the extraction time (t0 + t1), the nascent fragment ion 
will gain the same kinetic energy as the parent ion and the flight time follows the same 
square root relation.  Thus, prompt dissociation will not affect the mass resolution.  On 
the other hand, slow fragmentation (~ t0 + t1) is detrimental to the mass resolution.  The 
kinetic energy of the intermediate species is between the parent and the fragment ions, 
which results in the tailing of the mass peak.  Inversely, the shape of the tail might 
provide valuable clues regarding the properties of the ions generated in the source.  For 
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instance, vibration temperature and strength of the intermolecular forces can be deduced 
from the broadening of the mass peak.   
 
2.6.2 Deflectors 
A pair of horizontal (x-axis) and vertical (y-axis) deflectors are placed after the 
exit plate of the accelerator.  The ions entering the accelerator have velocity components 
in x and y directions, and these velocity components can be compensated by applying 
retarding voltages on the deflectors.  The perpendicular configuration of ion-entering 
introduces a large velocity component in the gas-jet direction (x-axis) since the gases are 
supersonically (> 340 m/s) expanded in the source chamber.  Strictly speaking, the ion 
trajectory in the primary spectrometer cannot be collinear with the time-of-flight axis, but 
the trajectory is rather skewed in x-direction.  The ion trajectory in the primary mass 
spectrometer should be as straight as possible for the implementation of the linear 
reflectron mass spectrometer (2.1.5.2).  To straighten the ion trajectory, a tiltable setup 
was integrated to the ion accelerator.  Conover et al. reported that the tiltable accelerator 
in conjunction with the deflection provides effective way of directing the ion trajectory, 
and their illustration of ion trajectories is presented in Reference [ref#].   
The tilting mechanism is accomplished by inserting a miniature hinge in between 
the accelerator and the x-deflector. (Fig. 2.13)  One end of the hinge is connected to the 
exit plate such that the pivot is located near the entrance, and the other end is connected 
to the deflection plate with a high voltage connection.  Tilting is executed by pulling the 
edge of the exit plate with a flexible stainless steel wire which is connected to a motion 
feedthrough. (Fig. 2.13.3)  Two torsion springs (SS 302, deflection angle: 180 º) are 
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inserted in the pivot, which restores the hinge to the original (straight) position.  The 
design permits the maximum tilting of 30 º, but for most case, the accelerator was tilted 
less than 10 º from the straight position. 
 
2.6.3. Einzel Lens 
The electrostatic lens focuses the ion beam in the x and y directions, and the xy-
plane focusing is necessary for implementing the linear reflectron mass spectrometer.  
The xy-plane focusing not only permits the ion beam to pass through the entrance of the 
reflectron mass spectrometer, but it also determines the ion trajectories in the reflector 
region.  The focal properties of an electrostatic lens depend of the equipotential surface 
created inside the cylindrical electrodes, which are determined by the diameter of the 
cylinder, spacing between cylinders, and electric potential applied to the electrodes.  
The design of the electrostatic lens is very simple; however, care must be taken when 
putting the components together.  It is critical to create symmetric equipotential surface 
inside the cylinders; otherwise, the transmitted charges will deviate from the coaxial 
trajectory. 
 Creating symmetric equipotential surface requires uniform spacing between the 
cylinders and exact alignment of the cylinders along the center axis.1  The precision was 
acquired by utilizing the Kimball Physics ion optic components (0.005” tolerance).  The 
electrostatic lens used in this laboratory consists of three-cylinder electrodes.  Each 
cylindrical electrode is composed of a 1.0” O.D. stainless steel cylinder (SS-CY-
1000/1000) and two stainless steel mounting plates (SS-PL-C-5X5-R1000).  The 
mounting plate is fixed at the edge of the cylinder by spot-welding a retaining ring (SS-
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WR-1000/031) at the junction of the cylinder and the plate.  Three cylindrical electrodes 
are stacked together with 0.1” separation between the electrodes.  The commonly used 
10:1 ratio (cylinder O.D. to spacing) was adopted in our design, which provides a 
moderate sensitivity for adjusting the focal position. 
The three-cylinder lens can be operated as an asymmetric lens or an einzel lens 
(unipotential lens) depending on the electric potentials applied to the electrodes.  In the 
asymmetric lens, two different voltages are applied to the terminal (entrance and exit) 
cylinders, whereas same potential is applied to the entrance and exit cylinders in the 
einzel lens.  In our experiments, the two end cylinders are electrically grounded, and the 
focal point was changed by tuning the voltage of the middle cylinder.  This 
configuration provides an effective way of focusing without changing the energy of the 
transmitted particles.  There are two focusing schemes: accelerating mode (Vmiddle > 
Vend) and decelerating mode (Vmiddle < Vend).1  The former is preferred to the latter 
because the latter causes expansion of the transmitted ion beams. 
 
2.6.4. Massgate 
The massgate is an essential ion optic component for carrying out fragmentation 
studies (Chapters 3 to 7) and charge reversal experiments (Chapter 8).  It selects the ion 
of interest while filters out rest of ions prior to the laser interaction, which provides a 
unique opportunity to record a fragment ion spectrum generated from photodissociation 
or charge reversal scheme.  The simplest and most widely used massgate is the pulsed 
deflector.  It blocks (or bends) the ion beam by creating a high electric field between the 
plates, and opening and closing of the gate are achieved by turning the electric field off 
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and on.  The pulsed deflector exhibits an intrinsic demerit in the ion-selection, and many 
modified versions of the pulsed deflector (e.g., ion-lift and the magnetic field deflector) 
have been developed to improve its shortcoming. 
The main drawback of the ‘deflector-type’ massgate is the low sensitivity in the 
ion-selection, which is due to the large dimension of the deflection plates.  First, if the 
separation of the ion packets is smaller than the length of the deflection plate, rigorous 
mass selection cannot be achieved.  In many cases, two or more sets of the deflectors are 
required to overcome this problem.  Second, it is necessary to apply high voltages to the 
deflection plates in order to filter the unwanted ion packets which travel with high kinetic 
energies.  Because of the large separation between the deflection plates, the electric field 
gradient between the plates is not steep, thus relatively high electric potential must be 
applied to acquire the field strength compatible to the acceleration field. 
The ‘interleaved-comb type’ massgate eliminates the aforementioned demerits of 
the deflector massgate.13-15  The interleaved comb (ILC) massgate has a very thin 
gating plane formed by two alternating threads of thin stainless steel wires, and the 
distance between the alternating wires is in millimeter scale.  The electric field gradient 
is created by connecting one thread to the plus voltage and the other to the minus 
voltage. The ultra-thin gating plane provides rigorous ion selectivity, and the small 
spacing between the alternating electrodes yields a steep electric field with relatively 
small electric potential applied to the electrodes.  The usage of small electric potential 
suppresses the leaked electric-field coming from the massgate, which provides the 
following advantages:  First, shorter pulse (off) can be applied to the ILC massgate 
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without perturbing the kinetic energy of the transmitted particles.  Second, it can be 
placed near other ion optic components without affecting their operations. 
The first design was proposed by Loeb and Lusk, and it was incorporated in their 
study as a high sensitivity electron filter.  Many variations of the original design have 
been developed for various applications in high resolution massspectroscopy.  Schlag et 
al. applied the ILC massgate to their study of the photodissociation of benzene.14 The 
effective mass-filtration performed by the ILC massgate provided a more pronounced 
mass spectrum for the photo-fragmentation of the benzene molecule.  Kappes and his 
coworkers demonstrated high resolution separation (mass resolution of 280 at m/e = 559) 
of ions achieved by the two sequential interleaved comb massgates.15  Enke and his 
coworkers reported unit mass resolution for selection to m/z 167 in their tandem 
reflectron mass spectrometer.13  
Our interleaved comb massgate was constructed based on the design proposed by 
Enke and collaborators.13  The massgate consists of two vespel blocks (MSG-VSP), two 
posts, four electrodes, two threads of stainless steel wires.  The gating plane was built by 
weaving two threads of ultra-thin (0.076 mm thickness) wires (California Fine Wire, SS 
318 high temperature stress-relieved) through the vespel blocks which have a row of 26 
predrilled holes (0.38 mm I.D.; 1.0 mm spacing).  The two threads occupy every other 
hole, so that two threads alternate in the gating plane.  Each end of the wire was 
anchored on the top and bottom electrodes (threaded rod, 2-56) by pinching the wire in 
between two flat washers.  The top vespel block has two tapped holes (6-32) at the 
bottom side, while the bottom vespel piece has the clearance hole (6-32) instead.  This is 
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intended for holding the two vespel blocks together by the tension on the wires.  The 
tension in the wires can be increased by pulling the two vespel pieces apart by tightening 
the hex nuts in the posts, which provides wrinkleless gating plane with uniform spacing 
between the wires.  The distance between the vespel block was adjusted to be 1.8” to 
match the hole position of dimension of a Kimball Physcis component (SS-PL-C7X7), 
and the effective area of the gating plane was 1.5” x 1.0”.  
The effective gating relies on the electric pulse applied to the massgate.  In order 
to achieve high selectivity, the high voltage pulse should be short with fast fall (off) and 
rise (on) time.  We used the module PVM-4201 manufactured by DEI as the high 
voltage pulser.  The module contains a high voltage on/off switch with built-in bipolar 
DC supplies.  It produces maximum voltages of ±950 V with 15 ns fall and rise time, 
and the width can be reduced down to 40 ns.  The reliable mass selection was achieved 
with ± 500 V (100 ns) at 3-kV acceleration.  The pulse width shorter than 100 ns affects 
the kinetic energy of the transmitted charges due to the electric field leakage.  It is ideal 
to place the massgate near the laser-interaction region where the ion packets are focused 
along the TOF axis. As mentioned above, the ILC massgate gives out stray electric field 
which is extremely defective to the photoelectron spectrometer.  The massgate was 
positioned 3.5” before the laser interaction point. 
 
2.6.5. MCP detector  
Ion detection in the primary mass spectrometer is accomplished by using the 
home-built microchannel plate detector.  Microchannel Plate (MCP) consists of millions 
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of very thin, semi-conductive glass capillaries (4 to 25 micrometers in diameter).  Each 
capillary or channel works as an independent secondary-electron multiplier.  A bias 
voltage (typically 1 kV) across the microchannel plate accelerates the electrons inside the 
channel and induces a collision between the electrons and the inner surface of the 
capillary.  The secondary electrons become multiplied in the course of cascading down 
the channel, which results in electron-avalanche at the output.16 The electric response 
time in the amplification process is very fast and the overall resolution is greater than 100 
MHz (10 ns), which makes an MCP detector suitable for recording a train of short ion-
packets. 
Our detector assembly consists of two microchannel plates (Burle Electro-Optics), 
four electrodes, a ground-mesh plate and a voltage divider.  The entire assembly 
including the voltage divider was mounted on the ASA flange (ASA4-MCP) which has 
two SHV and one BNC high electric feedthroughs.  The MCPs are stacked together in 
‘Chevron’ configuration which refers to the 180º rotation of the front plate with respect to 
the rear plate.  The MCP Chevron prevents the positive ion generated at the output of 
the front plate reaching the input of rear plate by creating a large directional change in the 
microchannel axis. Three stainless steel electrodes (SS-PL-C5X5-R1000) were placed at 
the top (entrance), inbetween and at the bottom (exit) of the Chevron assembly, and a 
donut-shaped copper shim is inserted in every junction between the MCP and the 
stainless plate to ensure the electric contact.  The collecting plate (anode) was placed 
0.25” from the exit electrode and a ground mesh was placed in front of the entrance plate 
to screen the electric-field emanating from the MCP plates. 
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 The MCP assembly was operated in the AC mode which permits high frequency 
waveforms and blocks DC current, and the AC mode detection scheme can be easily 
implemented by appending an RC circuit in the anode output.  The negative-ion 
detection necessitates the AC mode operation because of the following:  For positive ion 
detection, the acceleration gradient is created by applying negative voltage to the 
entrance plate while grounding the anode.  This scheme cannot be applied for negative-
ion detection since the electric field on the entrance plate will repel the negative ions (or 
electrons).  The electric potential gradient across the MCP must be created by lowering 
the anode potential while keeping the entrance plate at zero electric potential. Therefore, 
it is necessary to apply a positive DC voltage to the anode.  The AC mode operation 
permits the high DC voltage on the anode since it prohibits the DC current from flowing 
to an oscilloscope or a boxcar integrator. 
Unlike the conventional assembly of a MCP detector, two high voltage inputs 
(SHV) were employed in our design.  Each SHV is connected to the entrance plate and 
the anode, which provides a great deal of operational ease for switching between 
negative-ion detection and positive-ion detection.  For negative-ion detection, the DC 
voltage supply is connected to the anode SHV while the entrance SHV is connected to 
ground.  With positive voltage on the anode, ‘pulling mechanism’ (as if the anode is 
pulling the electron from the MCPs) is implemented for the signal amplification.  
Conversion to the positive-ion detection can be effortlessly done by swapping the two 
connections and switching the polarity of the DC supply to negative voltage. 
 The supplementary RC circuit is integrated together with the voltage divider, and 
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the circuit diagram for RC circuit and the voltage divider is shown in Fig. 2.16.  A series 
of three resistors (R1, R2 and R3) divides the input voltage into 1:1:1/4 ratio.  Typically 
±2.0 kV is applied to the high voltage end, which provides ± 900 V across each 
microchannel plate and ± 250 V between the exit plate and the anode.  Relatively large 
current (220 µA) was drawn in the voltage divider in order to minimize the precision 
uncertainty caused by the current fluctuation.  The capacitors C1 and C2 are connected in 
parallel to the voltage divider, which eliminates high frequency noises generated from the 
DC supply and the electrodes.  The resistor R4 is the current stopper which works in 
both directions.  First, it stops the signal flow to the SHV inputs and directs the entire 
signal to the BNC output.  R4 must have larger impedance than C3 which has impedance 
of ( ) 12 −⋅⋅π=χ CfC ~ 100 Ω, in order to suppress the current flow to the SHV connector.  
Second, it prohibits dark current generated in the MCPs from reaching the BNC output.  
The R5-C3 corresponds to the supplementary high frequency pass filter used in the AC 
mode operation.  To match the input impedance of the oscilloscope and the boxcar 
integrator, 50-Ω resistor was used for R5.  The size of capacitance is important since it 
determines the lower limit of the signal (or noise) frequency that can pass through the RC 
circuit.  We chose 150 pF for C3 to give the lower limit of ~ 20 MHz [ ( ) 12 −⋅⋅π= CRf ], 
which is sufficiently smaller than the MCP resolution (2 GHz) and the signal of interest 
(> 100 MHz).  The overall resolution of the assembly was about 2.5 ns, and the output 
waveform corresponding to the single ion event is shown in Fig 2.17.  The negative and 
positive ion mass spectra are shown in Fig. 2.17.  
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2.7. Reflectron Mass Spectrometer 
The reflectron mass spectrometer is the secondary mass spectrometer which 
serves two main roles:  First, it collects fragment ions and charge-reversed cations.  As 
a result of laser interaction, a negatively charged species can undergo the following 
processes:  (1) It can be dissociated into a negatively charged fragment and neutral 
fragments.  (2) It can be neutralized by removing the excess electron.  (3) In the 
presence of strong electromagnetic field, it can also undergo sequential photoreactions of 
neutralization followed by photoionization.5,6  It can also discriminate the metastable 
species from the parent ion, which is not possible in the uniaxial primary mass 
spectrometer.  Second, the reflectron mass spectrometer compensates the second-order 
spatial (dz/dt) broadening originated from the initial energy distribution. As discussed 
before, it can refocus the post focal-plane broadening caused by the space-focusing action.   
The reflectron consists of a series of ring electrodes in which the retarding 
electrostatic field is formed.  It decelerates, reflects, then reaccelerates the ions climbing 
the ‘uphill’ created inside the reflectron.  By tuning the gradient of the retarding voltage, 
the penetration depth (distance at which the ions turn around) can be adjusted.  The 
energy focusing is based on the fact that the penetration depth varies with ion kinetic 
energy.  The high energy ion penetrates further into the reflectron and spends longer 
turn-around time, but it traverses the field-free drift region more quickly.  Incorporating 
the reflectron into the primary mass spectrometer gives an immensely improved mass 
resolution.17-19  The primary mass spectrometer focuses an ion packet at the entrance of 
the reflectron, which eliminates the initial position distribution of the ions entering the 
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reflectron.  By doing so, the initial position spread is converted to the kinetic energy 
distribution which is compensated by the reflectron mass spectrometer. 
The concept of the reflectron can be understood by considering the reflection of a 
charged particle with a kinetic energy of eE by a single-stage reflectron.3,12  The time 
spent in the accelerator is disregarded for simplicity.  The total flight time of the particle 
with mass, m is 
( )dLL
eE
mt 4
2 21
++= ,      (2.14) 
where L1 denotes the distance from the exit plate of the accelerator to the entrance gird of 
the reflectron while L2 is the distance from the entrance grid of the reflectron to the focal 
plane (detector), and d is the penetration depth.  Then, the time spread (∆t) due to the 
excess kinetic energy (U0) can be written below: 
( ) ( )dLLeE
Um
t 4
2 21
0
2
3 −+⋅≅∆ ,     (2.15) 
and ∆t = 0 when 4d = L1 + L2.  Hence, to achieve the energy focus by the single-stage 
reflectron, the length of the reflectron must be long enough to accommodate the required 
penetration depth.  
The dual-stage reflectron does not bear the geometric constraints which are 
imposed on the single-stage reflectron.  It decelerates the incoming ions in a relatively 
short distance by adding a steep electric field gradient before the reflection region.  The 
ions enter the reflection region with considerably smaller kinetic energy, thus the 
penetration depth is now compatible to the scaled-down energy spread.  The general rule 
of thumb is that the total tube length of the field free regions (L1 + L2) should be about 8 
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times the length of the reflectron if ions lose about two-third of their kinetic energy in the 
first one tenth of the reflectron depth.  In addition, the second-order energy focusing can 
be achieved by the dual-stage reflectron.  The basic principle is analogous to the 
operation of the dual-stage accelerator.  See references 12 and 18 for details.   
The dual-stage reflectron can operate in four different reflecting schemes, 
depending on the field strength of the deceleration and reflection regions.  First, the 
transmittance of the reflection (totality of the reflection) can be controlled by the electric 
potential of the end plate, which provides a rigorous way of filtering various sizes of ions 
contained in an ion packet.  Remember that fragmentation of an ion in the field-free 
region will not affect the velocity of the nascent fragments; therefore, the kinetic energy 
of the nascent fragments will be proportional to their mass.  If the potential of the end 
plate is higher than the acceleration voltage, then all ions in the ion packet will be 
reflected (total reflection).  If the potential energy (PE) of the end plate is lowered 
below the potential energy of the accelerator, then only the small fragment ions with 
PEmv <221  will be reflected and the fragments with PEmv >221  will penetrate 
through the reflectron (partial reflection).   
If the electric potential of the reflectron (both deceleration and reflection regions) 
is scaled down proportional to the mass ratio, then the fragment will be detected at the 
same arrival time as the parent ion. 
P
P
F
F PEm
mPE =         (2.16) 
( ) PFPP
P
F
FF vvvmm
mvm =⇒= 221221 ,     (2.17) 
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where PEF is the scaled down electric potential applied for collecting the fragment (mF) 
and PEP denote the original electric potential applied for parent ion (mP) detection.  vF 
and vP correspond to the average velocities of fragment and parent ions inside the 
reflectron.  Since the velocity in the field free region (L1 + L2) is same, the total flight 
time of the fragment will be identical to that of the parent.  The partial reflection scheme 
is especially useful for studying the fragmentation of weakly bound clusters which 
produces various sizes of fragments.        
Second, the stiffness of the reflecting plane can be controlled by the electric field 
gradient in the reflectron, which determines the separations among the reflected ions.3  
The soft reflecting plane refers to the slow rise (on average) of the field gradient, which 
permits relatively large penetration depth (soft reflection).  The soft reflection is mainly 
used in the fragmentation study because this scheme separates the ions in an ion packet 
by their mass.  The hard plane refers to a vertical slope which bounces off the incoming 
ions with no penetration depth (hard reflection), which results in the deflection of the ion 
trajectory with no separation of ions.  The vertical slope can be created by applying a 
repulsive potential on the entrance gird which is usually connected to the electric ground.  
Alternatively, pseudo vertical plane can be obtained by applying a considerably high 
voltage on the decelerating plate.  
Hard reflection is sometimes necessary when the photoproduct of interest 
undergoes a subsequent dissociation before detection.  For instance, consider the 
following photodissociation and subsequent decay: 
CBACABABC th ++⎯→⎯+⎯→⎯ −∆−− ν      (2.18) 
CBAt ++⎯→⎯ −∆     (2.19) 
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If one wants to integrate the entire intensity of AB−, both A− and B− should be detected 
simultaneously and the detection sensitivity must be calibrated with respect to the arrival 
time.  If hard reflection of AB− (i.e., PEAB< PE < PEABC) is employed, then all the 
fragments including AB−, A− and B− will be arrive at the detector as one ion packet.  The 
four reflecting schemes and their combinations (e.g., soft-partial, etc.) provide a powerful 
method for studying fragmentations.      
Our dual-stage reflectron consists of twelve evenly space stainless steel 
electrodes which has the total length of 3.0 inch and the inner diameter of 1.5 inch.  The 
two stages of the reflectron are defined by three electrodes (first, second and last), and the 
remaining plates works as a guiding electrodes.  The first electrode is the entrance plate 
which is electrically grounded.  The second and the last electrodes correspond to the 
deceleration and the reflection plates, which are connected to two separate DC voltage 
supplies.  A uniform electrostatic field was created inside the reflectron by (1) attaching 
a sheet of electroform mesh to the entrance, deceleration and reflection electrodes and (2) 
creating an equal voltage drop between the guiding electrodes.  The electroform mesh 
was not attached to the guiding electrodes in order to achieve the maximum ion-
transmittance.  The input bias voltage was equally divided by a series of eleven 1.0 MW 
resistors.  A set of deflection plates was mounted next to the reflectron for 
differentiating the neutral species from the charged particles, which is important in 
charge reversal experiments.  A ground mesh was placed between the reflectron and the 
deflector to shield the electric fields between them.  The reflectron assembly was 
mounted on an aluminum disk (DSK-RFL) which can be translated along four threaded 
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rod screwed onto the end flange (CF800-END), which facilitate the distance adjustment 
between the reflectron and the detector (Fig. 2.19).     
A linear configuration was adopted to incorporate the dual-stage reflectron to the 
primary mass spectrometer.  The main advantage of the linear reflectron is that the ion 
path is independent of the kinetic energy of the fragments.  In the folded (V-shaped) 
configuration, the ion trajectory exhibits a parallel shift along the folding axis due to the 
difference in penetration depth.  A deeper penetration results in a greater separation 
between the incoming and the outgoing paths, and vise versa.  The ions with different 
kinetic energy impinge on different sections of the MCP detector, and some ions might 
miss the detector if its kinetic energy is significantly different from others.  Therefore, 
the V-shaped reflectron spectrometer will always exhibit an intrinsic difficulty of 
executing the total reflection mode.  The problem becomes more exacerbated with 
increasing folding angle, thus the parallel shift can be removed by combining the 
reflectron and the primary mass spectrometers with zero folding angle.  The linear 
reflectron mass spectrometer minimizes the deviation of the daughter-ion trajectories 
from the parent ion, which makes it possible to obtain a quantitative analysis based on the 
intensity profile of the fragment ion spectrum. 
 
2.7.1 MCP Detector in the Linear Reflectron Mass Spectrometer 
To implement the linear configuration for the reflectron mass spectrometer, the 
annular MCP detector was utilized in the apparatus.20,21  The MCP detector was placed 
near the laser interaction region with the center hole located on the TOF axis and the 
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entrance plate facing the reflectron.  In this setup, the xy focal point of the ions lies at 
the center hole of the MCP, which results in ‘inverted-W’ shape ion-trajectories in the 
reflectron mass spectrometer.  After passing through the center hole, the ions will be 
diverged as propagating through the reflectron.  The ions will enter the reflectron with a 
finite incident angle hence the outgoing ions will be spread out on the detection plane. 
(Fig. 2.23)  The pre-assembled annular MCP (Burle Electro-Optics) with a large active 
detection area was employed to accommodate the wide spread of reflected ions. The 
assembly consists of a set of annular MCP Chevron (active area: 12 cm2; center hole: 
6.14 cm I.D), three stainless-steel ring electrodes and a ceramic housing. (Fig. 2.21)   
The center hole in the Burle MCP was not electrically isolated, thus a 
supplementary shielding was provided to allow charged particles to transmit the center 
hole.  A stainless steel tube with 4 mm I.D. (TB-MCP) was inserted in the center hole 
with uniform spacing (~0.5 mm) around the tube, and a ground mesh (DSK-MSH) was 
placed in front of the entrance plate to shield the electric field emanating from the MCP.  
The length of TB-MCP was about 0.25 inch longer than the thickness of the MCP 
assembly such that DSK-MSH sits on TB-MCP with electric contact.  This complete 
electric shielding creates zero electric field in the ion path, which is crucial for achieving 
the maximum detection efficiency.  An einzel lens can focus an ion packet containing 
105 charges down to 0.5 cm2, so if the focal point is at the middle of TB-MCP, ions can 
transmit through the tubing without collision.  However, small fraction of ion packet 
was dissociated due to the collision.  The MCP assembly and the electric-field shielding 
components were mounted on the stainless steel disk (DSK-LSR) which can be translated 
along the TOF axis.   
  
Chapter 2  118 
 
 
The reflectron detector should be capable of detecting both negative and positive 
ions for carrying out the fragmentation and the charge reversal experiments.  To achieve 
this, the AC-mode detection scheme was implemented by appending a supplementary 
circuit similar to the MCP detector used in the primary mass spectrometer.  The 
supplementary circuit of the reflectron detector (Fig. 2.20) is about the same as the circuit 
previously illustrated in Fig. 2.16, expect the following: First, 2.0 kV bias voltage was 
applied directly across the MCP Chevron without a partitioning plate. Second, the extra 
high frequency pass filter across the MCP Chevron (C2 in Fig. 2.16) was removed.  The 
detection sensitivity of the reflectron MCP is much greater than the detector used in the 
primary mass spectrometer because the former has larger active area and greater 
amplification efficiency than the latter.  The ion-signal profile recorded by using the 
reflectron detector is presented in Fig 2.24.  The overall mass resolution of reflectron 
mass spectrometer was about 1500.  
 
2.8. Photoelectron Spectrometer 
 Photoelectron spectrometer analyzes the kinetic energy of the photoelectrons 
ejected from atoms and molecules as a result of laser interaction.  To eject an electron, 
the photon energy must exceed the threshold energy of the electric continuum.  For a 
negatively charged species, the electric continuum corresponds to the neutral state, and 
the photoelectron corresponds to the excess electron attached to the neutral form of the 
species.  The photodetachment process occurs instantaneously via vertical transition 
which involves two sequential processes: promotion of the electrons to a virtual state 
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followed by vertical relaxation to neutral states. As depicted in Fig. 2.25, the vibronic 
manifolds of the neutral state can be accessed via the vertical relaxation, and excess 
photon energy is carried by the released electrons.  The envelope of the photoelectron 
spectrum represents the transition probability between the negative ion state(s) and the 
vibronic manifolds of the neutral, which is determined by Frank-Condon factors as well 
as overlap of the electronic wavefunctions.     
 Since electrons are detached by the fixed frequency laser light, the kinetic energy 
of photoelectron can be converted to the electron binding energy (eBE) of anions which 
provides valuable information regarding the energetics of anions:  
eKEheBE −= ν ,       (2.21) 
where hν represents the monochromatic light of the laser and eKE is an abbreviation for 
electron kinetic energy.  The onset and the peak values in eBE correspond to the 
adiabatic electron affinity (AEA) and the vertical detachment energy (VDE), respectively.  
AEA and VDE are spectroscopic signatures that can be used to identify negative ions.  
The temperature of anions can be deduced from the onset shift and the intensity profile of 
the vibration-level progressions.3 
The key factors associated with the performance of a photoelectron spectrometer 
are the collection efficiency and the energy resolution.  The two factors often conflict 
and must be compromised when designing and constructing a photoelectron spectrometer.  
In our apparatus, a magnetic bottle and a field free TOF photoelectron spectrometer were 
incorporated, and the vacuum chamber was designed to accommodate the two 
spectrometers without extensive modifications.  The former has high collection 
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efficiency with low energy resolution, whereas the latter has low collection efficiency 
with high energy resolution.   
 
2.8.1. Magnetic Bottle Photoelectron Spectrometer 
The magnetic bottle photoelectron spectrometer creates highly non-uniform 
magnetic field in the laser interaction region between a strong magnet and a solenoid.22-27  
The non-uniform magnetic field parallelizes the electrons ejected in all directions and 
guides them toward the week field created inside solenoid. The parallelization effect is 
dictated by the adiabatic magnetic field gradient.22  The adiabatic variation of the 
magnetic field means that electrons do not experience the change of magnetic field 
during the course of parallelization.  Under this condition, angular momentum of 
electrons should be conserved at any point along their gyroscopic trajectory, which yields 
the following relationship: 
i
f
i
f
B
B=θ
θ
sin
sin
,        (2.22) 
where θ corresponds to the angle between the velocity of the emitted electron and the 
detection axis (y-axis) and B denotes the magnetic field strength.  The subscript i and f 
refer to the strong (initial) and the week (final) magnetic field regions, respectively.  For 
isotropic electron emission, the initial angle iθ  ranges from 0 to 90°.  Thus, the 
maximum angle in the week magnetic field is  
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max sin
−=θ        (2.23) 
When Bi is much larger than Bf, max,fθ  becomes small and parallelization can be 
accomplished (e.g. max,fθ ~ 1.8° when 310/ −=if BB ). The mathematical derivation for 
the magnetic-field parallelization is provided in Appendix C.      
If the drift region is much larger than to the non-uniform magnetic field region, 
then the time of flight can be expressed as follows: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=
⊥ i
if
B
B
v
D
v
Dt
2
sin
1~
2 θ
      (2.24) 
When iB  is much greater than fB , the time-of-flight is virtually independent of the 
initial direction of the emission, and only depends on the velocity (kinetic energy) of the 
photoelectron.    
Our magnetic bottle spectrometer is composed of a solenoid and a permanent 
magnet.  The solenoid was made by winding the non-magnetic copper wire (JCH Wire, 
14 AWG) around the O.F.H. copper tube (Thyssen-TMX Division, 2.5” O.D. and 26” 
long).  Relatively thick wire (1.65 mm) was used to have low resistance in the helical 
winding, which helps to suppress heat generation in the copper coil.  Repetitive heating 
and cooling of the solenoid disintegrates the polymer coating of the copper coil and 
causes electric short to the ground potential.  To ensure the electric insulation, the 
polyamide coated copper wire was used for high temperature endurance, and a shrinking 
Teflon tube (McMaster-Carr) was put over the copper tube before winding the wire.  
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The high temperature rated electric resin (3M, Scotchcase 5) was utilized to glue the coil 
onto the copper tube.      
The helical winding was double layered to increase the number of turns per unit 
length.  The µ-metal sheet (Mm-Metal, 0.015” thickness) with high permeability was 
wrapped over the second layer of the coil to shield earth magnetic field.  Both copper 
tube and m-metal sheet were electrically grounded, and the aerosol graphite (Aerodag G) 
was applied to the inner wall of the copper tube for adsorbing stray electrons inside the 
solenoid.  Another Teflon sheet (McMaster-Carr) was placed between the coil and the µ-
metal for electrical insulation.  The cross section of the solenoid layers is show in the 
middle of Fig. 2.26.        
The solenoid was held by four T-shaped clamps stemming from the middle 
flange (CF600-SNL).  Each clamp consists of an aluminum T and a Teflon cover which 
has the curvature matching the outer diameter of the solenoid (Fig. 2.26.2).  The Teflon 
cover can be bulged by screwing in two set-screws located each end of the aluminum T, 
and the clamping action was achieved by pressing the Teflon cover against the solenoid.  
The electric current was provided through the high voltage electric feedthrough welded 
on the conflate flange (CF600-EFT).  Magnetic field of 1 mT was created inside the 
solenoid when electric current of 0.91 A was provided to the coil.  Solenoid and the 
permanent magnet were situated equal distance from the laser path.  Fig. 2.28 shows the 
equipotential field line at the edge of the solenoid and the plot of magnetic field strength 
as a function of distance.   
 
  
Chapter 2  123 
 
 
2.8.2. Doppler Broadening and Ion Decelerator 
Since electrons are ejected from moving objects, the photoelectrons exhibit the 
Doppler Effect.  The velocity of the electron in the lab frame is the vector sum of the 
center-of-mass velocity and the anion velocity ( ionmce vvv
rrr += .. ).  Electrons have their 
maximum and the minimum velocities when the electrons are ejected parallel and anti-
parallel to the anion velocity: 
ionmce vvv
rrr += ..max         (2.25) 
ionmce vvv
rrr −= ..min        (2.26) 
Thus, the Doppler broadening of the electron velocity ( ev∆ ) equals to twice the ion 
velocity ( ione vv
r⋅=∆ 2 ), and the energy broadening due to the Doppler Effect becomes: 
  ionmceeee vvmvvmE ..2 ⋅=∆⋅=∆       (2.27) 
Equation 2.25 indicates that the energy resolution depends on the velocity of the electrons 
as well as the velocity of anion.  For example, photoelectrons with a kinetic energy of 1 
eV (ve = 590 km/s) detached from anions moving with a velocity of 100 km/sec yields 
energy broadening of 560 meV. 
To eliminate the Doppler broadening, the kinetic energy of anions must be 
reduced down to a few millielectron volts prior to photodetachment.  An ion-lift 
potential switch was tentatively employed in the laser interaction for the ion deceleration.  
Our ion lift decelerator is similar to the ‘cylindrical-lens type’ design proposed by 
Handschuh et al.  The concept of the Handschuh design is based on the deceleration 
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mode implemented in an electrostatic lens, which provides both deceleration and spatial 
focusing.  Negative ions are decelerated by the electric field generated in the small gap 
between two cylindrical electrodes.  Ions can be completely stopped by turning off the 
front electrode before the ions reverse the direction. 
Our decelerator consisted of a cylindrical electrode and a six-way cross 
machined out of a non-magnetic aluminum block (SHLD-CRSS).  The center of SHLD-
CRSS was positioned at the laser interception point such that three orthogonal axes of 
SHLD-CRSS coincide with the x, y and z axes of the mass spectrometer.  The 
cylindrical electrode was identical to the electrode of the einzel lens, and it was placed 
0.25 inch before SHLD-CRSS.  The cylindrical electrode and SHLD-CRSS were 
mounted on the aluminum block (PLT-DCL) which had predrilled holes for Al2O3-TU-C, 
and the hole location matched the patterns of SS-PL-C5X5 and SS-PL-C7X7. (Fig. 2.29)  
PLT-DCL and the mass gate were mounted on DSK-LSR at the opposite side from the 
annular MCP. (Fig. 2.20.3)   
The front cylinder was connected to an SHV connector while SHLD-CRSS was 
electrically grounded.  The potential switch should be operated by a fast push-pull high 
voltage pulser because of the following:  The front electrode should be switched from 
ground to a positive potential while anions are inside the cylinder, and it should be 
rapidly switched off to ground when the ions are at the turn-around point.  The ion-lift 
decelerator has not been tested because the push-pull switch was not available in this 
laboratory.  The photoelectron spectra presented in this thesis were obtained without 
deceleration.  The spectra exhibit excessive Doppler broadening, and the energy 
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resolution of our magnetic bottle spectrometer was ~250 meV for detecting 1 eV 
electrons emitted from ions with 10 km/sec.  
  
2.8.3. Field-Free TOF Photoelectron Spectrometer  
The field-free TOF spectrometer collects the small solid angle of the electrons 
emitted in all directions, which provides decent energy resolution but with very low 
detection efficiency.  Since only the electrons emitted along the TOF axis will arrive at 
the detector, velocity spread due to the Doppler Effect will be considerably small (eqs. 
2.25−27).  For a spectrometer with length of 30 cm and a detector with detection area of 
10 cm2, the collection efficiency is about 0.25% for isotropic electron emission; hence, 
counting method must be employed to record a photoelectron spectrum. In our 
femtosecond pump-probe experiments, the field free TOF spectrometer was not able to 
be implemented due to the low collection efficiency.  The time-dependent photoelectron 
signals produced by pump-probe scheme are generally a few orders of magnitude smaller 
than the photoelectron signals generated by the nanosecond laser pulse.  
Another advantage of the field-free TOF spectrometer is the ability to resolve 
the angular distribution of the photoelectron emission.  The photoelectron projected on 
the detector reflects the vectorial characteristic of the emitted electrons.  By rotating the 
polarization of the laser light with respect to detection axis, it is possible to map out the 
contour of the electron emission.  Author must point out that the magnetic bottle 
spectrometer can resolve the angular dependence in some extent if the anisotropy of the 
photoemission is sufficiently large.  Detail will be discussed in Chapter 6.   
  
Chapter 2  126 
 
 
Since electrons can be easily swayed by the ambient electric or magnetic field, it 
is important to achieve reliable shielding along the flight path.  A custom-made double-
layer µ-metal tube (Mµ-Metal, 50 cm long) was used to block the ambient magnetic field.  
The double layer was prepared by inserting the port-less µ-metal tube (Mu-SHLD2) into 
the 6-way µ-metal cross (Mu-SHLD1), which reduced the base magnetic field down to 
10-4 G.  The field free photoelectron spectrometer can be easily installed by replacing 
the solenoid and the permanent magnet by the µ-metal tube.  As shown in Fig.2.30, up-
right orientation of the tube was assisted by two Kimball plates (SS-PL-C5X5-R1000).  
The bottom part of the tube was inserted into the Kimball plate mounted on the magnet 
holder, while the upper part of the µ-metal tube was held by another Kimball plate which 
is extended from the MCP assembly. 
 
2.8.4. Data Processing: Conversion to eKE 
Unlike the energy analyzers such as hemispherical sector and cylindrical 
electrostatic mirror, the time-of-flight photoelectron spectrometers (both magnetic bottle 
and field-free spectrometers) measure the arrival time of the ejected electron.  The 
arrival time should be converted to the electron kinetic energy and later to electron 
binding energy to construct the photoelectron spectrum which illstrates meaningful 
physical quantities.  The time-of-flight was converted to the electron kinetic energy 
(eKE) by using the two equations below 
02
2
2
1 1 E
t
DmeKE e +⋅=        (2.28) 
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E0 is the energy correction term which reflects the ambient surface potential inside 
apparatus. 
2
0
2
1 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= tt
DmeKE e        (2.29) 
In most cases, equation 2.29 was used to take into account the time offset (t0) originated 
from the initial position distribution in the laser interaction region.  Note that equation 
2.29 has an additional correction term 10
−t  and the second order term 20
−t  is equivalent 
to the energy correction term, E0 in equation 2.28.  By rearranging equation 2.29, a 
linear equation of 21−eKE  as a function of t can be obtained as below: 
D
t
m
t
DmeKE ee
02121 −⋅=       (2.30) 
The slope and the y-intercept of the above equation can be considered as the calibration 
parameters of the spectrometer, which are determined by the magnetic field strength and 
the kinetic energy of the ions.  A preliminary experiment must be carried out by using 
systems with known eKEs to obtain the calibration parameters.   
When the abscissa is converted from TOF to eKE, the photoelectron intensity 
must be scaled accordingly.  The total number of electrons must be conserved in the 
coordinate transformation, which suggests that the photoelectron count in the 
infinitesimal variation must be conserved as well:   
dttNdEEN )()( =        (2.31) 
From equation 2.28,  
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Therefore, the raw intensity recorded by an oscilloscope must be multiplied by t3, in order 
to correct the intensity profile with respect to eKE or eBE.  If equation 2.29 was used, t0 
must be included for scaling the photoelectron intensity. 
3
02 )()(
1)( tttN
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e
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2.8.5. MCP Detector for Photoelectron Detection 
When the microchannel plate is used for detecting low kinetic energy electrons, 
the electrons must be accelerated up to 500 eV before the impingement on the 
microchannel plate.  Low kinetic energy impact will not induce satisfying scale of the 
secondary-electron multiplication.  The MCP assembly used for electron detection is 
similar to the ion detector described earlier (2.1.5.2.5) except for a few modifications.  
First, an auxiliary acceleration region was created by placing two ring electrodes 
(Kimball Physics, SS-PL-C5X5-R1000) before the entrance of the MCP Chevron.  The 
accelerator was placed 0.25” in front of the entrance plate, and the spacing in the 
acceleration region was 0.5”.  The first and the second electrodes are connected to the 
electric ground and the high voltage input, respectively.  An electroform mesh was 
attached to both electrodes for uniform electric field in the acceleration region.   
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Wiza reported that the amplification efficiency of the Chevron falls off with 
increasing distance between the microchannel plates and the optimal distance between 
the plates is 150 µm.  To increase the amplification efficiency, the partitioning plate 
inserted inbetween MCPs was removed, instead MCPs were stacked together (Burle 
Electro-Optics) with direct contact.  Since the microchannel plates are slightly concaved, 
it was necessary to compress the Chevron stack in order to achieve surface contact.  On 
the other hand, since the microchannel plates are extremely brittle excessive pressure 
might disintegrate the MCP.  The proper compression was achieved by placing the 
Chevron stack in a vespel housing (HSNG-MCP) of which height is equal to twice the 
MCP thickness.   
The supplementary circuit was modified according to the change made in the 
electrode arrangement. (Fig. 2.31)  The series of two 4.0 MW resistors in the voltage 
divider were replaced by a 8.0 MΩ resistor, and auxiliary high frequency pass filter (C1) 
was removed from the circuit.  A 2.0 MΩ resistor was added in between the entrance 
SHV connector and the 8.0 MW resistor, in order to provide a bias voltage across the 
acceleration region. The signal profile of the photoelectron detector is about the same as 
the ion detector used in the primary mass spectrometer.  The entire MCP assembly was 
mounted on ASA4 flange (ASA4-MCP).  The radius of MCP assembly was smaller than 
I.D. of the copper tube, so front part of the MCP assembly was placed inside solenoid. 
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2.9. Femtosecond Laser System 
The femtosecond laser system used in this laboratory consists of Ti:Sapphire 
oscillator and amplifier which were manufactured by Spectra Physics Laser.  The layout 
of the laser system is shown in Fig. 2.32 and 2.33.  In this section, the post-installation 
modifications are briefly discussed.  For operational procedure refer to the instruction 
manuals provided by Spectra Physics Laser. 
Intense femtosecond laser pulse (100 fs, 800 nm, 25 mJ/pulse, 20 Hz) was 
generated from our laser system.  The oscillator output (Tsunami, Spectra-Physics)  
was amplified by the Ti:Sapphire regenerative amplifier (TSA 25, Spectra-Physics) which 
was pumped by the second harmonic (532 nm) of two Nd:YAG lasers (LAB 130 and 
LAB 150, Spectra-Physics).  Twenty percent of the output power was sufficient for most 
experiments which can produce 1.5 mJ pump pulse (800 nm) and 0.8 mJ of probe pulse 
(400 nm).  The probe beam is generated by the doubling by the BBO crystal, which is 
optically delayed by the Michaelson Interferometer type translational stage.  Pump and 
probe pulses were collinearly irradiated into the molecular beam chamber by utilizing a 
harmonic separator.  Both pump and probe pulses were collimated down to 5 mm in 
order to achieve optimal overlap with the ion beam without causing multiphoton 
processes.   
 
2.9.1 Mode Quality and Stability of the Femtosecond Laser System 
The stability and mode quality of the output laser beam are predominantly 
dependent on the alignment and fine tuning of the TSA 25 amplifier.  Unlike the 1 kHz 
Spittfier System, the Ti:Sapphire rods in the TSA 25 are pumped by the Nd:YAG Laser 
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operating at 20 Hz.  The stability of Quanta-Ray series is not as good as other pump 
lasers used in the 1 kHz system.  In addition, the spatial mode of the Quanta-Ray is 
‘donut’ like shape rather than Gaussian type profile.  These two inherent features of the 
Quanta-Ray Nd:YAG laser depreciate the stability and mode quality of the femtosecond 
laser output.  These two drawbacks must be improved for carrying out transient, and the 
mode quality is critical for the OPA operation.       
The key mind-set for improving the two qualities is not to hesitate to sacrifice the 
output power.  The laser beam alignment must be changed significantly from the beam 
path suggested for acquiring the maximum output generation in order to achieve a good 
mode quality.  For optimizing the mode quality, the beam size in the regenerative 
(regen) amplifier must be carefully adjusted since the mode quality improves when the 
pump beam is tightly focused in the regen rod.  Distortion of the mode quality is most 
likely to occur in the multipass amplifiers since the beam path of the seed beam is ‘V-
shape’, the spatial overlap between the pump and seed beams are not ideal.  In addition, 
it is quite difficult to overlap the Gaussian mode profile of the seed beam and the donut 
shape mode profile of the pump (Nd:YAG) laser.  Thus, the alignment of mutipass 
amplifier is the key step for improving the mode quality and the stability.  
 
2.10. Synchronization of the laser and the ion beam 
The most critical is the synchronization of the femtosecond laser system and the 
molecular beam apparatus.  The cable connections for the TTL transmission are shown 
in Fig. 2.33, and the pulse sequences used in the ion packet-laser pulse synchronization 
are shown in Fig. 2.34.   
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2.11. Data Acquisition 
The mass and photoelectron spectra are recorded the LeCroy Digital 
Oscilloscope and transferred to the computer by using the software provided by LeCroy.  
The data acquisition program for recording transient is programmed by I-Ren Lee.  For 
the detailed programming, refer to the source code written by I-Ren Lee. 
 
2.12. Overview of Experimental Procedure  
 The schematic of experimental method is shown in Fig. 2.35.  The negative ion 
beam is prepared by injecting the electron beam to the pulsed supersonic jet expansion.  
 
2.13. Reduction of Background Noise  
Appendix D. 
  
Chapter 2.  164 
 
 
References 
1 J. H. Moore, C. C. Davis, and M. A. Coplan, Building Scientific Apparatus: A 
Practical Guide to Design and Construction, 2 ed. (Perseus Books, Cambridge, 1991). 
2 A. Chambers, R. K. Fitch, and B. S. Halliday, Basic Vacuum Technology. (IOP 
Publishing Ltd., New York, 1989). 
3 J. M. Farrar and W. H. Saunders, Techniques of Chemsitry:Techniquies for the Study of 
Ion-Molecule Reactions. (Wiley-Inerscience Publication, New York, 1988). 
4 R. Campargue, J. Phys. Chem. 88, 4466 (1984). 
5 M. A. Johnson, M. L. Alexander, and W. C. Lineberger, 112, 285 (1984). 
6 M. L. Alexander, N. E. Levinger, M. A. Johnson, D. Ray, and W. C. Lineberger, J. 
Chem. Phys. 88 (10), 6200 (1988). 
7 C.-Y. Cha, G. Gantefor, and W. Eberhardt, Rev. Sci. Instrum. 63 (12), 5661 (1992). 
8 O. Cheshnovsky, S. H. Yang, C. L. Pettiette, M. J. Craycraft, and R. E. Smalley, Rev. 
Sci. Instrum. 55 (11), 2131 (1987). 
9 O. Cheshnovsky, S. H. Yang, C. L. Pettiette, M. J. Craycraft, Y. Liu, and R. E. Smalley, 
Chem. Phys. Lett. 138 (2,3), 119 (1987). 
10 A. Nakajima, T. Taguwa, K. Hoshino, T. Sugioka, T. Naganuma, F. Ono, K. Watanabe, 
K. Nakao, Y. Konishi, R. Kishi, and K. Kaya, Chem. Phys. Lett. 214 (1), 22 (1993). 
11 W. C. Wiley and I. H. McLaren, Rev. Sci. Instrum. 26 (12), 1150 (1955). 
12 R. J. Cotter, Time-of-Flight Mass Spectrometry: Instrumentation and Application in 
Biological Research. (American Chemical Society, Washington, DC, 1997). 
13 P. R. Vlasak, D. J. Beussman, M. R. Davenport, and C. G. Enke, Rev. Sci. Instrum. 67 
(1), 68 (1996). 
14 R. Weinkauf, K. Walter, C. Weickhardt, U. Boesl, and E. W. Schlag, Z. Naturforsch. 
44a, 1219 (1989). 
15 C. W. Stoermer, S. Gilb, J. Friedrich, D. Schooss, and M. M. Kappes, Rev. Sci. Instrum. 
69 (4), 1661 (1998). 
16 J. L. Wiza, Nuclear Instrument and Methods 162, 587 (1979). 
17 B. A. Mamyrin, V. I. Karataev, D. V. Shmikk, and V. A. Zagulin, Sov. Phys. JETP 37, 
18 D. V. Shmikk, Sov. Phys. Tech. Phys. 26 (5), 615 (1981). 
  
Chapter 2.  165 
 
 
19 R. B. Opsal, K. G. Owens, and J. P. Reilly, Anal. Chem. 57, 1884 (1985). 
20 B. Ernstberger, A. H. Krause, A. Kiermeier, and H. J. Neusser, J. Chem. Phys. 92 (9), 
5285 (1990). 
21 B. A. Mamyrin and D. V. Shmikk, Sov. Phys. JETP 49 (5), 762 (1979). 
22 P. Kruit and F. H. Read, J. Phys. E: Sci. Instrum. 16, 313 (1983). 
23 B. J. Greenblatt, M. T. Zanni, and D. M. Neumark, Chem. Phys. Lett. 258, 523 (1996). 
24 H. Handschuh, G. Gantefor, and W. Eberhardt, Rev. Sci. Instrum. 66 (7), 3838 (1995). 
25 K. Rademann, T. Rech, B. Kaiser, U. Even, and F. Hensel, Rev. Sci. Instrum. 62 (8), 
1932 (1991). 
26 G. Markovich, S. Pollack, R. Giniger, and O. Cheshnovsky, J. Chem. Phys. 101 (11), 
9344 (1994). 
27 L. S. Wang, H. S. Cheng, and J. Fan, J. Chem. Phys. 102 (24), 9480 (1995). 
28 C. W. Conover, Y. J. Twu, Y. A. Yang, and L. A. Bloomfield, Rev. Sci. Instrum. 60 (6), 
1065 (1989). 
29 S. Della Negra and Y. Le Beyec, Int. J. Mass Spectrom. Ion Proc. 61, 21 (1984). 
30 O. F. Hagena and W. Obert, J. Chem. Phys. 56 (5), 1793 (1972). 
31 D. M. Lubman, W. E. Bell, and M. N. Kronick, Anal. Chem. 55, 1437 (1983). 
32 D. M. Lubman and R. M. Jordan, Rev. Sci. Instrum. 56 (3), 373 (1985). 
45 (1973). 
 
 
Amplifier
OPA
Autocorrelator
Ti:Sapph Oscillator
F
ig
u
re
2
.3
2
1
6
6
2TRG TRG
11 2
1
TRG
TRG
1
TRG
TRG
TRG
TRG
1 2
Model 3955
SDG 2 Sync. Module
SM1 Sync. Module
31 2
TRG RF
IN OUT
Q-sw SYNC
IN
OUTINOUT
RF
AT
TRG
B AB C D CD0
IN IN
0 CDDCABB
TRG
T A
AT
TRG
B AB C D CD0
IN
IN
SYNC
Q-sw
Lamp-sw
IN
IN
Q-sw
Lamp-sw
IN
IN
LAB-150
(TSA)
LAB-150
(TSA)
PC1 PC2
WAVETEK
Function Generator
OUTOUT
SYNC TTL OUTPUT
SRS DG 535
SRS DG 535 IOTA
OUTPUT
IN
1 2
OUT OUT
IN
PV1 PV2
SRS DG 535
(Ion Source)
LAB-150
IN
IN
Lamp-sw
Q-sw
PD
BOXCARSRS 250
Signal
IN OUT
Signal
Last Sample
BUSY
GATETRG
+ -
HV-PG
IN
IN IN
HV-sw
TRG
ANLG
DGTL
1
2
A / D
TRG GATE
BUSY
Last Sample
Signal
OUTIN
Signal
SRS 250 BOXCAR
MG-MG+ AC1 AC2
MCPMCP
UNIDEX 100
Motion ControllerGPIB
Figure 2.33
167
Figure 2.34
168
80 MHz Mode Locked Oscillator Output
20 Hz Synchronized Output Pulse
50 ms
8 ns
50 ms
0Master Trigger (Master DG535: T )
20 Hz Synchronized Output Pulse
IOTA Pulse Valve (Master DG535: AB)
WAVETEC Pulsed eGUN (Master DG535: D)
Master Trigger (Master DG535: T ) 0
Oscilloscope (MS DG535: A)
Mass Gate (MS DG535: CD)
Laser Pulse
HV-sw Accelerator (MS DG535: AB)
Fast neutral
detector
Deflector
Mass reflectron
Fragment ion
detector
Magnetic bottle
(solenoid)
Photoelectron detector
Magnet
Massgate
Einzel lens
Steering plates
Ion acceleration
Skimmer
Electron
impact
source Molecular
beam valve
Femtosecond laser pulses
F
ig
u
re
2
.3
5
1
6
9
 
Chapter 2  170 
 
 
Figure Captions 
Figure 2.1  Labels for the individual vacuum chambers.  The components in the 
bolded label correspond to custom-made or home-built parts.   
Figure 2.1.1  Drawing of the source chamber. 
Figure 2.1.2  Drawing of partitioning plates utilized for mounting various sizes of 
skimmers and apertures. 
Figure 2.1.3  Drawing of the buffer chamber. 
Figure 2.1.4  Drawing of the home-built aluminum flanges covering the backend of the 
buffer chamber. 
Figure 2.1.5  Drawing of the reducing nipple used for coupling CF600 and ASA400 
fittings. 
Figure 2.1.6  Drawing of the CF600 cross used for mounting the turbo-molecular pump. 
Figure 2.1.7  Drawing of the reducing nipple used for coupling CF800 and CF600 
fittings. 
Figure 2.1.8  Drawing of the mass spectrometer chamber. 
Figure 2.1.9  Drawing of the modified zero-length adapter. 
Figure 2.1.10  Drawing of the reflectron chamber. 
Figure 2.1.11  Drawing of the modified CF800 flange used for covering the reflectron 
chamber. 
Figure 2.2  Schematic of vacuum lines.  
Figure 2.3  Top: Back flange assembly.  Bottom: High temperature Inlet System. 
Figure 2.4  Drawing of the pulsed electron gun assembly. 
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Figure 2.4.1  Drawing of the top plate and the ground mesh used in the pulse electron 
gun 
Figure 2.4.2  Drawing of the middle plate used in the pulse electron gun. 
Figure 2.4.3  Drawing of the bottom plate and the trapping mesh used in the pulse 
electron gun. 
Figure 2.4.4  Drawing of the vespel spacer used in the pulse electron gun. 
Figure 2.4.5  Drawing of the macor spacers used in the pulse electron gun.  
Figure 2.5  The simulated trajectory of the electrons trapped in the pulse electron gun. 
Figure 2.6  Drawing of the continuous electron gun used in the thermionic mode. 
Figure 2.6.1  Drawing of the aluminum base plate used in the continuous electron gun. 
Figure 2.6.2  Drawing of the modified ASA400 flange which was used for mounting the 
entire assembly of the continuous electron gun.  
Figure 2.6.3  Drawing of the aluminum disk used in the continuous electron gun. 
Figure 2.7  Miniature coaxial cable used in the ion optic components  
Figure 2.8  The simulated trajectory of the electron beam ejected from the continuous 
electron gun. 
Figure 2.9  The continuous electron gun used in the photocathode mode. 
Figure 2.10  Picture of the voltage divider used for the photocathode mode. 
Figure 2.11  Cross section of the vacuum chamber showing the major constituents of 
the spectrometer. 
Figure 2.12  Assembly of the two-stage ion accelerator. 
Figure 2.12.1  Drawing of the aluminum disk used for extending the accelerator. 
Figure 2.12.2  Drawing of the vespel disk used for extending the accelerator. 
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Figure 2.13  Hinge assembly and the tilting mechanism.   
Figure 2.13.1  Drawing of the vespel piece used for holding the pivot in the hinge 
assembly. 
Figure 2.13.2  Drawing of the stainless-steel plate extension used in the hinge assembly.  
Figure 2.13.3  Drawing of the aluminum cylinder used for extending the motion 
feedthrough. 
Figure 2.14  Assembly of the einzel lens. 
Figure 2.14.1  Drawing of the aluminum disk used for mounting the einzel lens.   
Figure 2.15  Assembly of the interleaved-comb mass gate.  
Figure 2.15.1  Drawing of the vespel frame in the interleaved-comb mass gate. 
Figure 2.16  MCP assembly used in the primary mass spectrometer. 
Figure 2.16.1  Drawing of the modified ASA400 flange used for mounting the MCP 
assembly. 
Figure 2.17  The electrical response time of the MCP assembly used in the primary 
mass spectrometer. 
Figure 2.18  Mass spectra of negative and positive ions generated by using the pulsed 
electron gun.   
Figure 2.19  The reflectron assembly.    
Figure 2.19.1  Drawing of the aluminum disk used for mounting the reflectron   
Figure 2.20  The annular MCP assembly and the schematic of subsidiary electronics 
used in the MCP assembly. 
Figure 2.20.1  Drawing of the aluminum disk used in the annular MCP assembly  The 
electroformed mesh is attached to the disk for electric shielding. 
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Figure 2.20.2  Drawing of the stainless-steel tube inserted in the center hole of the 
annular MCP, which shield electric field emanating from the electrodes. 
Figure 2.20.3  Drawing of the stainless-steel block used for mounting the annular MCP 
and assembly 2A (Fig. 2.29). 
Figure 2.21  Assembly 2B 
Figure 2.21.1  Drawing of the aluminum disk for mounting assembly 2B. 
Figure 2.22  Simulated ion trajectory in the tandem mass spectrometer.  The relative 
scale is close to the actual dimension. 
Figure 2.23  Simulated ion trajectory in the reflectron.  The middle panel illustrates the 
kinetic energy dependence on the penetration depth.  
Figure 2.24  The electrical response time of the annular MCP used in the reflectron 
mass spectrometer. 
Figure 2.25  Schematic illustration of photodetachment process and the resulting 
photoelectron spectrum. 
Figure 2.26  The solenoid assembly used in the magnetic bottle photoelectron 
spectrometer. The drawing in the middle illustrates the cross section of the solenoid 
assembly.    
Figure 2.26.1  Drawing of the modified CF600 which is used for mounting the four legs 
of the solenoid clamp.  
Figure 2.26.2  Drawing of the Teflon cover used in the solenoid clamp. 
Figure 2.26.3  Drawing of the aluminum piece used in the solenoid clamp.  
Figure 2.26.4  Drawing of modified CF600 flange used for covering the top of the 
photoelectron chamber.  The 1/4” holes are for mounding MCP assembly. 
Figure 2.26.5  Drawing of the modified CF600 flange.  The high voltage electric 
feedthroughs are vacuum-welded.   
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Figure 2.27  Magnet assembly used in the photoelectron spectrometer. 
Figure 2.27.1  Drawing of modified CF600 flange for fixing the permanent magnet. 
Figure 2.27.2  Drawing of the Teflon housing used for holding the permanent magnet. 
Figure 2.28  Equipotential line of the magnetic field created near the permanent magnet. 
Figure 2.29  Assembly 2A. 
Figure 2.29.1  Drawing of the base plate used for mounting the ion-lift assembly. 
Figure 2.29.2  Drawing of the 6-way cross used in the laser interaction region to shield 
the stray magnetic and electric fields. 
Figure 2.29.3  Drawing of the cone extension for blocking the stray fields. 
Figure 2.30  Illustration of µ-metal shield installation. 
Figure 2.30.1  Drawing of the outer shell of µ-metal tube. 
Figure 2.30.2  Drawing of the inner shell of the µ-metal tube.  
Figure 2.31  MCP assembly used for detecting photoelectrons. 
Figure 2.31.1  Drawing of the vespel housing used for securing the microchannel plates. 
Figure 2.32  Femtosecond laser system. 
Figure 2.33  Cable connections for transmitting the triggering pulses  
Figure 2.34  Pulse sequences used for synchronizing the molecular beam apparatus and 
the femtosecond laser system 
Figure 2.35  Schematic representation of the experimental method 
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Femtochemistry of Mass-Selected Negative-Ion 
Clusters of Dioxygen:   
Charge-Transfer and Solvation Dynamics 
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3.1. Introduction 
Spectroscopy of size-selected molecular clusters provides a unique approach to 
investigate solvation phenomena at the molecular level; for recent reviews see references 
[1-3].  For ions, mass selection provides an opportunity to study the energetics and 
dynamics, with the solvent number of atoms or molecules being well-defined.  
Homogeneous ionic clusters are of particular interest as they could exhibit unique 
features of electron and energy transfer, and solvation.  For example, in a number of ionic 
cluster systems, such as (CO2)n-, a dimeric core unit is found to be responsible for the 
observed photochemistry.4 In some other examples, such as Arn+ and (H2O)n-, 
photoexcitation can lead to a charge-transfer to neutral solvent molecules, as shown by 
the Johnson group.5,6   
The relevant homogeneous system here is the anionic molecular-oxygen clusters 
studied by the groups of Johnson, Continetti, Märk and others.7-9  The O4- chromophore is 
suggested to be the core unit10, which is transparent in the near infrared region. However, 
with the addition of O2 solvent molecules to the O4- core, cluster dissociation occurs upon 
infrared absorption.11  Two mechanisms are proposed in the literature to account for the 
observed photodissociation of (O2)n- clusters:  (i) Near-infrared excitation to a charge-
transfer state which inolves O4- and the solvent.11 Following this charge transfer, the 
newly generated O2- ion exhibits a significant vibrational excitation, which by cooling 
leads to sequential evaporation of neutral O2 molecules.12 (ii) Excitation to low-lying 
repulsive states, which are not accessible in native O4-, but become possible in the larger 
(O2)n- (n>2) clusters.8 In this case, vibrational excitation of product O2- can also be 
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observed. However, the time scale for the O2- release in these two mechanisms has to 
differ considerably. 
In this chapter, we report study of the dissociation dynamics in real time of mass-
selected clusters of molecular oxygen which was carried out by using femtosecond 
photoelectron (PE) spectroscopy.  The method is capable of resolving the femtosecond 
dynamics of ions with mass selection as a function of size.13,14 For our study of (O2)n- 
clusters in the newly designed molecular beam machine, described here briefly, we 
identify two distinct dissociation channels which occur on drastically different time 
scales.  We conclude that the preparation of the charge-transfer complex leads to the 
bifurcation of the wave packet, with liberation of the charge-accepted O2- in one channel 
and electron recombination which leads to O4- in the second channel.  This second 
process is analogous to previous investigations of bimolecular charge-transfer reactions 
in neutral van der Waals clusters, which revealed the importance of reversible electron 
transfer.15,16  The influence of stepwise solvation by O2 on the reaction timescale is also 
observed and is consistent with the aforementioned picture. 
 
3.2. Experimental 
Anionic oxygen clusters were generated by secondary electron attachment after 
the supersonic expansion.  The pulsed electron gun with a tungsten filament (0.015”) was 
used for thermionic electron generation.  The anionic clusters were extracted to the field-
free time-of-flight region by a pulsed electric field.  A particular size was selected by an 
interleaved-comb massgate before entering the interaction-with-light region.  The clusters 
of interest were then perpendicularly intercepted with femtosecond laser pulses, which 
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produces photofragments and photoelectrons.  The nascent fragment ions were separated 
in time from the parent ions after reflection from the linear reflectron.  The linear 
configuration of a reflectron provides the minimal deviation of the daughter-ion 
trajectories from the parent ions, which facilitate the analysis of the dissociation process 
by incorporating the relative intensity profiles of ion signals.18 (chapter 2)  
Photoelectrons were analyzed using a magnetic-bottle photoelectron spectrometer. Here, 
no decelerating field was applied to slow down the ion beam.  Consequently, the 
resolution of the spectrometer is limited to 150-200 meV at 1 eV electron kinetic energy 
due to Doppler broadening.  See chapter 2 for the resolution of magnetic bottle 
photoelectron spectrometer.  
Intense femtosecond laser pulses (100 fs, 800 nm, 25 mJ/pulse, 20 Hz) were 
generated using a Ti:sapphire regenerative amplifier which is seeded with the output of a 
Ti:sapphire oscillator and pumped by the second harmonic (532 nm) of two Nd:YAG 
lasers.  Twenty percent of the output power was used in these experiments to produce the 
800 nm pump pulse with about 1.5 mJ and the 400 nm probe pulse (second harmonic 
generation using BBO crystal) with 0.8 mJ before the entrance window. Pump and probe 
pulses were collinearly directed into the molecular beam chamber, and the beam 
diameters of both were collimated to ~5 mm in order to achieve optimal overlap with the 
ion beam, minimizing multiphoton processes.  We monitored the transients in real time 
by probing the time-dependent photoelectron spectrum of the nascent O2- fragment.  We 
also studied the decay of the parent, which appears as a transient signal with a decay time 
constant.    
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3.3.  Results  
A mass spectrum of (O2)n- generated by the cluster ion source (no laser) is shown 
in Figure 3.1A. With 800 nm fs pulse, the fragment mass spectra of  (O2)n- (n = 3-5) are 
displayed in Figure 3.1B. The irradiation of O2- and O4- with 800 nm pulse did not 
produce any detectable negatively charged fragments. The mass spectra of Figure 3.1B 
clearly indicate that the major anionic product of the (O2)n- (n=3-5) dissociation is the O2- 
fragment. Moreover, the intensity distribution shows the growth of O4- fragment with 
increasing cluster size.  These results are in good agreement with previous 
photodissociation studies of (O2)n- at 1064 nm excitation.11 
Figure 3.2 shows the photoelectron spectra of (O2)n- clusters recorded at 400 nm 
(3.1 eV) probe irradiation.  The photodetachment spectra of (O2)n- at this wavelength are 
similar to the previously reported spectra at 532 nm 8, 355 nm 8,11, and 266 nm.8  The 
onset of the photoelectron spectrum (adiabatic electron affinity) of O4- is 0.5 eV shifted to 
higher electron binding energy with respect to the O2- PE spectrum, while ~0.1 eV shift is 
observed upon increasing the cluster size.  Aside from the shifts, the shapes of the PE 
spectra of (O2)n- (n = 3–5) resemble that of O4-.  These results, as with previous studies of 
thermochemical data10, photoelectron spectroscopy11 and matrix isolation21, are 
consistent with the structure of the core being O4- solvated with neutral O2 molecules.   
Figure 3.3 shows the 2-D representation of the change in time of the electron 
binding energy (BE): The photon energy (hν) = BE + KE (kinetic energy).  For all BEs, 
the temporal behavior is similar, displaying two distinct timescales; at lower BE, the 
behavior is that of a bi-exponential rise, while at higher BE, it becomes more of a decay 
transient due to the shift of the PE with size (see Fig. 3.2).  We also recorded the entire 
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PE spectra for O6-, O8- and O10- as a function of time (not shown).  We clearly see the 
increase of the envelope intensity upon going to longer delay times, and the envelope is 
in the energy range of O2-, consistent with its direct production.  The O2- is vibrationally-
excited, especially from O6-, in agreement with previous nanosecond work.12 
The femtosecond transients of nascent O2- and the parent ion are shown in Figure 
3.4. The transient was recorded by gating either at  the positive intensity envelope of O2- 
(build-up) or at the negative intensity signal of the parent (O2)n- (decay). Care was taken 
to exclude possible contributions of O4- fragments in the case of O8- and O10- by adjusting 
the position of the gate.  All transients, including the decay of the parent (O8-), exhibit 
two distinct exponential components. The time constants differ by a factor of 6-10, and 
both time constants increase as the cluster size increases.  
To quantify the analysis we fitted the data to a bi-exponential rise (or the parent 
decay), varying the amplitudes (A1 and A2) and time constants (τ1 and τ2); the response 
function, using the autocorrelation pulse measurement (FWHM: 100 ±5 fs), was also 
included.  The results are shown in Figure 3.4:  For O6-, τ1 = 110 fs, τ2 = 700 fs, γ(≡ 
A1/A2) = 4; for O8-, τ1 = 230 fs, τ2 = 2400 fs, γ = 2.7; for O10-, τ1 = 420 fs, τ2 = 2700 fs, γ 
= 1.65.   
Based on studies of the power dependence of the pump pulse, the possibility of 
multiphoton processes was excluded because of the following:  First, we observed a slope 
of ~0.5 in the plot of log(signal) vs. log(Ipump), consistent with previous nanosecond 
work11, indicating a one-photon absorption (linear) and one-photon absorption/one-
photon depletion by the same 800 nm wavelength; if two 800 nm pump photons are 
involved in the dissociation of the cluster (followed by 400 nm probe photodetachment of 
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O2-), then the slope will be ≥ 1, maximum 2.  Second, we also recorded the transient 
behavior at half the pump power and observed the same transients.  Third, if the fast 
component is due to two pump photons to the higher-energy repulsive potential, we do 
not expect the dramatic change observed for the rates of O6-, O8- and O10-.  Accordingly, 
the transient signal reported here is for a one-photon excitation at 800 nm, followed by a 
one-photon detachment at 400 nm (generated by SHG).  
 
3.4. Discussion 
The temporal behavior (with energy resolution) and the observed trends for the 
three solvated species, O6-, O8- and O10-, elucidate the presence of two pathways in the 
mechanism of cluster-ion fragmentation and solvent evaporation.  The equilibrium 
structure of these clusters is not known, but experimental11,12 and ab initio22 calculations 
indicate that a core O4- is involved as a building block with solvation by neutral O2 
increasing as the cluster size increases.  In O6- and larger clusters it has been shown by 
the Johnson’s group that charge-transfer takes place, and in these clusters they observed 
photodissociation following infrared excitation at 1064 nm; since the spectrum of O4- and 
O2- do not show absorption in this region, the behavior is consistent with a charge transfer 
excitation.  
The femtosecond excitation launches a wave packet in all of nuclear space.  We 
only consider the relevant nuclear coordinates shown in Figure 3.5, for O6-.  These are the 
O2–O2 separations of O4- and the O2- separation from O4.  The bifurcation of the wave 
packet is considered following the initial preparation from the strongly bound O4- core to 
O2.  The influence of solvation by additional O2 molecules on the nuclear motion is 
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illustrated by the caging barrier, schematically presented in Figure 3.5 at a long O2–O2 
distance.  
Upon femtosecond excitation, electron transfer (ET) from the O4- core to the O2 
solvent occurs, with O2- vibrationally excited (see section III).  This state of O2- can relax, 
either via autodetachment  to form ground-state  O2 (O2- → O2 + e-) or via coupling with 
O4, now-neutral core8,11,23 the autodetachment channel will not give a time-dependent 
rising signal as no photodetachment of O2 will be possible.  Thus the observed transient 
in this channel reflects the dynamics of O2- liberation.  The importance of electron 
recombination (ER) has been recognized before in femtosecond dynamics of charge-
transfer reactions.15,16  After charge-transfer excitation, back electron transfer to the O4 
core populates the excited complex onto a repulsive state which is not directly accessible 
by optical excitation in O4- at this wavelength.  This repulsion leads to direct dissociation 
of the O4- core ion and the wave packet rapidly enters the region where the 
photodetachment signal of O2- is produced in 110 fs for O6-.  This reaction path is 
depicted on the right hand side of Figure 3.5. 
The other trajectories of the dynamics result from the bifurcation of the wave 
packet following electron transfer.  Upon the formation of O2-O4 by ET, the species must 
execute nuclear motions in order to break bonds along the ion induced-dipole coordinate 
corresponding to the O2-–O4 reaction path (Fig. 3.5).  The ps time scale reflects the 
dynamics of vibrational energy transfer in the solvent evaporation process.  One more 
consideration must be addressed.  As shown in Figure 3.2, O2- in our source exhibits a 
small amount of a hot band, reflecting a vibrational temperature roughly 800 K.  If O6- 
produced in the source has a similar temperature, then the thermal averaging could in 
 
Chapter 3  183 
 
 
principle give the appearance of a nonexponential rise.  However, this is only expected 
when a near barrier crossing is involved.24   
For the two processes discussed above, it is expected that the degree of vibrational 
excitation in O2- should be somewhat different.  However, we only monitor the 
vibrational changes in O2- as probed by its photoelectron-kinetic energy; the actual 
translational energy change in the recoil process, which can be observed in kinetic energy 
time of flight15, is not directly monitored here.  
Solvation in the larger-sized clusters can be understood with the above picture in 
mind.  The most noticeable experimental observation is the increase of both time 
constants with increasing cluster size, and the decrease in γ, the ratio of the amplitudes of 
the fast to slow components. The fast component is doubled in value for each additional 
solvent molecule, whereas the time constant for the slow component increases by a factor 
of three on going from O6- to O8- and then stays about the same, within the error bars, on 
going from O8- to O10-.  As mentioned before, substantial vibrational cooling is observed 
for O2- from O8- or O10- as compared to O6- (from the PE spectra), which suggests that 
collisions between O2- and O2 are effective during the reaction.  Accordingly, in the case 
of core O4- dissociation resulting from electron recombination, the surrounding solvent 
O2 molecules strongly influence the dissociation dynamics. This effect is visualized in 
terms of the kinematics of a collision with the solvent barrier (Fig. 3.5). The presence of 
solvent barrier also explains the observation of an increase in O4- fragment intensity for 
the larger clusters (Fig. 3.1B).  On the other hand, for the slow channel, the time scale is 
dictated by the transfer of energy to the solvent and this evaporation-type process is 
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relatively slow and is not surprising that it does not change dramatically upon going from 
O8- to O10-.25 
 
3.5. Conclusion 
The complexity of the reaction pathways for the ionic reaction of oxygen clusters 
is simplified by resolving in time and energy the photoelectron spectra of nascent and 
parent ions.  We elucidate the role of electron transfer, electron recombination and 
nuclear motions on the femtosecond time scale.  The stepwise solvation effect on reaction 
dynamics was also elucidated in this picture of wave packet bifurcation and solvent 
energy barrier. Future work will detail studies of solvation and will increase the 
photoelectron resolution in order to study vibrational structures near the transition state.  
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Figure captions 
 
Figure 3.1  
(A) Mass spectrum of anionic oxygen clusters generated by the ion source.   
(B) Fragment ion mass spectra recorded utilizing the linear reflectron mass spectrometer. 
The parent cluster size of the corresponding fragment spectrum is indicated on the right 
of each trace.   
 
Figure 3.2  
Photoelectron spectra at 3.1 eV laser energy (400 nm) of all investigated (O2)n- clusters.  
The vibrational progression indicated in the O2- photoelectron spectrum originates from 
the O2 X3Σg- (v’) ← O2- Πg (v”=0) transition.11   
 
Figure 3.3 
Two-dimensional contour plot of time-dependent photoelectron spectrum of the nascent 
O2- generated from the O10- dissociation, O10- → O2- + 4O2.  In the contour plot, the 
intensity profile is indicated by the gray scale:  The bright gray region in the contour plot 
corresponds to the positive envelop of the photoelectron spectrum, while the dark gray 
region indicates the negative envelop.  Note that the contour is constructed from the total 
time-dependent signal (pump + probe) minus that of the reference (pump + probe) at t = 0. 
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Figure 3.4  Femtosecond transients of the (O2)n- photodissociation reaction at 800 nm 
excitation. Shown are the changes of the nascent O2- photoelectron signal as a function of 
the delay time between pump and probe laser pulses.  We also display the parent ion 
decay signal as an inset for the case of O8- in order to compare with the product signal 
growth. All transient data are well fitted by a bi-exponential function, and the error bars 
are typically ±50 fs for the fast component and ±200 fs (for O6-) to ±500 fs (for O10-) for 
the slow component.  Note that the signal depicts a rise and any autodetachment of O2- to 
O2 would appear as a decay at long times (see Ref. 26); the autodetachment threshold is 
at v”=4 of O2- and our O2- photoelectron spectra terminates near v”=3, confirming 
negligible population for observation of autodetachment. 
 
Figure 3.5   
A representation of two cuts in the O6- potential energy surface.  On the left hand side of 
the figure, the potential is along the nuclear coordinate between the solvent O2- and core 
O4 (SO2···CO2); charge induced-dipole interaction.  On the right hand side, the potential 
for the separation (CO2 – CO2) of O2- from O2 in core O4- is displayed; the solvent neutral 
O2 is considered as a spectator, thus the dissociation energy of O6- (0.63 eV) is plotted in 
the asymptote even though O4- dissociation energy is 0.52 eV.11  Note that the reaction in 
the box at the bottom implies symmetry along the dotted potential path, but because of 
the stability of O4- in contrast with O4 there is some asymmetry (see references 8 and 22 
for theoretical ab initio calculations). The hatched area in this panel represents the solvent 
barrier responsible for caging.  The wave packet is launched as indicated, and the 
bifurcation is illustrated by the dotted path.  The estimated energy range of the charge 
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transfer band is shown on the energy axis to the left; the width is determined by the range 
between the adiabatic electron affinity and vertical detachment energy of O6-, similar to 
estimates made for other systems.5  
  
 
CHAPTER 4. 
 
 
Femtosecond Dynamics of Solvated Oxygen 
Anions:   
Bifurcated Electron Transfer Dynamics Probed by 
Photoelectron Spectroscopy 
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4.1 Introduction 
Studies of size-selected clusters provide valuable insights on the nature of solute-
solvent interactions, with the hope of bridging the gap between the isolated gas-phase and 
condense-phase dynamics.  These microscopic solvation processes, which may involve 
energy redistribution, electron transfer and vibrational predissociation, have been 
examined in a variety of ionic1-8 and neutral9-13 clusters.   
In the previous chapter, we reported on studies of O2- clusters, and in this paper 
we give a full account of the study and extend the scope to include clusters of O6- with a 
variety of solvents, X = O2, N2, Xe or N2O.  Specifically, we report on the femtosecond 
(fs) time-resolved photoelectron (PE) spectra.  The number of solvent molecules studied 
here is always one while in the accompanying paper the O2 solvent composition varies 
from 3 to 10.  These clusters are unique for a number of reasons:  First, the O6- cluster is 
composed of the O4- core surrounded by a neutral O2 molecule.  Second, upon irradiation 
with 800 nm fs pulse, electron migrates from the O4- core to the neutral O2 molecule; 
subsequently, an O2- fragment is generated via two different channels, as discussed in the 
previous chapter.  The solvent, N2, Xe or N2O is weakly bound to the O4- core and not 
directly involved in electron migration process, as evidenced from the photoelectron 
spectra and the nascent fragments produced.  Finally, for these clusters we can follow the 
change of the PE spectra with time.  
In the present work, we examine the effect of the solvent on the observed rise of 
O2- and the change of the photoelectron spectra of O6-•X.  We consider the bifurcation of 
the initial wave packet to produce O2- in two channels and we compare the observed rates 
to calculations based on the statistical (RRKM) theory for the dissociation of O6-•X, 
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through vibrational-energy redistribution, and the prompt dissociation through back 
electron transfer.  Strong solvent dependence was evident in both the rates and the 
contribution of population in both channels.  
 
4.2. Experimental 
Negative ions were produced by a pulsed electron impact source.  The pulsed 
supersonic expansion was crossed with 1.0 keV electron pulse (1.0 ms), and anions were 
produced by the secondary electron attachment.  The ions passing through the skimmer 
(1.5 mm hole) were then accelerated to the field free region by applying electric pulse (-
2.0 kV) to the two-stage repeller.14 The electric potential of the second stage repeller is 
adjusted so that the focus along the time-of-flight axis of the ion bunches is at the laser 
interaction region.  The ions spatial distribution (perpendicular to the time-of-flight axis) 
was focused at the center hole of the MCP using an Einzel lens.  A set of horizontal and 
vertical deflection plates were used to steer the ion beam.   
In the field-free region, the ion bunches were separated by their masses, and the 
mass of interest was selected by the interleaved-comb massgate15 which provides a mass 
selection, by applying a high electric field (1.0 kV/1.0 mm) between two alternating 
wires.  After mass selection, the ion bunch was intercepted with the femtosecond laser 
pulses, and the photoelectrons were collected by the magnetic bottle photoelectron 
spectrometer.16  The photofragments were detected by the linear reflectron time-of-flight 
mass spectrometer.17  
Femtosecond laser pulses (110 fs, 800 nm) were generated from a Ti:Sapphire 
oscillator which was optically pumped by the second harmonic (532 nm) of  a cw 
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Nd:YAG laser.  The oscillator output was then amplified by the regenerative and 
multipass amplifiers. The amplified 800 nm light (20 Hz) was frequency doubled by a 
BBO crystal to generate 800 µJ of the 400 nm light.  The remaining 800 nm output (1.5 
mJ) was used as the pump pulse for photodissociating O6-•X clusters, while the 400 nm 
laser pulse was used as probe for photodetaching nascent anionic fragments.  Black 
anodized light baffles were installed in order to reduce the background noise generated 
from the scattered light.  In order to prevent multiphoton processes while maximizing the 
overlap between the laser pulse and ion beam, the laser beam waist was collimated only 
to 5 mm diameter.  We also studied the power dependency (see paper II). 
The O6-•X (X = N2, Xe or N2O) anionic clusters were generated by crossing the 
electrons (1 keV) with the gas mixture of approximately 90 % of oxygen and 10 % of 
solvents (N2, Xe or N2O).  The mixing ratio was maintained constant by utilizing mass 
flow controllers. The residual water trace was removed by passing the gas mixture 
through a cryotrap of -50 °C.     
  
4.3. Results 
Figure 4.1 shows the mass spectra of O6-•X (X = N2, Xe or N2O) recorded under 
the optimal ion-source conditions for generating O6-•X.  In this figure we show the 
clusters formed under our expansion conditions.  The dominance of O4- and O4-•X 
indicates that the solvent is attached to the O4- core.  Similar to our previous observation 
with O6- and higher clusters, upon irradiation by a 800 nm fs pulse, the O6-•X clusters 
produced the O2- fragment, whereas O4-•Xn (n = 1,2; X = N2, Xe or N2O) did not generate 
any negatively charged fragment.  This suggests that O4-•O2, not O4-•X, is the essential 
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chromophore for the interaction with the 800 nm pulse.  We did not observe the O4- 
fragment when the 800 nm pulse was used to excite O6-•X (X = N2, Xe or N2O); for O6-
•O2, a small amount of the O4- fragment was observed.  The broad peaks of O4-•Xe and 
O6-•Xe are due to the presence of 128-136Xe isotopes.  In our experiment, O6-•132Xe was 
selectively intercepted with the laser pulse in order to avoid irradiating O14- whose mass 
is identical to O6-•128Xe.  This selection was verified by monitoring the depletion of the 
O6-•132Xe ion intensity in the reflectron time-of-flight mass spectrometer (not shown).  
Moreover, the absence of O14- in the interaction region between the laser and the ion 
beam was confirmed by comparing the O6-•Xe and O14- transients.  
The photoelectron spectra of O6-•X at 400 nm (3.1 eV) are shown in Fig. 4.2A.  
The shapes of spectra resemble the photoelectron spectrum of O6-, but both the peak 
(vertical detachment energy (VDE)) and the onset (adiabatic electron affinity (AEA)) are 
shifted toward higher electron binding energies.  The resemblance of the photoelectron 
profiles suggests that the solvent is attached to O6- by a weak interaction without altering 
its chemical properties.  The increase in binding energy corresponds to the stabilization 
energy by the solvent X.  Among the solvent molecules, O6- is stabilized most by N2O 
and stabilized least by O2.  We note that among the solvents, N2O is the only one that has 
a dipole moment.  The stabilization energy [Est = VDE(O6-•X) – VDE(O6-)] is listed in 
Table I, together with the literature values for the dipole and quadrupole moments and 
polarizabilities.8,18-21 
Figure 4.2B shows the photoelectron signals of O6-•X when the probe (400 nm) 
arrived 14 ps after the pump (800 nm).  The pump/probe photoelectron spectra exhibit 
two peaks.  The new peak (in contrast with 400 nm pulse only) at lower binding energy 
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corresponds to the photoelectron signal of the nascent O2- fragment which is dissociated 
from O6-•X by the 800 nm pulse.  From the observed curve and knowledge of the position 
of the (0,0) and hot (0,1; 0,2 and 0,3) bands of O2-, we can estimate the relative 
population of the hot bands (see Fig 4.2B and ref. 22), and obtain the effective 
temperature; the Franck-Condon factors were deduced from a Morse potential 
approximation23.  The hot band tail was fitted with Gaussian functions with FWHM = 
0.17 eV (our instrument resolution), and from the temperature values, the average 
internal energy (kBT) of the nascent O2- was deduced.   
The onset of O2- generated from the dissociation of O6-•X are shifted toward a 
higher electron binding energy, when compared to the onset of O2- dissociated from O6-.  
The observed shift in Fig. 4.2B reflects the cooling of the nascent O2- fragment from 
parent O6-•X.  The degree of cooling varies with clusters O6-•X (X = O2, N2, Xe or N2O) 
as evident by the trend.  This behavior is schematically illustrated in Figure 4.3, and the 
estimated temperatures are given in Table I.  Figure 4.3 emphasizes the sensitivity of 
photoelectron spectra to changes in binding and temperature of nascent O2- product.  
 Figure 4.4 shows the femtosecond transients of O2- generated from the O6-•X 
dissociation.  The transients were recorded by integrating the photoelectron signal of O2- 
(see Fig. 4.2B) at different time delays between pump and probe pulses.  They exhibit bi-
exponential rises with two distinct time constants for all clusters, but the time constants 
and amplitude ratios vary depending on the solvent.  The time constants (τ1 and τ2) and 
the amplitude ratios (γ ≡ Α1/Α2) were obtained by fitting the transient data with a bi-
exponential growth function, and the values are tabulated in Table I.  In this treatment, 
the response function was included using the autocorrelation function of our pulse width 
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(110 fs) at 800 nm, however, we also checked for the values of the fit without 
convolution and obtained similar values for τ1, τ2 and γ, except for the 200 fs component 
which without convolution becomes somewhat longer.  These experiments were repeated 
many times, and all show the same general trend:  the slow component increases in 
contribution, and its time constant increases as the solvent was changed from N2 to N2O, 
with O2 and Xe being in the middle.  In Figure 4.5, we plot the changes in τ2 for these 
different solvents and the dependence on cooling, as discussed below.   
      
4.4. Discussion 
 From the above results we conclude that the dynamics of solvated O6- follows the 
same energy landscape as in the case of bare O6- – a bifurcation of the wave packet 
motion in two different channels.  Upon excitation at 800 nm, the electron in O4-•O2 
migrates from the core to the solvent forming the O4•O2- complex; subsequently, O4•O2- 
dissociates via two different channels with distinct time constants.  The fast component 
(τ1=110 fs) represents the direct dissociation, following electron recombination (ER) of 
O4- core on a repulsive potential surface.  The slow component (τ2 = 700 fs) involves 
intramolecular vibrational-energy redistribution (IVR)/vibrational predissociation (VP) to 
liberate the negatively charged O2- solvent molecule from the charge transferred O4•O2- 
complex.  The two steps can be written as follows: 
  
O4-•O2  + hν →  O4•O2-*‡ ⎯⎯⎯⎯⎯ →⎯ (ER)direct   O2- + 2O2   (1A) 
     ⎯⎯⎯⎯⎯⎯⎯ →⎯ (IVR/VP)indirect   O2- + 2O2   (1B) 
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The solvation of O6- by O2, N2, Xe or N2O does not form a new chemical species, 
as discussed above.  Accordingly, the same mechanism holds for the motion of the wave 
packet represented on the potential energy curves in Figure 4.6.  Upper panel shows the 
SN2 type reaction, while the middle panel depicts the two channels described by equation 
1.  The wave packet preparation and its subsequent bifurcation on the two different 
potential energy surfaces (direct and indirect) are on different time scales, femtosecond 
(fs) and picosecond (ps).  In the lower panel, the direct (right) and indirect (left) 
trajectories are represented schematically in a configuration space.   
When O6- is solvated by an additional molecule, the fast component (equation 1A) 
slows down to approximately 200 fs, and the rate is nearly the same, regardless of solvent 
molecule.  This trend suggests that the fast component is not significantly influenced by 
the vibrational/rotational degrees of freedom and that the rate is determined by electron 
recombination (ER) and the kinematics of the half-collision.  For dissociation on a 
repulsive surface, the nuclear motion is expected to occur on the time scale of 50–200 
fs.24  However, electron recombination in O4•O2- could occur on this time scale or longer. 
For O6-, where electron recombination is resonant, the effective rate of electron 
recombination and subsequent nuclear motion is about 110 fs.  Addition of the solvent, 
which breaks the resonance, could yield a factor of 2 lengthening of τ1.  Therefore, τ1 is 
the overall time constant corresponding to ER and subsequent nuclear motion.  The 
contribution due to kinematics appears to be insignificant in our particular systems since 
τ1 does not vary with the mass of solvent X.  Furthermore, Continetti and his coworkers 
have shown that two O2 solvent moleclues around O4- act essentially as spectators in the 
process of O8- dissociative photodetachment.25  However, as shown in the accompanying 
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paper this kinematic effect becomes more significant as the cluster considerably increases 
in size. 
The slow time constant (τ2) increases by a factor of 3 to 10 when O6- is solvated.  
The slow time constant for O6-•N2, O6-•O2 and O6-•Xe were approximately the same (~2.0 
ps), but τ2 of O6-•N2O was about three times longer (7.7 ps); the slow component for O6- 
gives τ2 = 0.7 ps.  As described in equation (1B), the rate of indirect dissociation is 
determined by IVR, and we expect that the degree of IVR would be different for O6-•X 
clusters, depending on the composition (monatomic Xe; diatomic O2 and N2; triatomic 
N2O) and binding through low-frequency modes.   
To examine the role of IVR, we made calculations of τ2 using the statistical 
RRKM (Rice-Ramsperger-Kassel-Marcus) theory: 
 
k = 
)(
)(#
Eh
DEN
ρσ
−        (2) 
 
where σ is the degeneracy in the dissociation, h is Planck’s constant, N#(E – D) is the 
number of states at the transition state, and ρ(E) is the density of states of the reactant at 
the total energy (see ref. 28). N#(E – D) and ρ(E) were approximated by using the 
intermolecular frequencies of O2-•X.  In other words, because the reaction coordinate on 
the excited potential involves O4O2-•X we considered O2-•X for a full ab initio calculation 
and similarly for O2- with 2O2.  The ab initio calculation was done using the unrestricted 
Hartree-Fock level of theory with 6-311+G* as the basis set.  E is the energy of the 
excitation pulse minus the difference in energy (at the minimum of the potential) between 
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O2•O4- and O2-•O4.  We took E to be the same for all clusters, since the stabilization by X 
is about the same for O2•O4- and O2-•O4.   
In our calculations, three different dissociation channels were considered since all 
of them, shown below, can be observed in our probe window:   
 
O4-O2•X  + 800 nm →  O4O2-•X ⎯→⎯ ak  O2- + X + 2O2     (3A) 
       ⎯→⎯ bk  O2-•O2 + X + O2 →  O2- + X + 2O2 (3B) 
        ⎯→⎯ ck  O2-•X + 2O2 →  O2- + X + 2O2  (3C) 
 
For X = N2, Xe or N2O, ka, kb and kc were calculated using σ = 1, 2 and 1, respectively.  
In the case of X = O2, ka and kb were calculated using σ = 1 and 3.  The τ2 values 
calculated by the RRKM theory correspond to the reciprocal of the total rate constant 
(ktotal = ka + kb + kc).  We found that kb and kc are dominant, consistent with the fact that 
the dissociation energy for 3(B) and 3(C) are smaller than that of 3(A).  In the case of 
channel (3B) and (3C), subsequent dissociation of metastable O2-•X occurs. However, 
this subsequent dissociation will not appear in our transient because photoelectron signals 
of O2-•X, as well as O2-, are integrated in our boxcar gate and the photodetachment cross 
section of O2- and O2-•X is about the same; the change from O2-•X to O2- is not sensitive 
enough to our probe.  In all these calculations, the transition state was taken to be 
product-type, without variational adjustment.26  The results show the trend shown in 
Figure 4.5 which parallels that of the experimental results, and the values are in Table I.   
 
Chapter 4  205 
 
 
   The amplitude ratio (γ ≡ A1/A2) varies as a function of the solvent X, which is 
also consistent with the solvent effect on the bifurcation process.  Large γ value (γ = 
A1/A2 > 1) means that the direct process is more favored than the indirect one, and vice 
versa.  The electron recombination (ER) is governed by the energetics of O2- and O4 in 
the charge transferred O2-•O4 complex.  The solvent effect on ER is mainly due to the 
dissipation of O2- internal energy to the solvent and the energetics.  When the incipient 
O2- maintains its initial vibrational energy, electron recombination is most favored as 
observed in O6- (γ = 4.0).  On the other hand, when O2- dissipates its internal energy to 
the solvent, the direct process decreases in contribution.  Additionally, the energy 
between the HOMO of O2- and the LUMO of O4 is influenced by the solvent and the gap 
increases as O2- becomes solvated.  Thus, the amplitude ratio of the fast and slow 
component should be correlated, in part, to the degree of vibrational cooling.   
A cooling factor can be defined to express the fraction of available energy that 
goes into the internal energy of O2-:  
 
C = 1 – 
)3( A
B
DE
Tk
−        (4) 
 
where kB is the Boltzmann constant, T is the temperature of the nascent O2- fragment 
estimated from Figure 4.2B, E is defined above, and D(3A) is the dissociation energy of 
channel (4.2A).  If O2- is very cold C goes to 1, and if it acquires most of the internal 
energy, C becomes 0.  This trend is illustrated in the bottom panel of Figure 4.5 in which 
the branching ratio of the slow channel, A2/(A1+A2), is plotted against the cooling factor.  
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Among the solvents, the cooling factor of N2O is larger than all others.  The unique 
nature of N2O compared to Xe, O2 and N2 is that O2-•N2O can effectively exchange 
energy via vibration-to-vibration and rotational couplings.  The essential criteria of V-V 
transfer are near-resonance in energy and the infrared activity of the mode involved.27,28  
Among the solvents studied, only N2O fulfills these criteria.   
 
4.5. Conclusion 
We have investigated the solvent effect on O6- dissociation dynamics, and 
observed that the addition of one solvent (O2, N2, Xe or N2O) gives very different effects 
on the dynamics of the nuclear motion, whose wave packet bifurcates in two channels.  
These real-time studies of the one-solvent dynamics provide the timescale for the 
distinctive processes of electron recombination and bond rupture, and vibrational 
predissociation – with both channels yielding O2-.  As with kinetic energy resolution29, 
here the photoelectron resolution5 allows us to examine the dynamics following the 
bifurcation30 in these pathways to O2-.  Manifestation of direct and indirect dissociations 
is clear in the change of the time scale with solvation, as the direct process is controlled 
by electron recombination and kinematics of the half collision, while the indirect process 
involves energy redistribution.  We compare the experimental findings reported here with 
ab initio and statistical rate calculations in these finite-sized ionic clusters.  These 
elementary processes observed in small clusters are expected to evolve as the number of 
solvent molecules increases, and this aspect will be discussed in the next chapter where 
we studied the homogeneous solvated and mass-selected   (O2)n-, n = 3 to 10.   
 
Chapter 4  207 
 
 
References 
1 A. W. Castleman, Jr. and K. H. Bowen, J. Phys. Chem. 100, 12911 (1996), and 
references therein. 
2 A. Sanov, T. Sanford, S. Nandi, and W. C. Lineberger, J. Chem. Phys. 111, 664 
(1999), and references therein. 
3 M. J. DeLuca, C.-C. Han, and M. A. Johnson, J. Chem. Phys. 93, 268 (1990). 
4 C.-C. Han and M. A. Johnson, Chem. Phys. Lett. 189, 460 (1992). 
5 B. J. Greenblatt, M. T. Zanni, and D. M. Neumark, Science 276, 1675 (1997). 
6 L. Lehr, M. T. Zanni, C. Frischkorn, R. Weinkauf, and D. M. Neumark, Science 284, 
635 (1999). 
7 R. Li, K. A. Hanold, M. C. Garner, A. K. Luong, and R. E. Continetti, Faraday 
Discuss. 108, 115 (1997). 
8 K. Hiraoka, Chem. Phys. 125, 439 (1988). 
9 R. B. Gerber, A. B. McCoy, and A. Garcia-Vela, Annu. Rev. Phys. Chem. 45, 275 
(1994), and references therein. 
10 D. M. Willberg, M. Gutmann, J. J. Breen, and A. H. Zewail, J. Chem. Phys. 96, 198 
(1992). 
11 M. Gutmann, D. M. Willberg, and A. H. Zewail, J. Chem. Phys. 97, 8037 (1992). 
12 D. M. Willberg, M. Gutmann, E. E. Nikitin, and A. H. Zewail, Chem. Phys. Lett. 201, 
506 (1993). 
13 Q. Liu, J.-K. Wang, and A. H. Zewail, Nature 364, 427 (1993). 
14 W. C. Wiley and I. H. McLaren, Rev. Sci. Instrum. 26, 1150 (1955). 
15 R. Weinkauf, K. Walter, C. Weickhardt, U. Boesl, and E. W. Schlag, Z. Naturforsch. 
44a, 1219 (1989). 
16 P. Kruit and F. H. Read, J. Phys. E: Sci. Instrum. 16, 313 (1983). 
17 B. Ernstberger, H. Krause, A. Kiermeier, and H. J. Neusser, J. Chem. Phys. 92, 5285 
(1990). 
18 A. G. Khrapak and K. F. Volykhin, J. Exp. Theo. Phys. 88, 320 (1999). 
 
Chapter 4  208 
 
 
19 L. H. Scharpen, J. S. Muenter, and V. W. Laurie, J. Chem. Phys. 53, 2513 (1970). 
20 A. D. Buckingham, C. Graham, and J. H. Williams, Mol. Phys. 49, 703 (1983). 
21 Atomic and molecular polarizabilities, in CRC Handbook of Chemistry and Physics, 
82 ed., edited by D. R. Lide (CRC Press, Boca Raton, Florida, 2001), 10-165. 
22 D. Spence and G. J. Schulz, Phys. Rev. A 2, 1802 (1970). 
23 S. Matejcik, P. Stampfli, A. Stamatovic, P. Scheier, and T. D. Märk, J. Chem. Phys. 
111, 3548 (1999). 
24 A. H. Zewail, J. Phys. Chem. A 104, 5660 (2000). 
25 T. G. Clements and R. E. Continetti, Phys. Rev. Lett. 89, 033005 (2002). 
26 T. Bear and W. L. Hase, in Unimolecular Reaction Dynamics: Theory and 
Experiments (Oxford University Press, Inc., New York, 1996). 
27 J. A. Mack, K. Mikulecky, and A. M. Wodtke, J. Chem. Phys. 105, 4105 (1996). 
28 M. Silva, R. Johgma, R. W. Field, and A. M. Wodtke, Annu. Rev. Phys. Chem. 52, 
811 (2001). 
29 D. Zhong, T. M. Bernhardt, and A. H. Zewail, J. Phys. Chem. A 103, 10093 (1999), 
and references therein. 
30 K. B. Møller and A. H. Zewail, in Essays in Contemporary Chemistry: From 
Molecular Structure towards Biology, edited by G. Quinkert and M. V. Kisakürek 
(Verlag Helvetica Chimica Acta, Zurich, 2001), pp. 157-188. 
Experimental
RRKM
N
2
O
2
N O
2
Xe
Solvent

2
(
p
s
)
O
b
s
e
r
v
e
d
R
a
ti
o
:
A
/(
A
+
A
)
2
1
2
0.88 0.90
Cooling Factor (= 1-k T/(E-D)
B
N
2
O
2
N O
2
Xe
(1200 K)
(1100 K)
(980 K)
(810 K)
Figure 4.5
213
40 80 120 160 200 240
21
76
*
*
*
*
*
*
21
321
54321
Mass (amu)
In
te
n
si
ty
(O ) n = 1-72 n
-
O (N ) m = 1,2,34 2 m
-
O (N ) k = 1,26 2 k
-
O Xe4
-
O Xe6
-
O3
-
O (N O)4 2
- O (N O) k = 1,26 2 k
-
O (N O)4 2 3
-
O (N O)4 2 2
-
X7
X7
X5
Figure 4.1
209
0 1 21 2
Electron binding energy (eV)
P
h
o
to
e
le
ct
ro
n
in
te
n
si
ty
(A) PES, with 400 nm (B) PES, pump-probe (14ps)
0
,0
0
,1
0
,2
0
,3
1600 K
1200 K
1100 K
980 K
810 K
0
,0
0
,0
0
,0
0
,0
O6
O N6 2
O O6 2
O Xe6
O N O6 2
Figure 4.2
210
E
a
E
i
0.0
1.0
2.0
3.0
4.0
E
n
e
rg
y
(e
V
)
0
.0
0
.0
E
a
E
i
Unsolvated O6
- Solvated O6
-
O6
-
O2
-
O X6
-
O2
-
F
ig
u
re
4
.3
2
1
1
0 2 4 6 8 10 12
Time delay (ps)
P
h
o
to
e
le
ct
ro
n
in
te
n
si
ty
200 50 f s
230 50 f s
190 60 f s
235 40 f s
2.0 0.3 ps
2.1 0.3 ps
2.4 0.3 ps
7.7 1.3 ps
g = 3.7
g = 2.7
g = 1.9
g = 1.3
O N6 2
O O6 2
O Xe6
O N O6 2
Figure 4.4
212
0.0
0.4
0.8
1.2
1.6
0.0
0.4
0.8
1.2
1.6
R( O --- O )
S C
2 2
E
n
e
rg
y
(e
V
)
O + O ( A )2 4 u
- 2
( )
3 -
Sg
2 O ( )2 g
- 2
PO ( ) +2 g
3 -
S
R( O O )
C C
2 2
O ( ) + O ( )2 g 2 g
- 2 3 -
P S2
O + (O )2 2 2
-
( O2
-
O ) +2 2
S C C
O ---- O ---- O2 2 2
(ET, IVR/VP) (ET, ER)
ps fs
Indirect Direct
F
ig
u
re
4
.6
2
1
4
  
Table I.  Summary of experimental results, RRKM calculations and literature values of dipole and quadrupole moments and 
polarizabilities 
 Experimental results RRKM Literature valuesb 
Solvent Est [eV] T [K] γ  τ1 [fs] τ2 [ps] τ2 [ps] µa [D] Θa [esu.cgs] αa [au]
none –– 1600 4.0 110 0.7 –– –– –– –– 
N2 0.08 1200 3.7 200 2.0 1.6 0 -14.7 x 10-27 11.82 
O2 0.06 1100 2.7 230 2.4 1.6 0 -4.0 x 10-27 10.95 
Xe 0.12 980 1.9 190 2.1 1.1 0 –– 27.11 
N2O 0.23 810 1.3 235 7.7 4.5 0.16 -3.36 x 10-26 20.35 
 
a µ, Θ and α refer to the dipole moment, quadrupole moment, and polarizability, respectively.  
b References are indicated in the parentheses:  quadrupole moments and polarizabilities of N2 and O2 (8); polarizability of Xe (18); 
dipole moment (19), quadrupole moment (20) and polarizability (21) of N2O. 
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Figure Captions 
 
Figure 4.1 
Time-of-flight mass spectra of (O2)n-•(X)m (X = N2, Xe or N2O) produced by electron 
impact source, under the optimized condition for the O6-•X (X = N2, Xe or N2O) 
generation. The traces of O6-•(H2O)m clusters are indicated by asterisks.   
 
Figure 4.2 
(A) Photoelectron spectra of O6-•X (X = O2, N2, Xe or N2O) with probe (400 nm) pulse 
only.  The experimental results (open circles) are fitted to a Gaussian function (solid line) 
and the peak of the Gaussian function was assigned as the vertical detachment energy. 
 
(B) Photoelectron spectra of O6-•X (X = O2, N2, Xe or N2O) collected when both the 
pump (800 nm) and probe (400 nm) pulses were present at a 14 ps delayed time.  The 
photoelectron envelope at lower binding energy is that of the nascent O2- fragment, and 
the higher binding energy peak is due to the parent cluster excited by 400 nm light.  The 
enlarged plots of the nascent O2- photoelectron profiles are presented as insets.  The 
positions of hot bands and 0,0 band are indicated by the vertical lines, and the estimated 
temperature of O2- are given in the inset. 
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Figure 4.3 
Energetics of electron detachment.  The left-hand panel shows the PE spectrum of O2- 
fragment dissociated from unsolvated O6-, whereas the right-hand panel shows the PE 
spectrum of O2- fragment dissociated from solvated ones.  The thick and thin vertical 
arrows represent the pump (800 nm) and probe (400 nm) photon energy, and the 
photoelectron spectra are shown on the vertical axes.  Ei is the internal energy of O2- 
fragment, and Ea is the available energy acquired from the 800 nm pump pulse.  Ea in O6- 
is larger than Ea of the solvated one because of the stabilization energy.  The ground state 
of O6-•X is shifted downward with respect to O6- due to the stabilization energy by X.  
Notice that the origin (i.e. zero electron binding energy) of the spectrum is shifted relative 
to each other.  The origin of O2- dissociated from O6- is shifted upward with respect to the 
O2- generated from O6-•X due to the difference in O2- internal energy.   
 
Figure 4.4 
Femtosecond time-resolved transients of O2- rise generated from the dissociation of O6-•X 
(X = O2, N2, Xe or N2O).  The time-dependent signals (open circle) were fitted to a bi-
exponential function (solid line); see text. 
 
Figure 4.5 
Upper panel: solvent dependence of the slow time constant (τ2): experimental result 
(square) is plotted against the theoretical values (circle) estimated from the RRKM theory 
(see text).  Lower panel: branching ratio of the slow component, as a function of cooling 
factor; the estimated temperatures are indicated (see text). 
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Figure 4.6 
Upper panel:  SN2 type reaction pathway which is shown as the dotted line in the middle 
panel.  Middle panel:  A representation of two cuts in the O6- potential energy surface.  
On the left hand side of the figure, the potential is along the nuclear coordinate between 
the O2- and core O4 (SO2 •••CO2); charge induced-dipole interaction.  On the right hand side, 
the potential for the separation (CO2–CO2) of O2- from O2 in core O4- is displayed; the 
solvent neutral O2 is considered as a spectator.  The wave packet is prepared as indicated, 
and the bifurcation is illustrated by the dotted path.  The estimated energy range of the 
charge transfer band is depicted by a shaded block on the vertical axis.  Lower panel: The 
direct and indirect dynamics are represented schematically in the configuration space 
where the horizontal axis represents the reaction coordinate while the vertical axis 
describes all non-reactive coordinates.   
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5.1. Introduction 
At the molecular level, van der Waals clusters have been considered as an ideal 
system to understand the solvation effect on dissociation and recombination dynamics. 
Since the proposal for caging by Franck and Rabinowitsch in 1930,1 intensive efforts 
have been made to understand the recombination in solution, in vdW clusters and in 
dense fluids (see Refs. 2, 3 and references therein4).  Photoelectron (PE) spectroscopy of 
mass-selected anionic clusters makes possible the study of solvation systematically by 
increasing the number of solvent atoms or molecules. Prototypical examples include the 
Br2-(CO2)n and I2-(CO2)n clusters which were investigated both  experimentally5-10 and 
theoretically11-14. Neutral clusters were studied in this laboratory with focus on the time 
scale for the initial coherent caging and subsequent vibrational relaxation in solvent 
cages.15-19 However, studies of recombination have been mostly devoted to diatomic 
solute molecules in solvent clusters.   
In this work, we investigate solvation effect on the dissociation and recombination 
dynamics by varying the number of solvent molecules in a homogeneous series of O2- 
clusters. The femtosecond (fs), time-resolved PE spectroscopy was used to follow the 
reaction dynamics of (O2)n-, n=3–10 in real time, following excitation with 800 nm fs 
pulse. Two distinct time constants were obtained in the transient monitoring nascent 
fragment anions. The change of both time constants with the cluster size shows the 
different role of solvation in the two dissociation pathways, direct and indirect, discussed 
in chapter 4. The caging effect by the solvent is evident on the time scale of the direct 
dissociation, when the cluster size exceeds the threshold of O16-. For the indirect process, 
which occurs on a longer time scale than that of caging, the total rate is controlled by the 
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redistribution of energy and vibrational predissociation. We compare theory with 
experiments, deducing correlations which provide a connection to bulk-type behavior and 
to the electron transfer mechanism. 
  
5.2. Experimental 
The experimental procedure was discussed in the Chapter 2, and only a brief 
description is given here. The O2- clusters were produced by secondary electron 
attachment during the supersonic expansion of gas mixture (approximately 90 % oxygen 
and 10% Ar) at total backing pressure of 95 psig. The anionic clusters were collimated by 
the skimmer and then entered a two-stage accelerator. The ion bunches were accelerated 
by a pulsed high electric field (- 2.0 kV) into a field free region where the different 
masses of clusters were separated by their flight time.  
The cluster of interest was irradiated by fs laser pulses, which produced 
photofragments and photoelectrons. The fragment ions were analyzed by a linear 
reflectron time-of-flight mass spectrometer, and the photoelectrons were collected by a 
magnetic-bottle PE spectrometer. To prevent multiphoton processes while maximizing 
the overlap between the laser pulses and the ion beam, the laser beam was collimated 
only to a 5 mm diameter in the laser interaction region.   
The fs laser pulse at 800 nm (1.55 eV) was generated from a Ti:Sapphire 
oscillator. This output was amplified up to 6 mJ/pulse by a regenerative and a multipass 
amplifier. The amplified output was frequency-doubled by a BBO crystal, generating 800 
µJ/pulse at 400 nm (3.1 eV). The remaining 800 nm output of 1.5 mJ/pulse was used as a 
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pump pulse to dissociate O2- clusters, while optically delayed 400 nm laser pulse was 
used as a probe to detach the electron from the nascent fragment anion.  
Based on studies of the power dependence of the pump pulse, the possibility of 
multiphoton processes was excluded because of the following:  First, we observed a slope 
of ~0.5 in the plot of log(signal) vs. log(Ipump), consistent with previous nanosecond 
work20, indicating a one-photon absorption (linear) and one-photon absorption/one-
photon depletion by the same 800 nm wavelength; if two 800nm pump photons are 
involved in the dissociation of the cluster (followed by 400nm probe photodetachment of 
O2-), then the slope will be ≥ 1, with a maximum n value of 2.  Second, we also recorded 
the transient behavior at half the pump power and observed the same transients.  
Accordingly, the transient signal reported here is for a one-photon excitation at 800 nm, 
followed by a one-photon detachment at 400 nm (generated by SHG). 
 
5.3. Results 
Figure 5.1 shows the PE spectra of O2- clusters using a 400 nm fs laser pulse. The 
vertical detachment energy (VDE) of each cluster is determined by fitting the observed 
peak to a single Gaussian function. The values obtained are plotted as a function of 
cluster size (Fig. 5.2). The increase of VDE with n indicates that the anionic clusters 
become more stable, compared to the corresponding neutral ones, as the number of O2 
molecules increases. As shown below, the plot of the VDE against n-1/3, where n is the 
number of O2 molecules of the negative ion cluster, follows the linear equation of VDE = 
2.53 – 1.13 × n-1/3. The correlation gives a bulk value of the VDE (2.53 eV), when an 
electron is solvated by “infinite number” of O2 molecules.21   
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The overall shape of the PE spectra (Fig. 5.1) resembles that of O4-, suggesting 
that additional O2 molecules bind to O4- by weak interactions. The gradual increase of 
VDE without any abrupt shift (Fig. 5.2) implies no structural change in these clusters.22 
In addition, the fact that all of the PE spectra are well fitted to a single Gaussian profile 
indicates that no other structural isomers with different core ion coexist, at least within 
our resolution. From these results, we conclude that the O2- clusters have a unique 
structure where O4- is a dimeric core and the rest of O2 molecules form a solvent shell, 
which is consistent with previous observations.20,23  
Figure 5.3 shows fragment mass spectra of parent (O2)n-, n=6–10, obtained upon 
irradiation with a 800 nm fs pulse. In the previous studies, we reported that the major 
anionic fragment in (O2)n-, n=3–5 was found to be O2-, and the intensity of O4- was found 
to increase as the cluster size was increased. This trend continues here for larger clusters. 
The intensity ratio of O4- to O2- becomes larger reaching the 100 % level for (O2)10-, as 
shown in the figure. No anionic fragments other than O2- and O4- were detected.24  
Figure 5.4 shows the fragment PE spectra obtained from the pump/probe PE 
spectrum at 400 ps time delay between the pump (800 nm) and probe (400 nm) pulses 
minus the pump/probe PE spectrum at time zero. The PE spectrum of O4- with 400 nm 
probe pulse only is also shown for comparison. The envelope of PE signal, as well as its 
onset, shifts toward higher electron binding energy (EBE) as the parent cluster size 
increases.  
The transients obtained by detecting fragment anions are shown in Figure 5.5. The 
transients were recorded by integrating the entire PE signal of nascent fragment anions 
(shown in Fig. 5.4). We fitted the data to a bi-exponential rise, varying the amplitude (A1 
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and A2) and time constants (τ1 and τ2). The response function was included using the 
autocorrelation function of the pulse width (110 fs) at 800 nm. We also checked for the 
values of the fit without convolution and obtained similar values for τ1, τ2 and γ. Figure 
5.6 and 5.7 depict the behavior of the values of k1 (1/τ1) and k2 (1/τ2) as a function of n.  
We note that the nascent fragment anions generated in the dissociation of large 
O2- clusters at 800 nm are not only O2- but also solvated O2-, i.e. O2-(O2)m (m < n-1). The 
O2-(O2)m subsequently transforms to O2- or O4- by evaporative dissociation which are the 
only fragments observed in our reflectron time-of-flight (~20 µs) mass spectrometer. The 
existence of the fragment O2-(O2)m is evidenced by the onset of the PE envelope in Figure 
5.4, which was obtained at 400 ps time delay. The onset is shifted toward higher EBE by 
0.1–0.3 eV with respect to that of cold O2-, which was attributed to the stabilization of O2- 
by solvation with O2 molecules.   
Unlike O4- where an excess electron is delocalized between two O2 species, the 
electron in O2-(O2)m is localized at one O2. The onset of O4- is 0.5 eV shifted to the higher 
EBE with respect to that of O2-, while the shift of O2-•O2 is not known experimentally. 
However, from the onset shift of O2-•N2 (0.26 eV),25 we can roughly estimate the shift to 
be about 0.24 eV. With this estimated value, our probe window covered the region where 
the PE signal from O2-(O2)m, m ≤ 5 could be detected. In order to separate different 
contributions from O2-(O2)m to the transients we positioned a narrow gate at several 
different regions of the fragment PE envelope; the time constants were about the same. 
This is consistent with a significant overlap in the broad PE spectra of O2-(O2)m. 
Figure 5.8 shows a series of time-dependent PE spectra at different time delays. 
Each PE spectrum is constructed by subtracting the pump/probe PE spectrum at time zero 
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from the pump/probe PE spectrum at a certain time delay. In Figure 5.8, several 
representative spectra are presented from a data set consisting of 20 measurements in 
order to clearly show the time-dependent behavior. For (O2)6- and (O2)7-, the peak of 
fragment PE spectra shifts toward lower EBE with time. However, for (O2)8-, (O2)9-, and 
(O2)10- the peak moves at first toward lower EBE and then at 2–4 ps time delay the shift 
turns its direction toward higher EBE.  
The peak positions were determined either from the pump/probe PE spectrum, 
which have the PE signals from both fragment and parent anions (each as a Gaussian), or 
from the fragment change represented by the rise of the fragment and depletion of the 
parent (each as a Gaussian). The behavior is shown in Figure 5.9. We then obtained the 
rate at which the EBE is decreasing or increasing by fitting the change in the fragment 
peak position as a function of time to an exponential decay or rise respectively. The time-
dependent variation of the peak position is plotted in Figure 5.10.    
 
5.4. Discussion 
Two different pathways following the bifurcation of the initial wave packet were 
shown in the early communication and in the preceding paper to account for the 
observations made in all systems studied. For the larger clusters, the same picture holds 
because of the following findings: First, as discussed above O4- remains a dimeric core. 
Second, the pump pulse energy (1.55 eV) is sufficiently high to compensate for any 
stabilization by additional solvent molecules. Third, the transient exhibits two distinct 
rises with time constants vastly different and depend on the cluster size. In what follows 
we consider the dynamics in these two channels and the effect of microscopic solvation. 
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5.4.1. Electron Transfer and Solvation 
As discussed in paper I, the initial process can be written as  
 
O4-•O2 + hν →  O4•O2-*‡    ⎯⎯⎯⎯⎯ →⎯ (ER)direct      O2- + 2O2.  (1)   
          
Thus, τ1 is the joint time constant for electron recombination and the nuclear motion that 
follows in dissociation. The electron recombination is on the fs time scale and occurs 
without involving major reorganization of molecules in the cluster. However, the addition 
of solvent molecules slows down the process by breaking the resonance between the 
reactant O2-•O4 and the product O2•O4-. Moreover, solvation will result in some charge 
delocalization and the weaker coupling is expected to increase the separation between O2- 
and O4. Both the asymmetry and separation changes will affect the energetics of the 
HOMO (O2-) and the LUMO (O4).26 The deceleration in the electron recombination is a 
significant factor in the increase of τ1, from O6- to O6-•X.  As the cluster size increases, 
we also expect the nuclear motion to be affected by the solvent confinement, as discussed 
elsewhere.27 Below we shall discuss the change in τ1, with cluster size.  
 
 
5.4.2. From Clusters to Bulk 
 In this section we consider the change in rates and vertical detachment energy as 
the cluster size increases. Bowen and his coworkers28 obtained VDE of solvated anion 
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clusters O-(Ar)n=1-26,34 and estimated bulk parameters, such as the photoemission 
threshold, the photoconductivity threshold, and the bulk solvation energy. The theory by 
Jortner29 makes the connection between cluster and bulk energetics. The expressions for 
VDE and the adiabatic electron affinity (AEA) have the n-1/3 dependence which relates to 
the inverse of the radius of cluster for different n: 
 
                     3/1)()( −−∞= AnVDEnVDE                                         (2A) 
                    3/1)()( −−∞= BnAEAnAEA       ,                                     (2B) 
 
where the values at infinity are those of the bulk. The slope is given by 
 
                      )121(
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eB                     ,                                      (3B) 
 
where e is the charge, R0 is the effective radius of the solvent, 0ε  is the static dielectric 
constant, and ∞ε  is the corresponding high frequency dielectric constant.  
In Figure 5.11 we present our data as plots of VDE and AEA of (O2)n-, n=2-10 
against n-1/3. A linear relationship was obtained giving the following intercepts and 
slopes: 
  
            3/113.153.2)( −−= nnVDE                                       (4A) 
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            3/179.133.2)( −−= nnAEA      .                                (4B) 
 
For the AEA of (O2)n-, we used the values in refs. 20 and 23, for n= 2-6; for the larger 
clusters, we obtained them from the PE spectra given in Figure 5.1. For our system, with 
R0 = 2.13 Å, which is deduced from the bulk density of liquid O2,30 we obtained ε0= 2.13 
and ∞ε =3.65. From the intercepts, we obtained the “bulk values” of VDE (2.53 eV) and 
AEA (2.33 eV). These values represent an effective bulk parameters extrapolated to from 
the mesoscopic properties of clusters. It is interesting that our ε0 of 2.13 is larger than the 
bulk value of 1.568.30  
 For the rates the behavior as a function of n is not linear, as shown in Figure 5.6. 
We replotted the data in Figure 5.12 to show the experimental behavior obtained for k1 vs. 
n1/3, which is related to the radius of the cluster by 3/10nRR = . The agreement is 
surprisingly good and gives the following relationship: 
 
                               ))3(3.7exp(6.757.1 3/13/11 −−+= nk                      (5) 
 
where k1 is in units of ps-1 and 31/3 is related to the cluster radius of O6- which is the 
smallest cluster that undergoes recombination. The distance dependence is governed by 
the exponential form, and the value for “infinite” separation is the residual 1.57 ps-1 (0.64 
ps); the maximum value is 9.17 ps-1 (0.11 ps). Considering the R0 value of O2, we 
obtained the form ))(exp(6.7 mrr −−β , with β ~ 3 Å-1, and a pre-exponential of 7.6 × 
1012 sec-1 (250 cm-1). It is interesting to note the analogy with electron transfer in solution, 
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where β is typically 1.5 Å-1, in DNA which is less than 1 Å-1, and in vacuum which 
reaches 3-5 Å-1 (see refs. 31-33).31-33   
  
5.4.3. Evaporation and Solvation 
 As discussed in the previous Chapters, the second dynamical process involves 
energy redistribution and predissociation: 
  
O4-•O2 + hν →  O4•O2-*‡  ⎯⎯⎯⎯⎯⎯⎯ →⎯ (IVR/VP)indirect   O2- + 2O2.             (6) 
 
For this process, τ2 is governed by the rate of intramolecular vibrational-energy 
redistribution among the vibrational modes of the cluster. Consequently, the plot of τ2 as 
a function of cluster size is expected to exhibit quite a different behavior from that of 
τ1. Αs shown in Figures 5.6 and 5.7, except for an abrupt increase of τ2 from (O2)3- to 
(O2)4-, τ2 gradually increases with the cluster size, without showing a saturation behavior 
up to n=10.  
The dynamics of vibrational predissociation has been extensively studied in size-
selected dihalogen-rare gas clusters.34-36 It is suggested that two pathways for 
vibrational-energy transfer determine the rates: One that involves direct energy transfer to 
the dissociative mode(s), i.e. direct vibrational predissociation (VP), while the other 
involves transfer of vibrational energy to non-reactive modes (IVR). Following this IVR, 
the energy in non-reactive modes is then channeled into the reaction coordinate.36 In 
small clusters, VP is expected to be predominant, and the rate is governed by the 
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coupling between the initially prepared bound state and the final dissociation 
continuum.37 For larger clusters, with the increase of the density of states, IVR plays a 
more important role.38 It was shown that more quanta were needed to eject the first rare 
gas atom as the size of cluster increases.36 Since IVR increases with cluster size, large 
clusters may reach a statistical limit, and the rate of vibrational predissociation can be 
successfully described by a statistical theory. 
To test this hypothesis, we used the RRKM (Rice-Ramsperger-Kassel-Marcus) 
theory39 to calculate the rate constant: 
  
               
)(
)(1 #
2
2 Eh
DENk ρστ
−=≡  ,                                                  (7) 
 
where σ is the degeneracy, h is Planck’s constant, N#(E–D) is the number of states at the 
transition state, and ρ(E) is the density of states of the reactant. The reaction coordinate 
involves O2-(O2)n-1, which is a charge transferred partner of the parent O4-(O2)n-2. We 
obtained the optimized structure and the vibrational frequencies of O2-•O2 using the 
unrestricted Hartree-Fock level of theory with 6-311+G* as a basis set40. The calculated 
intermolecular frequencies of O2-•O2 were employed to obtain N#(E–D) and ρ(E).  
In calculating the effective rate constant, k2, we considered the following six 
dissociation channels:  
 
   (O2)n-  → O2- (O2)m-1+ (n-m)O2,   m= 1-6.                             (8) 
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Following the initial evaporative dissociation, further dissociation may occur. However, 
subsequent dissociations will not appear in our transient because the photodetachment 
cross-section of the fragments is about the same. The PE signal of the fragments is 
integrated in our boxcar gate which makes the probe insensitive to subsequent 
dissociations yielding smaller fragments. 
In the above expression of k2, E is the energy of the excitation pulse minus the 
difference in energy (at the minimum of the potential) between O2-(O2)n-1 and O4-(O2)n-2. 
We took E to be the same for all clusters since the stabilization energy by O2 molecules is 
about the same for O2-•O2 and O4-. The transition state for the reaction generating O2- and 
O2-•O2 was considered to be product-type and the dissociation energy D was deduced 
using the value of AEA of O2- and the estimated stabilization energy by O2. However, for 
the other channels yielding larger fragments, we assumed the same activation barrier 
height for the dissociation coordinate of O2-•O2. The σ value was 1 for the channel 
producing O2-, (n-1) for channel producing O2-•O2, (n-1)(n-2)/2! for channel producing 
O2-•2O2, and so on.  
The calculated rates are given in Figure 5.13. The agreement between the 
theoretical and experimental trend is reasonably good, except for the smallest cluster 
(O2)3-. This indicates that significant degree of IVR precedes VP for (O2)n- (n ≥ 4), and 
that “thermal” evaporation is dominant. The overestimation of the degeneracy factor 
σ, because of the lack of direct information on the anionic structure of the clusters, may 
account for the somewhat larger rate constants obtained theoretically for n ≥ 4. 
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5.4.4. Recombination and Caging  
The temporal behavior observed in the fragment PE spectra (Fig. 5.10) is 
consistent with previous observations in I2-(Ar)n and I2-(CO2)n made by Neumark and his 
coworkers.8,9 The shift toward lower EBE with time is attributed to the evaporation of 
solvent O2 molecules around O2- which dissociates from O4-. In the case of n = 8–10, the 
gradient for the shift (solid lines in Fig. 5.10) is much steeper than that of (O2)6- and (O2)7-. 
This efficient evaporation is because in these clusters of more complete solvent shell, the 
probability of hard collisions increases between the dissociating O2- and the solvent. The 
efficient energy transfer through these hard collisions rapidly heats up the solvent cage, 
which in turn makes effective evaporation of solvent molecules.41 The increase in EBE at 
2–4 ps time delay for n=8–10 indicates the onset for recombination. Following the 
collision with the solvent cage, the O2- encounters the other O2 and reforms O4-. The shift 
toward higher EBE, which approaches the asymptote at 10–20 ps, represents the bond 
reformation (recombination) and subsequent vibrational relaxation.  
The recombination occurs at 2.5 ps for (O2)10- and at about 4 ps for (O2)8- and 
(O2)9-. The time constant for effective vibrational relaxation also shows strong size-
dependence: 12 ps for (O2)8-, 4 ps for (O2)9-, and 3 ps for (O2)10-. This is because the 
larger number of solvent molecules around the reformed O4- provides an efficient energy 
bath with more density of states.42 The increase in the recombination rate for the larger 
clusters and the change in vibrational relaxation were observed in other systems.9,43  
Direct dissociation of O4- is primarily responsible for the recombination because 
the recombination time of (O2)10- (2.5 ps) is much shorter than the corresponding τ2 (8.0 
ps). Moreover, the recombination shows a threshold dependence on the cluster size, only 
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observed for the cluster size of n ≥ 8. The time scale for bond breakage is critical for the 
subsequent recombination and solvent reorganization as pointed out in the study made in 
this laboratory on iodine-rare gas clusters.15-17 A slow dissociation gives solvent 
molecules enough time to absorb the energy, in this case of dissociating O2-, which 
softens the solvent wall; this soft solvent cage becomes ineffective to force the O2- back 
for recombination.  
Johnson and his coworkers44 recently reported that there exists a bound electronic 
excited state of O4-. However, we suggest that the recombination process, which is 
reflected as a peak shift in Figure 5.10, occurs along the ground potential energy surface 
for the following reasons.  First, the dissociation asymptote of the electronic excited state 
is about 0.21 eV (1676 cm-1) above that of the repulsive state. Therefore, the non-
adiabatic transition from the repulsive state to the electronic excited state near the solvent 
wall is not likely to occur. Second, the excited state is located a little above the asymptote 
of the repulsive state. Hence, even though the recombination on the electronic excited 
state is possible through the curve crossing from the repulsive state following the 
collision with the solvent wall, the recombination process on this excited state will give 
rise to a small change in the peak position of fragment photoelectron spectrum and will 
not reproduce the behavior in Figure 5.10. Finally, vibrational or electronic 
predissociation, which begins at ~ 242 cm-1 above the band origin of the excited state, 
will make the recombination on this state much less efficient. If some trajectories of 
recombination occurs on the excited surface, then internal conversion to the ground state 
must be ultrafast in order to account for the results.  
 
Chapter 5  234 
  
 
The striking feature observed in the recombination of O4- is that the rate of 
recombination is significantly slower than those found in other vdW clusters, given the 
fact that (O2)n-, n ≥ 7 has a complete solvent shell; we studied (O2)13- and the behavior is 
still similar to that of (O2)10-. The prompt recombination was observed in vdW clusters of 
I2(Ar)n, n =8–40 (660 fs),16 and the recombination began at 1 ps for I2-(Ar)208,41 and 500 
fs for I2-(CO2)169, where the first solvent shell is complete. Considering the significant 
quadrupole moment and the stronger binding energy of O2, than that of Ar (the binding 
energy of O2 in O4-•O2 is ~0.1 eV, while that of Ar in I2-•Ar is 0.052eV8), we can 
conclude that the solvent wall of O2 molecules is stiffer and more cohesive than that of 
Ar. Thus, binding is not the cause of slow recombination. 
We suggest that the slow recombination is due to the reorientation process of both 
O2- and O2 to acquire the proper configuration for O4- reformation. Unlike recombination 
in the case of atoms, the recombination in the case involving two molecules (O2 & O2-) 
requires a second coordinate, namely the angle (θ) between the two molecules involved. 
We present a schematic of this dependence in Figure 5.14. The non-adiabatic transition 
between the O4- repulsive surface (excited) and bound surface (ground) is θ-dependent 
and hence the transition to the ground state not only depends on the energetics in the 
asymptote region but also on the relative orientation. The reorientation may occur with 
relatively small energy change. However, the friction exerted by ion-induced dipole 
interaction between O2- and the solvent O2 molecules may slow down the reorientation 
process.  
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5.5. Conclusion 
In this chapter, we presented studies of the ultrafast dissociation and 
recombination dynamics of homogeneous O2- clusters, from O6- to O20-, using fs, time-
resolved photoelectron spectroscopy. Dissociation and recombination of the mass-
selected anionic clusters show solvation effects on two different time scales and 
dissociation pathways − a bifurcation of the wave packet in two channels of direct 
dissociation and vibrational predissociation. The emergence of bulk properties from 
clusters was examined and compared with theory − bulk-type behaviors were deduced 
from the correlation between vertical detachment energy, or adiabatic electron affinity, 
and the inverse radius of the cluster, n-1/3. For the rates we found a dependence on the 
radius, n1/3, and we related such striking behavior to the dynamics of electron 
recombination in the direct dissociation process. For vibrational dissociation, the solvent 
evaporation process, the experimental rates show reasonable agreement with the 
calculated values using a statistical theory. The reformation of the bond in solvent cages 
becomes evident as the cluster size increases. Our fs time resolution provides the time 
scale for the recombination and subsequent vibration relaxation, which vary with the 
cluster size. The measured rates reveal the unique feature in the recombination process 
between molecules, which is absent in the (atom+atom) bond reformation. The time scale 
for bond breakage is critical to the rate of bond reformation, and molecular orientations 
and solvent friction play a significant role, especially at longer times, longer than 1 ps.     
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Figure Captions 
 
Figure 5.1  
PE spectra of ( )−n2O , n = 2–10 obtained by excitation at 400 nm with a fs pulse.  
 
Figure 5.2  
A plot of VDE vs. cluster size n.  Inset: ∆VDE vs. n, ∆VDE = VDE(n)-VDE(n-1). 
 
Figure 5.3  
Fragment mass spectra observed from the dissociation of ( )−n2O , n = 6–10 using a 800 
nm fs pulse. These mass spectra were obtained using the linear reflectron time-of-flight 
mass spectrometer. The parent cluster corresponding to each fragment spectrum is 
indicated on the right hand side.  Inset: Fragment mass spectrum observed from the 
dissociation of ( )−262O  
 
Figure 5.4  
Fragment PE spectra obtained from the differential fs pump/probe signal at 400 ps time 
delay and at time zero. The PE spectrum of ( )−42O  (400 nm probe pulse only) is shown at 
the bottom for comparison. The parent anion corresponding to each fragment PE 
spectrum is indicated on the left hand side.  
 
Figure 5.5  
Femtosecond transients obtained by monitoring the fragment anions in the dissociation of 
( )−n2O , n = 6–10 at 800 nm. All transients were fitted to a bi-exponential function. The τ1 
and τ2, and the ratio of amplitudes, γ (≡ A1/A2), are indicated for each of the parent anion 
shown. 
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Figure 5.6  
A plot of k1 vs. cluster size n. The inset shows the corresponding dependence for τ1.   
  
Figure 5.7  
A plot of k2 vs. cluster size n. The inset presents the corresponding dependence for τ2. 
 
Figure 5.8  
Time-dependent fragment PE spectra with the time delays indicated. The spectra were 
obtained as a differential pump/probe PE at the time delay given and that of time zero. 
 
Figure 5.9  
Time-dependent fragment PE spectra of parent O20-. The solid line is a Gaussian profile 
(see text for details).   
      
Figure 5.10  
A plot of the peak position in the fragment PE spectrum as a function of the time delay. 
The error bars are indicated for the peak position (see text). The solid line is a fit to 
indicate the rate at which energy changes with time (see text). 
 
Figure 5.11  
The experimental and theoretical fits for the change of vertical detachment energy (VDE) 
and adiabatic electron affinity (AEA) against n-1/3. The best values are shown. 
 
Figure 5.12  
The plot of k1 vs. n1/3. The data are fitted to an exponential function with best values 
given in the figure.  
 
Figure 5.13  
The plot of k2 vs. n. The open circles are the calculated rates using RRKM theory and the 
solid squares are the experimental results 
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Figure 5.14  
Schematic representation of the dissociation and recombination dynamics in the O20- 
cluster. (A) Representation of snapshots at different times. The corresponding positions 
of the six frames are indicated on the potential energy surface in (B). The potential 
energy surface is sketched along the nuclear coordinate of forming O4-. The CO2 and SO2 
represent the core O2 and the solvent O2, respectively. The solvent wall is represented by 
a shaded bar. (C) A schematic diagram for the energetics of O2- and O2 as a function of 
the angle between their molecular axes. The intermolecular distance is fixed to where the 
solvent wall is located. The dotted arrows represent the non-adiabatic transition from the 
repulsive surface to the ground state (2Au) of O4-. The solid arrow describes the 
reorientation process.  
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Femtosecond vectorial dynamics of anionic 
clusters:  
Heterogeneous clusters of azobenzene anion 
solvated by oxygen molecules  
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6.1. Introduction 
Spectroscopy on mass-selected anionic clusters has been recognized as a versatile 
tool to carry out systematic studies on the stepwise solvation.1-5 Rigorous mass-selection 
allows us to follow the evolution of bulk properties6-9  and examine the solvation 
dynamics as a function of cluster size.10-14  In earlier works, we have shown these aspects 
appeared in homogeneous and heterogeneous anionic oxygen clusters.  In continuation of 
our efforts on oxygen-solvated anionic clusters, we have performed the femtosecond (fs) 
time-resolved photoelectron spectroscopy (PE) to study the photodissociation of trans-
azobenzene anion (AB-) solvated by oxygen molecules.  In this contribution, we present 
the photodetachment of the isolated AB- and its oxygen clusters and provide 
photochemical data of AB-(O2)n, n = 0 – 4 in gas phase, including photoelectron spectra 
and photofragment patterns.  Our focus was on the dissociation dynamics of these finite-
sized clusters taking place in femtosecond time scale.  
In our experiment, we excite AB-(O2)n with the 800 nm femtosecond pulse, which 
generates AB-, and detect the photoelectron of the nascent AB- fragment detached by the 
400 nm fs pulse.  With the pump-probe scheme, we monitored the bond dissociation 
between AB- and O2 in real time, by changing the time delay between the two pulses.  
We observed bi-exponential rise of AB- in our transients and rationalized the 
subpicosecond component of the AB- rise based on the time-dependent PE spectra.  We 
propose that the fast channel occurs via electron transfer followed by ultrafast electron 
recombination and provide experimental evidences supporting this mechanism.  
emphasize the critical role of O2 in photo-induced electron transfer.   
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In our current study, we demonstrated that structural evolution of finite-sized 
clusters could be monitored by implementing femtosecond time-resolved anisotropy.  
The fs time-resolved anisotropy has been developed as a reliable method to determine 
molecular structures and monitor the vectorial dynamics occurring in femtosecond and 
picosecond regime.15-18  We applied this technique to study the structure and rotational 
motion of AB-(O2)n clusters and  recognized change in the location of O2 with respect to 
AB-, upon going from AB-O2 to AB-O4.  Cluster effect on the rotational motion is 
examined by measuring the dephasing time of the initial alignment.  By incorporating the 
calculated structures of AB-O2 and AB-O4, we elucidate the cluster size dependence on 
the anisotropy decay and deduced the direction of the transition dipole moment for the 
photodetachment (probe) process. 
 
6.2. Experimental 
 The molecular beam apparatus and the femtosecond laser system have been 
described in the previous chapters, and only brief description of experimental set up is 
provided here.   The negatively charged (AB)m(O2)n- clusters were generated by crossing 
1.0 keV electron to the supersonic expansion of azobenzene/oxygen mixtures.  The 
azobenzene /O2 gas mixture was prepared by blowing the oxygen gas (400 kPa) through 
the sample oven which contained the azobenzene (Aldrich, 98%) vapor at 100 °C.  Pulsed 
electric field (-2.0 kV) was applied to the accelerator, and negatively charged species 
were extracted to the field free time-of-flight region where the negative ion bunches were 
separated in their masses.  Mass selection was achieved by applying pulsed electric field 
(±500 V) to the interleaved massgate19, prior to the light interaction.  After mass 
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selection, the desired species were intercepted with femtosecond laser pulses in a 
perpendicular configuration, and photoelectron and photofragments were generated.  
Photoelectron was collected by the magnetic-bottle20 photoelectron spectrometer, while 
the photofragments were detected by the linear reflectron mass spectrometer.   
 Femtosecond pulse (800 nm/110 fs) was generated from the Ti:Al2O3 oscillator 
and the 800 nm pulse was amplified up to 5mJ by the regenerative and the two-stage 
multi-pass amplifiers.  The 800 nm femtosecond pulse was frequency doubled by passing 
the light through a BBO crystal to generate the 400 nm pulse.  The remaining 800 nm 
femtosecond light was used for the pump pulse, while the 400 nm light was used for the 
probe.  Time delay between pump and probe pulses was implemented by the Michaelson 
interferometer type translational stage which was controlled by a computer.  Typical 
pulse energy of the 800 nm and 400 nm pulses were 1.1 mJ and 0.4 mJ, respectively.  
Light was collimated down to 4.0 mm in order to achieve the optimal overlap between 
the molecular beam and light pulses without causing multiphoton process.  For time-
dependent anisotropy experiments, polarization of the pump pulse was rotated with 
respect to the polarization of the probe pulse which was parallel to the photoelectron 
detection axis.   
 The possibility of multiphoton processes was excluded, based on the following 
studies of the pump pulse power dependence:  First, we observed a slope of about 0.7 in 
the plot of log(Isignal) vs log(Ipump), indicating a one-photon absorption (linear) of the 800 
nm photon.  Second, we also recorded the transient behavior at half the pump power and 
observed the same transients.  Accordingly, the transient signal reported here is for a one-
 
Chapter 6  260 
 
 
photon excitation at 800 nm, followed by a one-photon detachment at 400 nm (generated 
by SHG). 
  
6.3. Results 
 Mass spectrum of (AB)m-(O2)n is shown in Figure 6.1.  Small amount of (O2)n-
H2O and AB-(H2O)n are indicated by asterisk.  The broad ion peak centered at mass ~ 383 
au (indicated by a question mark) is two peaks at mass = 382 and 383, which were 
separated in the linear reflectron mass spectrometer (not shown).  The peak at 382 can be 
assigned as (AB)2-H2O and the mass separation of 32 correspond to its oxygen clusters, 
but the mass peak of 383 was not identified.  The ion peaks for (AB)m-(O2)n were 
relatively broad in comparison to (O2-)n peaks, indicating the presence of metastable 
species in ion packets.   
Negatively charged metastable species were detected without light by the linear 
reflectron mass spectrometer.  The intensity distribution of the metastable species is 
presented in Fig. 6.2 by a histogram, and the amplitudes shown in the figure were 
normalized with respect to the parent ion intensity.  The normalized intensity of 
metastable species were in the range of 1 ~ 2 %, and the largest one was (AB)2-O2 
generated from (AB2)-O4 (2.2 %).  There was no (O2)n- metastable species detected by the 
reflectron except for very small amount (0.1%) of O4- generated from AB-O4, which 
suggests that the excess electron is localized in AB, and AB- is solvated by neutral O2 
molecules.  Figure 6.3 shows the photofragment distribution produced upon irradiation 
with the 800 nm fs pulse.  The height of the histogram corresponds to the enhanced 
intensity of photofragments, which is obtained by subtracting the intensity of metastable 
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species and then dividing by the intensity of parent ions.  There are three noticeable 
features in Fig. 6.3.  First, AB- is the major photofragment in all clusters (2 ~ 8 %) 
Second, no (O2)n- was detected except for very small amount of O2- (0.2 %) and O4- 
(0.2 %) generated from AB-O2 and AB-O4.  Third, when an oxygen molecule was not 
attached to AB- (e.g. AB-, AB2- and AB3- (not shown)), photodissociation did not occur at 
800 nm.     
Figure 6.4 shows the photoelectron (PE) spectra of unsolvated AB- and AB-(O2)n 
clusters obtained by irradiating 400 nm (3.1 eV) pulse only.  The PE spectrum of AB- 
exhibits a broad Gaussian type profile with the onset (adiabatic electron affinity) of  ~ 1.0 
eV and the peak (vertical detachment energy) of about 1.54 eV, but we did not observe 
any vibrational structure in the PE spectrum with our energy resolution.  Our estimated 
adiabatic electron affinity (AEA) is about twice larger than the previously reported value 
(0.56 eV) which was obtained from the bracketing experiments.21.  The discrepancy can 
be due to small Frank-Condon overlap of 0-0 transitions, resulting in overestimation of 
AEA.  However, the difference can be due to the uncertainty in the entropy factors from 
the previous experiment.  Photoelectron spectrum of AB-O2 resembles the PE spectrum 
of the unsolvated AB-, but the spectrum is shifted toward higher electron binding energy 
(AEA ~ 1.2 eV, VDE = 1.73 eV).  This is another evidence that the excess electron is 
localized in the azobenzene molecule and O2 is weakly bound to AB-.  PE spectra of 
larger clusters, AB-(O2)n, n = 2 – 4 are quite different from the PE spectrum of AB-.  
Peaks are significantly shifted toward higher electron binding energy, while the onsets 
are not much shifted: For AB-O4, AEA ~ 1.2 and VDE =1.95 eV; for AB-O6, AEA ~ 1.2, 
VDE = 2.18 eV; for AB-O8, AEA ~ 1.2, VDE = 2.28 eV.  The PE profile at the lower 
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electron binding energy can be assigned as the PE spectrum of the metastable AB- which 
is much easier to be photodetached compared to AB-(O2)n, and the broad PE spectra of 
these clusters can be attributed to the overlap of the parent photoelectron and the 
metastable photoelectron profiles. 
Figure 6.5 shows the time-dependent photoelectron (PE) spectra of AB-(O2)n 
which are constructed from the total time-dependent signal (pump + probe at t ≥ 0) minus 
the reference (pump + probe at t < 0).  The polarization of pump pulse was oriented 54.7° 
with respect to the probe pulse, to be consistent with the magic angle scans presented in 
Fig. 6.6.  The time dependent photoelectron signals match with the photoelectron 
spectrum of unsolvated AB-. (bottom panel of Fig. 6.5)  For all clusters, AB- signature 
appears within 100 fs, and the intensity of AB- simply increases as time delay increases.  
We did not observe peak shift or broadening of the envelope in the time-dependent PE 
spectra. 
The femtosecond transients of the nascent AB- rise in the dissociation of AB-(O2)n 
are shown in Fig. 6.6, which were obtained by integrating the time-dependent 
photoelectron signals shown in Fig. 6.5.  The width and position of the boxcar gate was 
carefully adjusted in order to integrate the PE signature of AB- not the intermediate 
clusters, AB-(O2)n-m, m < n.  The transient scans were repeated many times with different 
gate positions and widths within the photoelectron profile of AB-, but same transient 
behavior was observed.   Hence, the time constants in Fig. 6.6 correspond to the time 
taken to strip off all the oxygen solvents around AB-.  The transients presented in Fig. 6.6 
are the magic angle scans [I||(t) + 2I⊥(t)] constructed from perpendicular and parallel 
scans, which eliminates effects due to molecular orientation.  About the same transients 
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as Fig. 6.6 were obtained for AB-O2 and AB-O4 when pump pulse is oriented 54.7° 
(magic angle) with respect to the probe pulse. (not shown)  We also performed the 
polarization-dependent scans of probe pulse with respect to the detection axis, and same 
results were obtained.  For all clusters, the transients exhibit two distinct components, and 
both time constants increase with increasing cluster size.  We fitted the transients to a bi-
exponential growth function, varying time constants (τ1 and τ2) and the amplitudes (A1 
and A2)  with the fixed autocorrelation response time (FWHM = 150 fs):  For AB-O2, τ1 = 
320 ± 30, τ2 = 1.8 ± 0.3 ps, γ (≡A1/A2) = 3.5; for AB-O4, τ1 = 570 ± 20 fs, τ2 = 4.4 ± 0.9 
ps, γ = 6.8; for AB-O6, τ1 = 680 ± 20 fs, τ2 = 17.5 ± 2.2 ps, γ = 4.6; for AB-O8, τ1 = 800 ± 
30 fs, τ2 = 34 ± 4.1 ps, γ = 2.8.   
The transient of AB- rise is significantly dependent on the polarization angle 
between the pump and probe pulses.  The transients with both parallel and perpendicular 
polarizations were obtained for all clusters, and the polarization dependence of AB-O2 
was opposite to AB-(O2)n, n = 2 – 4.  From the parallel, I||(t) and perpendicular, I⊥(t) 
scans, we obtained the time-dependent anisotropy , r(t) as below: 
 
)(2)(
)()()(
||
||
tItI
tItItr
⊥
⊥
+
−=             (1) 
 
As we expected from Fig. 6.7, the time-dependent anisotropy decay of AB-O2 is opposite 
to the rest of larger clusters (Fig. 6.8): The anisotropy of AB-O2 starts at a negative value 
and approaches to zero, whereas the anisotropy of larger clusters start at positive values 
and decay to zero.  This trend suggests that the transition dipole moments corresponding 
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to the pump and probe processes are perpendicular22 for AB-O2 and parallel for the other 
clusters.  The decay time increase as cluster size increases, and the coherence time (τc), 
defined as the time taken to be one fourth of the initial anisotropy value 15, were 
estimated and indicated in Fig. 6.8:   2.0 ps (AB-O2), 2.2 ps (AB-O4), 2.9 ps (AB-O6), 3.3 
ps (AB-O8).   
Figure 6.9 shows the geometry of AB-O2 and AB-O4 obtained from the ab initio 
calculations, using unrestricted B3LYP level of theory and 6-311G(d,p) as basis set.  In 
both clusters, the excess charge is localized in the nitrogen atoms, and the geometry of 
azobenzene anion was about the same as the neutral azobenzene except for the elongated 
N-N bond distance.  The oxygen molecules are located close to the N-N bond, and the 
midpoints of oxygen molecules in AB-O2 and AB-O4 are in the yz plane (see Fig. 6.9).  
The main difference between the two clusters is the location of oxygen molecules with 
respect to the z axis.  The oxygen molecule in AB-O2 is located away from the z-axis (i.e. 
close to the plane of AB-), whereas two oxygen molecules in AB-O4 are located near the z 
axis.   
 
6.4. Discussion 
 Based on our experimental observations, we propose that the photodissociation of 
AB-(O2)n, n = 1 – 4 occurs via electron transfer followed by ultrafast electron 
recombination as described below:   
 
 AB-(O2)n ⎯→⎯hν  (AB•O2-(O2)n-1)*‡ ⎯⎯ →⎯ER  AB- + nO2    (2) 
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where hν is the 800 nm pump photon energy, and (AB•O2-(O2)n-1)*‡ is charge transferred 
complex and ER stands for electron recombination.  As discussed earlier in section III, 
our metastable study and photoelectron spectra of AB-(O2)n suggest that the excess 
electron is located in AB, and oxygen molecules are weakly bound to AB-.  Consistent 
result was obtained from the ab initio calculation which suggests that the excess electron 
is localized in the N-N double bond.  For AB-O4 cluster, very small amount of metastable 
O4- was detected, which suggests that O4-AB is also generated, but not favored.   
From the fragmentation study, it is inferred that when an oxygen molecule is 
attached to AB-, there exists a charge transfer band around 1.55 eV (800nm) above the 
ground state of AB-O2 anion.  Upon 800 nm excitation, electron migrates from AB- to O2, 
forming AB•O2- followed by ultrafast electron recombination prior to dissociation.  
Clusters such as (AB)2- and (AB)3- did not dissociate although the binding energy 
between AB- and AB is expected to be similar to the binding energy between AB- and 
O223,  which implies that these clusters do not absorb 800 nm photon.  On the contrary, 
AB-O2 can absorb the 800 nm photon by promoting the excess electron in AB- to O2.  In 
addition, small amount of O2- and O4- were genereated for AB-O2 and AB-O4 besides the 
AB- fragment, which supports the formation of the charge transferred complex, AB•O2-
(O2)n-1, but the predominant AB- fragment indicates that the electron tends to transfer 
back to AB before dissociation occurs.    
It is possible to think that O2 perturbs the electronic state of AB- such that an 
excited state of AB- becomes accessible at 800 nm, without involving electron transfer 
and recombination processes.  However, we think that the photo-induced intermolecular 
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electron transfer followed by ultrafast recombination is more probable for the absorption 
of 800 nm light and subsequent dissociation of AB-(O2)n.  The subject of electron 
transfer/recombination has been thoroughly investigated in this group for both neutral24 
and anionic clusters.  Especially, we have found that oxygen play a significant role in the 
photo-induced electron transfer at 800 nm and examined this phenomenon in solvated 
oxygen anion:  For example, we observed that O4-•X, X = Xe, N2 and N2O does not 
dissociate while O4-•O2 dissociate at 800 nm.  
There are two components with distinct time constants in the transient of AB- rise 
with the fast component being the predominant one.  The time scale of the fast (320 fs) 
component in AB-O2 reflects the direct bond dissociation of the reactive coordinate, AB- 
– O2.  Since the pump process is involved in the charge transfer between AB- and O2, the 
pump photon energy is likely to be deposited into the nuclear coordinate of AB- – O2.  
This energy is effectively used to break the bond between AB- and O2, provided energy 
dissipation to other modes is not fast.  Since the pump photon energy (1.55 eV) is much 
larger than the binding energy (~ 0.2 eV) of AB- – O2, the direct dissociation is expected 
to occur in femtosecond time scale.  The small contribution of the slow component 
reflects the evaporation type predissociation of the remaining fractions.   
The fast component (τ1) is not significantly affected by the solvent size, in 
contrast to the slow component (τ2).  Upon going from AB-O2 to AB-O8, τ1 (320 ~ 800 fs) 
increases about three times while τ2 (1.8 ~ 34 ps) increases about twenty times. As 
described earlier in section III, the time constants reported in Fig. 6.6 correspond to the 
time scales for all the oxygen molecules being removed from AB- and leaving the naked 
AB-.  Surprisingly, the time scale of the fast component in AB-O8 is still subpicosecond, 
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implying that the production of AB- is via a single bond breakage between AB- and the 
conglomerated (O2)n, rather than one-by-one evaporation of oxygen molecules around 
AB-.  Moreover, our time dependent photoelectron spectra (Fig. 6.5) of AB-(O2)n show no 
apparent photoelectron signature (peak shift or broadening) of the intermediate AB-(O2)n-
m m < n, which confirms that stepwise evaporation is not responsible for the fast process.  
Thus, the fast component of AB-(O2)n, n ≥ 2 describes the effective bond rupture between 
AB- and (O2)n, and the delay in τ1 with increasing solvent size can be ascribed to the 
perturbation of resonant electron recombination, as described in the previous chapters.  
The contribution of the slow component increases (γ decreases) as cluster size 
gets larger, which is consistent with our mechanism that the fast process involves the 
electron transfer and recombination.  The perturbation in electron recombination process 
hampers the rapid dissociation process and leaving more fractions undergo evaporative-
type predissociation which is controlled by the intramolecular vibrational energy 
redistribution (IVR).  The time scale of the slow components can be due to the stepwise 
evaporation of oxygen molecules as well as IVR.  With our photoelectron spectrometer 
sensitivity, however we did not observe AB-(O2)n-m, m < n appearance in slow channel (1 
~ 100 ps).  Note that fragmentation pattern in Fig 6.3 shows small amount of AB-O2 
generated from AB-O4 and AB-O6, however, the PE signature of AB-O2 was not detected 
in our time-dependent PE spectra.  The PE signature of AB−O2 is likely to be embedded 
in the intense photoelectron profile of AB- generated via fast channel. 
 As illustrated in Fig. 6.7, the transient of AB- rise depends on the orientation of 
pump and probe polarizations, suggesting that the dissociation process exhibits time 
dependent vectorial dynamics.  Based on our mechanism that pump pulse excitation 
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involves electron transfer from AB- to O2, we can assume that pump pulse aligns AB-
(O2)n along the direction of electron motion.   From the anisotropy values at time-zero 
(Fig. 6.8), we can determine the relative position of the electron receiving O2 ( 2OABr −
r ) 
with respect to the transition dipole moment of photodetachment process ( PDd
r
):  For AB-
O2, 2OABr −
r ⊥ PDdr  and for AB-O4, 2OABr −r  // PDd
r
.  Furthermore, incorporating the 
calculated structures of AB-O2 and AB-O4, we can deduce the direction of PDd
r
.  
According to ab initio structures illustrated in Fig. 6.9, O2 in AB-O2 is located near the 
plane of the azobenzene molecule, whereas two oxygen molecules in AB-O4 are located 
perpendicular to the plane of AB-.  Thus, PDd
r
 is expected to be perpendicular to the plane 
of molecule, to be consistent with our anisotropy values and calculated structures.  
Characterizing the transition dipole moment of photodetachment process theoretical 
approach   
For all clusters, the anisotropy values approach to zero within a few picoseconds, 
which indicates fast rotational dephasing of the initial alignment achieved by the pump 
pulse.  The decay of the initial anisotropy can be attributed to the inertial motion of the 
clusters at finite temperature and the rotational motion of the nascent AB- as a result of 
impulsive dissociation.  In our system, the latter can be safely neglected, based on the 
following reasons:  First, as shown in the ab initio structures of AB-O2 and AB-O4, the 
lever arm distance (or impact parameter15) is almost zero with respect to the center of 
gyration.  Second, if the force is along the 2OABr −r  vector, then the interaction between O2 
and one of phenyl ring is expected to be small during the dissociation.  Therefore, the 
force applied by impulsive dissociation results in translational motion of AB- rather than 
rotation.  The coherence time (τc) increases with increasing cluster size, and this trend can 
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be rationalized in terms of the inertial motion of the parent clusters since the torque effect 
is not significant as discussed above.  In the first order approximation, molecules with 
larger moment of inertia (I) have slower angular velocity (ω) at a given temperature. [kBT 
~ Iω2/2]  Provided the dissociation of AB-(O2)n does not affect the rotational motion of 
AB- fragment, the angular velocity of the AB- should be same as the angular velocity of 
non-dissociated AB-(O2)n to conserve its angular momentum.15  Therefore, the trend 
shown in τc simply follows the increase in moment of inertia, upon going from AB-O2 to 
AB-O8. 
Finally, it needs to be re-emphasized that the asymmetric solvation exhibited in 
AB-(O2)n is rather unique, in comparison to I2-(CO2)n.  Parsons and his coworkers 
suggested that all four CO2 molecules are in contact with I2- in I2-(CO2)4 which is 
analogous to AB-(O2)4:  Three oxygen molecules are around the waste of I2- and the 
fourth one is attached to one of I atoms, causing asymmetric charge distribution along the 
I2 axis.25 If AB-(O2)4 has a similar solvent arrangement as I2-(CO2)4, it is not expected 
that all four O2 molecules are stripped off in less than one picosecond.  Instead, we 
propose that O2 molecules tend to be clustered together, and the oxygen cluster (O2)n sits 
on AB- by forming a single bond between AB- and (O2)n   
One might speculate that the formation of the conglomerated (O2)n is related to 
the tendency to form a dimeric O4- core 26,27, and we in fact found a few indirect 
evidences:  First, no metastable form of AB-O2 was detected for AB-O6 and AB-O8 [Fig. 
6.2].  The absence of metastable AB-O2 dictates that the second oxygen in AB-O4 is more 
tightly bound than the oxygen in AB-O2.  Second, O4- but not O2- was detected in 
photodissociation of AB-O4.  Third, we observed the change in the position of oxygen 
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molecules upon going from AB-O2 to AB-O4, favoring closer internuclear distance 
between two O2 molecules.     
 
6.5. Conclusion 
 In this article we have elucidated the dissociation dynamics of AB-(O2)n, n = 1 – 4, 
involving photo-induced electron transfer, ultrafast electron recombination, bond rupture, 
and intramolecular vibrational energy redistribution.  Evolution of these elementary 
processes as a function of cluster size was investigated by the femtosecond time-resolved 
photoelectron spectroscopy.  Our femtosecond time resolution allows us to follow the 
structural evolution of AB-(O2)n upon going from AB-O2 to AB-O8  –  O2 in AB-O2 is 
located close to the plane of AB-, whereas conglomerated (O2)n, n = 2 – 4 in larger 
clusters sits on the plane of AB-.  With ab initio calculations and our experimental data, 
we were able to unravel the complexity of rotational motion of the clusters and vectorial 
properties of transition dipole moments.    
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Figure Captions 
 
Figure 6.1 
Mass spectrum of ( ) ( )n2m OAB − generated by the pulsed electron impact source.  The 
traces of ( ) OHO 2n2 −  and ( )n2OAB− clusters are indicated by asterisks.  The unidentified 
ion peak centered at mass = 383 au is indicated by a question mark.  See text for details. 
 
Figure 6.2  
Metastable species detected by the linear reflectron time-of-flight mass spectrometer.  
 
Figure 6.3  
Photofragments generated at 800 nm.  The vertical axis corresponds to the normalized 
fragment ion intensity (IF) with respect to the parent ion intensity (IP). 
 
Figure 6.4 
Photoelectron spectra of AB−(O2)n, n = 1 – 4 obtained by excitation with a 400 nm (3.1 
eV) fs pulse. 
 
Figure 6.5 
Time-dependent photoelectron (PE) spectra of AB−(O2)n, n = 1 – 4.  The spectra 
correspond to the total signal (pump + probe at t ≥ 0) minus that of reference (pump + 
probe at t < 0).  A set of four different time-dependent PE spectra at time delays of 12 ps, 
610 fs, 180fs and 0 is presented in each panel, and the PE spectrum of AB- obtained by 
irradiating the 400 nm pulse only was provided at the bottom for comparison.  The 
amplitudes of the time-dependent PE spectra shown here are normalized according to our 
observed transients shown in Fig. 5.   
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Figure 6.6 
Femtosecond transients obtained by monitoring the AB− rise in the dissociation of 
AB−(O2)n, n = 1 – 4 at 800 nm.  The transients shown here are the constructed magic 
angle )2( || ⊥+ II scans, and all transients were fitted to bi-exponential function.  The τ1 
and τ2 and the ratio of amplitudes, γ ( ≡A1/A2), are indicated.  Long-range transient scans 
are presented as insets to illustrate the difference in τ2 and γ.   
 
Figure 6.7 
Polarization-dependent transients of AB− rise at 800 nm.  Polarization of the probe pulse 
was fixed parallel to the photoelectron detection axis, while polarization of the pump 
pulse is rotated with respect to the polarization of the probe pulse.  AB−O2 shows the 
polarization-dependent behavior opposite to the rest of larger clusters, AB−(O2)n, n = 2 – 
4, but only AB−O4 is provided for comparison.   
 
Figure 6.8 
Time-dependent anisotropy decay, r(t) = )( || ⊥−II / )2( || ⊥+ II obtained from parallel 
( ||I ) and perpendicular ( ⊥I ) transient scans.  The estimated coherence times (τc) are 
indicated (see text for the definition of τc). 
 
Figure 6.9 
Calculated structures of AB−O2 and AB−O4, using unrestricted B3LYP level of theory 
and 6-311G(d,p) as a basis set.  The midpoints of O2 molecules in AB−O2 and AB−O4 lie 
on the YZ plane.  The force applied by the impulsive dissociation is expected to be along 
the 2OABr −r  vector.  The deduced transition dipole moment ( PDd
r
) for the photodetachment 
and the angle between 2OABr −r  and PDd
r
 are indicated.   
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Femtosecond Dynamics of Hydrated Electrons in 
the Mesoscopic Water Clusters 
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7.1. Introduction 
Dynamic nature of hydration has been recognized as a critical concept to 
elucidate the elementary processes exhibited in various aqueous solutions.1,2  The 
hydrated electron which is ubiquitous in physiological and biological systems is one of 
the simplest examples of solvation, but yet its photochemistry has not been clearly 
understood.  Since Boag and Hart reported the spectroscopic evidence for the hydrated 
electron3,4, numerous experimental5-12 and theoretical13-18 works have been endeavored in 
order to understand the photochemical properties of the hydrated electron.   
The research effort has been extended to the gas-phase analogue of hydrated 
electron, namely negatively charged water clusters, −n2 )OH( .  Since Harberland et al. 
have produced −n2O)(H  in the gas phase
19, series of spectroscopic studies20-30 have been 
carried out for the size-selected −n2 )OH(  clusters, with the hope of finding the smallest 
unit that represents the core motif31,32 of the bulk system.  In spite of numerous 
experimental studies, there has been compelling arguments regarding the similarities 
between the clusters and the bulk system.15,23,26,28,29,33,34   
From the trend observed in the photoelectron spectra of −n2 )OH( , Bowen and his 
coworkers proposed that −112 )OH(  is the embryonic hydrated electron showing the 
transition from the surface state to the internal state.23  In contrast, Johnson and 
coworkers suggested that −112 )OH(  does not look like the core cavity but it has a linear 
‘chain-like’ structure based on their infrared spectrum of −112 )OH( .
28  The recent ab 
inito calculation reported by Sobolewski and Domcke predicts that the excess electron is 
in the surface-state of −n2O)(H  for n = 11 and 14.
34 
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 In this paper, we report the femtosecond dynamics observed in hydrated electron 
clusters, −n2 )OH(  (n = 15, 20, 25 and 30), which shows striking resemblance to the 
ultrafast dynamics of hydrated electrons in the bulk water.  In our experiment, a desired 
size of −n2 )OH(  was selectively intercepted by the 800 nm femtosecond laser pulse, 
which promoted the hydrated electron in the ground state to the upper electronic state(s).  
We followed the subsequent dynamics of this excited-state −n2 )OH(  by monitoring the 
temporal evolution of the photoelectron spectrum generated by 400 nm probe pulse.   
 
7.2. Experimental 
 Negatively charged water clusters, −n2 )OH(  were generated by crossing 
continuous electron beam (1.0 keV) with the jet of H2O/N2 gas mixture which was 
prepared by blowing N2 gas (250 kPa) through the sample vessel containing water vapor 
at room temperature.  The −n2 )OH(  clusters were directed into the field-free time-of-
flight region by applying -2.0 kV electric pulse to the two-stage accelerator.  In the field-
free region, the −n2 )OH(  clusters were separated by their masses, and the desired size of 
−
n2 )OH(  was intercepted with femtosecond laser pulses by adjusting the accelerator 
switching time with respect to the laser pulse arrival time.       
The femtosecond laser pulse (110 fs) was generated from a Ti:Sapphire oscillator 
and amplified by the regenerative and the multi-pass amplifiers.  The 800 nm pulse was 
frequency doubled by a BBO crystal to generate the second harmonic (400 nm).  The 
remaining 800 nm was used as the pump pulse (excitation) while the 400 nm was used as 
the probe pulse (photodetachment).  The photoelectrons were collected by the magnetic-
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bottle photoelectron spectrometer, and the metastable and photofragment species were 
detected by the linear reflectron time-of-flight mass spectrometer.  Femtosecond time-
resolved transients were recorded by integrating the photoelectron intensity as a function 
of the pump-probe delay.       
 
7.3. Results 
Figure 7.1 shows the mass spectrum of −n2 )OH(  clusters generated from the ion 
source.  For all sizes of clusters, small amount of metastable −−1n2 )OH(  and 
−
−2n2 )OH(  
were detected without light, which suggests that −n2 )OH(  clusters generated in the ion 
source are vibrationally hot, and up to two water molecules are evaporated during the 
flight time.  Figure 7.2 shows the fragment mass-spectrum generated when a mass-
selected ion was irradiated by 800 nm light.  The positive and negative going peaks 
correspond to fragment-ion generation and parent-ion depletion, respectively.  The 
negative going peaks of −−1n2 )OH(  and 
−
−2n2 )OH(  in the fragment ion spectra are due to 
the presence of the metastable species.   
The photoelectron (PE) spectra of −n2 )OH( , n = 15, 20, 25, 30, and 35 are shown 
in Fig. 7.3 and 7.4 which are obtained at 400 nm and 800 nm, respectively.  Both onset 
and peak of the PE spectra shift toward low electron kinetic energy (eKE = hν – electron 
binding energy) as cluster size increases, and the breadth of PE spectrum becomes wider 
with increasing cluster size.  The 800 nm spectra show a second peak at high eKE, 
which correspond to the PE signal generated by the two-photon absorption of 800 nm 
light.  Compared to 400 nm spectra, the two-photon PE profiles are shifted to low eKE. 
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(Fig. 7.5)  This shift is ascribed to the resonant process via bound excited states lying 
below detachment continuum.30  The two-photon intensity decreases with decreasing 
cluster size, which implies that the excited state becomes detuned from the pump photon 
energy (1.55 eV).  
Figure 7.6 displays the time-dependent PE spectra of −352 )OH(  at several time 
delays.  Each spectrum is the difference spectrum which corresponds to the pump-probe 
PE signal minus the reference (pump-probe signal at 100 ps).  It is clearly illustrated that 
the different regions of PE spectrum exhibit distinct temporal behaviors.  At time zero, a 
small peak appears (upward arrow in Fig. 7.6) at eKE before the onset (region I), and this 
peak corresponds to PE signal generated by absorbing one photon of pump and one 
photon of probe light.  The PE intensity near the onset (Region II; high eKE) decays 
with time, while the PE near the maximum of the spectrum (Region III; low eKE) 
displays an abrupt drop at time zero and a rise component.     
To follow the temporal evolution shown in the PE spectrum of −352 )OH( , 
femtosecond time-resolved transients were recorded by integrating the PE intensity as a 
function of pump-probe delay.  Three characteristic transients are obtained by 
integrating three different regions of the photoelectron profile. (Fig. 7.7 and 7.8)  The 
800-400 nm signal (Region I) shows a fast rise and a decay near time zero.  Our 
observed data evidently displays the asymmetric shape of the transient signal which is 
fitted to a single exponential decay (τ1 = 250 fs) with a Gaussian convolution (FWHM = 
300 fs). 
The transient of region II shows a bi-exponential decay with two distinct time 
constants and a small contribution of a step-down offset.  We fit the observed data with 
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bi-exponential decay and a step-function, and the time constants obtained for the two 
decay components are τ2 = 1.1 ps and τ3 = 12 ps.  On the other hand, the transient of 
region III shows the sudden drop of the offset at time zero and an exponential rise at 
positive time delay.  The observed data are fitted by a single exponential rise (940 fs) 
and a step-function.  When the boxcar gate was located in between the position II and 
III, the transient shows just the step-down of the offset but no exponential rise or decay 
component.      
Similar temporal behaviors were observed for −302 )OH( .  Thus, the same kinetic 
equations as −352 )OH(  were used to fit the transients of 
−
302 )OH( , and the following time 
constants were obtained: τ1 = 150 fs, τ2 = 0.7 ps, τ3 = 13 ps and τ4 = 760 fs.  For n = 15, 
20 and 25, the peak at region I and the rise component at region III are not observed, but 
the PE at region II exhibits bi-exponential decay (Fig. 7.9). The two time constants vary 
with cluster size, and the trends of τ1 and τ2 are shown in the Fig. 7.10. 
 
7.4. Discussion 
 The temporal behaviors observed in the time-dependent photoelectron spectra 
elucidate the sequential relaxation pathways of internal conversion followed by solvent 
rearrangement and evaporation.  Upon 800 nm excitation, most of −n2 )OH( clusters eject 
the excess electron by vertical detachment (step-down offset).  But some fraction of 
−
n2 )OH(  clusters is promoted to the upper electronic state, which is evident in the 
observed fragmentation channel (Fig. 7.2) and the two-photon detachment (Fig 7.5 and 
Fig 7.6).  Therefore, the transients reported here depict the dynamics of these −n2 )OH(  
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clusters in which the excess electron remains bound after laser excitation.   
Based on the energetics associated with the photoelectron spectrum, we assigned 
the region I as the PE originated from the upper electronic state(s), whereas the region II 
and III correspond to the photoelectrons generated from the high and low vibrational 
states of the electronic ground state.36 (Fig. 7.11)  With this picture in mind, the 
instantaneous rise and the fast decay shown in region I are viewed as the vertical 
excitation to the upper electronic state followed by rapid internal conversion to the 
electronic ground state.  The decay time increases upon going from −302 )OH(  to 
−
352 )OH( , but both time constants are comparable to the lifetime of the upper p-states 
measured for the hydrated electron in the bulk water.6,7,10,11  Like typical solvation 
process in condense process1,7,11, the inertial solvent motions (libration) are expected to 
occur prior to the internal conversion, thus 1/τ1 corresponds to the effective rate constant 
for the inertial solvent motion and the internal conversion. (Fig. 7.12) 
The −n2 )OH(  clusters in the high vibrational states decay via two different 
pathways with distinct time constants.  Based on our measured time constants, the fast 
decay (τ2) is attributed to the relaxation by solvent rearrangement (solvation) while the 
slow decay (τ3) is understood by the evaporative dissociation.  It is remarkable that our 
measured solvation time (τ2) coincide with the typical time scale (~ 1 ps) of the solvation 
process by the diffusive rotation and translation of solvent exhibited in bulk systems.1,2 
As shown in Fig 7.9, the amplitude of the slow decay component (τ3) increases 
with cluster size and shows a correlation with the fragment ion intensity detected in our 
mass spectrometer (Fig. 7.2), which is consistent with our decay mechanism by 
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evaporative dissociation.  In addition, only up to three water molecules are removed 
upon 800 nm excitation, which is an indicative of pre-dissociation type evaporation.37,38  
If a repulsive-type bond rupture occurs in the cluster anions, small size fragment anions is 
likely to be generated by removing many solvent molecules.38 
 Transient behavior at the region III shows depletion at time zero followed by 
partial recovery of the ground state −n2 )OH( , and the difference in the offset corresponds 
to the photodetached electrons.  The recovery time (τ4) is very close to the fast decay 
(τ2) of the high vibrational states, and we did not observe any slow rise component 
comparable to τ3.  These experimental findings are consistent with our dynamic picture 
that the fast decay (τ2) is due to solvation, while slow decay (τ3) depicts the evaporation 
of water molecules.  
For small clusters (n = 15, 20 and 25), photodetachment process dominates, and 
the transition to the bound electronic state is less favored, which accounts for the small 
amplitude of the decay component (region II) and the absence of the peak (region I) and 
the rise component (region III).  Both τ2 and τ3 increase more or less with increasing 
cluster size, and this increasing progression can be explained as follow:  In regards to τ2, 
it takes longer to rearrange more water molecules along the solvent coordinate.  The 
time scale of τ3 implies that intramolecular vibrational-energy redistribution will take 
place prior to evaporative dissociation hence the rate will be dictated by the density of 
states of the reactants (statistical limit).35,38 
 
7.5. Conclusion 
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 In this work, we have presented the spectroscopic and kinetic data observed in 
the hydrated electron clusters, which displays the similar solvation dynamics to the 
hydrated electron in the bulk water.  From the energy and time resolved photoelectron 
spectrum, the ultrafast processes occurring in the upper electronic states and the ground 
state were distinguished.  With size-selecting capability, we also observed that the rates 
of solvation and evaporation decreases with increasing cluster size.  Our experimental 
findings encourages the idea that understandings of mesoscopic properties will provide 
the molecular-level description of solvation phenomena exhibited in various condense-
phase systems. 
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Figure Captions 
 
Figure 7.1 
Mass spectrum of −n2 )OH(  generated by the ion source.   
 
Figure 7.2 
Fragment ion mass spectra of −n2 )OH( , n = 15, 20, 25, 30 and 35 recorded by the linear 
reflectron mass spectrometer.  The positive and negative going peaks correspond to 
fragment-ion generation and parent-ion depletion, respectively.  The negative intensity 
of −−1n2 )OH(  and 
−
−2n2 )OH(  is due to the depletion of metastable species.     
 
Figure 7.3 
Photoelectron (PE) spectra of −n2 )OH( , n = 15, 20, 25, 30 and 35 obtained by irradiating 
400 nm light.  
 
Figure 7.4 
Photoelectron spectra of −n2 )OH( , n = 15, 20, 25, 30 and 35 obtained by irradiating 400 
nm light 800 nm.  The spectra in red are the twenty times enlarged spectra.  
 
Figure 7.5 
Overlays of 400 and 800 nm PE spectra illustrating the displacement between the 400 nm 
and two-photon 800 nm signals.  The two-photon signal in 800 nm spectra are 
normalized with respect to the peak of 400 nm spectra.  
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Figure 7.6 
Time-dependent photoelectron (PE) spectra at several time delays.  The integrated 
regions of the PE intensity are marked by roman numbers. (see text for details)  The 
yellow arrow indicated the 800-400 nm signal.  The decay and rise trends observed in 
region II and III are illustrated by red and blue planes.   
 
Figure 7.7 
Femtosecond transients of −302 )OH(  obtained by integrating three different regions of 
photoelectron spectrum as a function of pump-probe delay.  The insets are the PE 
spectrum of the probe only signal (400 nm), and the yellow rectangles indicate the 
integrated region.  The inset in the top panel includes the pump-probe signal (red) at 
time zero to display the PE profile at region I.   
 
Figure 7.8 
Femtosecond transients of −352 )OH(  obtained by integrating three different regions of 
photoelectron spectrum.  The insets are the PE spectrum of the probe only signal (400 
nm), and the yellow rectangles indicate the integrated region.  The inset in the top panel 
includes the pump-probe signal (red) at time zero to display the PE profile at region I. 
 
Figure 7.9 
Femtosecond transients of −n2 )OH( , n = 15, 20, 25, 30 and 35 obtained by integrating the 
photoelectron signals at region II.  The fast (τ2) and slow (τ3) time constants are shown 
in left and right panels, respectively.  
 
Figure 7.10 
Plots of τ2 (fast decay) and τ3 (slow decay) vs. number of water molecules, n.   
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Figure 7.11 
Energy diagram illustrating the origin of the photoelectrons.  The left panel is the PE 
spectrum at 400 nm while the right hand side spectrum is the difference spectrum 
obtained by subtracting pump-probe signal at 100 ps from the pump-probe signal at 0 ps.  
The upward arrows indicate the probe pulse energy and the downward arrows correspond 
to the kinetic energy of the detached electron (eKE).  The shaded boxes centered at the 
tip of the arrows illustrate the band width of the photoelectron profiles.   
 
Figure 7.12 
Schematic representation of potential energy surfaces along the solvation coordinate.  
The curves (solid line) in left hand side correspond to the potential energy surfaces along 
the solvation coordinate while the curve (dotted line) at right represents the potential 
energy along the internuclear distance between the hydrated electron and a water 
molecule.  The upward arrow represents the excitation by pump pulse and the relaxation 
and dissociation pathways are depicted by the color-labeled arrows with the 
corresponding time constants: yellow arrows - inertial motion (libration) of water 
molecules and internal conversion; blue arrow - evaporative dissociation; green arrow - 
solvent rearrangement.        
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The Transition State of Thermal Organic 
Reactions: Direct Observation in Real-Time 
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8.1 Introduction 
The motion of atoms during chemical reactions occurs on the femtosecond time 
scale, and only with this resolution can the transition state be frozen in time.  Numerous 
examples of femtochemistry studies have been reported for reactions on excited surfaces 
and in all phases of matter (see, e.g. recent refs. 1 and 2).  Combining the femtosecond 
time resolution and negative-ion-beam techniques provides a unique way to study the 
nuclear motions of neutral molecules in the electronic ground state, and this has been 
successful for Ag3 and Ag4.3−7   
Stable (positive electron affinity) negative ions prepared in the gas phase have 
their electronic states lying below the neutral ground state.  Thus, coherent wave packets 
can be launched on this ground state by photodetaching the anion with a femtosecond 
laser pulse.  Because the geometry of the anion and the neutral is different, vertical 
transition results in significant nuclear motions toward the equilibrium geometry of the 
ground state.  This motion can be monitored in real time by using a second femtosecond 
laser pulse, with variable time delay, through ionization and detection with mass 
spectrometry.   
In the present work, we report the femtosecond (fs) time-resolved dynamics of the 
transition state of the reaction of 1,3,5,7-cyclooctatetraene (COT): 
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This reaction of neutral COT on the ground-state potential is not a photochemical one, 
thus the transition state is that of thermal reactions.  For this system a number of 
experimental and theoretical works have shown that neutral COT has a ‘tub-shaped’ (D2d) 
structure in the electronic ground state,8−16 whereas the COT anion has a planar (D4h) 
structure which resembles the geometry of neutral COT at the transition state of the ring 
inversion mode.17-21  From the photoelectron spectrum of COT–, Lineberger and his 
coworkers showed that the vertical transition from COT– can directly access the transition 
state of the ring inversion coordinate in the electronic ground state of neutral COT.20  
In our experiment, the coherent wave packet of the nuclear motion was launched 
from the negative ion using a 405 nm femtosecond pulse (Fig. 8.1).  This negative ion 
was mass-selected, as shown in Figure 8.2, and with this 3.1 eV photon it photodetaches 
the anion to yield the transition state (TS) of the neutral reaction.  The released electron 
carries most of the energy and the wave packet is launched directly at the transition state 
(Fig. 8.1).  We then ionize the neutral COT with two photons of the probe pulse (270 nm), 
with variable time delay, and monitor the temporal evolution of the mass spectrum of 
COT+. 
 
8.2. Experimental  
Cyclooctatetraene anion (COT–) was generated by crossing ~1 keV electron pulse 
with the gas mixture of COT/O2/Ar.  The COT vapor at 25 °C was expanded into a high 
vacuum chamber by flowing through pre-mixed Ar/O2 gas (approximately 95% Ar and 
5% oxygen) at a total backing pressure of 400 psig.  Small amount of O2 was introduced 
in the gas line, which produced more COT– and stabilized the ion intensity.  The ion 
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beam was collimated by a skimmer (1.0 mm hole) and then directed into the field-free 
time-of-flight region by applying -3.0 kV electric pulse to a two-stage accelerator.  In the 
field-free region, ions were separated by their masses, and the anion packet of COT– was 
intercepted with femtosecond laser pulses by adjusting the switching time of the ion 
accelerator with respect to the laser arrival time.   
The femtosecond laser pulses (110 fs) at 810 nm and 820 nm were generated from 
a Ti:Sapphire oscillator, and amplified by the regenerative and the two-stage multi-pass 
amplifiers.  The IR fundamental was split (50:50) and one of the beams was frequency 
doubled.  The other beam was converted to the third harmonic by sequential doubling and 
sum-frequency mixing.  The second harmonic (405 nm or 410 nm) was used as the pump 
pulse to photodetach COT–, and the third harmonic (270 nm or 273 nm) was used as the 
probe pulse to ionize the nascent neutral COT by two-photon absorption.  Positive ions 
generated in the laser interaction region were collected by the reflectron mass 
spectrometer, and the detached electron was analyzed by the magnetic-bottle PE 
spectrometer.  Time-dependent transient was obtained by integrating the COT+ ion peak 
as a function of the delay time between the pump and probe pulses (cross correlation 300 
fs). 
Ab initio calculations for the potential energy along the reactive coordinate (RI1) 
were made using the Gaussian 98 program at the B3LYP/cc-pVTZ level of theory.22  
Wave packet motions were calculated by numerically solving the Schrödinger equation. 
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8.3. Results 
Figure 8.2A shows the mass spectrum of negative ions generated from the anion 
source.  The relative mixing ratio of O2 gas was crucial for generating stable COT– ion 
beam.  Addition of small amount of oxygen increased the COT– ion intensity, but mixing 
too much oxygen decreased COT– and generated predominant oxygen anion clusters. The 
enhancement of COT– in the presence of oxygen gas can be explained by the electron 
transfer reaction from O2– to COT.23  Mass spectrum with higher resolution obtained by 
the reflectron time-of-flight mass spectrometer is shown as inset, and the mass peak at 
105 a.u. corresponds to C8H8– with one 13C isotope.  No negatively charged metastable 
species was detected with the reflectron mass spectrometer, and photodissociation did no 
occur upon irradiation of pump and probe pulses.   
Figure 8.2B shows the photoelectron spectrum of COT– obtained at 405 nm.  Our 
photoelectron spectrum is quite different from the spectrum reported by Lineberger 
group.20 The onset of the spectrum is shifted toward lower electron binding energy and 
large intensity of the hot band below 1.1 eV is observed, which indicates there were 
significant amount of vibrationally hot COT– in the ion beam.  Therefore, the different 
spectral features appeared in our photoelectron spectrum such as broad peak width and 
discrepancy in peak positions are mainly due to the convolution of the photoelectron 
signals from the vibrationally excited COT–.24  In addition, the broad spectral band width 
of the fs laser pulse and Doppler broadening in our photoelectron spectrometer lower the 
resolution of the photoelectron spectrum.   
Based on the photoelectron spectrum of Lineberger group, the broad band profile 
below 1.5 eV is assigned to the transition to the electronic ground state (1A1g) of the 
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neutral D4h COT, whereas the profile above 1.5 eV is assigned to the transition to the 
triplet state (3A2u) of D8h COT.  The new peaks at 1.0 eV and 1.5 eV were possibly 
originated from the v” = 1 state of COT– in the bond shifting mode.25  The intense band 
above 1.1 eV is attributed to the formation of vibrationally hot neutral COT generated by 
the transition from the vibrationally excited state of COT–.  The photoelectron profile 
above 1.5 eV could be the extension of the ground state manifold; however, the higher 
vibrational state is not likely populated due to small Frank-Condon factors.  
Figure 8.3A shows the positive ion mass spectrum obtained by illuminating COT– 
with both pump and probe pulses at 160 fs time delay (maximum).  Beside the 
predominant ion peak of C8H8+, significant amount of fragment cations were detected.  
Since no metastable anion was presented in the ion beam and no fragment anion was 
generated by light, the fragment cations were generated from the subsequent dissociation 
of the parent COT+ ion.26  The intensity profile of the C8Hn+ (n = 6 – 8) and C6Hm+ (m = 1 
– 6) is similar to the mass spectrum reported by other groups26, but fragments smaller 
than C6H1 were not observed in our spectrometer.   
 As shown in Figure 8.1, two-photon absorption of probe pulse (9.1 ~ 9.2 eV) 
exceeds the sum of the adiabatic electron affinity (0.6 eV)23,28,29 and the ionization 
potential (8.0 eV)30,31 of COT.  Thus it is energetically possible to generate the COT+ 
cation directly from the COT– anion by two-photon absorption of the probe pulse only.   
However, we observed the enhancement in the positive ion intensity when both pump and 
probe pulses were illuminated at positive time delays in which more neutral COT was 
generated by pump pulse.  Since the total photon energy of one-photon of the pump and 
one-photon of the probe is not sufficient to generate COT+ directly from COT–, the 
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enhancement of COT+ by pump pulse implies that two-photon ionization of the neutral 
COT is more favored than removal of two electron from COT–.  
Figure 8.3B is the time-dependent mass spectra of positive ions (I – It<0) obtained 
at three different time delays (0, 160 fs and 5.6 ps), which displays the increment of the 
positive ion signals compared to the ion signals at the negative time delay (-1 ps).  The 
positive ion mass spectrum at -1 ps is similar to the mass spectrum generated by the 
probe pulse only, except that the ion intensity of COT+ was slightly reduced while the 
intensity of C8H7+ was increased.  However, the difference was very small and no 
discernable change was observed for the smaller fragments.  The intensity change in the 
two species implies that C8H7+ is generated from the subsequent dissociation of the 
parent COT+ by the pump pulse.  Hence, it might be expected that more fragment cation 
is generated at a negative time delay than at a positive time delay.  However, as 
illustrated in Fig. 8.3B, ion intensity of the fragments as well as the parent COT+ were 
increased at the positive time delays.  Therefore, enhancement of COT+ signal at positive 
time delay is due to the generation of nascent neutral COT rather than the depletion of 
COT+ by pump pulse.     
In order to follow the temporal evolution, we recorded many such transients and 
the behavior is shown in Fig. 8.4 for gating at the mass of COT+.  The observed transient 
exhibits two characteristics: (i) positive signal offset (shown by a thin line) and (ii) an 
apparent damped oscillatory behavior.  The positive offset is understood because the 
detachment of electron from COT– yields both the singlet and triplet states of COT, as 
evident in the PE spectrum.  The offset is flat in our 12 ps scan (not shown), which is 
consistent with a long-lived triplet state (~100 µs).32  
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The oscillatory behavior is reminiscent of the transient behavior observed in this 
group for the photoisomerization reaction of cis-stilbene.33   The transient fit shown in 
Fig. 8.4 was obtained using the following molecular response function with proper 
convolution: 
 
]})(cos[{)exp()( ttbattM ⋅⋅+⋅⋅−= ωγ     (1) 
 
where γ is the decay rate and a, b are constants.  The time dependent frequency is 
)/(2)( 0 tkTt ⋅+= πω  , where T0 is the initial period and k gives its change (dispersion) 
with time. From the fit we obtained γ-1 = 750 fs, a/b = 2.6, T0 = 750 fs and k = 0.5.  The 
residual sinusoidal component (a = 0) is shown in the bottom panel of Fig. 8.4. 
 
8.4. Discussion 
The temporal behavior observed in the femtosecond transient of COT+ elucidates 
the nuclear motions on the electronic ground state potential energy surface (PES) of the 
neutral COT.  The photodetachment by the pump pulse (3.1 eV) can reach the low-lying 
triplet state of the neutral COT which is located 1.6 eV above the ground state of COT–.20   
Time evolution of the COT+ signal could be originated from the dynamics occurring on 
this surface.34  However, we think that the triplet state is not responsible for the temporal 
behavior observed in our transient.  If the decay reflects the lifetime of the triplet state, 
COT+ signal should decay exponentially with much longer time.  The lifetime of 100 µs 
was measured for the low lying triplet state of COT in the condense phase32, and the 
triplet state lifetime of the isolated COT is expected to be longer.   
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The neutral COT can undergo thermal reactions in the electronic ground state, 
which isomerizes COT to two different bi-cyclic molecules.15,35,36  However, our time-
dependent signal is not originated from the population decay of COT via the 
isomerization pathways because of the following reason:  Although photodetachment of 
COT– can produce vibrationally hot neutral COT, the internal energy of the nascent COT 
is not sufficient to overcome reaction barriers for the thermal isomerization processes.  
From our photoelectron spectrum, we estimated that the internal energy of the nascent 
COT can be as large as 0.9 eV, but the barrier height for the thermal isomerization 
processes are higher than 1.2 eV.  Therefore, the femtosecond dynamics shown in the 
transient is related to the nuclear motion at the transition state of the ring inversion.  
In a simplified picture, the energy landscape of the electronic ground state can be 
reduced to the one-dimensional potential energy surface of the ring inversion, and the 
nuclear motion of COT can be represented by a coherent wave packet on this surface. 
(Fig. 8.1)  Upon photodetachment of COT– by a femtosecond pulse, a coherent wave 
packet is launched near the transition state of the ring inversion, since the nuclei in the 
COT molecule were frozen in time during the photodetachment of an electron.  
Subsequently, the wave packet will move toward the equilibrium geometry (D2d) of COT 
and then bounce back and forth along the ring inversion mode.  
Recurring feature, however, was not observed in our transient, which is possibly 
due to the fast ring inversion motion.  From the imaginary frequency (90i cm-1) of the 
transition state20, the round trip period is estimated to be about 300 fs, which is in the 
range of our time resolution.  In addition, the transitions from the vibrationally excited 
states of COT– can make the recurring feature less pronounced.  As shown in our 
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photoelectron spectrum of COT–, significant amount of excited COT– was photodetached 
by light.  Therefore, it is likely that the observed transient is convoluted with multiple 
traces of many wave packet motions. 
The 2.5 ps non-exponential decay is attributed to the wave packet dephasing and 
intramolecular vibrational-energy redistribution (IVR), and the picosecond time scale is 
rationalized by the effective coupling of ring inversion with other vibrational modes. 
Effective dephasing of a coherent wave packet is expected when it passes through the 
transition state of the ring inversion mode, because (1) the potential energy surface near 
the transition state exhibits significant degree of anharmonicity and (2) the spectral band 
width of our pump pulse is quite broad (~200 cm-1).  At longer time, kinetic energy of the 
wave packet will dissipate to other modes via IVR, and the wave packet will relax to the 
global minimum (D2d) of COT.   
In particular, the bond shifting mode (i.e. alternating bond mode between the 
single and double bond) is important in our study since the geometries of COT– and the 
COT at the transition state of the ring inversion are different in the bond length ratio of 
the single to the double bonds.19 Based on our normal mode analysis, the vertical 
detachment will induce the nuclear motion along the bond shifting coordinate as well as 
the ring inversion mode, while the rest of modes will not be actuated.  Moreover, the ring 
inversion and bond shifting modes are not fully decoupled, thus wave packet motion on 
the two-dimensional PES will be considered hereafter. 
In order to elucidate the observed temporal behavior, we carried out both classical 
and quantum mechanical wave packet trajectory calculations on the two-dimensional 
potential energy surface (2D-PES) of the ring inversion (RI) and the bond shifting (BS) 
 
Chapter 8  321 
 
 
modes.  The 2D-PES was constructed by adding the two one-dimensional potentials (RI 
and BS) and introducing a coupling term which represents the barrier separating the two 
D2d isomers across the BS coordinate. (Figure 8.5)  The analytical functions describing 
the one-dimensional curves were obtained by incorporating the experimental values for 
the barrier heights and the DFT calculations.  The coupling term is required since the 
auto-isomerization of tub-shaped COT (D2d) across the BS coordinate requires severe 
nuclear rearrangement.37,38  
In the classical trajectory calculation, the molecular dynamics was followed by 
placing a particle on the 2D-PES described above.  Many trajectories were simulated by 
varying the initial position of the wave packet.  The trajectory and the round trip period 
were varied with the initial RI coordinate (RI0).  When the wave packet is placed exactly 
at the D4h geometry (RI0 = 0), wave packet stays at the saddle point region and oscillates 
along the BS mode only.    When the initial RI coordinate is slightly off- centered, the 
wave packet moves along the RI.  The round trip period becomes shorter at larger RI 
since the wave packet gets accelerated by the steeper gradient at larger RI0.   However, 
within the RI range between 0.01° and 5°, which corresponds to the FWHM of the initial 
wave packet width, the simulation showed similar trajectories with the RI period of 300 ~ 
500 fs.   
For more rigorous calculation of the wave packet trajectories, we solved the time-
dependent Schrödinger equation: 
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2
22
2
22
22
hhh ,   (eq. 2) 
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where RIm  and BSm denote the reduced masses corresponding to the nuclear coordinates 
of the ring inversion ( RIQ ) and the bond shifting ( BSQ ), and V is the two-dimensional 
potential energy surface described above.  The initial wave packetΨ was constructed by 
the product ( BSRI Ψ⊗Ψ=Ψ ) of RIΨ  and BSΨ which represent the nuclear wavefunctions 
of COT– for the RI and BS modes.  The time-dependent Schrödinger equation was solved 
numerically, using the Crank-Nicolson finite-difference method and the Douglas-Gunn 
alternating direction implicit (ADI) algorithm39:  
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where ∆ means the finite difference of a quantity,  nΨ  represents the probability 
amplitude at tnt ∆⋅= , and 2δ  is the finite-difference operator defined as 
11
2 2 −+ +−= nnn ffffδ .    
In the quantum mechanical calculation (Fig. 8.6), we observed that the initial 
wave packet motion begins along the BS coordinate with high-frequency oscillation, and 
the oscillation stays in the saddle point region for about 50 fs.  It is inferred from the 
photoelectron spectrum of COT– that the saddle point region along the RI coordinate is 
relatively flat.20  Hence, the force exerted along this mode is weak, and it may take some 
time to gain enough momentum to leave the flat surface.  Therefore, the broad peak 
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observed in our transient can be due to the delayed motion of a wave packet departing 
from the saddle point.   
Ultrafast dephasing and rephasing of a wave packet was observed in the quantum 
mechanical trajectory calculation, and the first cycle of the dephasing-rephasing is 
presented in Figure 8.6.  The wave packet becomes diffused throughout the potential 
energy surface in 100 fs, and then it regain its shape but with smaller amplitude, as it 
returns to the starting position. (320 fs)  The dephasing becomes more pronounced after 
the second round trip (0.8 ps), but then rephasing of the wave packet occurs in the third 
round trip (1.1 ps).  Unlike classical trajectory calculation, wave packet can propagate 
more pervasively by tunneling, and small barrier height across the BS mode (3 ~ 4 
kcal/mol) permits effective tunneling through the D8h transition state.8,37  Our quantum 
mechanical trajectory calculation shows that almost entire wave packet crosses the barrier 
in less than 100 fs. (not shown)  
The dephasing-rephasing cycle recurs but with random variation of amplitude and 
period.  To illustrate this point, we simulated a femtosecond transient by opening the 
probe window at the transition state of RI (upper panel in Figure 8.7).  The 20 fs beat and 
the recurring envelope with ~ 350 fs interval correspond to the high frequency oscillation 
along the BS mode and the motion along the RI coordinate, respectively.  Within 5 ps 
range, an exact repeating pattern was not observed, and the intensity does not come back 
to the original amplitude.  The simulated transient exhibits a tendency of damping and 
broadening of the recurring envelope.  However, the damping rate seems much slower 
compared to the observed transient (2.5 ps), which can be rationalized by ultrafast 
dephasing and subsequent IVR.   
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Quantum trajectory calculations were carried out for the wave packets prepared 
from the vibrationally excited states of COT– (v” = 1, 2 for the RI mode and v” = 1 for 
the BS mode).  Similar trends of damping and broadening were observed, but the 
rephasing periods were quite different. (Fig. 8.8) As discussed before, the convolution of 
these traces made the recurring feature less pronounced.  In addition, several transients 
were obtained by changing the window position and size, and the trend of damping and 
broadening of the recurring feature was observed regardless of the position and the size 
of the probe window.   
One more consideration must be addressed.  Incorporating the BS mode provides 
more accurate description of the dynamical process of COT.  For instance, the damping 
of the recurring feature was not observed in the trajectory calculation using one-
dimensional potential energy curve, in which RI serves as the only reaction coordinate. 
The shortcoming of the one-dimensional picture has been recognized in this group, and 
extensive theoretical works have been elaborated on this subject. 40-42 
 On a two-dimensional surface which includes both the reaction coordinate (Ring 
Inversion, RI1) and a second coordinate whose frequency is close to that of another ring 
inversion (RI2, ~200 cm-1), we obtained the snap shots shown in Fig. 8.10; the RI1 and 
RI2 coordinates correspond to the flipping motions along the single and double bonds, 
respectively (Fig. 8.9).  From these quantum calculations we plotted the probability as a 
function of time, with the detection window located at the TS launching position.  We 
can see that the prominent wave packet period is now in agreement with experiment (775 
fs).  However, we must account for the selectivity imposed on the window of detection 
along the harmonic transverse mode (RI2).  This asymmetry of detection can be 
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rationalized by considering the multiple transition states shown in Fig. 8.10.  COT, 
through bond shifting (BS, ~1700 cm-1), can acquire a D8h TS which is located only 4 
kcal/mol from the D4h geometry.19  As shown in Fig. 8.10, this ultrafast interconversion 
can induce such asymmetry.  The two lowest-frequency normal modes (degenerate E2u) 
at the D8h geometry are linear combination of the first (reactive coordinate) and the 
second ring inversion modes, which suggests that Duschinsky rotation plays an important 
role, especially at the transition-state of the reactive coordinate.37 
 
8.5. Conclusion 
In conclusion, we have demonstrated real-time probing of the transition-state 
dynamics of cyclooctatetraene in the electronic ground state.  This transition state is 
unique in its definition for thermal reactions, and here it was directly accessed by 
detachment of the electron from the planar COT– anion.  The motion in the 
multidimensional nuclear space was monitored by ionization/mass spectrometry of 
neutral COT reaction. The oscillatory feature observed in the transients reflects 
trajectories of motion along the reaction coordinate, the ring inversion motion.  With the 
aid of quantum calculations, we examined the nature of the modes involved and the 
energy landscape.  These experiments should now be possible for applications to other 
ground-state thermal reactions with their transition states resolved in real time.  
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Figure Captions 
 
Figure 8.1 
Schematic illustration of the experiment, with calculated potential energies for COT–, 
COT and COT+ as a function of the bending angle (α).  The electron detachment by the 
pump pulse and ionization by the probe pulse are indicated by upward arrows.  The initial 
wave packet prepared by the pump pulse is indicated by a Gaussian profile at the 
transition state of the ring inversion mode. 
 
Figure 8.2 
(A) Mass spectrum of negative ions produced by the electron impact source.  Inset: High-
resolution mass spectrum obtained by the linear reflectron mass spectrometer.     
(B) Photoelectron spectrum of COT- generated by irradiating 405 nm fs pulse.  The 
dotted line indicates the onset position (1.1 eV) of the photoelectron spectrum obtained 
by Lineberger group. 
 
 
Figure 8.3 
 (A) Positive ion mass spectrum generated by intercepting COT– with the pump and 
probe pulses at 160 fs.   
(B) Time-dependent mass spectra of the positive ions obtained at three different delay 
times (0, 160 fs and 5.6 ps), which displays the increment of the positive ion signals with 
respect to the reference at -1 ps [I(t) – It<0].  With the pump and probe pulses we always 
observe enhancement of fragment cations as well as the parent COT+ at all positive delay 
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times.  Thus, the enhanced COT+ signal is due to generating neutral COT by the pump 
pulse at positive delay, rather than depleting the background COT+ at negative delay.  If 
COT+ is dissociated by the pump pulse at negative delay, the fragment ion signal should 
appear as a dip in the difference spectrum.  Note that the peak for COT+ first increases 
and then decreases with time. 
 
Figure 8.4 
Femtosecond transients of COT+ generated by the pump-probe scheme described in Fig 
8.1.  The measured transient is shown together with the theoretical fit of the indicated 
equation.  The oscillatory feature (a = 0) is illustrated in the bottom panel (see text for 
detail).  As noted in the figure, there is a small contribution at negative time because of 
the reverse “probe-pump” signal.  This is clear in our analysis because the initial peak is a 
factor of two broader than our cross correlation.  
 
Figure 8.5 
Potential contours of the ring inversion (RI1) and bond shift (BS) coordinates. The 
geometries of the COT isomers corresponding to the energy landscape are indicated.  
 
Figure 8.6 
Quantum mechanical calculation of the wave packet propagation, which is prepared from 
the v” = 0 state of COT–.  (See text for details.)  The iteration was carried out using the 
time interval, ∆t = 0.1 fs in order to prevent the accumulation of error. The 15 frames 
represent the wave packet evolution in the first picosecond, which illustrates the 
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dephasing and rephasing of the wave packet.  Note that the initial wave packet prepared 
on the 2D-PES has a small dip since potential energy curve of COT– is a double-well 
along the BS mode. 
 
Figure 8.7 
Simulated transient of the wave packet motion prepared from the v” = 0 state of COT–.  
Three different time-dependent plots were generated by locating the probe window (i.e. 
integrating the wavefunction probability) at (i) at D4h, (ii) at D4h with larger window and 
(iii) turning point. 
 
Figure 8.8 
(A) The simulated transients of the wave packet motion prepared from the vibrationally 
excited state of COT– (v” = 1 and 2 for the RI mode and v” = 1 for the BS mode) with 
three different probe windows: (i) at D4h, (ii) at D4h with larger window, and (iii) turning.  
(B) The convoluted transients with different probe windows.  The relative contribution of 
the excited states was determined by assuming the population of the COT– follows the 
Boltzmann distribution at 500 K. 
 
Figure 8.9 
Top: Representation of the two coordinates of ring inversion.  Middle: Two-dimensional 
representation of the electronic ground-state potential energy surface along RI1 and RI2.  
The contour is constructed by adding two one-dimensional curves. 
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Figure 8.10 
Snap shots of wave packet evolution on the two-dimensional contour (RI1, RI2).  Note 
that the wave packet returns to the initial position at 775 fs.  The bottom panel shows the 
simulated molecular response function obtained by opening the probe window at the 
initial wave packet position.  
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Appendix C.  
Parallelization Effect in the Magnetic Bottle Photoelectron Spectrometer 
 The gyroscopic motion of the electron in the non-uniform magnetic field can be 
decomposed into two simple motions: circular (spiral) motion induced by the Lorentz 
force and the linear vector orthogonal to the circular motion. 
r
vmBve
2
⊥
⊥ =⋅⋅        (C.1) 
⊥⋅⋅= vrmL         (C.2) 
( )
Be
vm
Be
vmv
Be
vmmL ⋅
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The adiabatic variation of the magnetic field suffices the conservation of angular 
momentum: 
 fi LL =         (C.4) 
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For electrons emitted in solid angle of 2π steradian, iθ ranges from 0 to 90°.  Therefore, 
the maximum angle in the week magnetic field becomes  
i
f
f, B
B1
max sin
−=θ        (C.7) 
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Magnetic Mirror Effect in the Magnetic Bottle Photoelectron Spectrometer 
 For electron that emitted toward the strong magnetic field, electrons bounce back 
toward the weak magnetic field.  Under the adiabatic variation of the magnetic field, the 
following relation holds: 
i
f
if B
B⋅= θθ sinsin        (C.8) 
 
