We consider the problem of screening features in an ultrahigh-dimensional set- 
Introduction
With rapid development of modern technology, various types of high-dimensional data are collected in a variety of areas such as next-generation sequencing and biomedical imaging data in bioinformatics, high-frequency time series data in quantitative finance, and spatialtemporal data in environmental studies. In those types of high-dimensional data, the number of variables p can be much larger than the sample size n, which is referred to the 'large p small n' scenario. To deal with this scenario, a commonly adopted approach is to impose the sparsity assumption that the number of important variables is small relative to p. Based on the sparsity assumption, a variety of regularization procedures have been proposed for high-dimensional regression analysis such as the lasso (Tibshirani, 1996) , the smoothly clipped absolute deviation method (Fan and Li, 2001) , and elastic net (Zou and Hastie, 2005) . All these methods work when p is moderate. However, when applied to analyze ultrahigh-dimensional data, their performances will deteriorate in terms of computational expediency, statistical accuracy and algorithmic stability (Fan et al., 2009) . To address the challenges of ultrahigh dimensionality, a number of marginal screening procedures have been proposed under different model assumptions. They all share the same goal that is to reduce dimensionality from ultrahigh to high while retaining all truly important variables.
When a screening procedure achieves this goal, it is said to have the sure screening property in the literature. Fan and Lv (2008) proposed to use Pearson correlation for feature screening and showed that the resulting procedure possesses the sure screening property under the linear model assumption. They refer to the procedure as the Sure Independence Screening (SIS) procedure. Fan and Song (2010) extended SIS from linear models to generalized linear models by using maximum marginal likelihood values. Fan et al. (2011) developed a Nonparameteric Independence Screening (NIS) procedure and proved that NIS has the sure screening property under the additive model. Li et al. (2012) proposed to use distance correlation to rank the predictor variables, and showed that the resulting procedure, denoted as DC-SIS, has the sure screening property without imposing any specific model assumption. Compared with the other screening procedures discussed previously, DC-SIS is thus model-free.
Distance correlation was introduced in Szekely et al. (2007) , which uses joint and marginal characteristic functions to measure the dependence between two random variables.
From the review above, it is clear that the standard approach to developing a valid screening procedure consists of two steps. First, a proper dependence measure between the response and predictor variables needs to be defined and further used to rank-order all the predictor variables; and second, the sure screening property needs to be established for the screening procedure based on the dependence measure. The screening methods discussed in the previous paragraph differ from each other in these two steps. For example, SIS uses Pearson correlation as the dependence measure and possesses the sure screening property under linear models, whereas NIS uses the goodness of fit measure of the nonparametric regression between the response and predictor variable as the dependence measure and possesses the sure screening property under additive models.
For the purpose of screening in an ultrahigh dimensional setting, we argue that an effective screening procedure should employ a sensitive dependence measure and satisfy the sure screening requirement without model specifications. The goal of screening is not to precisely select the true predictors, instead, it is to reduce the number of predictor variables from ultrahigh to high while retaining the true predictor variables. Therefore, false positives or selections can be tolerated to a large degree, and sensitive dependence measures are more preferred than insensitive measures. In ultrahigh dimensional data, there usually does not exist information about the relationship between the response and predictor variables, and it is extremely difficult to explore the possible relationship due to the presence of a large number of predictors. Therefore, model assumptions should be avoided as much as possible in ultrahigh dimensional screening, and we should prefer screening procedures that possess the sure screening property without model specifications. In other words, model-free sure screening procedures are more preferable. Among the existing screening procedures discussed previously, only DC-SIS does not require restrictive model assumption and therefore is model-free. However, the distance correlation measure used by DC-SIS may not be sensitive especially when sample size is small, because empirical characteristic functions are employed to estimate distance correlations.
A more sensitive dependence measure between the response and a predictor variable is maximum correlation, which was originally proposed by Gebelein (1941) and studied by Rényi (1959) as a general dependence measure between two random variables. Rényi (1959) gave a list of seven fundamental properties a reasonable dependence measure must have, and maximum correlation is one of a few measures that satisfy this requirement. The definition and estimation of maximum correlation involve maximizations over functions (see Section 2.1), and thus it is fairly sensitive even when sample size is small. Recently, there have been some revived interests in using maximum correlation as a proper dependence measure in high-dimensional data analysis (Bickel and Xu, 2009; Hall and Miller, 2011; Reshef et al., 2011; Speed, 2011) .
In this paper, we propose to use maximum correlation as a dependence measure for ultrahigh dimensional screening, and prove that the resulting procedure has the sure screening property without imposing model specifications (see Theorem 1 in Section 2.4). We adopt the B-spline functions-based estimation method (Burman, 1991) to estimate maximum correlation. We refer to our proposed procedure as the maximum correlation-based sure independence screening procedure, or in short, the MC-SIS procedure. Numerical results show that MC-SIS is competitive to other existing model-based screening procedures, and is more sensitive and robust than DC-SIS when sample size is small or the distributions of the predictor variables have heavy tails.
The rest of the paper is organized as follows. In Section 2, we introduce maximum correlation and the B-spline functions-based method for estimating maximum correlation, propose the MC-SIS procedure, and establish the sure screening property for MC-SIS. Section 3 presents results from simulation study and a real life screening application. Section 4 concludes the paper with additional remarks and future research. The proof of the main theorem is given in the Appendix section.
Independence Screening via Maximum Correlation

Maximum correlation and optimal transformation
Let Y denote the response variable and X = (X 1 , . . . , X p ) be the vector of predictor variables. We assume the supports of Y and X j (j = 1, . . . , p) are compact, and they are further assumed to be [0,1] without loss of generality. For any given j, consider a pair of random variables (X j , Y ). The maximum correlation coefficient between X j and Y , denoted as ρ * j , is defined as follows.
where ρ is the Pearson correlation, and θ and φ are Borel-measurable functions of Y and X j . We further denote θ * j and φ * j as optimal transformations that attain the maximum correlation.
Maximum correlation coefficient enjoys the following properties (Rényi, 1959) : (a) Rényi (1959) established the existence of maximum correlation under certain sufficient conditions, and a different set of sufficient conditions are given in Breiman and Friedman (1985) . Breiman and Friedman (1985) also showed that optimal transformations θ * j and φ * j can be obtained via the following minimization problem.
Here, P denotes the joint distribution of (X j ,Y ) and L 2 (P ) is the class of square integrable functions under the measure P. Let e * 2 j be the minimum of e 2 j . Breiman and Friedman (1985) derived two critical connections between e * 2 j , squared maximum correlation ρ * 2 j , and optimal transformation φ * j , which we state as Fact 0 below.
Fact 0 suggests that the minimization problem (2) is equivalent to the optimization problem (1). Furthermore, the squared maximum correlation coefficient is equal to the expectation of the squared optimal transformation φ * j .
Various algorithms have been proposed in the literature to compute maximum corre-lation, including Alternating Conditional Expectations (ACE) in Breiman and Friedman (1985) , B-spline approximation in Burman (1991) , and polynomial approximation in Bickel and Xu (2009) and Hall and Miller (2011) . Equation (3b) indicates that maximum correlation coefficient ρ * j can be calculated through the optimal transformation φ * j . In this paper, we apply Burman's approach to first estimate φ * j , and then estimate ρ * j , which will be further used in screening.
B-spline estimation of optimal transformations
Let S n be the space of polynomial splines of degree ℓ ≥ 1 and {B jm , m = 1, . . . , d n } denote a normalized B-spline basis with ||B jm || sup ≤ 1, where ||·|| sup is the sup-norm. We
T denotes the vector of d n basis functions. Additionally, we let k be the number of knots where k = d n − ℓ. The population version of B-spline approximation to the minimization problem (2) can be written as follows.
Burman (1991) applied a technique to remove the first constraint E{θ nj (Y )} = E{φ nj (X j )} = 0 in the optimization problem above as follows. First, let z 1 , . . . , z dn−1 
With this construction, it is easy to verify that E{φ nj (X j )} = 0, Burman (1991) showed the equivalence between the optimization problem (4) and the one stated below.
For fixed θ nj (Y ) (i.e. fixed α j ), the minimizer of (5) with respect to φ nj (X j ) is
By plugging φ nj (X j ) back in (5), we obtain the following maximization problem,
Following the notation in Burman (1991) , we denote
It is clear that (6) is a generalized eigenvalue problem, which can be solved by the largest eigenvalue and its corresponding eigenvector of A
j00 . We denote the largest eigenvalue by λ * j1 , which is equal to ||A
j00 ||, where || · || is the operator norm, and further denote the corresponding eigenvector by α *
the spline approximation to the optimal transformation φ * j defined previously. Note that the target function in (6) is E(φ * 2 nj ), and we also have E(φ * 2
Given the data {Y u } n u=1 and {X uj } n u=1 , we estimate A j00 , A jXX , A jX0 , and A j0X as follows.
Based on the two relationships (i) E(φ * 2
, and the fact that φ * nj is the optimal spline approximation to φ * j , we propose to screen important variables using the magnitudes of λ * j1 for 1 ≤ j ≤ p.
MC-SIS procedure
Let ν n be a pre-specified threshold, and D νn the collection of selected important variables.
Then our proposed screennig procedure can be defined as
Empirically, the threshold value ν n is often set to be n or [n/ log n], where [a] denotes the integer part of a. Since λ * j1 is the estimate of λ * j1 , which is an approximation to the squared maximum correlation coefficient ρ * 2 j , we refer to the procedure as the MC-SIS procedure.
The sure screening property of the procedure will be discussed in next section.
Sure Screening Property
Adopting notations from Li et al. (2012) , we use F (Y |X) to denote the conditional distribution of Y given X and Ψ Y the support for Y , and we define D = {j : F (y|X)
functionally depends on X j }, I = {j : F (y|X) does not functionally depends on X j }. Let X D = {X j : j ∈ D} and X I = {X j : j ∈ I}, which are referred to active set and inactive set, respectively. As discussed in the Introduction, a screening procedure is said to possess the sure screening property if it can retain the active set after screening.
We have established the sure screening property of the MC-SIS procedure under certain conditions. Before stating the theorem, we first list the conditions below.
(C1) If the transformations θ j and φ j with zero means and finite variances satisfy
and
Hilbert spaces of all measurable functions with zero mean, finite variance and usual inner product.
(C3) The optimal transformations {θ *
belong to a class of functions F , whose rth derivative f (r) exists and is Lipschitz of order α 1 , that is,
K|s − t| α 1 for all s, t} for some positive constant K, where r is a nonnegative integer and
(C4) The joint density of Y and X j (j = 1, . . . , p) is bounded and the marginal densities of Y , and X j are bounded away from zero.
(C5) The smallest maximum correlation of active predictors satisfies
(C6) There exist positive constant c 1 and ξ ∈ (0, 1) such that d
for some positive constant C 1 .
Conditions (C1) and (C2) are adopted from Breiman and Friedman (1985) , which ensure that the optimal transformations exist. Conditions (C3) and (C4) are from Burman (1991), but modified for our two-variable scenario. Condition (C5) requires that the maximum correlation between the response and the active predictors cannot be too small. The following lemma shows that the correlations achieved by spline-based transformations are at the same level as the signal of maximum correlation ρ * j .
Lemma 1. Under conditions (C3) -(C6), we have min
Based on condition (C1) -(C6), we establish the sure screening properties for MC-SIS:
n ).
(a) Under conditions (C1) -(C4)
, for any c 2 > 0, there exist positive constants c 3 and
(b) Additionally, if conditions (C5) and (C6) hold, by taking
where s n is the cardinality of D.
From Theorem 1, MC-SIS can handle dimensionality as high as exp{o(n 1−4κ d 
Numerical Results
We illustrate the MC-SIS procedure by studying its performance under different model settings and distributional assumptions of the predictor variables. For all examples, we compare MC-SIS with SIS, NIS, and DC-SIS. As mentioned at the end of Section 2.1, the ACE algorithm in Breiman and Friedman (1985) can also be used to calculate maximum correlation coefficient. Therefore, the ACE algorithm can also be used to perform maximum correlation-based screening, and we refer to the resulting procedure as the ACE-based MC-SIS procedure. We also include the ACE-based MC-SIS procedure in our simulation study.
To avoid confusion, we refer to our proposed procedure as the spline-based MC-SIS procedure in this section. For each example, we set p = 1000 and choose n ∈ {200, 300, 400}.
We use the Minimum Model Size (MMS) required to retain the entire active set and its robust estimate of standard deviation (RSD = IQR/1.34; IQR is interquartile range) as measures of the effectiveness of a screening method. When constructing B-spline basis functions, we consider different combinations of degree (ranging from 1 to 3) and number of knots (ranging form 2 to 5), and place knots at sample quantiles. We only report the best results from the combinations of degree and knows considered in the simulation study. 
where ε k are independent and identically distributed as N (0, 1) for k = 951, . . . , 1000;
and ε ∼ N (0, 3).
where X k are independent and identically distributed as
The first example is from Fan et al. (2011) and the simulation results are presented in Table 1 . Under model (1.a), SIS demonstrates the best performance across all cases, which is expected since SIS is specifically developed for linear models. Under the models ( The eight models considered in this example are non-additive, and the simulation results are presented in Table 2 . Due to the presence of non-additive structures, we notice that SIS and NIS fail in all models, and increasing sample size does not help improve the Table 3 .
Intuitively, the absence of the error terms in the models is expected to help the screening methods, but the use of heavy-tailed distributions for the predictor variables is expected to hinder the methods. The exact performance of a screening method in this example depends on the trade-off between those two changes. Comparing Table 3 with Table 2, we can see that the performances of SIS and NIS have improved, though they are still far from being satisfactory. The performance of DC-SIS has improved in models (3.a) and (3.c), but has much deteriorated in the other models, which indicates that DC-SIS is susceptible to heavy-tailed distributions. In the presence of heavy tails, Condition (C1) in 
Example 4. In this example, we consider a real data set that contains the expression levels of 6319 genes and the expression levels of a G protein-coupled receptor (Ro1) in 30 mice.
The same data set has been analyzed in Hall and Miller (2009) and in Li et al. (2012) using 
DC-SIS. The goal is to identify the most influential genes for Ro1.
We apply SIS, NIS, DC-SIS and ACE-based MC-SIS to select the top two most important genes, separately, and the results are reported in To further compare the performances of the screening procedures, we fit regression models for the response, which is the expression level of Ro1, using the top two genes 
and the optimal transformation model θ * (Y ) = φ * 1 (X 1 ) + φ * 2 (X 2 ) + ε, where θ * , φ * 1 , and φ * 2 are the optimal transformations (Breiman and Friedman, 1985) . For each procedure, all three models are fitted using the top ranked gene as well as using the top ranked two genes, and the resulting adjusted R 2 values are reported in Table 5 . 
Discussion
The performance and results of spline-based MC-SIS depend on the choice of degree and the number of knots for B-splines. Several methods have been proposed for knots selection when B-splines are used for nonparametric regression (Ruppert and Carroll, 2000; Miyata and Shen, 2003) in the literature, and Burman (1991) has investigated the selection of knots when B-splines are used for estimating maximum correlation under the optimal transformation model. How to extend these existing methods and develop novel methods for selecting degree and knots for spline-based MC-SIS will be an important research topic in the near future. Similar to other marginal screening procedures, MC-SIS may fail to identify important predictors when they are marginally independent with the response.
There are two possible approaches to alleviating this drawback. The first approach is to use iterative strategy similar to what has been developed by Fan and Lv (2008) for iterative SIS, and the second is to screen variables in groups rather than individually. We will also investigate these two approaches for MC-SIS in our future research. 
Proofs
Notation
Under conditions (C3) and (C4), the following four facts hold when ℓ ≥ d.
Fact 1.
There exists a positive constant C 1 such that (Burman, 1991 )
Fact 2. There exists a positive constant C 2 such that (? Huang et al., 2010 )
Fact 3. There exist positive constants c 11 , c 12 such that (Burman, 1991; Zhou et al., 1998 )
Fact 4. There exists a positive constant C 3 such that (Burman, 1991; Faouzi et al., 1999 ) 
Proof of Lemma 1
Proof. By Cauchy-Schwarz inequality, we have
Therefore,
Lemma 1 follows from condition (C5) together with E(φ * 2 nj ) = λ * j1 .
Proof of eight basic results
We list and prove eight results (R1) -(R8) which together form the major parts in proving sure screening property of MC-SIS. For the rest of the paper, we use P n to denote the sample average.
R1. With c 11 in Fact 3, we have that,
Proof. ||A
min (A j00 ), result follows by Fact 3.
R2. There exist positive constant c 13 such that
by Fact 2 and Fact 3.
It can be easily shown that, for u ∈ R dn−1 with
R3. For any given constant c 4 , there exists a positive constant c 8 such that
R4. There exist some positive constants c 6 , c 7 such that,
Proof.
we firstly deal with
For any square matrix A and B, ||A + B|| ≤ ||A|| + ||B||. We have ||A|| − ||B|| ≤ ||A − B|| and ||B|| − ||A|| ≤ ||B − A|| Then,
It is easy to verify that,
Since ||B jm (·)|| sup ≤ 1 and using Fact 2, we have
By Bernstein's inequality, for any δ > 0,
} Recalling R2, we have,
, we obtain that for some positive constant c 4 ,
Next we deal with || D j T ||. Using Bernstein's inequality, we obtain that,
Since b jm ≥ C 3 k −1 , by taking δ = C 3 w 1 nd −1 n for w 1 ∈ (0, 1), we have that there exists some positive constant c 5 such that
For u = (u 1 , . . . , u dn−1 ) T ∈ R dn−1 with
Combing (20), (21) and (22), we have that
Combining (19), (23), and
Result in R4 follows by choosing c 6 , c 7 accordingly.
R5. There exist some positive constants c 9 , c 10 such that, for any δ > 0,
Proof. It is easy to derive
Combining (18) and the fact that
we have that,
From (20), (21) and (28), we have that,
Therefore, together with (26), (27), (29) and union bound of probability, we have
Result in R5 can be obtained by adjusting the values of c 9 and c 10 .
R6. For given c 4 and c 5 , there exist positive constants c 15 and c 16 such that,
Proof. Follow the proof in Lemma 5 of Fan et al. (2011) , we have that,
Together with (20) and (21) , we have
which indicates that there exists a positive constant c 14 ,
Due to the facts that
and that
By taking δ = w 2 /c 14 nd
n × c 11 /c 12 in (31) for any w 2 ∈ (0, 1), there exists a positive constant c 15 such that,
By following a similar argument in proving inequality (26) in NIS (Fan et al., 2011) , we have,
Similarly, it is easy to obtain
Due to the fact that λ max (H −1 ) = λ −1
min (H), we have
Together with (32) and (33), we can obtain that 
R7.
For any δ > 0, given positive constant c 4 , there exists a positive constant c 17 such that,
Proof. Using perturbation theory (Katō, 1995) , it is proved (Burman, 1991, Lemma 6.3) that for some c 18 > 0,
whereγ is the minimum of the smallest eigenvalues of A j00 and A j00 .γ is positive by definition. Therefore,
From Fact 3 and R3, we have,
Combining (36a) and (36b) yields
which is,
Additionally, as proved in equation (33) in Fan et al. (2011) , we have large deviation
By (35), (37), (38) and under the union bound of probability, we have that, 
From the similar reasoning in proving (19) and (27), it is easy to obtain that P {||P n {B j (X j )B , λ * j1 − λ * j1 = ||a n T b n T H n b n a n || − ||a T b T Hba|| ≤ ||(a n − a) T b
T n H n b n (a n − a)|| + 2||(a n − a) T b
T n H n b n a|| + ||a T (b T n H n b n − b T Hb)a||
We denote the terms in r.h.s as S 1 , S 2 and S 3 respectively. Furthermore, we let the r.h.s of inequalities (17), (25), (30), (34), (40) as Q 4 , Q 5 , Q 6 , Q 7 , Q 8 .
Note that
By (17), (30), (34), we have that there exist a positive constant c 20 such that,
As to S 2 , S 2 ≤ ||a n − a|| ||b n || 2 ||H n || ||a||
By (14), (17), (30) 
By (25), (30), we have that there exist a positive constant c 22 such that,
As to S 32 , S 32 ≤ ||b n − b|| ||H n || ||b||
By ( n (δ 2 /n 2 + δ/n)} ≤ Q 5 + Q 6
As to S 33 ,
By (15), (40), we have that there exist a positive constant c 24 such that,
Combining (14), (50), (51), (53), (55) (45), (47), (49), (57), we have that due to symmetry,
By properly choosing the value of δ (i.e., taking δ = c 2 (c 22 + c 23 )
−5/2 n n 1−2κ ), we can make ς(d n , δ) = c 2 d n n −2κ , for any c 2 > 0. Then, we have 
The first part of Theorem 1 follows via the union bound of probability.
To prove the second part, we define a event n )} Then the probability bound for the second part of Theorem 1 is attained.
