Any cyclic code over a finite field can be considered as a sum of some non-degenerate irreducible cyclic codes. We use the traditional trace function representation of irreducible cyclic codes to suggest a similar representation to any cyclic code. This representation suggests an indexing for codewords of the cyclic code. Specifically, each codeword is identified by a triplet I A , R A and Q A . The relationship between these triplets was studied for codewords that are cyclic shifts of each other. We introduce a set S(C) whose elements correspond to subsets that each contains all the cyclic shifts of a codeword. As an application to the proposed indexing, we take advantage of the trace function linearity to explore codewords with a specific run-length. Because the run-length is invariant to cyclic shifts, it suffices to explore elements of S(C) that match codewords with a specific run-length. Instead of searching at the code for these codewords, the problem is turned into solving a system of linear equations.
I. INTRODUCTION
The design of algebraic codes found its applications in many disciplines, such as communication systems, data storage systems and data encryption. Although properties such as linearity and cyclicity of a code restrict its construction, these properties enrich the algebraic structure of the code. For example, over the finite field F q of q elements, a cyclic code C with code length n is a principle ideal in the polynomial ring F q [x]/ x n − 1 . Therefore, codewords of a cyclic code can be represented as polynomials of degrees less than n, this is called the polynomial representation. The richness of the algebraic structure of cyclic codes has been exploited in many directions, and efficient encoding/decoding techniques have been investigated over the last decades, see [1] - [7] .
A cyclic code C over F q which is a minimal ideal in F q [x]/ x n −1 is called an irreducible cyclic code. Irreducible cyclic codes constitute an important family of cyclic codes because of some of the advantages they possess. For example, formulas of generalized Hamming weights can be achieved for irreducible cyclic codes using Gauss sums [8] , [9] , and The associate editor coordinating the review of this manuscript and approving it for publication was Zihuai Lin .
q-ary linear codes with good parameters can be constructed from irreducible cyclic codes [10] . Although the polynomial representation applies to codewords of irreducible cyclic codes, an alternative representation using the trace function from F q d to F q is provided in [11] , where d is the multiplicative order of q modulo n. Using the trace function representation, a lot of progress have been made to determine the weight distribution of irreducible cyclic codes (see [12] - [14] and the references therein). The trace function representation shows how each codeword of a non-degenerate irreducible cyclic code can be indexed by a unique element of F q d , see Lemma 1 below. In other words, there is a one-to-one correspondence between the elements of F q d and the codewords of a non-degenerate irreducible cyclic code, and we say that C is indexed by F q d . Traditionally, codewords of a linear code (and, respectively, cyclic codes) over F q are in one-to-one correspondence with vectors of length k (and, respectively, polynomials of degree at most k − 1) over F q , where k is the code dimension. Therefore, codewords of a linear (and, respectively, cyclic) code are indexed by vectors of length k (and, respectively, polynomials of degree at most k − 1). This shows that encoding data to codewords before transferring, storing, or encrypting is a type of indexing for the codewords of the code. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ For any codeword of a code, a run of a certain symbol is a consecutive repetition of this symbol in the codeword. The run-length of a codeword is the maximum length of a run in this codeword. Since we are interested in cyclic codes, we point out that the run of symbols in a codeword is counted cyclically. That is, the run of a symbol that occurs at the end of a codeword continues with the run at the beginning of the codeword if it is for the same symbol. Determining the run-length of codewords of a code is beneficial in some applications:
• In lossless data compression techniques such as run-length coding [15] , it is more efficient to store symbols and their count rather than storing the run of consecutive symbols. In addition, run-length encoding was employed in some cryptographic literature, e.g. [16] , and image compression techniques, e.g. [17] , [18] .
• In some demodulator adaptive systems, it is necessary to determine and reduce the run-length of codewords for the system to function properly [15] , [19] .
• In synthetic DNA data storage systems, the run-length constraint have been dealt with in many recent works, e.g. [20] - [22] , where the run-length of DNA strands is limited to a predefined upper bound.
This paper is divided into two main parts. In the first part, we propose a novel indexing for codewords of cyclic codes. In the second part, this indexing is used to identify the codewords with a specific run-length.
In the first part, we imitate the traditional indexing for codewords of irreducible cyclic codes, where the trace function is utilized. We start by presenting the traditional representation of non-degenerate irreducible cyclic codes over a finite field F q . This representation determines the one-toone correspondence between the codewords of the irreducible cyclic codes and elements of some field extension F q d of F q , see Lemma 1. Hence, elements of F q d can then be used to index codewords of an irreducible cyclic code. In Lemma 2,  we address an answer to the question of how the elements of F q d that correspond to the cyclic shifts of a certain codeword are characterized. Since we aim an analogous indexing for cyclic codes that are not necessarily irreducible, we first suggest a trace function representation for the codewords of these cyclic codes. A cyclic code C over F q of code length n is a principle ideal in the ring F q [x]/ x n − 1 generated by a polynomial g(x) that divides x n − 1. The unique factorization of x n −1 g(x) to irreducible factors m i (x), 1 ≤ i ≤ t, expresses the ideal C as a sum of t minimal ideals C i generated by x n −1 m i (x) . Since the ideals C i are irreducible cyclic codes, the code C is the sum of t irreducible cyclic codes. Codewords of C i are in one-to-one correspondence with elements of some F q d i . Consequently, Lemma 3 demonstrates a one-to-one match between codewords of C and the direct sum ⊕ t i=1 F q d i of t Galois fields. The non-zero elements of F q d i can be represented as powers of a primitive element γ i of F q d i . Thus, elements of ⊕ t i=1 F q d i (and therefore, codewords of C) can be represented using zeros and the primitive elements γ i of F q d i , for 1 ≤ i ≤ t. Three vectors I A , R A and Q A of length at most t are used for indexing all the codewords of C. In fact, we show that each codeword of C is uniquely indexed by (I A , R A , Q A ). In addition, Lemma 5 examines how the indices (I A , R A , Q A ) of codewords are related to the indices of their cyclic shifts. This result is exploited to formulate a reduced set S(C) of indices. Specifically, Theorem 1 shows that each element of the set S(C) corresponds to all cyclic shifts of a single codeword of C.
In the second part, we present an application to the proposed indexing of a cyclic code C. We show how the proposed indexing can be used to identify codewords in C with predefined run-length. Namely, we determine the elements of S(C) that correspond to codewords with run-length, for ≥ 2. A subset S (C) of S(C) is found first, where S (C) contains elements (I A , R A , Q A ) that correspond to codewords of at least run-length. The linearity of the trace function is exploited with some matrix algebra to determine the subset S (C). Specifically, Theorem 2 explicitly determines S (C) by evaluating the kernel ker(M ) of some matrix M over
. Therefore, the problem of determining the subset S (C) is reduced to solving a linear system of homogeneous equations over F q in t i=1 d i unknowns. Once the subset S (C) is determined, the set difference S (C) \ S +1 (C) represents the elements (I A , R A , Q A ) corresponding to codewords with precisely run-length.
The rest of this paper is organized as follows. In Section II, we present the proposed indexing of cyclic codes. Section III applies the novel indexing to explore codewords with a specific run-length. Section IV illustrates the definitions, lemmas, and theorems of previous sections through a numerical example. Finally, we conclude this work in Section V.
II. CYCLIC CODES INDEXING A. DEGENERATE AND NON-DEGENERATE IRREDUCIBLE CYCLIC CODES
We denote the finite field of q elements by F q . Let C be a cyclic code over F q of code length n coprime to q. Classically, codewords of C are represented as polynomials in the principle ideal ring
, and C contains q n−deg(g(x)) codewords. Since F q [x] is a unique factorization domain, then x n −1 is uniquely factored to a product of monic irreducible polynomials m i (x), i.e., x n −1 = i m i (x). In addition, the polynomials m i (x) are pairwise coprime whenever n is coprime to q.
An irreducible cyclic code C is a cyclic code which does not contain any non-zero ideal. Thus C is irreducible cyclic code if it is a minimal ideal in F q [x]/ x n − 1 . The generator polynomial of an irreducible cyclic code is g(x) = x n −1 m(x) , for some irreducible factor m(x) of x n − 1. There are several other ways to represent codewords of cyclic codes beside their representation as polynomials in F q [x]/ x n − 1 , see §6.5 in [11] . For instance, irreducible cyclic codes can be represented using the trace function as follows. Let r be the multiplicative order of q modulo n, i.e., r is the least positive integer such that q r ≡ 1 (mod n). We refer to the multiplicative order using the notation r = Ord n (q). The trace function Tr F q r /F q : F q r → F q is defined by
We abbreviate Tr F q r /F q by Tr r . Let θ ∈ F q r be a primitive n th root of unity. Hence, the zeros of x n − 1 in F q r are θ i |0 ≤ i ≤ n − 1 . Let 0 ≤ e ≤ n − 1 be an integer such that θ e is a zero of the reciprocal polynomial m * (x) of m(x). Actually, m * (x) = x deg m(x) m(x −1 ). Since θ is a primitive n th root of unity, then θ e is a primitive n gcd(n,e) th root of unity, where gcd(n, e) denotes the greatest common divisor of n and e. Hence, the degree of m * (x) (and m(x)) is the multiplicative order of q modulo n gcd(n,e) . In [11] , the irreducible cyclic code C = x n −1 m(x) can be represented as
where c(α) = Tr r (α), Tr r (αθ e ), . . . , Tr r (αθ e(n−1) ) . We use the notation Tr r (αθ ej ) : j = 0, 1, . . . , n − 1 as a shorthand for denoting the codeword c(α). Equation (1) shows that the irreducible cyclic code C can be indexed by the elements of
We show that each codeword c(α) of the code C given by (1) is periodic with period n gcd(n,e) . Moreover, the irreducible cyclic code (1) is non-degenerate if and only if deg(m(x)) = r, see [23] . In the non-degenerate irreducible cyclic code, codewords of C are in one-to-one correspondence with elements of F q r . Thus, C contains q r distinct codewords, and has a dimension of r. However, if deg(m(x)) is a proper divisor of r, the code C is called degenerate. In degenerate code, the map α → c(α) is not injective. In fact, each codeword c(α) in a degenerate irreducible cyclic code C corresponds to q r−deg(m(x)) distinct elements of F q r . This result has been proved in the following lemma, where we unify the representation of degenerate and non-degenerate codes.
Lemma 1 (cf. [5] ): For any irreducible factor m(x) ∈ F q [x] of x n − 1, let m * (x) be its reciprocal polynomial and θ e ∈ F q r be a zero of m * (x), where r is the multiplicative order of q modulo n. Let d be the multiplicative order of q modulo n gcd(n,e) . Then, the irreducible cyclic code given by (1) is the same as the non-degenerate irreducible cyclic code given by
where c(α) = Tr d (α), Tr d (αθ e ), . . . , Tr d (αθ e(n−1) ) . Moreover, each codeword c(α) is periodic with period n gcd(n,e) . Proof: We show that the code C given by (2) is a non-degenerate code. Since d is the multiplicative order of q modulo n gcd(n,e) , then deg(m(x)) = deg(m * (x)) = d and θ e ∈ F q d ⊆ F q r . Hence, C is a non-degenerate irreducible cyclic code of size q d . The non-degeneracy of the code ensures that elements of F q d can index its codewords.
We show that the codes given by (1) and (2) are identical, these two codes are denoted C (1) and C (2) , respectively. Since F q d ⊆ F q r , then C (2) ⊆ C (1) . Conversely, for any α ∈ F q r , c(α) ∈ C (1) . The transitivity of the trace function implies that
Hence,
⊆ C (2) . We show that any codeword c(α) ∈ C is periodic with period n gcd(n,e) . In fact, c(α) is invariant under a cyclic shift of n gcd(n,e) coordinates. For As a result of Lemma 1 is that the codewords of any irreducible cyclic code C = x n −1 m(x) can be indexed by elements of F q d , where d is the degree of m(x).
Lemma 2: For any codeword c(α) ∈ C, all the cyclic shifts of c(α) are precisely the codewords c(αθ em )|m = 0, 1, . . . , n gcd(n, e) − 1 .
Proof: By shifting the codeword
with m coordinates, we get the codeword
Since θ e is a primitive n gcd(n,e) th root of unity, it is enough to let m runs through a complete set of representatives of the integers modulo n gcd(n,e) .
B. NOVEL REPRESENTATION OF CYCLIC CODES OVER FINITE FIELDS
To this point, we showed how codewords of irreducible cyclic codes can be indexed by elements of F q d . Additionally, these codes can be represented by using the trace function. This representation has been exploited in literature. For example, in [13] , the linearity of the trace function facilitates the evaluation of the weight distribution of irreducible cyclic codes. We aim to propose similar indexing and representation for any cyclic code over F q . Let C = g(x) be a cyclic code of length n over F q . We denote by m i (x), 1 ≤ i ≤ t, the irreducible polynomials obtained from the factorization of x n −1
.
In the unique factorization domain F q [x], the polynomial g(x) is the greatest common divisor of the polynomials x n −1
is the sum of the ideals generated by x n −1 m i (x) . The latter represent minimal ideals, i.e., irreducible cyclic codes. We denote the irreducible cyclic code x n −1
The results of Section II-A can be applied to each irreducible cyclic code C i as follows. For each 1 ≤ i ≤ t, let θ e i be a zero of m * i (x), where m * i (x) is the reciprocal polynomial of m i (x). The degree of m i (x), denoted d i , is the multiplicative order of q modulo n i , where n i = n gcd(n,e i ) . We denote the trace function
there is a one-to-one correspondence between codewords of the irreducible cyclic code C i and elements of the field F q d i , for 1 ≤ i ≤ t. This correspondence is evident through the representation
where
In addition, Lemma 1 ensures that each codeword of C i is periodic with period n i . Now, we aim to propose a representation of any cyclic code similar to the representation of an irreducible cyclic code given in (2) . This representation proposes a one-to-one map between elements A of the direct sum ⊕ t i=1 F q d i and the codewords of the code.
Lemma 3 (cf. [5] ): Let C = g(x) be a cyclic code of length n over F q . If the irreducible factors of x n −1
is the multiplicative order of q modulo n i = n gcd(n,e i ) . In addition, the map (α 1 , α 2 , . . . , α t ) → c(α 1 , α 2 , . . . , α t ) defines a one-to-one correspondence between the t-tuples
The first part of the lemma is a consequence of equations (3) and (4). Now, we show that the map
A direct result of Lemma 3 is that elements of ⊕ t i=1 F q d i can be used to index codewords of the cyclic code C. However, we suggest another indexing system in the next section.
C. INDEXING THE CODE C
In this section, before we introduce the indexing system of a cyclic code C, we first show how elements of ⊕ t i=1 F q d i relate to cyclic shifts of codewords. Henceforth, we assume m i (x) are arranged in a non-increasing order of the corresponding n i values, i.e., n i+1 ≤ n i for 1 ≤ i < t.
is the multiplicative group that contains the non-zero elements of F q d i . We denote by γ a primitive element of F q r , where r = Ord n (q). We set
Thus θ ∈ F q r is a primitive n th root of unity and γ i is a primitive element of
We denote the remainder function by R(a, b) and the quotient function by Q(a, b) for any two integers a and b = 0. That is, the division algorithm yields a = bQ(a, b)
finds a unique k i such that α i = γ k i i and 0 ≤ k i < q d i − 1. Such k i defines uniquely two positive integers µ i and ν i as follows:
Definition 2: For each A ∈ ⊕ t i=1 F q d i , we evaluate I A as given in Definition 1, then, for each i ∈ I A , using the division algorithm, we define
is the multiplicative inverse of e i gcd(n,e i ) modulo n i . From their definitions, µ i and ν i are uniquely defined such that 0 ≤ µ i < q d i −1 n i and 0 ≤ ν i < n i . Lemma 4: For each i ∈ I A , we have
Proof: Using Definition 2, we start with dividing k i by
In fact, an element A ∈ ⊕ t i=1 F q d i can not be identified by I A , but two additional quantities R A and Q A are required to fully identify A.
Definition 3: For each
where 0 ≤ µ i < q d i −1 n i and 0 ≤ ν i < n i are given in Definition 2, for each i ∈ I A such that α i = γ k i i = 0. From Lemma 3, each codeword of the cyclic code C is identified by a unique element A = (α 1 , α 2 , . . . , α t ) ∈ ⊕ t i=1 F q d i . However, each non-zero entry α i in A is uniquely identified by an integer 0 ≤ k i < q d i − 1 such that α i = γ k i i . Moreover, Definition 2 provides uniquely the integers µ i and ν i for each k i . Consequently, each codeword of C can be uniquely identified by the corresponding triplet I A , R A and Q A . Now, we present the result that corresponds to Lemma 2, but for general cyclic codes. In other words, we demonstrate the necessary and sufficient conditions for the triplets 
In addition, the possible distinct values of λ correspond to distinct cyclic shifts of c α .
Proof: Assume the three conditions C1-C3 are satisfied for the two codewords c α and c β . For any i ∈ I B = I A , we have 1) From C2, µ i = µ i , and 2) From C3, ν i ≡ ν i + λ (mod n i ). Hence, e i ν i ≡ e i ν i + e i λ (mod n).
Equivalently,
Using Lemma 4, for each i ∈ I B = I A , we have
Tr d i (α i θ e i j ) : j = λ, λ + 1, . . . , λ + n − 1 = The cyclic shift of c α by λ coordinates.
The different values of λ are consistent with the distinct cyclic shifts of c α . By its definition, λ can set exactly n i 0 distinct values.
Conversely, let c β represents all the possible cyclic shifts of the codeword c α . As we have already assumed that n i are arranged in a non-increasing order, then n i ≤ n i 0 for all i ∈ I A . In fact, n i |n i 0 for all i ∈ I A . However, equation (5) ensures that c α is the sum of some codewords c(α i ) ∈ C i , for i ∈ I A . Each codeword c(α i ) is periodic with a period n i , see Lemma 1. Consequently, c α is periodic with period n i 0 . Therefore, there are precisely n i 0 distinct cyclic shifts c β of c α . Lemma 5 ensures the existence of a unique (β 1 , β 2 , . . . , β t ) ∈ ⊕ t i=1 F q d i for each possible c β . Equivalently, there are precisely n i 0 distinct triplets (I B , R B , Q B ). We show that these distinct triplets are precisely those triplets that can be constructed to meet conditions C1-C3. This is forward since one can set precisely n i 0 distinct choices for λ. Namely 0, 1, . . . , n i 0 − 1. These n i 0 distinct choices for λ correspond to n i 0 distinct ν i 0 values, thus n i 0 distinct Q B . So, one can construct n i 0 distinct triplets (I B , R B , Q B ) satisfying the conditions C1-C3. These triplets correspond to n i 0 distinct codewords c β . Therefore any cyclic shift of c α corresponds to a triplet (I B , R B , Q B ) that satisfies the conditions C1-C3.
Definition 4: For any cyclic code C, let S(C) denote the set of all the possible combinations of the triplets (I A , R A , Q A ) with ν i 0 = 0, where ν i 0 denote the first entry of Q A . That is,
Theorem 1: There is a one-to-one correspondence between elements (I A , R A , Q A ) of S(C) and the subsets of C in which each subset contains a codeword and all its cyclic shifts.
Proof: For every element (I A , R A , Q A ) ∈ S(C), we have Q A = (ν i : i ∈ I A ) with ν i 0 = 0. Since ν i 0 = 0, then one can construct n i 0 − 1 other triplets (I A , R A , Q B ), where Q B = (R(ν i + λ, n i ) : i ∈ I A ) , λ = 1, 2, . . . , n i 0 − 1.
According to Lemma 5, the triplets (I A , R A , Q B ) represent all the distinct cyclic shifts of the codeword corresponding to (I A , R A , Q A ). Moreover, (I A , R A , Q B ) / ∈ S(C) since R(ν i 0 + λ, n i 0 ) = R(λ, n i 0 ) = 0. So far, we have shown that each element of S(C) correspond to a codeword of C and all its cyclic shifts.
Conversely, Lemma 3 guarantees a unique triplet (I B , R B , Q B ) to any codeword of C. Again, let ν i 0 be the first entry of Q B = (ν i : i ∈ I B ). We set Q A = (R(ν i − ν i 0 , n i ) : i ∈ I B ). Hence, (I B , R B , Q A ) ∈ S(C) because the first entry of Q A is zero. Therefore, among all the cyclic shifts of any codeword, there exists only one that corresponds to (I B , R B , Q A ) ∈ S(C). This indicates that the set of all cyclic shifts of a codeword corresponds to an element of of S(C).
Taking Lemma 5 into account, for any codeword c(α 1 , α 2 , . . . , α t ) ∈ C that defines the triplet (I A , R A , Q A ), we define a triplet (I A , R A , φ(Q A )) in S(C) that corresponds to a cyclic shift of c(α 1 , α 2 , . . . , α t ), where the map φ is defined as follow.
Definition 5:
where ν i 0 is the first entry of Q A . The set S(C) plays a prominent role in identifying codewords that have a predefined run-length. In fact, since the run-length is invariant to cyclic shifts, we aim to identify elements of S(C) that correspond to codewords of a specific run-length.
In this section, we aim to introduce an application to this representation; we aim to use this representation to define these encodings in a periodic code with a specified run length for the symbols.
III. CODEWORDS WITH SPECIFIC RUN-LENGTH
In Section II-A, we proposed a representation of cyclic codes using the linear trace function. In this section, we aim to introduce an application to this representation; we aim to apply this representation to determine codewords of a cyclic code C with a specific run-length. Specifically, we identify the codewords with run-length, for a predefined ≥ 2.
From Theorem 1, elements of the set S(C) can be used to index the groups of codewords where each group contains all cyclic shifts of a single codeword. Since the run-length of any codeword is invariant under cyclic shifts, it is enough to determine elements of S(C) that correspond to codewords with run-length. For each such group with codewords having run-length, we determine the codeword of this group in which the run-length occurs at the first coordinates.
We determine the subset of S(C) whose elements correspond to codewords that have a run-length of at least . We denote this subset by S (C). Consequently, codewords having exactly run-length correspond to the elements in S (C) \ S +1 (C), where S (C) \ S +1 (C) is the set difference of S (C) and S +1 (C). The subset S (C) is determined by exploring the codewords in which first coordinates are identical. Some necessary remarks, definitions and lemmas are presented.
Remark 1: From now on, we focus our attention on determining S (C) for a cyclic code C = g(x) , where we assume (x − 1)|g(x). There is no loss of generality by this assumption for the following reason:
where C t is the irreducible cyclic code generated by x n −1
x−1 . The code C t is the repetition code of length n, it contains q codewords. While the code t−1 i=1 C i is a code of length n generated by (x − 1)g(x). Adding a codeword of C t to a codeword of t−1 i=1 C i will not alter the run-length of the latter. In fact, for each codeword of t−1 i=1 C i with run-length, there corresponds exactly q codewords of C with run-length. This makes S (C) easily determined once S t−1 i=1 C i is known. Therefore, it is enough to focus our attention on cyclic codes C = g(x) with (x − 1)|g(x).
Definition 6: For 1 ≤ i ≤ t, we define the ( − 1) × d i matrix B i to be the matrix with the entry Tr d i θ e i (h i +j) (θ e i − 1) at its j th row and h th i column. That is
In addition, we define the ( − 1) × t i=1 d i matrix M to be the block matrix formed from the blocks B i as follows
The rank of a matrix is the maximum number of linearly independent rows in the matrix. The next lemma determines the rank of M .
Lemma 6: The rank of the matrix M is
If − 1 ≤ D, we show by contradiction that the set containing rows of M is linearly independent: Assume the set of rows of M is linearly dependent over F q . Rows of M are
Hence, there exist β j ∈ F q , 0 ≤ j ≤ − 2, such that
where 0 denotes the zero vector. For each i = 1, 2, . . . , t, we have
where τ i = −2 j=0 β j θ e i j . Therefore, Tr d i θ e i h i (θ e i − 1)τ i = 0, for any h i = 0, 1, . . . , d i − 1 and i = 1, 2, . . . , t. From Remark 1, we have θ e i − 1 = 0. We show that τ i = 0, for i = 1, 2, . . . , t: If τ i = 0, the set θ e i h i (θ e i − 1)τ i h i = 0, 1, . . . , d i − 1 forms a basis of the field F q d i . But Tr d i θ e i h i (θ e i − 1)τ i = 0 implies that Tr d i (η) = 0 for every η ∈ F q d i , which is impossible. Therefore, τ i = −2 j=0 β j θ e i j = 0 for every i = 1, 2, . . . , t. Equivalently, θ e i is a zero to the polynomial P(x) = −2 j=0 β j x j ∈ F q [x], for i = 1, 2, . . . , t. Since the minimal polynomial m * i (x) of θ e i over F q has a degree d i , then a polynomial where all θ e i , i = 1, 2, . . . , t, are zeros must have a degree of at least t i=1 d i = D. However deg(P(x)) is − 2 < D, hence a contradiction. This shows that the set of all the rows of M is linearly independent. Thus Rank(M ) = − 1. Now, we assume that − 1 > D. The first D rows of M are precisely the linearly independent vectors of length D defined by (11) for j = 0, 1, . . . , D − 1. Hence,
The matrix M has a prominent role in determining the codewords of C with a run-length of at least . Specifically, these codewords are related to the solution of the homogeneous system of linear equations whose coefficients matrix is M . To illustrate this relationship, we first show how a vector of length t i=1 d i over F q can produce an element ⊕ t i=1 F q d i . Let X be a vector of length t i=1 d i over F q . We consider the vector X as a concatenation of t vectors X i over F q each of length d i , i = 1, 2, . . . , t. That is X = (X 1 X 2 · · · X t ), where X i ∈ F d i q . Each of the vectors X i corresponds to an element α i of F q d i . Namely, the vector VOLUME 7, 2019 corresponds to the element
Hence, X corresponds to a t-tuple A = (α 1 , α 2 , . . . , α t ) ∈ ⊕ t i=1 F q d i . From Lemma 3, the t-tuple A corresponds to a codeword c(α 1 , α 2 , . . . , α t ) ∈ C. Definitions 1 and 3 identify a triplet (I A , R A , Q A ) to the codeword c(α 1 , α 2 , . . . , α t ). Moreover, the map φ given in Definition 5 transforms the triplet (I A , R A , Q A ) to a triplet (I A , R A , φ(Q A )) ∈ S(C). The latter corresponds to all the cyclic shifts of the codeword c(α 1 , α 2 , . . . , α t ) according to Theorem 1. The following definition presents this map that takes vectors X of length t i=1 d i to elements of S(C). We denote this map by : X → (I A , R A , φ(Q A )). It is obvious from Theorem 1 that is surjective but not injective.
Definition 7: Let X = (X 1 X 2 · · · X t ) be a vector of length
We define a map :
where the map φ is given by Definition 5 and the triplet I A , R A and Q A is given by Definitions 1 and 3.
The kernel ker(M ) of the matrix M given by (10) is defined to be the set of all vectors X for which M X T = 0, where the superscript T denotes the transpose. The next theorem links the set S (C) of a cyclic code C to ker(M ).
Theorem 2: Let C be a cyclic code over F q of length n, and
Proof: We use the same notations as in Definition 7. Each of the following statements when satisfied for all j = 0, 1, 2, . . . , − 2 is equivalent to X ∈ ker(M ):
Considering equation (5), the latest statement of (13) shows that the first coordinates of the codeword c(α 1 , α 2 , . . . , α t ) are identical. In other words, c(α 1 , α 2 , . . . , α t ) has a run-length of at least .
If X ∈ ker(M ), then (13) implies that c(α 1 , α 2 , . . . , α t ) has a run-length of at least . Thus (I A , R A , Q A ), where A = (α 1 , α 2 , . . . , α t ), corresponds to a codeword with at least run-length. The corresponding triplet in S (C) is the element (X) = (I A , R A , φ(Q A )). This shows
Conversely, let (I A , R A , Q A ) ∈ S (C). We show that (I A , R A , Q A ) = (X), for some X ∈ ker(M ): Theorem 1 shows that (I A , R A , Q A ) corresponds to a subset of C that contains all the cyclic shifts of a codeword with a run-length of at least . In this subset, we choose the codeword whose run-length appears in the first coordinates, and we denote this codeword by c(α 1 , α 2 , . . . , α t ). Let X = (X 1 X 2 · · · X t ), where
From (13) , X ∈ ker(M ) since the first coordinates of the codeword c(α 1 , α 2 , . . . , α t ) are identical. This shows that S (C) ⊆ { (X)|X ∈ ker(M )}.
We conclude this section with a direct consequence of Theorem 2 that determines codewords of C that have exactly run-length. 
IV. NUMERICAL EXAMPLE
In this section, we take a numerical example illustrating the proposed indexing method and applying it to determining the codewords with a specific run-length. We construct a cyclic code C over the field F q = F 4 with code length n = 35. Elements of F 4 are represented by adjoining ω to the binary field F 2 , where ω is a zero of the primitive polynomial x 2 + x +1 ∈ F 2 [x]. The multiplicative order of 4 modulo 35 is r = Ord 35 (4) = 6. Elements of F 4 6 are represented by a primitive element γ , where γ is a zero of the primitive polynomial
. The primitive n th root of unity in F 4 6 is denoted by θ, where θ = γ 117 .
We choose the cyclic code C which has the generator polynomial
The code C has a dimension of 11, hence contains 4 11 codewords. Equation (3) shows that C can be written as the sum of three irreducible cyclic code. That is C = C 1 + C 2 + C 3 , where
By Lemma 1, each irreducible cyclic code C i can be represented in the form (4) . The degrees of m 1 (x), m 2 (x), and m 3 (x) are d 1 = 6, d 2 = 3, and d 3 = 2, respectively. For 1 ≤ i ≤ 3, the integer e i is chosen such that θ e i is a zero of m * i (x). In fact, θ e i is a primitive n th i , where n i = 
For instance, we consider the specific values α 1 = γ 500 1 , α 2 = γ 50 2 and α 3 = γ 5 3 . The corresponding codeword c(α 1 , α 2 , α 3 ) can be easily evaluated. In the polynomial representation, this codeword is found to be (1+ωx +ω 2 x 2 +ωx 3 +ωx 5 +ωx 6 +x 7 +ωx 8 +x 9 +x 10 )g(x).
Using Definition 2, since k i = 500, 50, 5, we get µ i = 32, 5, 2 and ν i = 4, 4, 1 for i = 1, 2, 3, respectively. Using Definitions 1 and 3, the corresponding triplet (I A , R A , Q A ) of the codeword c(α 1 , α 2 , α 3 ) is evaluated: 1, 2, 3) , R A = (32, 5, 2), Q A = (4, 4, 1).
According to Definition 5, the corresponding triplet in S(C) is (I A , R A , φ(Q A )), where I A = (1, 2, 3), R A = (32, 5, 2), φ(Q A ) = (0, 0, 2).
Theorem 1 shows that the triplet (I A , R A , φ(Q A )) is the unique element of S(C) that corresponds to the subset containing all the cyclic shifts of the codeword c(α 1 , α 2 , α 3 ).
In particular, for the triplet (I A , R A , φ(Q A )), the corresponding k i values can be evaluated using (7) . We have k 1 = 32, k 2 = 5 and k 3 = 8. Correspondingly, this generates the codeword c(γ 32 1 , γ 5 2 , γ 8 3 ). The latter is a cyclic shift of the codeword c(α 1 , α 2 , α 3 ) as Lemma 5 asserts. In polynomial form, the codeword c(γ 32
To illustrate how to use the proposed indexing for the run-length application, we continue this example by exploring codewords with run-length of = 6. Using Definition 6, we construct the 5 × 11 matrix M : where a i ∈ F 4 , for i = 1, 2, . . . , 6. From Definition 7, each vector X can be divided to three vectors X 1 , X 2 , and X 3 of lengths 6, 3, and 2, respectively. Subsequently, each X i determines an element α i using (12) . Hence, the vectors X determines some elements A = (α 1 , α 2 , α 3 ) ∈ F 4 6 
Equation (14) defines 4 6 distinct A. Theorem 2 asserts that the set S (C) is formed from the triplets (I A , R A , φ(Q A )) that correspond to the elements A specified above. The elements A given by (14) correspond to codewords c(α 1 , α 2 , α 3 ) with a run-length of at least = 6 occurring at the first coordinates. Since we are interested in codewords with exactly = 6 run-length, we apply Corollary 1. Similarly, we determine triplets forming the set S +1 (C). The 6×11 matrix M +1 is 
where a i ∈ F 4 , for i = 1, 2, . . . , 5. Equation (15) defines 4 5 distinct A. Theorem 2 asserts that the set S +1 (C) is formed from the triplets (I A , R A , φ(Q A )) that correspond to the elements A specified above. The elements A given by (15) correspond to codewords c(α 1 , α 2 , α 3 ) with a run-length of at least + 1 = 7 occurring at the first coordinates. The corresponding triplets (I A , R A , φ(Q A )) ∈ S(C) for the elements A defined by (14) form the set S (C). On the other hand, the corresponding triplets (I A , R A , φ(Q A )) ∈ S(C) for the elements A defined by (15) form the set S +1 (C). To explore codewords with exactly 6 run-length, we apply Corollary 1. Hence, the set difference S (C) \ S +1 (C) is evaluated. It was found that this set difference contains 2277 triplets (I A , R A , φ(Q A )). Codewords with exactly 6 run-length are all cyclic shifts of codewords corresponding to the triplets (I A , R A , φ(Q A )) in this set difference. In Table 1 , we list the first twenty triplets in S (C) \ S +1 (C).
From Theorem 1, each triplet in S (C) \ S +1 (C) corresponds to all cyclic shifts of its corresponding codeword. For each triplet in S (C) \ S +1 (C), it was observed that the first entry of I A is i 0 = 1. Hence, as in the proof of Lemma 5, the corresponding codeword is periodic with period n 1 = n gcd(n,e 1 ) = 35. Therefore, each corresponding codeword has 35 distinct cyclic shifts. Consequently, we may assert that our code contains exactly 35×2277 = 79695 codewords with six run-length.
V. CONCLUSION
In this paper, we provide a novel indexing of any cyclic code C over a finite field. Each codeword is indexed by a unique triplet (I A , R A , Q A ). This indexing provides a reduced set S(C) that can index subsets of C in which each subset contains all cyclic shifts of a single codeword. Hence, this reduced set is appropriate to applications that are invariant to cyclic shifts, such as the run-length application. Theoretically and by using a numerical example, we illustrate the use of this indexing to explore codewords of C with a specified run-length. RAMY TAKI ELDIN received the Ph.D. degree from the Faculty of Engineering, Ain Shams University, Egypt, in 2015. His Ph.D. was on algebraic techniques of encoding/decoding cyclic codes over finite fields. Since 2015, he has been an Assistant Professor with the Faculty of Engineering, Ain Shams University. His research interests include number theory, Galois field, and coding theory.
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