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ABSTRACT 
In visual search tasks, if a subset of the search items (without the target) is presented at 
least 400 ms before the full set is in view, visual search efficiency is improved as if only 
the second set of items had been searched. This phenomenon is known as visual marking, 
and is thought to reflect both inhibitory-tagging of old previewed items and prioritization 
of the new items due to their more recent (and distinct) onset. This study investigates the 
nature of this inhibitory-tagging in two perspectives. Part I investigates whether this 
inhibitory-tagging is location-based or feature-based. Subjects searched for a sideway T 
among Ls of identical color and regular Ts and upside-down Ts of a second color, and 
reported the orientation of the target T. In addition, to eliminate the contribution of 
bottom-up attentional capture by the onset of the second set of items, we included a 
200ms blank display between the initial preview and the final search display. In five 
experiments, we demonstrated that the preview benefit relies preferentially on feature-
based inhibitory tagging (Experiments 1-3), even when location-based information is 
available and can be used to improve search efficiency (Experiments 4 and 5). The results 
are discussed in the context of processing economies and provide strong evidence that the 
mechanisms underlying the preview benefit are very sensitive to the experimental context 
in which the preview search is investigated. Part II investigates whether this inhibitory-
tagging can be semantically mediated. In four experiments, we demonstrated that 
previewing a color blob indicating either target color or distractor color (Experiment 6 
and 7) can also produce a preview benefit, and previewing target color is equivalent to 
previewing half of the distractors. When the previewed color information is further 
abstracted to semantic level by showing a word cue which indicates either distractor color 
or target color (Experiment 8 and 9) , this preview benefit is even stronger. In fact, 
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previewing target color information produces the same benefits in terms of RTs as 
previewing half of the distractors. This is not true for previewing distractor color 
information. In summary, the results suggest that in visual search, prioritizing visual 
information is flexible and higher search efficiency can be achieved from different 
sources.
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CHAPTER 1: INTRODUCTION 
Because of its limited capacity, our visual system is often presented with more 
information than it can actually process. As a result, when we need to find a specific 
visual stimulus (i.e., a target) in the world, we typically must search in a sequential 
manner, rejecting irrelevant information (i.e., distractors) as we inspect the scene until we 
find our target.  During such visual searches, it is typically found that the more distractors 
there are in a search scene, the longer it takes an observer to find the target. Consider, 
now, the fortunate situation in which you, as a participant in a visual search task, are 
given a brief preview of a subset of search distractors prior to the full set of search items 
becoming visible. How would this preview affect your search efficiency? As you can 
probably intuit, such previews can dramatically improve your performance, and 
drastically increase your search efficiency.  
1.1 Visual Marking 
Watson and Humphreys (1997) initially investigated this scenario in a laboratory task. In 
their experiments, participants were required to find a blue H in a display of blue As and 
green Hs. When all stimuli were presented simultaneously (the conjunction search 
condition), participants were relatively inefficient at finding the target because neither the 
target color nor its shape could be used to identify the target efficiently amongst the 
distractors. In the critical “preview” condition, however, participants were allowed to 
briefly preview all of the green Hs before the full set of search items became visible. 
Watson and Humphreys found that in this condition, participants were much more 
efficient at finding the target. In fact, search was as efficient in the preview condition as 
in a “singleton” search condition, in which displays only contained blue As and the blue 
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H.  It was as if participants had been able to completely ignore the previewed items when 
searching the final search display. The authors referred to this finding as the “preview 
benefit” and proposed that the benefit arose from participants having “visually marked” 
the previewed items to distinguish them from the newer items in the final search display.  
In this paper, we will examine the nature of the information participants use to mark these 
previewed items. We propose that when a visual feature (such as a specific color) allows 
participants to simultaneously de-prioritize all previewed items, participants exclusively 
use this information. In these circumstances, location information (i.e., knowing “where” 
the previewed items were presented) seems to afford no preview benefit to the 
participants. Before describing our experiments, we will briefly review prior literature on 
Visual Marking and the different theories that have been proposed to account for this 
phenomenon. 
1.2 Theories of Visual Marking 
The “Preview benefit” is a robust phenomenon, but its underlying mechanism has been 
the subject of much debate. Two classes of theories have been proposed to account for 
the preview benefit: inhibitory and non-inhibitory theories.  
1.2.1 Inhibitory accounts of visual marking 
Watson and Humphreys initially presented an inhibitory account of visual marking 
(Watson & Humphreys, 1997, 2002), which proposed that the preview benefit is the 
result of an active bias against old stimuli. The bias is instantiated via inhibitory tags at 
the locations of the ‘old’ previewed distractors. These tags prevent revisitations of these 
old items and therefore prioritize the inspection of new items. Noting that visual marking 
is reduced with the addition of an attentionally demanding task, the authors proposed that 
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the bias was “active” insofar as it required attentional resources. Furthermore, the authors 
found evidence of inhibition at the previewed locations using a probe-detection task. In 
these probe detection studies, participants perform a search as in a typical visual marking 
experiment, and are subsequently required to respond to a randomly located probe 
(Braithwaite, Humphreys, & Hulleman, 2005; Humphreys, Jung-Stalmann, & Olivers, 
2004; Olivers & Humphreys, 2002; Watson & Humphreys, 2000). Humphreys et al. 
(2004) observed that probe detection was impaired when a probe was presented at the 
locations of old previewed items compared to unoccupied or new item locations.  When 
participants passively viewed the same displays without searching for a target, probe 
detection RTs were identical at all locations (i.e., previewed locations no longer impaired 
probe detection).  The authors interpreted this finding as evidence that previewed 
locations had been de-prioritized relative to new or neutral locations via top-down 
inhibitory processes, as this effect only occurred in the context of a visual search task.  
Further evidence supporting inhibitory processes in visual marking comes from 
Braithwaite and his colleagues. They conducted a series of studies describing what is 
known as the “negative color carry-over effect” (Braithwaite & Humphreys, 2003, 2007; 
Braithwaite, Humphreys, & Hulleman, 2005). In Braithwaite et al.’s (2005) study, there 
were two colors in the preview display, though one color was over-represented 
(“majority” color) compared to the second color (the “minority” color). In the final 
display, new items were added to the preview display so that both colors appeared in 
equal number. The authors found that targets appearing in the old majority color elicited 
slower responses than targets in the old minority color. They interpreted this result in 
terms of a display-wide “color inhibition” effect, which de-prioritized the processing of 
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items in the final display that were of the same color as the old “majority-color” 
distractors. Critically, the authors also used a probe-detection task in this study. The 
results showed that RTs to probes that fell on items of the previously “majority-color” 
were slower than when the probes appeared at items of the previously “minority-color,” 
and this result held both for old and new items. In other words, within the set of new 
items, participants differentially prioritized processing of items of the old-majority color. 
In sum, there appears to be strong evidence that inhibitory processes are (at least partly) 
responsible for the preview benefit. 
1.2.2 Non-inhibitory accounts of visual marking 
Alternative non-inhibitory accounts of visual marking have been proposed by Donk and 
Theeuwes (2001) and Jiang, Chun and Marks (2002). Donk and Theeuwes (2001) argued 
that the preview benefit could arise not because of de-prioritization of old items but rather 
from attentional prioritization of the new items. Their argument followed research on 
“attentional capture” from Yantis and others (see Martin-Emerson & Kramer, 1997; 
Theeuwes, 1991; Yantis & Jonides, 1984) showing that new luminance onsets (as well as 
luminance offsets) automatically capture visual attention. Because the new set of items in 
the final search display is typically accompanied by sudden luminance increments at 
previously unoccupied locations, these authors proposed that the ”new” (more recent) 
luminance changes were being prioritized over the relatively “older” luminance changes 
of the previewed items. In the first experiment of Donk & Theeuwes’ study, targets and 
distractor objects were displayed in the same color, selected to be equiluminant with the 
background of the display (i.e. no luminance onsets for the preview or final search 
display).  The authors found no evidence of visual marking within this modified 
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paradigm, and instead found a linear relationship between distractor items and response 
times regardless of whether distractors were old or new.  When preview items were 
presented in a color with greater luminance than the background (Experiment 2), the 
same pattern of results obtained, suggesting that the lack of visual marking arose from 
participants’ inability to prioritize the new equiluminant items.  Visual marking was only 
observed when old previewed items were equiluminant with the background, and the new 
target and distractors were displayed with greater luminance (Experiment 3).  As a result, 
the authors concluded that visual marking was the result of automatic capture of attention 
by the abrupt luminance onsets that accompany the appearance of the second set of items 
in the preview search condition. It should be noted, however, that the extent to which 
“prioritization-by-capture” contributes to the preview benefit has been vigorously 
debated in the literature (for evidence in favor see Donk & Theeuwes, 2001, 2003; Donk 
& Verburg, 2004; for evidence against this view, see  Braithwaite, Hulleman, Watson, & 
Humphreys, 2006; Braithwaite, Humphreys, Watson, & Hulleman, 2005).  In light of this 
debate, it appears that positive prioritization toward new items is a likely contributor to 
the preview benefit, though most certainly not the sole mechanism responsible for the 
preview benefit (see Braithwaite & Humphreys, 2007; Watson & Humphreys, 2002).  
A second non-inhibitory account was provided by Jiang, Chun and Marks (2002), who 
argued that visual marking could be explained by the temporal grouping of old preview 
items and new distractor and target items, rather than by top-down inhibition of 
previewed distractor locations. Jiang et al. proposed that the spatio-temporal parameters 
of the preview search condition gave rise to two perceptual groups (old/previewed vs. 
newer items). Because of this temporal grouping, the authors proposed that participants 
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may be able to prioritize search through the second of the two groups. In a series of 
experiments, the authors provide evidence supporting this hypothesis, demonstrating that 
visual marking was effectively eliminated when shape or luminance changes to old and 
new items were synchronized, but persisted when changes to new items were 
desynchronized. That said, evidence has been presented to counter the contribution of 
temporal segmentation to the preview benefit by Watson et al. (2003) (see also 
Braithwaite et al., 2005, 2006). In Watson et al. (2003), the authors found that preview 
benefits disappeared when the duration of previewed items was reduced to 150ms, which 
ought to have been sufficient to allow temporally segregation of preview and target 
displays. Further, in the context of the negative color carryover effect studies of 
Braithwaite et al. (2005, 2006), if temporal grouping were the only contributor to visual 
marking, no difference would have been expected between probe RTs to new items in 
majority color and minority color, yet a difference was found.  Despite this additional 
evidence, the potential contribution of temporal segmentation to the preview benefit has 
not been entirely ruled out. Though it is unlikely that temporal segmentation is the 
primary mechanism underlying the preview benefit, Jiang et al.’s (2002) study may 
function as a proof of concept that temporal grouping has a role to play in this effect: 
temporal segregation may act as an additional cue insofar as it may allow observers to 
maintain tags for temporally old items. Whether participants can successfully use such 
tags to segregate old from new items may depend on the specific experimental context.  
Even though the non-inhibitory accounts presented by Donk and Theeuwes (2001) and 
Jiang, Chun, and Marks (2002) have been hotly debated in the literature on the preview 
benefit, they have provided strong evidence that the preview benefit may be modulated 
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by automatic capture by the newer objects or by the spatiotemporal parameters that were 
used in Watson and Humphrey’s original paradigm. In keeping with Jiang et al.’s (2004) 
argument, we also believe that these different accounts focus on separate aspects of the 
phenomenon and are complementary rather than mutually exclusive. In fact, there is a 
sense in the literature that many contributing factors may be at play in the preview 
benefit: in Jiang et al. (2002), the authors described the temporal asynchrony factor as an 
additional contributor to the “marking” of old items. Similarly, Watson and Humphreys 
(2002) and more recently Braithwaite & Humphreys (2007), both embraced the possible 
contribution of attentional capture by abrupt onsets to the preview benefit. In this sense, it 
would be more appropriate to describe these accounts in terms of complementary 
mechanisms rather than as competing theories of a complex phenomenon. 
1.3 On location-based and feature-based inhibition 
If we assume that at least part of the mechanism responsible for the preview benefit is 
due to inhibitory processes (above and beyond contributions of attentional capture by 
new onsets or temporal-grouping prioritization), then one can raise the question of how 
these inhibitory processes are instantiated. Does visual marking arise from the active 
maintenance of multiple inhibitory tags at each of the previewed locations (perhaps 
through a mechanism akin to inhibition of return; Posner & Cohen, 1984)? Whereas this 
is certainly a clear possibility, one must question the computational demands of such a 
mechanism. In many visual marking studies, the number of previewed items is often 
larger than the number of locations humans can easily maintain in spatial working 
memory (about 4, e.g., Luck & Vogel, 1997; Sperling, 1960) and also larger than the 
number of objects observers can typically track (also about 4, but see Alvarez & 
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Franconeri, 2007; Franconeri et al, 2008). These observations notwithstanding, empirical 
evidence has been found showing that the preview benefit might indeed rely on location 
tags. For instance, Watson & Humphreys (2002) showed that visual marking was “feature 
blind” and relied exclusively on location tags by observing that changes to the color of 
previewed items did not disrupt the preview benefit. In their experiments, the color of the 
preview displays was isoluminantly changed from blue to green or from red to green 
when the new items were added. The authors argued that if the color of the preview items 
had been inhibited, changing the preview color should reduce the preview benefit; 
however, color changes did not have an impact on the preview benefit, suggesting that 
visual marking was location-based instead of feature-based. Similarly, studies of visual 
marking with moving displays have also demonstrated a unique role for locations in this 
effect. In one study, Olivers, Watson & Humphreys (1999) asked participants to search 
for an inverted T among upright and 90-degree rotated distractor Ts, all presented in the 
same color. In the moving preview condition, previewed letters moved downward 
smoothly at a constant speed.  When the remaining items appeared, they traveled 
downward at the same speed. As a result, the location of the previewed items was 
constantly changing at the same rate as the locations of the new items, making it difficult 
for participants to use location tags to “mark” the previewed items. Results showed 
reduced visual marking in this moving condition relative to a static display condition. 
That said, the preview benefit was not entirely removed, suggesting that participants were 
able to differentiate old from new items, albeit less successfully.  Other studies have 
shown that a preview benefit can be observed with moving displays, as long as the 
moving items maintain a constant configuration (Kunar, Humphreys, Smith, & Hulleman, 
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2003; Watson, 2001). Such results may reflect the possible role of location-grouping 
mechanisms, whereby a grouped region (made of the previewed items) may be inhibited 
rather than individual locations.   
Though these previous studies suggest that the preview benefit in visual marking arises 
from location-based inhibition, these studies typically allowed for the contribution of 
either attentional capture by the newer onsets or temporal grouping to the preview 
benefit, making it difficult to evaluate whether the location effects were driven by 
inhibitory tags or by these latter mechanisms, which are also by their very nature 
location-based.  For example, in Watson and Humphreys (2002), when the color of 
preview items was changed isoluminantly at the onset of new items, the new items might 
have captured attention by virtue of their temporal grouping, which would explain why 
changing the color of the previewed items didn’t eliminate the preview benefit. Similarly, 
in Olivers et al’s study (1999), when stationary stimuli were used, new items appeared as 
sudden onsets that could capture attention and also producing a strong temporal grouping 
cue. In contrast, in the moving preview condition, capture by the new moving items 
might have been smaller or produced a weaker temporal grouping cue, leading to a 
smaller preview benefit.  
A second possibility is that participants make use of whichever information is most 
readily available and most helpful to them to differentiate the older from the newer items. 
In many cases, simple features such as color or luminance may allow participants to 
make such a differentiation because the previewed items are in a different color or 
luminance as the newer items. Note that the computational demands of such a strategy 
(irrespective of whether it is a conscious or an implicit strategy) are much smaller than 
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those requiring specific memory for a multitude of spatial locations. The de-prioritization 
of a visual feature (as it is observed in the Negative Color Carryover effect by 
Braithwaite et al. 2003; 2007; and in other preview-type effects such as the Distractor 
Preview Effect Goolby, Grabowecky, & Suzuki, 2005; Goolsby & Suzuki, 2001; 
Levinthal & Lleras, 2008; Lleras, Kawahara, Wan, & Ariga, 2008) would allow for the 
parallel inhibition of multiple items without the need to remember their precise locations. 
If, for example, the preview items are green and the second set of items is blue, de-
prioritizing all green items upon viewing the final display would allow for efficient 
search through the blue items. If such a feature-based “de-prioritization” mechanism were 
at play in visual marking, one would predict that the preview benefit would be unaffected 
by changes to the locations of the previewed items (if other possible contributions to the 
preview benefit are minimized). However, if both feature- and location-based de-
prioritization were involved with visual marking, then one would expect to find reduced 
preview benefits when the previewed items change locations between the preview and the 
final display. We tested this idea directly in our current Experiments 1 and 2, which is our 
starting point in this investigation.  
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CHAPTER 2: OVERVIEW OF THE PRESENT STUDY 
In this study, our goal was two-fold. The first goal was: we will separately test the 
contribution of location-based and feature-based tagging to the preview benefit in visual 
marking, using conditions that would avoid capture by onsets and temporal segmentation 
issues. In order to rule out possible contributions from the mechanisms discussed above, 
we inserted a blank display for 200 ms between the preview display and the final target 
display such that when the final target display appeared, all items (both old and new 
items) would appear as new onsets. As mentioned above, the inclusion of this blank 
interval was helpful to our manipulation in two important ways. First, it allowed us to 
manipulate the location of the previewed items, with items either re-appearing at the 
same or at a new location, while keeping constant the number of onsets and offsets across 
these two conditions. Second, by setting the duration of the blank interval at 200 ms, we 
were able to minimize any possible apparent motion signals arising from the 
disappearance of the preview items on one location and their reappearance at a new 
location.  
The second goal of this study was to investigate the nature of the underlying 
representations used to produce the preview effects. Specifically, we will investigate 
whether the preview benefit in visual marking can be mediated perceptually and 
semantically. In this part, instead of previewing the exact distractors, our participants 
previewed only the color information of either distractors or targets, with the color 
information showed either perceptually (a blob in distractor color or target color), or 
semantically (a semantic color word in neutral color). 
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There are nine experiments in our study. The first five experiments investigated the 
contribution of location and feature-based in preview benefit. In Experiment 1, we tested 
the contribution of location-based tagging by comparing two preview conditions in which 
previewed items either re-appeared at their initial (pre-blank) location or re-appeared at 
novel (previously unoccupied) locations. We found identical preview benefits in both 
preview conditions, suggesting that location tags were likely not supporting the preview 
benefit. In Experiment 2, we replicated Experiment 1 using three colors (instead of two), 
so that on any given trial, the target color was not predicted by the color of the previewed 
items, and the same pattern as in Experiment 1 was observed, suggesting that the preview 
benefit observed in Experiment 1 was not a result of the target color having been “cued” 
by the previewed color, but rather a result of de-prioritization of the previewed-color 
items. In Experiment 3, we examined color-based tagging by comparing two preview 
conditions in which previewed items either re-appeared in their initial color or re-
appeared in a novel color. We found a preview benefit only when the preview items kept 
their initial color, suggesting that inhibitory tagging of a distractor color was responsible 
for the preview benefit. In sum, in these first three experiments we fail to find any 
evidence of location-based tagging, and strong evidence of feature-based tagging. Next, 
in Experiment 4, we investigated whether location tags could ever be useful in the 
context of our “preview followed by blank” paradigm by making all search items of the 
same color. A small preview benefit was observed, suggesting that the apparent lack of 
location-tag effects in Experiment 1-3 was not due to an inability of the visual system to 
maintain such tags across the blank interval, but rather as a matter of preferential use of 
more “economical” feature-based tags. Finally, in Experiment 5 and using our search 
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stimuli, we replicated Watson & Humphreys (2002) showing that, in the absence of a 
blank display between the preview and full-search displays, a preview benefit is still 
observed when the previewed items change color in isoluminant fashion at the time of the 
full display onset. Although the preview benefit was somewhat weaker than when the 
items did not change color, the results still reflect an experimental situation in which 
location-based tags are clearly playing an important role in the effect.  
The remaining four experiments (Experiment 6 to Experiment 9) investigated our second 
goal, that is, whether preview benefit in visual marking can be perceptually (Experiment 
6 and 7) and semantically mediated (Experiment 8 and 9). Experiment 6 and 7 used a 
color blob indicating either distractor color (Experiment 6) or target color (Experiment 
7), compared to the traditional preview condition in which the actual distractor items are 
present, and we found equivalent preview benefit in both blob condition and traditional 
preview condition, irrespective of whether the blob color indicating target or distractor 
color. Experiment 8 and 9 used a semantic word indicating either distractor color 
(Experiment 8) or target color (Experiment 9) and  we found the same pattern with 
Experiment 6 and 7. Therefore, these results indicate that preview benefit can be either 
perceptually or semantically mediated. 
We conclude by arguing for a flexible role of location and feature-based inhibitory 
mechanisms in the preview benefit, which is determined by the degree of information 
uncertainty in the experiment and by the differential processing economies of 
remembering features versus locations, and these inhibitory mechanisms can also be 
applied at a higher level. It should be noted that others have already suggested that the 
primary mechanism underlying the preview benefit might vary depending on 
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experimental conditions: Kunar and colleagues have proposed a similar “flexible 
marking” account of the preview benefit (e.g., (Kunar, Humphreys, Smith, & Hulleman, 
2003; Kunar, Humphreys, Smith, & Watson, 2003; Kunar & Humphreys, 2006). That 
said, here we present evidence for the systematic use of different “marking” mechanisms, 
in the absence of any confounding contributions of attentional capture and temporal 
segmentation and attempt to find a bigger framework for explaining when a specific form 
of “marking” is used in preview search experiment. 
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CHAPTER 3: EXPERIMENTS 
3.1 Experiment 1: Do location tags contribute to the preview benefit in the 
absence of attentional capture? 
The aim of Experiment 1 was to investigate whether the preview benefit arises from 
inhibition at the location of the preview items or whether inhibition of the previewed 
color information alone is sufficient to produce a preview benefit. We used two preview 
conditions: in the “same location” condition, the preview items reappeared at the same 
location after the brief blank between the preview and final displays. In the “different 
location” condition, the preview items re-appeared at previously unoccupied locations 
after the blank. If location-tags contribute to the preview benefit, then we would expect a 
larger preview benefit in the “same-location” condition than in the “different-location” 
condition. If however, color information is preferentially being used to tag the previewed 
items, locations changes ought not to matter and one would expect to find no difference 
in the preview benefit between the two preview conditions. Critically, unlike most of the 
previous visual marking studies in which the target color and identity were fixed (i.e. blue 
H), the color of the target changed from trial to trial, so that participants could not 
maintain a positive bias toward the color of the target across the duration of the 
experiment. Such top-down biases have now been shown to strongly modulate the 
preview benefit (Braithwaite & Humphreys, 2007). Finally, we should also point out that 
our search locations were randomly selected within a small area of the display, to 
discourage location grouping of multiple preview locations into a single configuration 
that could be, as a whole, de-prioritized (Kunar, Humphreys, Smith & Hulleman, 2003).   
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Method 
Participants 
Fourteen participants (9 female; age range, 18-26 years; all right-handed) from the 
University of Illinois at Urbana-Champaign took part in this study in exchange for course 
credit. All had normal color vision and either normal or corrected-to-normal visual 
acuity. 
Stimuli and Apparatus 
All stimuli and conditions were generated by a series of computer programs written in 
Matlab using the psychophysics toolbox (Brainard, 1997; Pelli, 1997). The programs 
were run on a 3.4 GHz Pentium IV PC, and stimuli were presented on a 17-in. CRT 
monitor at a resolution of 1024×768. The programs recorded all relevant keypress 
responses and response times. The stimuli consisted of colored Ts and Ls, which were 
either red or blue, and were displayed on a plain white screen background. The colored 
letter items were randomly assigned to locations within an invisible 6×6 matrix (i.e. 36 
positions were available), and each letter was randomly jittered within each cell. 
Distractors consisted of four orientations of Ls (rotated 0, 90, 180 or 270 degrees), and 
inverted or upright Ts. The target letter was an uppercase T, rotated either 90 or 270 
degrees.  
Design and Procedure 
A 4 × 3 (condition × set size) within-subjects design was used. The four experimental 
conditions were as follows: single-color search condition (half-element baseline) in 
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which a target T appeared among four possible orientations of Ls, and all objects appear 
in the same color (blue or red). In the two-color search condition (full-element baseline), 
a rotated target T appeared among distractor Ls (in the same color as the target T) and 
distractor Ts (in a different color than the target T). In the same location preview 
condition (SL-Preview), distractor Ts appeared (half of the set size), and were followed 
by a blank screen. Following the blank screen, the distractor Ts reappeared in the same 
location, along with all remaining distractor items and the target (the remaining half of 
the set size), which were presented in the non-previewed color. Finally, in the different 
location preview condition (DL-Preview), stimuli appeared in the same fashion as in the 
SL-Preview condition, but when the final display was presented, all items were placed in 
new previously-unoccupied locations.  
Each condition was run as a separate block of 150 trials (50 per set size). Trials within 
blocks were fully randomized across set size, and block order was randomized across 
participants. Four brief practice blocks of each condition were completed at the beginning 
of the experiment. None of these practice trials were included in the analysis. 
Each experimental trial began with the presentation of a black fixation cross, which 
remained visible until the end of the trial. For the two baseline conditions (i.e. single-
color search and two-color search), the search display was presented 1,000 ms after 
fixation onset, and remained visible until a response key was pressed or a time-out period 
of 3,000 ms had elapsed. This procedure was repeated for each trial for the duration of 
the experimental block, with an inter-trial interval of 1,000 ms. For the preview 
conditions, the fixation cross was followed by a preview display that remained on the 
screen for 800 ms, and was followed by a blank display for 200 ms. After the preview 
18 
 
and blank interval, a presentation of the full search array containing old and new items 
was displayed. The previewed distractors in the SL-Preview remained in the same 
location when the target display appeared, and in new locations in the DL-Preview 
condition. On preview trials, participants were instructed to maintain fixation and to not 
initiate search until the arrival of the full search display, because the target always 
appeared in the final display as a new item. In the two preview conditions, RTs were 
measured from the onset of the final display. Participants were asked to search as quickly 
and as accurately as they could for all conditions. The experiment lasted approximately 
50 min. 
Results 
The RT data were trimmed for outliers (±3 standard deviations away from the mean as 
well as responses faster than 200 ms, comprising fewer than 1.2% of trials). This 
procedure was used in all subsequent experiments. Mean correct RT in all conditions are 
shown in Figure 1 as a function of search type and set size. Note that set size was doubled 
in all calculations of slope involving the half-element baseline (single-color) condition so 
that this condition could be compared with the full baseline condition and preview 
conditions. In other words, the slopes in the half-element baseline conditions are half 
their actual value (see Watson & Humphreys, 1997, for a more detailed discussion of this 
issue). Note also that, for the sake of discussion, the present analyses focused mainly on 
mean correct RTs. This is because the pattern of errors always mirrored the pattern of 
RTs in all the experiments, and thus there was no evidence for a speed/accuracy tradeoff. 
Note that because we used a three second cut-off for our trials, we may have slightly 
underestimated the search slope of the full baseline condition, as some subjects 
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sometimes failed to complete their search task in the set size 24 condition (see table 2 for 
error rates). This trial cutoff time was extended to 7 seconds for the remaining studies to 
avoid this issue. 
As can be seen in Figure 1, the overall RTs for the single-color search condition were the 
fastest (781ms), followed by the Same-Location-Preview condition (919ms), then the 
Different-Location-preview condition (958ms), and finally the two-color search condition 
(1342ms). This trend was confirmed by an ANOVA with the factors condition × set size. 
Search condition had a main effect on performance, [F(3,39)=51.47, Mse=47,260, 
P<.001], as did set size, [F(2,26)=389.4, Mse= 5,010, P<.001]. Furthermore, there was a 
significant interaction of search condition by set size, [F(6,78)=12.09, 
Mse=6,454,P<.001], revealing differences in search efficiency across the different search 
conditions. In the following section, we analyze those differences in detail. 
Full-element baseline versus Preview conditions  
We first compared each preview condition to the full-element baseline independently, to 
determine whether there was a preview benefit. RTs were faster overall in the preview 
conditions than in the full-element baseline condition, [F(1,13)= 49.38, MSe=76,337, 
p<.001 for SL-Preview and F(1,13) = 29.75, MSe = 104,534, p<.001 for DL-Preview]. 
There was also a main effect of set size [F(2,26) = 169.7, MSe = 8,316, p<.001 for SL-
Preview and F(2, 26) = 210.6, MSe = 7,133, p<.001 for DL-Preview], showing that 
search time increased with more distractor items. Critically, there was a significant 
condition × set size interaction [F(2,26) = 13.7, MSe = 9,401, p<.001 for SL-Preview and 
F(2,26) = 10.03, MSe = 10,221, p=.001 for DL-Preview], which indicated that 
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participants searched the display more efficiently in the two preview conditions than in 
the full-element baseline condition. In other words, there was a preview benefit in both 
preview conditions. 
Same-Location Preview versus Different-Location Preview conditions 
Since in both preview conditions we found significant preview benefits, we focused our 
subsequent analyses on the differences in preview benefits between the two conditions. 
RTs were not significantly different for these two preview conditions [F(1,13) = 3.73, 
MSe = 8,499, p = .076]. There was a main effect of set size [F(2, 26)] = 151.85, MSe = 
4,965, p <.001]; however, there was no significant condition × set size interaction [F 
(2,26) =1.02, MSe = 4,854, p=.375] indicating that the search slopes of these two 
conditions were identical. In other words, both preview conditions exhibited a significant 
preview benefit, and this benefit was equal regardless of whether search items changed 
locations or remained at their initial locations following the preview display. 
Half-element baseline versus preview conditions 
RTs were faster overall in the half-element baseline than in the two preview conditions [F 
(1,13)= 27.06, MSe = 14,798, p<.001 for SL-Preview and F(1,13) = 35.3 , MSe =18,621, 
p<.001 for DL-Preview]. Additionally, there was a significant main effect of set size [F 
(2,26)= 146.27, MSe = 3,843, p<.001 for SL-Preview and F(2,26) = 183.32, MSe =3,428 
, p<.001 for DL-Preview], and a significant interaction of condition × set size [F (2,26)= 
5.11, MSe = 3,224, p<.05 for SL-Preview and F (2,26) = 10.16, MSe = 5,392, p=.001 for 
DL-Preview], showing that the search slope was a bit shallower in the half-element 
baseline condition than in the two preview conditions (16ms/item in half-element 
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baseline condition vs. 19.4ms/item and 21.4ms/item in SL-Preview and DL-Preview 
respectively).  
Discussion 
In Experiment 1, we used a brief blank display to eliminate the possibility that the 
preview benefit would occur as a result of onset capture or temporal grouping, and 
examined the contribution of location-based tagging to the preview benefit. Previewed 
items maintained their color before and after the blank, but on half of the trials they were 
moved to new locations. In this experiment, subjects could potentially take advantage of 
two sources of information to facilitate their visual search on preview trials: color and 
location. On Same-Location trials, participants could use either color or location or both 
to tag old items; whereas in the Different-Location condition, only color information 
could be used to mark old items. In both preview conditions, irrespective of whether 
previewed items changed location, we observed a preview benefit of identical magnitude. 
These results suggest that in this preview search, after any potential contributions of onset 
capture and temporal grouping had been removed, location information did not facilitate 
visual search as long as the color of the preview items could be used to differentiate old 
from new stimuli. That being said, in Experiment 1, it was not possible to determine 
whether the preview benefit resulted from a color-based inhibition of the previewed 
items, or from a facilitation of the upcoming items in the non-previewed color. This is 
because on every preview trial, the color of the preview items perfectly predicted the 
color of the second set of items (the second of the two possible colors), such that if 
participants viewed a display with, say, red items, they would know immediately that the 
second set of items, including the target, would be blue. As a consequence, upon seeing 
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the preview display participants could, in principle, ready themselves to attend to the 
alternate (non-previewed) color. This form of “positive” color-based marking (or color-
based cueing) would also explain the lack of a difference between the Same and Different 
Location conditions, without making an appeal to inhibitory processes, and recent 
findings in the preview search literature have indeed demonstrated that positive top-down 
biases to a given feature can strongly modulate preview benefits (see Braithwaite & 
Humphreys, 2007). 
To address whether the observed preview benefit resulted from inhibition of the 
previewed-color items or cueing of the alternate (non-previewed) color, we performed 
Experiment 2, in which the target color could not be predicted by the color of the preview 
items.  
3.2 Experiment 2: Does predictability of the target color following the preview 
display modulate the color-based preview benefit? 
In this experiment, we adopted the same experimental design as in Experiment 1 but we 
used three colors (red, green and blue) instead of two. As a result, the color of the second 
set of items (containing the target) could not be predicted by the color of the items in the 
preview display. For example, if the preview items were blue, the second set of items 
would be equally likely to be red or green. If the preview benefit observed in this 
experiment differs significantly from that of Experiment 1, one could argue that 
predictability of target color plays an important role in the color-based preview benefit. 
Further, it would call into question whether the color-based preview benefit had arisen 
from inhibitory processes (applied to the old items) or rather from facilitatory processes 
(a form of color-cueing of the newer items). If, however, the preview benefit is 
23 
 
unaffected by the uncertainty regarding the target color, then it would suggest that 
participants are indeed inhibiting search items on the basis of their color, and that this 
inhibition is applied to all items irrespective of their location in the screen, akin to what is 
observed in the Negative Color Carryover effect and the Distractor Previewing Effect.  
We should also point out that this question is very similar to one explored by Braithwaite 
& Humphreys (2003). These authors also studied the effects of target-color 
foreknowledge (i.e., anticipatory positive attentional sets directed toward the likely target 
color) within the context of a preview search paradigm. However, these authors only used 
two colors in their experiment and manipulated either explicit foreknowledge of the 
target color or target-color likelihood (in terms of probability), and found that, indeed, an 
anticipatory attentional state to prioritize the expected target color can indeed affect 
search performance and modulate the preview benefit. Thus, it was important for us to 
find out whether our subjects in Experiment 1 were indeed using such strategies in our 
study. Note, however, that we decided against manipulating target color probability (as 
Braithwaite & Humphreys did). Rather, here we made target-color perfectly 
unpredictable by adding a third possible color to our experimental design. In that manner, 
a preview color can in no way cue observers into a “likely” target color, as in Braithwaite 
& Humphreys experiments. 
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Method 
Participants  
Fourteen participants (5 female; age range, 22-34 years; all right-handed) from University 
of Illinois at Urbana-Champaign took part for course credit or small payment. All had 
normal color vision and either normal or corrected-to-normal visual acuity. 
Stimuli and Apparatus 
The stimuli were essentially the same as those in Experiment 1, except that we used three 
colors (red, green and blue) instead of two (red and blue). 
Design and Procedure 
The design and procedure were identical to those of Experiment 1, except that in each 
trial for all conditions, targets and distractor colors were randomly selected from the three 
available colors. As in Experiment 1, there were two preview conditions, Same- and 
Different-Location conditions, depending on whether the location of the previewed items 
remained the same or change between the initial preview display and the final search 
display. Participants were allowed up to seven seconds to make their response. (Note that 
in experiment 1, the timeout was three seconds and there were quite a few timeout errors, 
which made us underestimate the search slopes. Given that this is a relatively difficult 
visual search task, we now extended the timeout to be seven seconds.) 
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Results 
Figure 2 shows the mean correct RTs as a function of set size and condition. 
Corresponding slopes are listed on Table 1. The results were analyzed in analogous 
manner to Experiment 1. 
Full-element baseline versus Preview conditions  
We first compared the two preview conditions against the full-element baseline condition 
independently to determine the presence and magnitude of the preview benefit. RTs were 
faster overall in the preview conditions compared to the full-element baseline condition 
[F(1,13)= 188.89, MSe=23,943, p<.001 for SL-Preview and F(1,13) = 47.85, MSe = 
64,064, p<.001 for DL-Preview]. There was also a main effect of set size [F(2,26) = 
248.5, MSe = 11,825, p<.001 for SL-Previw and F(2, 26) = 206.9, MSe = 14,471, p<.001 
for DL-Preview]. Of most interest was the significant condition × set size interaction 
[F(2,26) = 52.4, MSe = 5,312, p<.001 for SL-Preview and F(2,26) = 42.53, MSe = 6,102, 
p<.001 for DL-Preview], showing that participants searched more efficiently in the 
preview conditions than in the full-element baseline condition. As in the previous 
experiment, there was a significant preview benefit in both preview conditions. 
Same-Location Preview versus Different-Location Preview conditions 
As in Experiment 1, we were interested in potential differences in the magnitude of the 
preview benefit between the same-location and different-location preview conditions. 
RTs were not significantly different between these two preview conditions [F(1,13) = 3.1, 
MSe = 45,558, p = .102]. There was a main effect of set size [F(2, 26)] =  153.44, MSe = 
9,669, p <.001]. However, the absence of a significant condition × set size interaction 
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[F(2,26) <1, MSe = 5,513] indicated that the search slopes of these two conditions were 
similar. As we observed in Experiment 1, the preview benefit was of roughly equivalent 
magnitude regardless of whether or not the previewed items changed location or stay at 
the previewed location. 
Half-element baseline versus preview conditions 
RTs were faster overall in the half-element baseline compared to the two preview 
conditions [F (1,13)= 71.91, MSe = 19,987, p<.001 for SL-Preview and F(1,13) = 42.59 , 
MSe =58,222 , p<.001 for DL-Preview]. There was also a significant main effect of set 
size [F (2,26)= 229.05, MSe = 4,239, p<.001 for SL-Preview and F(2,26) = 180.39, MSe 
=5,546 , p<.001 for DL-Preview], and a significant interaction of condition × set size [F 
(2,26)= 14.57, MSe = 3,262, p<.001 for SL-Preview and F (2,26) = 10.16, MSe = 5,392, 
p=.001 for DL-Preview], showing that the search slope was shallower in the half-element 
baseline condition than in the two preview conditions. (18.1ms/item in half-element 
baseline condition vs. 28.4ms/item and 29.1ms/item in SL-Preview and DL-Preview 
respectively).   
Discussion 
Experiment 2 was designed to investigate whether the pattern of results observed in 
Experiment 1 was caused by inhibition of items in the previewed color or by indirect 
cued facilitation of items in the alternate (non-previewed) color. In contrast to 
Experiment 1, the target color could not be anticipated by viewing the preview items. 
However, in both the Same-Location and Different-Location preview conditions, the 
preview benefits were identical, strongly suggesting that the preview benefit of 
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Experiments 1 and 2 arose from a color-based inhibitory process that was used to 
differentiate old from new items. Importantly, this color-based inhibition was applied to 
items irrespective of their location on the final display. These results suggest that in the 
preview search paradigm, when previewed/new differentiations based on attentional 
capture and temporal grouping are eliminated, feature-based inhibitory processes are used 
to distinguish (or mark) old items from new items, thereby speeding up search on the 
final display. Furthermore, these results also suggest that location information played 
little role (if any) in the observed preview benefit. Experiment 3 was designed as a direct 
test of the contribution of location-based information in the preview benefit.   
3.3 Experiment 3: Do location tags contribute to the preview benefit when 
previewed items can change color from preview to final display? 
Experiments 1 and 2 demonstrated that, when previewed items can be differentiated from 
the newer set of items on the basis of color, visual search efficiency is not differentially 
impacted by whether the previewed items remain at their original previewed locations or 
are randomly relocated to new, previously unoccupied locations. These results suggest 
two possibilities regarding the respective roles of features and locations in the preview 
benefit. The first possibility is that both location information and feature information 
(such as color) can play equal roles in the preview benefit, and as long as one of these 
sources of “marking” can be used to differentiate previewed items from new items, the 
optimal preview benefit will be achieved. The second possibility is that features play a 
more important role than location in this paradigm, presumably because of the 
computational economy they afford: it is much easier to “mark” one feature value (e.g., 
as in all “red” items are non targets), than to remember the precise location of all 
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previewed items. Here, we examine these two possibilities. To do so, we reversed the 
strategy we introduced in Experiment 1: if memory for locations is sufficient to obtain the 
preview benefit, then changing the color of the preview items from preview to final 
display should not significantly impact the preview benefit, just as long as the previewed 
items remain at their previewed locations. If, on the other hand, changing the color of 
those previewed items significantly alters the preview benefit, this result would indicate 
that participants cannot use location tags to accurately mark all the previewed locations, 
or cannot do so as effectively as when color information is preserved. 
As in Experiments 1 and 2, Experiment 3 had two baseline conditions and two preview 
conditions. In these two preview conditions, the previewed items were always kept at the 
same location throughout the trial (i.e., they always re-appeared at the previewed location 
after the brief blank). In the same-color preview condition, previewed items also kept the 
same color throughout the trial (i.e., before and after the blank). In the different-color 
preview condition, the preview items re-appeared after the blank at their same locations 
but on a new color. For example, in the same-color preview condition, if the observer was 
presented with red previewed items first, the final target display consisted of the red 
previewed distractors, with an additional set of items (several distractors and one target) 
all in a different color (either green or blue). In contrast, in the different-color preview 
condition, after the brief blank, the previewed items would be presented in a novel color 
(e.g. green) and the additional set of items would be presented on a different color (e.g. 
blue).  
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Method 
Participants  
Fourteen participants (7 female; age range, 18-24 years; all right-handed) from University 
of Illinois at Urbana-Champaign took part for course credit. All had normal color vision 
and either normal or corrected-to-normal visual acuity. 
Stimuli and Apparatus 
The stimuli and apparatus were in every way identical to those used in Experiment 2. 
Design and Procedure 
The design and procedure were identical to those of Experiment 2, except as follows.  In 
the same color preview condition (SC-Preview), the color and locations of distractors in 
the preview display remained constant throughout the trial (in this way, the SC-Preview 
condition is identical to the SL-Preview condition in Experiment 2). In the different color 
preview condition (DC-Preview), the locations of distractors in the preview display did 
not change following the blank interval, but their color shifted to the unused third color 
(e.g. if the preview was initially green and the target color was red, the preview items 
would reappear as blue items in the final display).  
Results 
Figure 3 shows the mean correct RTs as a function of set size and conditions. 
Corresponding slopes are listed in Table 1. The results were analyzed using the same 
strategy as in Experiment 1. 
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Full-element baseline versus Preview conditions  
We first compared the two preview conditions against the full-element baseline condition 
to establish the presence of visual marking. Overall RTs were faster in the preview 
conditions than in the full-element baseline condition [F(1,13)= 29.4, MSe=150,267, 
p<.001 for SC-Preview and F(1,13) = 5.441, MSe = 177,205, p=.036 for DC-Preview]. 
There was also a main effect of set size [F(2,26) = 70.47, MSe = 55,157, p<.001 for SC-
Preview and F(2, 26) = 112.83, MSe = 46,878, p<.001 for DC-Preview]. Of primary 
interest was a significant condition × set size interaction for Same-Color Preview 
condition [F(2,26) = 8.97, MSe = 28,115, p=.001]; however, there was no significant 
interaction effect of condition × set size for Different-Color Preview [F(2,26) < 1, MSe = 
33,786]. That is, participants searched the final search displays more efficiently when the 
preview items retained their color and their location, but were unable to speed up their 
search if the previewed items retained their locations but changed colors. To further 
examine this result, we directly compared the Same-Color and Different-Color Preview 
conditions: overall RTs were faster in Same-Color Preview condition than in Different-
Color Preview condition [F(1,13)=23.86, MSe=52,574, p<.001], and there was a main 
effect of set size [F(2,26) = 78.38, MSe = 41,436, p<.001]. Most importantly, the 
condition × set size interaction effect was significant [F(2,26) = 3.45, MSe = 31,634, 
p<.05], showing that search slopes were significantly shallower for the Same-Color-
Preview condition than the Different-Color-Preview condition.  
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Half-element baseline versus preview conditions 
RTs were faster overall in the half-element baseline than in the two preview conditions 
[F(1,13) = 23.79 , MSe =108,664, p<.001 for SC-Preview and F (1,13)= 59.5, MSe = 
125,047, p<.001 for DC-Preview]. There was a significant main effect of set size [F 
(2,26)= 60.62, MSe = 20,905, p<.001 for SC-Preview and F(2,26) = 93.63, MSe =22,586 
, p<.001 for DC-Preview], and a significant interaction of condition × set size [F (2,26)= 
6.46, MSe = 19,411, p<.01 for SC-Preview and F (2,26) = 30.31, MSe = 15,123, p<.001 
for DC-Preview], such that the search slope was shallower in the half-element baseline 
condition than in the two preview conditions.  
Discussion 
In Experiment 3, we kept the locations of previewed items fixed and manipulated their 
color between the preview and final display. We found a significant preview benefit only 
when the previewed items retain their colors but no preview benefit when they changed 
colors, even though previewed items always remained at the same location. It is 
important to contrast these results with those of Experiments 1 and 2. In those 
experiments, changing the location of the previewed items had no effect on the 
magnitude of the preview benefit, irrespective of whether the previewed items changed 
locations or re-appeared at their previewed location, while in the present experiment, 
changing the color of the previewed items had a drastic effect on the preview benefit (it 
was eliminated) even though the previewed items had not changed locations. Based on 
the results of these three experiments, we can conclude that feature information (here 
color) and location information do not play interchangeable roles in the preview benefit. 
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Whereas performance in all three experiments can be accounted on the basis of color-
based inhibitory marking alone, we found no evidence of location-based inhibitory tags 
aiding the “marking” process. 
3.4 Experiment 4: Can location tags ever contribute to the preview benefit in the 
presence of a blank interval between preview and final display? 
In Experiment 3, we fail to find evidence that participants were taking advantage of the 
previewed location information to facilitate their search of the final display. However, it 
could be argued that location tags failed to play a role in that experiment, not because of 
the computational demands involved in creating such tags, but rather because location 
tags may not be able to survive the blank interval between the preview and final search 
display. In other words, it may be the case that location tags only play a role when 
participants can continuously view the previewed items.  Prior studies (Kunar, 
Humphreys, Smith, & Watson, 2003; Watson & Humphreys, 1997) have failed to find 
any evidence of a preview benefit when a blank display was inserted between preview 
and search display. To test whether location tags can survive the blank period, we 
designed Experiment 4 such that location information would be the only source of 
information participants could use to expedite their search of the final display. This was 
achieved by presenting all search items (both in preview and final display) in the same 
color. 
We tested three experimental conditions: the two baseline conditions (half-element and 
full-element baseline) and the preview condition. If location tags cannot survive the blank 
interval, we should not observe any slope differences between the preview condition and 
full-element baseline conditions. However, if location tags can survive the blank interval, 
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the search slope in the preview condition should be lower than that in the full-element 
baseline condition.  
Participants  
Fourteen participants (8 female; age range, 18-26 years; all right-handed) from University 
of Illinois at Urbana-Champaign took part for course credit. All had normal color vision 
and either normal or corrected-to-normal visual acuity. 
Stimuli, Apparatus and Procedure 
The stimuli, apparatus and procedure were in every way identical to those used in 
Experiment 2, except that on all trials all items (including previewed items) were 
presented in the same color (red). 
Design  
The design and procedure were identical to those of Experiment 2, except that only three 
conditions were tested: half-element baseline, full-element baseline and same location 
preview. And all the search items were in red.  
Results 
Figure 4 shows the mean correct RTs as a function of set size and conditions. 
Corresponding slopes are listed in Table 1. The results were analyzed using the same 
strategy as in Experiment 1. We first performed an ANOVA including condition and set 
size as factors.  There was a main effect of the search condition on performance, 
[F(2,26)=71.79, MSe=60,174, P<.001], as well as set size, [F(2,26)=291.2, P<.001]. 
There was also a significant interaction of search condition by set size, [F(4,52)=34.08, 
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MSe=11,213, P<.001], revealing differences in search efficiency across the different 
search conditions. In the following section, we examine those differences in detail. 
Full-element baseline versus Preview condition  
We compared the preview condition against the full-element baseline condition to 
establish the presence of visual marking. Overall RTs were faster in the preview 
condition than in the full-element baseline condition [F(1,13)= 12.3, MSe=55,798, 
p<.01]. There was also a main effect of set size [F(2,26) = 241.46, MSe = 19,273, 
p<.001]. Of primary interest was a significant condition × set size interaction [F(2,26) = 
6.64, MSe = 15,764, p<.05]. That is, participants searched the final search displays more 
efficiently in the preview condition than in the full-element baseline condition.  
Half-element baseline versus preview conditions 
RTs were faster overall in the half-element baseline than in the preview condition 
[F(1,13) = 63.00 , MSe =65,287, p<.001]. There was a significant main effect of set size 
[F (2,26)= 197.77, MSe = 8,921, p<.001], and a significant interaction of condition × set 
size [F (2,26)= 46.78, MSe = 7,129, p<.01], such that the search slope was shallower in 
the half-element baseline condition (17.8ms/item) than in the preview condition 
(45.0ms/item).   
Discussion 
The current results provide evidence that location-based inhibitory tags can indeed 
survive the blank intervals used in Experiments 1-3. These results support our original 
account of our earlier results, that the lack of location-based marking was not due to the 
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“absence” of those location tags (due to the inclusion of the blank display in our design) 
but rather reflects the preferential use of more economical feature-based tags to improve 
search efficiency. Our results also replicate previous findings of preview benefits with 
all-identical color stimuli (Kunar & Humphreys, 2006; Olivers et al., 1999; Theeuwes, 
Kramer, & Atchley, 1998; Theeuwes, Kramer & Atchley, 1998). Note too that the 
location-only preview benefit observed here is smaller in magnitude than the one 
observed in Experiments 2, which is the experiment most directly comparable to 
Experiment 4, [t(26) = -2.67, p <.05 ] (see also slope values in Table 1). A smaller 
location-based preview effect is consistent with the observation that location-based 
tagging might be more computationally intensive than feature-based tagging and may 
therefore lead to smaller preview benefits (Emrich, Ruppel, Al-aidroos, & Pratt, 2008).   
Experiment 5 was also designed to provide further evidence that, within the context of 
our stimuli and our procedures, participants can use location-based inhibitory tagging 
when it is advantageous for them to do so.  
3.5 Experiment 5: When previewed items remain visible throughout the trial, do 
color changes disrupt the preview benefit? 
In Experiment 4, we demonstrated that a location-based preview benefit could survive a 
blank interval between the preview and full search displays.  However, in Experiment 3 
we observed no location-based preview benefit when the previewed items re-appeared in 
a new color. This result stands in direct contrast with prior visual marking research, in 
which a preview benefit has been observed following isoluminant color changes to the 
preview elements (that occur simultaneously with the onset of the second set of search 
items; Braithwaite et al, 2005, 2006).  A critical difference between these two “color 
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changing” experiments was the introduction of the blank interval in our paradigm, which 
may have altered how previewed items are interpreted by our observers.  In Watson and 
Humphreys (2000), the previewed items remained visible throughout the trial, so when 
the previewed items changed colors, the visual system was likely to interpret those events 
as feature changes to “old” objects.  As features changes occurred frequently throughout 
the experiment, participants may have been biased to use “location tags” to keep track of 
previewed items: location tagging would allow discrimination of old from new items with 
perfect certainty, whereas feature tagging would not. In contrast, in our Experiment 3, the 
visual system may have interpreted the differently-colored items that appeared after the 
blank interval as a new set of objects, and not those that were previewed prior to the 
blank1.  Accordingly, the visual system may have been biased against using location 
tagging, as these tags would no longer be “marking” old information.  
Following this interpretation of the results of Experiment 3, we would predict that 
observers would be biased toward using location-based inhibitory tags instead of feature-
based tags if the blank display between preview and final search displays was removed 
(using isoluminant colors to prevent luminance changes from indicating the onset of new 
objects).  If observers are allowed to continuously view the previewed items throughout 
the trial, then color changes should no longer disrupt location tags, and observers should 
demonstrate a preview benefit.  Experiment 5 was designed to provide further evidence 
                                                     
1 The hypothesis underlying our experimental logic here follows from studies on apparent motion by Kolers 
(1972) and on object files (Kahneman, Treisman & Gibbs, 1992). Specifically, continuously-visible objects 
can change color, without triggering the establishment of a new object representation representing a new 
object of a different color. For instance, changing color between frames is known to have very little 
influence on the perception of apparent motion (Kolers, 1972). Further, object continuity, as indexed by 
apparent motion, is also very sensitive to temporal factors: increasing inter-stimulus intervals decrease the 
quality of perceived motion. When ISIs become a few hundred milliseconds long, motion fails, and 
separate objects are perceived.  
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that: (a) isoluminant color changes to preview items do not disrupt the preview benefit; 
and that (b) our observers can use location-based tagging to keep track of previewed 
information, when it is advantageous to do so. It should be noted that, by eliminating the 
blank display between the preview and full display, a confound is introduced to our 
paradigm: unlike Experiments 1-4, we will no longer be able to confidently rule out any 
contributions of temporal segmentation (between first and second onset of items) as a 
possible contributor to the preview benefit. 
Participants  
Fourteen participants (8 female; age range, 18-26 years; all right-handed) from University 
of Illinois at Urbana-Champaign took part for course credit. All had normal color vision 
and either normal or corrected-to-normal visual acuity. 
Stimuli and Apparatus 
The stimuli and apparatus were identical to those used in Experiment 3 except that the 
colors of stimuli were matched in luminance using a flicker task (Cavanagh, MacLeod, & 
Anstis, 1987) for each subject. Search items were red, blue or green on a grey 
background.  
Design and Procedure 
The design and procedure were identical to those of Experiment 3, except as follows. The 
200ms blank interval was removed in the two preview conditions. The colors of stimuli 
and background were isoluminant, so that the onset of new items in two preview 
conditions would not produce a luminance capture effect.  
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Results 
Figure 5 shows the mean correct RTs as a function of set size and conditions. 
Corresponding slopes are listed in Table 1. The results were analyzed using the same 
strategy as in previous experiments. We first performed an ANOVA with condition and 
set size as factors. There was a main effect of the search condition on performance, 
[F(3,39)=34.59, MSe=146,736, P<.001], as well as set size, [F(2,26)=70.97, MSe=63,025 
P<.001]. There was also a significant interaction of search condition by set size, 
[F(6,72)=7.6, MSe=24,269, P<.001], revealing differences in search efficiency across the 
different search conditions. In the following section, we explore those differences in 
detail. 
Full-element baseline versus Preview conditions  
We compared the two preview conditions against the full-element baseline condition to 
detect the presence or absence of visual marking. Overall RTs were faster in the preview 
conditions than in the full-element baseline condition [F(1,13)= 53.92, MSe=176,374, 
p<.001 for SC-Preview and F(1,13) = 20.05, MSe = 152,354, p<.001 for DC-Preview]. 
There was also a main effect of set size [F(2,26) = 60.06, MSe = 51,927, p<.001 for SC-
Preview and F(2, 26) = 77.23, MSe = 48,711, p<.001 for DC-Preview]. Most importantly, 
there was a significant condition × set size interaction both for Same-Color Preview 
condition [F(2,26) = 7.71, MSe = 31,350, p<.01] and for Different-Color Preview 
[F(2,26)=3.88, MSe = 27,156, p<.05]. That is, in the absence of a blank interval between 
the preview and final search displays, participants searched the final search displays more 
efficiently in both the Same-color and Different-Color Preview conditions.  We also 
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directly compared the Same-Color and Different-Color Preview conditions: overall RTs 
were faster in Same-Color Preview condition than in Different-Color Preview condition 
[F(1,13)=15.03, MSe=63,913, p<.01], and there was a main effect of set size [F(2,26) = 
27.81, MSe = 75,562, p<.001]. However, the condition × set size interaction effect did 
not reach significance [F(2,26) = 2.17, MSe = 14,616, p>.05].  
Half-element baseline versus preview conditions 
RTs were faster in the half-element baseline than in DC-preview conditions [F(1,13) = 
14.81 , MSe =152,762, p<.001], but not significantly faster than SC-Preview [F (1,13)= 
1.49, MSe = 184,486, p>.10]. There was a significant main effect of set size [F (2,26)= 
32.81, MSe = 33,726, p<.001 for SC-Preview and F(2,26) = 50.11, MSe =30,076 , 
p<.001 for DC-Preview], and a significant interaction of condition × set size for DC-
Preview [F (2,26)= 7.05, MSe = 22,479, p<.01]. The interaction for condition x set size 
for the SC-Preview was not significant [F (2,26) = 1.99, MSe = 26,239, p>.10]. 
Overall, the present results show that a preview benefit was obtained, even when the 
previewed items changed colors (in equiluminant fashion) at the time of the final display 
onset, as indexed by increased search efficiencies in the Different-Color conditions when 
compared to the Full-element baseline condition. That said, we found evidence that the 
preview benefit on the color-change condition may have been a bit weaker than in the 
condition when items did not change color, as indexed by  worse search efficiency in the 
Different Color condition compared to the Same-Color and Half-element baseline 
conditions.  
 
40 
 
Discussion 
In Experiment 5, we removed the 200ms blank interval between preview and final 
display and found evidence of a preview benefit in the Different-Color preview 
condition, as indexed by a significantly shallower slope in that condition compared to the 
Full-element baseline condition. This result is in clear contrast to the lack of a preview 
benefit in the Different-Color condition of Experiment 3. We take this result as evidence 
that, when previewed items remain visible throughout the trial, participants are biased to 
use location-tagging as a manner to keep track of searched items, particularly when 
feature-information is an ineffective marker (i.e. due to the possibility of color changes to 
old items). Presumably, this is the case because the color change in the previewed items 
is not interpreted as a signal that new items have been presented at those locations, but 
rather, that old items have changed.  
Although we observed evidence of location-based tagging in the Different-Color Preview 
condition, the data suggested that this preview benefit may have been weaker than the 
one observed in the Same-Color Preview condition. There are two possible reasons for 
this difference. First, it may be that in this Experiment, participants were using a 
combination of both location and color-based tagging in the Same-Color Previewed 
condition, which combined may afford a bigger or more robust preview benefit. 
Alternatively, it is possible that the Same-Color preview condition may afford better 
temporal segmentation of old/new items than the Different-Color condition. This follows, 
because in the Different-Color condition, the preview items change color precisely at the 
same moment than the second group of items appears. This synchronicity may lessen the 
temporal differentiation between the previewed and new items, thereby reducing the 
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efficacy of the preview. Although these alternatives are theoretically interesting, the 
current data do not allow us to differentiate between them. A more detailed empirical 
examination of this issue is beyond the scope of the current paper, however the primary 
aim of Experiment 5 was achieved: we replicated, with our experimental stimuli and 
procedures, prior results in the literature that have shown preview benefits in the 
Different-Color preview condition. This is another important piece of evidence that 
suggests location-tagging can produce preview benefits with our stimuli and procedures, 
and particularly so when feature-tagging may be perceived to be an unreliable marking 
mechanism. 
3.6 Experiment 6: Does previewing a color blob indicating the future distractor 
color produce a preview benefit? 
In Experiment 6, we set out to investigate whether a requirement for the preview benefit 
to arise is an accurate depiction (in the preview display) of the distractor items or whether 
showing distractor color information alone would be sufficient to produce a preview 
benefit. We compared two preview conditions: in the control-preview condition, half of 
the distractor letters were presented in the initial display, followed after a short blank 
interval by the presentation of the full search display. In the color blob condition, the 
initial display consisted of a color patch presented over a large area of the display and 
consisting of the same color as that of set of distractors that would not contain the target 
in the subsequent full search display (see figure 10 for a sample previewed blob). The full 
search display was presented following a short blank interval after the presentation of the 
color blob (as in the control-preview condition). In other words, the difference between 
the control-preview and color blob conditions was that whereas in both “preview” 
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displays participants obtained the information of the color “not to search” in the full 
search display, in the control condition, participants had the potential added benefit of 
actually having seen the distractors, as they would appear in the final search display. If 
previewing the actual distractors is necessary to produce a preview benefit, or if there is 
an added benefit to seeing the actual distractors, then one would expect a larger preview 
benefit in the control-preview condition compared to the color-blob condition. However, 
if the color of the distractors is itself sufficient information to guide search, then one 
might expect comparable performance in both conditions.  
Method 
Participants 
Fifteen participants (9 female; age range, 18-26 years; all right-handed) from the 
University of Illinois at Urbana-Champaign took part in this study in exchange for course 
credit. All had normal color vision and either normal or corrected-to-normal visual 
acuity. 
Stimuli and Apparatus 
The stimuli, apparatus and procedure were in every way identical to those used in 
Experiment 2, except the following: the different location condition is replaced by a color 
blob condition in which a randomly generated color patch would present right before the 
blank interval followed by the final search display, with the color indicating the distractor 
color. The color patch was either red, green or blue (presented as [255 0 0], [0 255 0] and 
[0 0 255] respectively, see figure 10 for a blob example). The size and shape of the blob 
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is randomly generated by the computer. Each blob consists of seven ovals, 512 pixels 
wide and 384 pixels tall, positioned randomly within the display region. 
Design and Procedure 
The design and procedure were identical to those of Experiment 2, except as follows. A 4 
× 3 (condition × set size) within-subjects design was used. The four experimental 
conditions were as follows: single feature search condition (half-element baseline) in 
which a target T appeared among four possible orientations of Ls, and all objects appear 
in the same color (blue, green or red). In the color-form conjunction search condition 
(full-element baseline), a rotated target T appeared among distractor Ls (in the same color 
as the target T) and distractor Ts (in a different color than the target T). In the control-
preview condition (Control-Preview), distractor Ts appeared (half of the set size), and 
were followed by a blank screen. Following the blank screen, the same distractor Ts 
reappeared in the same location, along with all remaining distractor items and the target 
(the remaining half of the set size), which were presented in the non-previewed color. 
Finally, in the blob preview condition (Blob-Preview-D, with “D” indicating distractor 
color), the search display was the same as the full-element baseline condition, except that 
before the search display, a color patch which indicated the color of the distractor set that 
did not contain the target in the final display was presented.  
Each condition was run as a separate block of 150 trials (50 per set size). Trials within 
blocks were fully randomized across set size, and block order was randomized across 
participants. Four brief practice blocks of each condition were completed at the beginning 
of the experiment. None of these practice trials were included in the analysis. 
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Each experimental trial began with the presentation of a black fixation cross, which 
remained visible until the end of the trial. For the two baseline conditions (i.e. single-
color search and two-color search), the search display was presented 1,000 ms after 
fixation onset, and remained visible until a response key was pressed or a time-out period 
of 7000 ms had elapsed. This procedure was repeated for each trial for the duration of the 
experimental block, with an inter-trial interval of 1000 ms. For the preview conditions, 
the fixation cross was followed by a preview display that remained on the screen for 800 
ms (which contained either a preview of distractor items or a picture of the color blob, 
both of the same color), and was followed by a blank display for 200 ms. After the 
preview and blank interval, a presentation of the full search array was displayed. The 
previewed distractors in the Control-Preview reappeared in the final target display. On 
preview trials, participants were instructed to maintain fixation and to not initiate search 
until the arrival of the full search display, because the target always appeared in the final 
display as a new item. In the two preview conditions, RTs were measured from the onset 
of the final display. Participants were asked to search as quickly and as accurately as they 
could for all conditions. The experiment lasted approximately 50 min. 
Results 
As can be seen in Figure 6, the overall RTs for the single-color search condition were the 
fastest (878ms), followed by the Control-Preview condition (1129ms), then the blob-
Preview-D condition (1400ms), and finally the two-color search condition(1748ms). This 
trend was confirmed by an ANOVA with the factors condition × set size. Search 
condition had a main effect on performance, [F(3,42)=55.2, MSe=113,260, P<.001], as 
did set size, [F(2,28)=108.7, MSe=46,453, P<.001]. More importantly, there was a 
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significant interaction of search condition by set size, [F(6, 84)=9.4,MSe=26,600, 
P<.001], revealing differences in search efficiency across the different search conditions. 
In the following section, we analyze those differences in detail. 
Full baseline versus Preview conditions  
We first compared each preview condition to the full baseline independently, to 
determine whether there was a preview benefit. RTs were faster overall in the preview 
conditions than in the full baseline condition, [F(1,14)= 55.7, MSe=154,538, p<.001 for 
control-Preview and F(1,14) = 14.8, MSe =184,281, p<.01 for Blob-Preview-D]. There 
was also a main effect of set size [F(2,28) = 56.2, MSe = 62,071, p<.001 for control-
Preview and F(2, 28) =85.15, MSe = 53,289, p<.001 for Blob-Preview-D], showing that 
search time increased with more distractor items. There was a significant condition × set 
size interaction in control Preview condition [F(2,28) = 9.04, MSe = 36,212, p<.001], 
indicating preview benefit in control Preview conditions. However, the interaction effect 
didn’t reach significant level in the Blob-Preview-D condition [F(2,28) = 1.9, MSe 
=49,663, p>.05]. We also directly compared the slopes for Full baseline (55.2) and Blob-
Preview-D conditions (41.2) and found marginal significant difference between these two 
[F(1,14)=3.84, MSe=3,83, p<0.1].  These results suggested that participants may get a 
moderate benefit in the Blob-Preview-D condition.  
Control-Preview versus Blob-Preview-D conditions 
We also focused our subsequent analyses on the differences in preview benefits between 
the two conditions. There was a main effect for both set size [F(2, 28)] = 74.3, MSe = 
32,770, p <.001] and conditions[F(1,14) = 28.63, MSe =57,436, p < .001]. Moreover, 
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there was a significant condition × set size interaction [F (2, 28) =4.99, MSe = 14,881, 
p<.05] indicating that the search slope in control preview condition was lower than that in 
the blob-Preview-D condition. In other words, the preview benefit was stronger in the 
control-Preview condition than that in the blob-preview-D condition. 
Half baseline versus preview conditions 
RTs were faster overall in the half baseline than in the two preview conditions [F (1,14)= 
30.9, MSe = 46,009, p<.001 for Control-Preview and F(1,14) = 60.82, MSe =100,604, 
p<.001 for Blob-Preview-D]. Additionally, there was a significant main effect of set size 
[F (2,28)= 80.51, MSe =13,679, p<.001 for Control-Preview and F(2,26) = 108.3, MSe 
=5,515 , p<.001 for Blob-Preview-D], and a significant interaction of condition × set size 
[F (2,28)= 6.63, MSe = 9,622, p<.01 for Control-Preview and F (2,26) = 21.9, MSe = 
12,136, p<.001 for Blob-Preview-D], showing that the search slope was shallower in the 
half baseline condition than in the two preview conditions (18.2ms/item in half baseline 
condition vs. 29.7ms/item and 41.2ms/item in Control-Preview and Blob-Preview-D 
respectively).  
Discussion 
In Experiment 6, we examined the contribution of color information to the preview 
benefit and found that previewing the exact set of distractor items that will appear in the 
final display does afford a processing advantage in terms of search efficiency, than 
merely presenting a color blob indicating the future color of distractors in the display. 
Knowing the distractor color information perceptually in advance did appear to help 
subjects de-prioritize the distractors that have this color and thus facilitate search 
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efficiency, however, this facilitation was moderate. An intuitive follow-up question 
would be to ask whether subjects can positively prioritize the color previewed in the blob 
condition (as opposed to de-prioritize it, as in Experiment 6). Experiment 7 was aimed at 
answering this question. 
3.7 Experiment 7: Do color blobs priming target color produce preview benefit? 
In this experiment, we adopted the same experimental design as in Experiment 6 but the 
blob color this time would now indicate the target color (that is, the color of the set of 
items containing the target in the final display). This is important because it will let us 
know whether the color in the blob can serve identical functions as a valid cue for the 
target color (and affect prioritization to the same extent) as it does when it cues the color 
of the distractor set. In other words, is there something unique about the “inhibitory” 
tagging of the color, or is it just a way of semantically directing the observers’ attention 
away or towards a specific set of items in the final display. If participants can only take 
advantage of the blob color to exclude distractor information, we won’t see a preview 
benefit in the current color blob condition. However, if participants can also use the blob 
information to actively select items of that color, performance in the color blob should 
show a “preview benefit”. 
Method 
Participants  
Sixteen participants (8 female; age range, 22-34 years; all right-handed) from University 
of Illinois at Urbana-Champaign took part for course credit or small payment. All had 
normal color vision and either normal or corrected-to-normal visual acuity. 
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Stimuli and Apparatus 
The stimuli were essentially the same as those in Experiment 6. 
Design and Procedure 
The design and procedure were identical to those of Experiment 6, except that in the blob 
preview condition, the blob color would indicate the target color (and we will call it 
Blob-Preview-T, with “T’ indicating target color). Participants have up to 7 seconds to 
make a response. 
Results 
Data from one subject was not included in the analysis because the participant committed 
too many errors (> 10%) in the singleton condition, so we decided not to include the data 
of this participant. Results are based on the data from the remaining 15 subjects. Figure 7 
shows the mean correct RTs as a function of set size and condition. Corresponding slopes 
are listed on Table 2. The results were analyzed in analogous manner to Experiment 6. 
Full baseline versus Preview conditions  
Two preview conditions were compared against the full baseline condition independently 
to determine the presence of the preview benefit. RTs were faster overall in the preview 
conditions compared to the full baseline condition [F(1,14)= 53.2, MSe=151,234, p<.001 
for control Preview and F(1,14) = 53.02, MSe = 129,857, p<.001 for Blob-Preview-T]. 
There was also a main effect of set size [F(2,28) = 230.17, MSe = 15,828, p<.001 for 
control Preview and F(2, 28) = 160.59, MSe = 25,794, p<.001 for Blob-Preview-T]. Of 
most interest was the significant condition × set size interaction [F(2,28) = 18.9, MSe = 
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26,094, p<.001 for control Preview and F(2,28) = 17.71, MSe = 18,543, p<.001 for Blob-
Preview-T], showing that participants searched more efficiently in the two preview 
conditions than in the full baseline condition. The current results are in contrast to those 
of the previous experiments, Compared to the previous experiment, there was a 
significant preview benefit in both preview conditions, whereas in Experiment 6, the 
preview benefit was only marginally significant. 
Control Preview versus blob-Preview-T conditions 
As in Experiment 6, we were interested in potential differences in the magnitude of the 
preview benefit between the exact distractor and blob preview conditions. There were no 
significant RTs difference between these two preview conditions [F(1,14) = 0.94, MSe = 
48,159, p = .35]. There was a main effect of set size [F(2, 28) =  118.13, MSe = 15,167, p 
<.001]. However, the absence of a significant condition × set size interaction [F(2,28) 
=2.26, MSe = 7,614, p>.1] indicated that the search slopes of these two conditions were 
identical (27.5ms/item and 33.4ms/item in Control-Preview and Blob-Preview-T 
respectively). In other words, the preview benefit was of equivalent magnitude in the 
blob condition as it was in the preview control condition. 
Half baseline versus preview conditions 
RTs were faster overall in the half baseline compared to the two preview conditions [F 
(1,14)= 31.39, MSe = 45,947, p<.001 for control Preview and F(1,14) = 35.56, MSe 
=56,232, p<.01 for blob-Preview-T]. There was also a significant main effect of set size 
[F (2,28)= 157.79, MSe = 7,130, p<.001 for control Preview and F(2,28) = 136.6, MSe 
=10,264, p<.001 for blob-Preview-T]. Most importantly, there was a marginally 
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significant interaction of condition × set size for control Preview[F (2,28)= 3.23, MSe = 
7,490, p=0.055] and  a significant interaction for blob-Preview-T [F (2,28) = 12.01, MSe 
= 6,770, p<.001], suggesting that the search slope was shallower in the half baseline 
condition (20.4) than in the two preview conditions (20.4 ms/item in half baseline 
condition vs. 27.5ms/item and 33.4ms/item in Control-Preview and Blob-Preview-T 
respectively).  
Discussion 
In Experiment 7, the blob color cued the color of the target in the final display and this 
condition produced a “preview” benefit of the same magnitude as having actually 
previewed distractors in the Control Preview condition. This result showed that subjects 
can use the information in the color blob to prioritize processing of items in that same 
color and that such “positive” prioritization is much more easily put in place than the 
“negative” prioritization measured in Experiment 6.  
Based on Experiment 6 and 7, we found that color information plays an important role in 
the prioritization of information in visual search, showing that actually seeing the exact 
half of the distractors that would appear in the final search display afforded no more 
savings in terms of visual search efficiency that merely seeing a color blob: subjects can 
easily active the blob color if it refers to target color. This activation happens when the 
information is offered perceptually. On the other hand, however, when the blob color 
refers to distractor color, the inhibition of the blob color seems to be not as efficient as 
seeing the exact distractor items.  Next, we asked whether advance color information at 
the semantic level would produce similar results or whether there is a “perceptual” 
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advantage to seeing the actual color used in the search displays. Experiment 8 and 
Experiment 9 were designed to address these questions. Instead of presenting a blob, we 
presented a color word (either “BLUE”, “GREEN” or “RED”, printed on black color ink) 
indicating the distractor color (in Experiment 8) or the target color (in Experiment 9). If 
color information can be as effective a source of visual prioritization as the blob, then we 
should expect identical preview benefits in the “word” condition, as when previewing 
half of the distractors in the final display. Importantly, it would allow us to pinpoint the 
likely source of the preview benefit: is there something uniquely perceptual about this 
effect? Or is it always semantically modulated (i.e., “I should look through green items 
now”)? In addition, comparing performance across Experiments 8 and 9 will allows us to 
test whether semantic cueing the target color is somewhat different that semantically de-
prioritizing distractors.  
3.8 Experiment 8: Will semantically cueing the distractor color afford a different, 
perhaps better, search benefit than seeing a color blob? 
Experiment 8 will investigate whether the preview benefit can be mediated semantically. 
Words (RED, GREEN and BLUE) written in black ink indicating the distractor color will 
be used in the preview display in one of the conditions, instead of the color blob. If 
subjects can take advantage of the information in the preview display, even when the 
information is purely semantic, we should see an identical preview benefit in the word 
preview and the control preview conditions. 
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Method 
Participants  
Sixteen participants (10 female; age range, 18-24 years; all right-handed) from University 
of Illinois at Urbana-Champaign took part for course credit. All had normal color vision 
and either normal or corrected-to-normal visual acuity. 
Stimuli and Apparatus 
The stimuli were essentially the same with the previous experiments except that in the 
semantic preview condition a word, either “BLUE”, “GREEN” or “RED”, would appear 
on the center of the screen before the search display. The font size of the words was 50. 
Design and Procedure 
The design and procedure were identical to those of Experiment 6 and 7, except that now 
the blob preview condition was replaced with a word preview condition in which either a 
word “BLUE”, “GREEN” or “RED” was presented at the center of the screen before the 
search display appeared (Word-Preview-D, with “D” indicating the distractor color). 
Participants were told that the word would indicate the color of the set of distractors not 
containing the target in the following display. Participants had up to 7 seconds to make a 
response in the search task. 
Results 
Figure 8 shows the mean correct RTs as a function of set size and condition. 
Corresponding slopes are listed on Table 2. The results were analyzed in analogous 
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manner to Experiment 6, about 1.6% data were excluded from analysis either because of 
error response or outliers beyond +/1 3sd. 
Full baseline versus Preview conditions  
We first compared the two preview conditions against the full baseline condition 
independently to determine the presence and magnitude of the preview benefit. RTs were 
faster overall in the two preview conditions compared to the full baseline condition 
[F(1,15)= 65.6, MSe=90,325, p<.001 for control Preview and F(1,15) = 14.28, MSe = 
100,844, p<.01 for word-Preview-D]. There was also a main effect of set size [F(2,30) = 
88.21, MSe = 49,920, p<.001 for control Preview and F(2, 30) = 148.96, MSe = 30,408, 
p<.001 for word-Preview-D]. Of most interest was the significant condition × set size 
interaction [F(2,30) = 15.67, MSe = 28,369, p<.001 for control Preview and F(2,30) = 
11.75, MSe = 34,435, p<.001 for word-Preview-D], showing that participants searched 
more efficiently in the preview conditions than in the full baseline condition. Compared 
to Experiment 6 in which color blobs referring to distractor color were previewed, 
viewing a semantic word seemed to be more efficient. 
Control Preview versus word-Preview-D conditions 
As in previous experiments, we were interested in potential differences in the magnitude 
of the preview benefit between previewing the exact distractors and previewing only the 
distractor color information semantically through a word. We compared control preview 
condition and word-Preview-D condition. RTs were significantly different between these 
two preview conditions [F(1,15) = 12.82, MSe = 118,865, p <.01]. There was also a main 
effect of set size [F(2, 30)] =  90.05, MSe = 23,755, p <.001]. However, the absence of a 
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significant condition × set size interaction [F(2,30) <1, MSe = 22,991, p>0.1] indicated 
that the search slopes of these two conditions were identical. Unlike in Experiment 6 
where we found only marginal significance between exact distractors preview and blob 
preview, here we found that  the preview benefit was of equivalent magnitude regardless 
of whether exact distractors were previewed or whether a word indicating the color of the 
upcoming distractors was previewed. In both Blob-Preview-D and word-Preview-D 
conditions, we were trying to convey the same information, but in fact, previewing the 
color blob ended up being harder for participants to take advantage of than previewing 
the word. Probably people uses semantics, not perceptual signals, and perception is 
transformed into meaning to guide attention, not the other way around in these tasks. 
Half baseline versus preview conditions 
RTs were faster overall in the half baseline compared to the two preview conditions [F 
(1,15)= 19.88, MSe = 135,148, p<.001 for control Preview and F(1,15) = 63.02, MSe 
=131,007, p<.001 for word-Preview-D]. There was also a significant main effect of set 
size [F (2,30)= 54.47, MSe = 23,570, p<.001 for control Preview and F(2,30) = 120.35, 
MSe =11,255, p<.001 for word-Preview-D], and a significant interaction of condition × 
set size [F (2,30)= 7.76, MSe = 12,020, p<.001 for control Preview and F (2,30) = 10.00, 
MSe = 10,889, p<.001 for word-Preview-D], showing that the search slope was shallower 
in the half baseline condition (18.3ms/item) than in the two preview conditions 
(31.7ms/item and 32.8ms/item in Control-Preview and Word-Preview-D respectively).  
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Discussion 
Experiment 8 showed that semantically priming the distractor color generated the same 
preview benefit as if the exact half of distractor items were previewed. Interestingly, we 
observed strong evidence of de-prioritization of the distractor color when the color was 
indicated with a word, since the preview benefit in the Word-Preview-D condition was 
statistically the same as in the control Preview condition. This result stands in sharp 
contrast to those in Experiment 6: although we did see the trend of facilitated search 
efficiency in that experiment, the preview benefit in the Blob-Preview-D condition was 
not statistically significant. This pattern of results suggests that the “preview” effect of 
the color blob was uniquely driven by the semantic content of the blob. That is, there was 
no added benefit to actually “seeing” the color of the distractor items, what is more, there 
might be a slight advantage to processing the color information semantically. Put the 
other way around, there seems to be a cost from “seeing” the distractor information in the 
form of a color blob, whereas there is no such cost when this information is presented 
semantically. This suggests that participants use semantic, not perceptual, information to 
guide attention around our search displays: when presented with advance perceptual 
knowledge (as in the blob condition), they likely turn this information into a semantic 
code to guide attention. This result may be counter-intuitive, as one may have anticipated 
that attention would prefer perceptual information to guide it, than semantic one (Wolfe, 
et al, 2004).  
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3.9 Experiment 9: Will semantically priming the target color have the same effect 
as semantically priming the distractor color? 
In this experiment, we asked whether cueing the distractor set would produce different 
savings in search efficiency than directly cueing the target set, that is, using the word to 
indicate the group of elements containing the target in the upcoming display. In other 
words, can observers prioritize visual information (as examined here) equally well as de-
prioritize it?  
Method 
Participants  
Fifteen participants (10 female; age range, 18-24 years; all right-handed) from University 
of Illinois at Urbana-Champaign took part for course credit. All had normal color vision 
and either normal or corrected-to-normal visual acuity. 
Stimuli and Apparatus 
The stimuli were the same as in Experiment 8.  
Design and Procedure 
The design and procedure were identical to Experiment 8, except that now the word in 
the preview display indicated the color of the set of items containing the target, rather 
than the distractor set.  
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Results 
Figure 9 shows the mean correct RTs as a function of set size and condition. 
Corresponding slopes are listed on Table 2.  
Full baseline versus Preview conditions  
RTs were faster overall in the preview conditions compared to the full baseline condition 
[F(1,14)= 21.8, MSe=198,879, p<.001 for control Preview and F(1,14) = 46.76, MSe = 
95,650, p<.001 for word-Preview-T]. There was also a main effect of set size [F(2,28) = 
92.61, MSe = 34,485, p<.001 for control Preview and F(2, 28) = 87.5, MSe = 40,303, 
p<.001 for word-Preview-T]. Of most interest was the significant condition × set size 
interaction [F(2,28) = 8.77, MSe = 18,194 p<.001 for control Preview and F(2,28) = 4.98, 
MSe = 17,885, p<.05 for word- Preview-T], showing that participants searched more 
efficiently in the preview conditions than in the full baseline condition. As in Experiment 
8, there was a significant preview benefit in both preview conditions. 
Control Preview versus word-T Preview conditions 
RTs were not significantly different between the control preview condition (1233ms)  and 
the word-Preview-T condition (1226ms) [F(1,14) = .009, MSe = 110,944, p > .10]. There 
was a main effect of set size [F(2, 28)] =  101.33, MSe = 21,876, p <.001]. However, the 
absence of a significant condition × set size interaction [F(2,28) =1.37, MSe = 14,816, 
p>.10] indicated that the search slopes of these two conditions were identical, suggesting 
that the preview benefit was of equivalent magnitude in the control preview condition 
and the word-Preview-T condition. 
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Half baseline versus preview conditions 
We compared the half baseline RTs were faster overall in the half baseline compared to 
the two preview conditions [F (1,14)= 14.17, MSe = 127,800, p<.01 for control Preview 
and F(1,14) = 20.89, MSe =82,591, p<.001 for word-Preview-T]. There was also a 
significant main effect of set size [F (2,28)= 156.7, MSe = 9,897, p<.001 for control 
Preview and F(2,28) = 140.85, MSe =12,695, p<.001 for word-Preview-T]. Moreover, 
there was a marginally significant interaction effect between condition × set size for the 
control Preview condition [F(2,28) = 2.82, MSe = 12,187, p=0.07], and a significant 
interaction effect for word-Preview-T condition [F(2,28) = 3.99, MSe = 14,897 p<.05], 
showing that the search slope was shallower in the half baseline condition than in the two 
preview conditions.  
Discussion 
The results of Experiment 9 replicated those of Experiment 8 in terms of previewing 
benefit effects. Previewing a word which indicated the distractor color or target color 
produced similar effects on search efficiency. However, there were RT differences for the 
two preview conditions when comparing Experiments 6, 8 and Experiments 7, 9. In 
Experiments 6 and 8, RTs were faster in the control Preview condition than in the 
Word/Blob-Preview-D condition (an intercept effect), whereas in Experiment 7 and 9, 
there was no RT difference between control Preview and Word/blob-Preview-T. This 
distinctive RT pattern suggests that cueing the targets carries a smaller set-up cost than 
cueing the distractor color.  
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Based on Experiments 8 and 9, we found that the prioritization and de-prioritization of 
color information happens at a relatively high level, likely semantic. Furthermore, at the 
semantic level, subjects are equally able to inhibit or facilitate the previewed color to 
guide attention efficiently in the final search display.    
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CHAPTER 4: GENERAL DISCUSSION 
The goal of the present work was to determine the nature of information used by 
observers during preview searches (i.e. searches in which a subset of a final display can 
be previewed), when the influences of attentional capture and temporal grouping are 
avoided.  Consistent with previous results on color-based marking effects by Braithwaite 
and colleagues, the results of Experiments 1 and 2 indicated that providing observers with 
advance knowledge of the color of one subset of distractors on the final display 
significantly increased the efficiency of search in the final display. This is a nice 
contribution to the literature on the Negative Color Compatibility Effect in so far as we 
find results that are clearly consistent with the feature-based marking mechanisms that 
underlie that effect, while avoiding the use of the majority/minority color manipulation 
that can add a level of complexity to the results of such experiments.  
Further, and somewhat surprising to us, in Experiments 1 and 2, we also found no added 
benefit from re-presenting the previewed items at their exact previewed location, 
suggesting that observers had not used location information to distinguish old previewed 
items from the newer distractors in the final search display, even though doing so could 
have further improved their search efficiency. That said, this conclusion hinges upon the 
assumption that location information can survive the 200ms blank intervals that we used 
in these experiments, which inhibitory-feature tags seemed able to do. This idea was 
tested in Experiment 4, in which we found that preview benefits can indeed be observed 
in the presence of blank intervals, if location information is the only way to differentiate 
old from new locations (no color difference between old and new items).  
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To further explore the role of location-based tagging in the presence of differently 
colored items, we ran Experiment 3, in which feature information was no longer an 
effective marker for “previewed” status (because old items could re-appear in a new 
color), whereas location information was (because previewed items always reappeared at 
their previewed location). Somewhat surprisingly, we failed to find a preview benefit 
suggesting participants were unable or unwilling to use location information to improve 
search efficiency, in these conditions. Finally, Experiment 5 explored whether, in the 
absence of a blank interval, color changes to preview items would disrupt the preview 
benefit (as was observed in Experiment 3). We found that a preview benefit can indeed 
be observed with isoluminant color changes to the preview items (as has been observed in 
the literature before, see Watson & Humphreys, 2002), although the preview benefit 
appeared weaker than in a condition when the old items did not change color during the 
trial.  
In sum for the first part of the experiments, our results strongly suggest that under 
specific circumstances, observers use either advance feature information or advance 
location information about distractors to speed up their visual searches, and that in 
general, feature information appears to be a stronger cue in facilitating visual search 
compared to location information. The apparent privileged role of features over locations 
was observed when we eliminated the temporal cues that allow for differential processing 
of preview and new items (Experiments 1-3). Therefore, our results must be qualified by 
the context of the methodological manipulation we introduced to minimize attentional 
capture and temporal grouping: the blank interval between preview and full search 
display. This manipulation sets our studies apart from many other previous studies on 
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visual marking, although two studies before us have used a similar blank display 
procedure (Kunar, Humphreys, Smith, & Watson, 2003; Watson & Humphreys, 1997). In 
the original Watson & Humphreys (1997) paper, the authors failed to find any preview 
benefit when a 250ms blank display was introduced between preview and final display. 
This is in stark contrast to our Experiments 1-3, in which the “fixed preview” condition 
(see Table 1) always produced a strong preview benefit, even in the presence of the 200 
ms blank display. One main difference between these two studies is that in Watson & 
Humphreys’ original study there was no feature uncertainty: the target was always 
presented in the same color, in the second set of distractors (it should be noted that the 
lack of color uncertainty was also present in Kunar et al.’s [2003] study). It is likely that 
the benefit of color “guidance” was at play in all conditions, even the “conjunction search 
condition”: participants may have been using color to inhibit half of the distractors, and 
may have done so equally effectively in preview and conjunction search conditions. 
Therefore, the benefit observed in the preview condition of those experiments must have 
been the result of location-based tagging, as this would be the only mechanism able to 
further distinguish between preview and search displays.  
We do not intend to claim that location information can never be used to inhibit or de-
prioritize distractor locations. This is clearly not the case, as was evidenced in our 
Experiment 5, and in Watson & Humphreys (1997), as well as Kunar et al. (2003) 
studies. Further, evidence from other paradigms has also shown a robust effect of 
memory for locations on visual search across blank intervals. For example, in one study 
from our lab (Thomas & Lleras, 2009c), we have demonstrated that participants use 
inhibitory tags at previously attended locations during a visual search, and that the 
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presence of those tags can be observed several hundred milliseconds after the search 
display has been removed from view. In that study, participants had to perform an 
interrupted visual search, in which the search display (on for 100 ms) alternated with a 
blank display (on for 900 ms). Participants can efficiently search these interrupted search 
trials and use inhibitory tags to ‘mark’ the locations of previously attended distractors (as 
measured by a probe-detection task). Importantly, in that study, we found evidence of 
inhibitory location tags only at the locations of distractors that could potentially be the 
target, presumably because participants had searched through those locations and 
‘marked’ them as not containing the target. In contrast, there was no evidence of 
inhibition at the locations of items that could never be the target (they were presented in a 
color that was never used as a target color during the experiment).  We found that 
inhibitory location tags can be used to ‘mark’ distractor locations in a visual search, and 
that such tags can survive blank intervals much longer than those used here. However, 
such findings raise the following question: If location-based marking can survive long 
blank intervals, then why did we fail to observe any location-based marking in the current 
Experiments 1-3, yet succeed in observing location-based marking in Experiments 4 and 
5? 
Before attempting to answer that question, it is important to first return to the extant 
literature on Visual Marking and examine those experiments with similar manipulations 
to ours that did show a preferential role for location-based information, and in particular, 
to those experiments in which Visual Marking seemed to be “feature-blind”. Closest to 
our current Experiments 3 and 5 are Experiments 4 and 5 from Watson & Humphreys 
(2002) in which the authors found that equiluminant color changes to the previewed 
64 
 
items did not interfere with the preview benefit. In their Experiment 4, the preview items 
were blue and at the moment the second set of items appeared, the preview items 
switched to an equiluminant green. This color-switch did not affect the preview benefit. 
Similarly in their Experiment 5, previewed items switched from red to an equiluminant 
green, and again the authors found no modulation of the preview benefit. This result led 
the authors to argue that the mechanism responsible for Visual Marking was “feature-
blind” and likely location-based. Certainly, it is possible that location-based prioritization 
played a role in those experiments, although it is difficult to determine what the likely 
source of that prioritization might have been. As previously discussed, it is possible that 
attentional capture or temporal grouping by the new set of onsets might have led to 
location-based preview benefits in those experiments. Even if those contributions are 
ruled out, it should be noted that the second set of items in Watson & Humphreys 
experiments (the set containing the target) were always blue, regardless of the color of 
the preview items, and were slightly less luminous than the preview distractors as well. 
This is not an unusual design characteristic in preview search experiments. In most 
studies, the color of the target letter (and its co-occurring distractors) is fixed throughout 
the experiment (and it is generally blue). Regarding our present discussion of Watson & 
Humphreys (2002), it is likely that participants may have used some of these defining 
features of the target (blue, lower luminance) as a way to “positively” prioritize their 
search toward items that contained those features, while ignoring other items (this 
possibility has also been suggested elsewhere, e.g., Watson & Humphreys, 2005, and the 
role for positive feature-based facilitation has also been recently demonstrated 
Braithwaite & Humphreys, 2007). If so, changing the color of the previewed items to 
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colors other than blue would naturally have a minimal effect on the preview benefit. In 
sum, differences between the extant literature and the current results may be due in part 
to differences in how the final set of items was defined: as a set of items of constant 
color, which invites the possibility of positive prioritization of that target color (both in 
preview as well as in full-element baseline conditions); or with target color uncertainty, 
which makes it impossible to anticipate or prioritize features of the target and forces 
participants to, if anything, de-prioritize (i.e., “mark”) old items.  
In addition, having a target of constant color throughout an experiment in which preview 
items do change colors (as was the case in Watson & Humphreys experiments) may 
impact the participants’ perceived relevance of color information and lead them to de-
prioritize color processing altogether. In other words, colors in the preview displays may 
have been perceived by participants (rightly so) as carrying no useful information about 
their search task: the initial preview color was not on the final display and the target set 
was always blue. In contrast to Watson & Humphreys constant target color design, in the 
present experiments the color of the target was randomly chosen from trial to trial, 
thereby eliminating the possibility of an a priori “prioritization” of the target color over 
the entire duration of the experiment. Furthermore, in our Experiments 2 and 3, even after 
viewing the preview displays, participants could not anticipate the color of the target, 
thereby avoiding the possibility that the color of the preview display may have acted as a 
cue to the color of the target. This very uncertainty regarding the target color may have 
heightened the relevance of color information in our experiments. That is to say, because 
the participants had no way of knowing which color the target would be, and because 
preview items differed from the new items precisely along the color dimension, 
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participants might have perceived color as carrying useful information about their search 
task, insofar as processing the color of the previewed items could lead to a large 
reduction in uncertainty regarding which items to search through in the final display. In 
sum, whereas in Watson & Humphreys’ (2002) experiments the color of the preview 
items may not have been perceived as an informative dimension (i.e. because the color of 
the target was constant throughout the experiment), participants in our experiments may 
have been more sensitive to color information precisely because of the trial-to-trial 
uncertainty regarding the color of the target.  
In light of the results of the current Experiment 5, we can propose an alternative 
interpretation of the varying patterns of results obtained across different studies. In 
Experiment 5, we found evidence of location-based tagging, even in the presence of 
target-color uncertainty, when we eliminated the blank display between preview and final 
display. Although the magnitude of the preview benefit appeared to be somewhat smaller 
when the preview items changed color isoluminantly than when they retained the same 
color from preview to final display, a clear preview benefit was observed in both preview 
conditions. This result stands in sharp contrast to the results of Experiment 3, in which a 
blank interval was used: no preview benefit was observed when the preview items 
changed color from the preview to final search display. This difference suggests that the 
visual system may be treating previewed items in a different way across the two 
experiments. In Experiment 3, when a blank interval is used, it is possible that the visual 
system may attempt to link the preview items to their counterparts in the final display, but 
may only succeed in doing so when the color of the items match. If the colors of the 
items before and after the blank do not match, the visual system may then interpret these 
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“previewed” items as “novel” items, worth searching. Such interpretation is all the more 
likely given that target color was uncertain in this experiment. On the other hand, in 
Experiment 5 when no blank display was used, the visual system may interpret changes 
in color to the preview items as changes to the features of the same old items, which are 
known not to contain the target. It should be noted that Kunar, Humphreys, Smith & 
Watson (2003) studied the issue of how old items are interpreted by the visual system and 
the consequence of that interpretation on the preview benefit. In Kunar, et al. (2003), old 
items offset in either an ecological fashion (they were occluded by moving distractors for 
a period of 300 ms) or simply disappeared and reappeared 300ms later (in a ecologically 
implausible fashion). A preview benefit was observed in the ecologically valid 
disappearance condition, but not in the offset condition, suggesting the existence of a 
persistent representation (akin to object files) that the visual system links across 
disappearances when there is reason to do so (such as preserved color information before 
and after the blank).  
It would be difficult to argue that this “object updating account” can, on its own, account 
for all the differences between our results and those in the literature: whereas we 
consistently found preview benefits with blank displays (Experiments 1-3), others have 
clearly failed to observed them (Watson & Humphreys, 1997; Kunar et al., 2003). So, we 
return to the issue of color-relevance as a more likely account for these disparate 
findings. The “relevance of color” explanation regarding the differences between Watson 
& Humphreys (2002) data and our own results is consistent with recent data from our lab 
(Lleras, Rensink, & Enns, 2007) showing that changes to the target color differentially 
impact performance depending on whether color is a relevant dimension in the 
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experiment or not. In Lleras, Rensink & Enns (2007), we presented observers with an 
interrupted search task similar to that of Thomas & Lleras (2009c) in which participants 
were required to complete a search task while the search display (on for 100 ms) 
alternated with blank displays of longer duration (900 ms). Unbeknownst to participants, 
the color of the target could randomly change on every presentation of the search display, 
such that it either remained the same as in the previous search display or switch to an 
alternate color (50% chance of switching). We found that when the color dimension was 
irrelevant to the participants’ search task (participants look for a T and report its 
orientation), changes to the target color had no effect on search times or accuracy, and 
participants were unaware of any changes to the target. However, when the color of the 
target was relevant to the task (participants look for a T and report its color), changes to 
the color of the target between display presentations had a very disruptive effect on both 
search times and accuracy. In other words, the relevance of the color dimension directly 
determined whether changes in color would (when color was relevant) or would not 
(when color was irrelevant) impact response times.  
In keeping with the Lleras et al. (2007) findings, we propose that color relevance is the 
critical difference between Watson & Humphreys (2002) and our current experiments. 
When the color dimension (specifically, the color of the preview displays) is perceived as 
carrying information about the search task, color information will be attended by the 
observers and used as an effective way of ‘marking’ distractors. If, on the other hand, the 
color dimension is not perceived as reducing uncertainty about the search task (e.g. when 
the color of the target is known ahead of time), color information will not be attended by 
the observers and is unlikely to be used as a source of ‘marking.’  
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 It is also important to properly acknowledge previous reports that have found strong 
evidence for location-based prioritization.  As previously indicated, it is not our intention 
to argue that location-based prioritization does not happen, but simply that it did not 
appear in most of our experiments. For instance, in the study by Kunar et al (2003), 
participants were presented with homogeneous final displays (all items were the same 
color and luminance) and location was the only source of information that participants 
could use to differentiate old from new items. As in our Experiment 4, a preview effect 
was observed when the previewed items maintained a constant configuration between 
preview and final display. Similarly, in Theeuwes, Kramer & Atchley (1998), Emrich et 
al. (2008), Jiang, Chun & Marks (2002) as well as in Donk & Theeuwes (2001) studies, 
items in the final search displays all shared the same color and preview benefits were 
clearly observed.   
There is also substantial evidence that location-based prioritization plays an integral role 
in visual search processes. We have already discussed the findings of Thomas & Lleras 
(2009c) who provided evidence of location-based inhibitory tagging when participants 
performed an interrupted visual search. Similarly, Peterson et al. (2001) have shown that 
observers can remember (and inhibit returning to) about four recently attended locations 
when performing visual search, and McCarley et al. (2003) have shown similar effects in 
occulomotor search. Finally, it has been proposed that inhibitory tagging may serve as a 
foraging facilitator in visual search, with several recent studies providing evidence that 
locations can be inhibited, ostensibly to avoid revisitations during both laboratory and 
complex, real-world visual searches (Klein & Maclnnes, 1999; Maclnnes & Klein, 2003; 
Müller & Vvon Mühlenen, 2000; Takeda & Yagi, 2000; Thomas et al., 2006). 
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Importantly, in all of these studies, location-based tagging was observed when location 
was the only way of differentiating previously inspected from previously un-inspected 
locations. In other words, location-based prioritization has been most clearly evident in 
cases when participants have no choice but to use location information to differentiate old 
(or previously inspected) from new (or yet-to-be inspected) items in the display. 
 Our findings also complement the emerging literature on feature-based marking 
and in particular, on the negative color-based carryover effect, described by Braithwaite 
and colleagues. Our manipulations show that very robust feature-based marking occurs 
even in the presence of a 200 ms blank interval between preview and final display. This 
result is in itself novel because feature-based marking and the NCCE had not been 
previously demonstrated with this type of blank intervals. It is also consistent with 
findings from Braithwaite et al. (2005) showing robust feature-based marking effect even 
when the previewed items change color with the presentation of new items. Together, the 
evidence suggests that feature-based marking has a strong persistence over time, and 
likely involves a top-down attentional control setting (see Braithwaite & Humphreys, 
2007, as well as the current Experiments 8 and 9). Second, our results further confirm 
that feature-based marking extends to the whole display, with equal effectiveness: 
feature-based marking was obtained in equal amounts when previewed items re-appeared 
at entirely novel locations, as when they re-appeared at their previewed locations. This is 
in line with results of Braithwaite et al. (2004, 2005, 2007) showing feature-based 
inhibition at “new” items that are presented in the old-majority color.  
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An economy in visual marking 
When considering the Visual Marking literature, as well as the related literatures of 
location-based inhibitory tagging and distractor-based inhibitory tagging in visual search, 
two general observations become evident. First, observers can use both features and 
locations to mark items. Second, location-based marking seems to arise predominantly 
under circumstances in which location information is the only manner by which 
participants can differentiate old from new items. But, as previously mentioned, perhaps 
this is not particularly surprising: location-based tagging is a more computationally 
intensive prioritization strategy than feature-based tagging, primarily because observers 
cannot attend to (and remember) more than about 4 locations at once (Luck & Vogel, 
1997; McCarley et al., 2003; Peterson et al., 2001; Sperling, 1960; Vogel, Woodman, & 
Luck, 2001). As a result, attending to and memorizing as many as 12 locations (as is 
often the case in Visual Marking experiments) must be quite difficult, particularly 
because of the precision required to distinguish each separate remembered location from 
every new or unused location (Franconeri, Alvarez, & Enns, 2007). Furthermore, not 
only are participants required to remember a large number of locations, but they must 
also be able to use that remembered location information to guide their search behavior. 
That said, it may be possible to alleviate this constraint when old locations can be 
grouped into distinct configurations, as the work of Kunar has shown (Kunar et al, 2003).  
In contrast, attending to and encoding one visual feature is far simpler. If the feature is 
common to all objects in the display (Goolsby, Grabowecky, & Suzuki, 2005; Lleras, 
Kawahara, Wan, & Ariga, 2008; Saenz, Buracas, & Boynton, 2002) it can be extracted in 
parallel or by attending to a single item in the display. The act of remembering that one 
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feature can be done without much effort as this is well below the limits of working 
memory capacity (Cowan, 2001).  Finally, the current Experiments 1 and 2 (in 
conjunction with findings from the DPE literature, see Lleras, Kawhara, Wan & Ariga, 
2008; Lleras, Kawahara & Levinthal, 2009) indicate that by tagging a single visual 
feature, all items containing that feature can be simultaneously de-prioritized, irrespective 
of their location in the display. Therefore, we propose that there is an asymmetry in the 
ease with which features and locations can be used to tag objects. First, with features less 
is more: remembering one feature may allow observers to discard as many as 12 items 
from being searched in the final display, whereas remembering one location can at the 
most allow observers to discard one item from being searched in the final display. 
Second, the encoding of the to-be-marked feature can occur in parallel (or by attending to 
a single location), whereas the encoding of the to-be-remembered locations must be at 
least partly serial. Third, the maintenance of the marked features likely occurs well below 
working memory capacity, whereas if marked locations are stored in working memory, 
they must be near capacity levels (although, to be fair, it is theoretically possible that the 
location tags exist outside of visual working memory).  
An important share of the recent theoretical debate regarding the previewing benefit has 
primarily centered on location-based prioritization procedures (with the possible 
exception of the Negative-Color Carryover Effect documented by Braithwaite and 
colleagues). Some of the most prominent current visual marking theories are all similar in 
that one respect: they all propose location-based prioritization of information. While 
Watson & Humphreys’ account (1997, 2002) proposes that prioritization is inhibitory in 
nature (with respect to the old items), the accounts of Donk & Theeuwes (2001) as well 
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as Jiang, Chun & Marks (2002) propose prioritization is “facilitatory” in nature (with 
respect to the new items), but in both cases, locations are being prioritized and in large 
numbers. Clearly, there is a need to understand how human observers can prioritize 
information on the basis of location, particularly in the face of empirical evidence 
suggesting that they should not be able to do so. That said, perhaps too much emphasis 
has been placed on this one aspect of the preview benefit, as the current work, as well as 
that of Braithwaite and colleagues seem to suggest. Here we have shown that, when given 
the opportunity to do so, participants are very efficient at using other types of information 
to prioritize their search performance (such as color), without making recourse to the 
computationally intensive option of location-based tagging. In fact, when participants 
attend to these marking features, they appear to entirely ignore location information, as 
demonstrated in our second set of experiments. These experiments show that participants 
can in fact obtain a similar preview benefit from simply reading (at the start of the trial) a 
word describing the color of the distractor items in the final display, as they do from 
actually seeing all the distractors ahead of time at their final locations and appearing in 
their final colors (Experiments 6 to 9). According to Guided Search Model by Jeremy 
Wolfe (1994), information from top-down and bottom-up processing of the stimulus is 
used to create a ranking of items in order of their attentional priority, here we showed that 
the attentional priority can be set up very efficiently and flexibly. 
Prior studies showed that in a visual search task, most effective target biasing signals are 
obtained when visual (perceptual) details are shown to the observer, compared to abstract 
information like schematic or semantic information (Vickery, King, & Jiang, 2005). 
Wolfe, Horowitz, Kenner, Hyle and Vasan (2004) also found that in a visual search task 
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(looking for a duck among distractors), a word cue (the word “duck”) can indeed help 
search performance but can never be as effective as an exact image cue (a picture of the 
exact duck  ). These findings suggest that the visual system prefers visual, rather than 
semantic knowledge to set up target template, and in order to get the maximum amount of 
search efficiency, the visual information should be as detailed as possible. Those results 
stand in contrast to the results of our Experiments 6-9, where we showed that when the 
target identity was predefined, knowing its feature information in advance semantically 
was as effective as “seeing” this feature information exactly. Further, we found a 
semantic over perceptual advantage for inhibiting distractors in Experiments 6 and 7. The 
difference between our studies and Vickery et al.’s (2005) is the nature of uncertainty in 
the task: whereas in their study target identity was uncertain, in our study target identity 
was fixed (side-way Ts). In contrast, what made the target uncertain from trial to trial in 
our experiments was the color and orientation of the target. Under this circumstance, 
having advance semantic knowledge regarding the target color ended up producing the 
same search advantage as seeing the exact target color ahead of time. Interestingly, 
sometimes semantic information can be even more useful than perceptual information 
when the information is used to stay away from items in the display as opposed to move 
toward them. In other words, it is good to know what you should stay away from and it is 
good to see what you are looking for. 
In general, our results suggest that prioritization in search can occur based on a number of 
different sources of information, and that participants use whichever source of 
information seems most informative and most relevant to them on their current task. 
Following this reasoning, one would expect location-based prioritization to arise only 
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when no other source of information is found to be helpful. To be certain, it is an 
impressive feat that location-based prioritization can occur with as many as 12 locations 
at a time. This impressive finding should and does deserve a great deal of empirical 
scrutiny. With that said, to gain a general understanding of how participants use advance 
knowledge to prioritize their search through a complex scene, it is important to look at 
the sources of information that participants can use to do so, the efficiency with which 
those sources are used, and the circumstances that afford the use (or lack of use) of a 
specific source of information.    
We should also point out that, as we mentioned in the introduction, previous authors have 
argued that in Visual Marking several “sources” of prioritization can contribute to the 
preview benefit (Braithwaite & Humphreys, 2003, 2007; Olivers & Humphreys, 2002; 
Kunar & Humnphreys, 2006; Kunar, et al., 2003a, 2003b). Here we showed that when the 
positive prioritization of the second set of items is eliminated (through the use of feature-
uncertainty and the inclusion of a blank interval between preview and final display), 
participants seem to preferentially rely on one of the two mechanisms (color in 
Experiments 1-3, location in Experiment 4). With the possible exception of Experiment 5 
(without a blank interval), we systematically failed to find evidence for the simultaneous 
use of both location and feature inhibitory process in the preview paradigm.  
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CHAPTER 5: CONCLUSIONS 
The present experiments studied how observers can make use of advance information in a 
visual search task. The results clearly showed that participants can efficiently use 
advance color information to either prioritize or de-prioritize processing of items of the 
previewed color, whereas they seem unable or unwilling to use advance location 
information to de-prioritize items at the previewed locations. Our results suggest that 
features and locations differentially affect preview benefits, with features affording an 
economy in processing that leads to larger preview benefits than locations. Further, when 
considered within the context of the extant data on the visual marking phenomenon, the 
results suggest that the perceived task relevance of feature information (whether a feature 
carries helpful information about the search task or not) can affect the likelihood of that 
feature being attended to and used as a source of marking. In sum, the current study 
suggests that participants may not always rely on the same source of information to guide 
their attention during preview search (not always features, not always locations) and that 
future examination of the circumstances that promote the use of one kind of information 
over the other would make a valuable contribution to the growing literature on preview 
search. 
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  TABLES AND FIGURES  
Table 1 
Slopes of the set-size functions in all three experiments listed as a function of search type 
Search type Experiment 1 Experiment 2 Experiment 3 Experiment 4 Experiment 5 
Half-element baseline 
Full-element baseline 
Fixed Preview  
Changed Preview   
16 
36.4 
19.4 
21.4 
18.1 
52.4 
28.4 
29.1 
18.4 
58.3 
34.6 
50.2 
17.8 
56.9 
45.0 
--- 
22.1 
59.9 
33.9 
43.3 
Note: In Experiments 1, 2 and 4, Fixed Preview refers to the Same-Location Preview condition and, 
Changed Preview to the Different-Location Preview condition. In Experiment 3 and 5, they refer to the 
Same-Color Preview condition and Different-Color Preview condition, respectively. 
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Table 2 
Slopes of the display-size functions in all four experiments listed as a function of search type 
Search type Experiment 6 Experiment 7 Experiment 8 Experiment 9 
Half-element baseline 
Full-element baseline 
Concrete Preview  
 Abstract Preview   
18.2 
55.2 
29.7 
41.2 
20.4 
59.5 
27.5 
33.4 
18.3 
60.9 
31.7 
32.8 
24.9 
49.6 
31.7 
36.1 
Note: In all experiments, Concrete Preview refers to previewing the exact distractors. Abstract Preview 
refers to previewing color blob in experiment 6 & 7, and previewing a semantic color word in experiment 8 
&9 respectively. 
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Table 3 
Error rates in Experiment 1 
 
     Conditions 
 Set size  
        8 16 24 
Half-element baseline 
Full-element baseline 
Same-Location Preview  
Different-Location Preview
0.02 
0.02 
0.01 
0.01 
0.01 
0.06 
0.02 
0.02 
0.01 
0.12 
0.04 
0.05 
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Figure 1. Mean correct response times for Experiment 1 as a function of set size and search 
condition. Lines show best linear fits. 
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Figure 2. Mean correct response times (RTs) for Experiment 2 as a function of set size and search 
condition. Lines show best linear fits. 
600
800
1000
1200
1400
1600
1800
2000
2200
0 8 16 24
R
es
po
ns
e 
Ti
m
e 
 (m
s)
Set Size
Single-Color Search (half-element baseline)
Two-Color Search (full-element baseline)
Same-Location Preview Search
Different-Location Preview Search
82 
 
 
Figure 3. Mean correct response times (RTs) for Experiment 3 as a function of set size 
and search condition. Lines show best linear fits. 
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Figure 4. Mean correct response times (RTs) for Experiment 4 as a function of set size 
and search condition. Lines show best linear fits. 
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Figure 5. Mean correct response times (RTs) for Experiment 5 as a function of set size 
and search condition. Lines show best linear fits. 
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Figure 6. Mean correct response times (RTs) for Experiment 6 as a function of set size 
and search condition. Lines show best linear fits. 
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Figure 7. Mean correct response times (RTs) for Experiment 7 as a function of set size 
and search condition. Lines show best linear fits. 
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Figure 8. Mean correct response times (RTs) for Experiment 8 as a function of set size 
and search condition. Lines show best linear fits. 
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Figure 9. Mean correct response times (RTs) for Experiment 9 as a function of set size 
and search condition. Lines show best linear fits. 
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Figure 10. The blob condition used in Experiment 6 and 7. Participants previewed a 
randomly shaped color blob either in distractor color (Experiment 6) or target color 
(Experiment 7). 
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