For Schrödinger equations with a class of slowly decaying repulsive potentials, we show that the solution satisfies global-in-time Strichartz estimates for any admissible pairs. Our admissible class of potentials includes the positive homogeneous potential Z|x| −µ with Z > 0 and 0 < µ < 2 in three and higher dimensions, especially the repulsive Coulomb potential. The proof employs several techniques from scattering theory such as the long time parametrix construction of Isozaki-Kitada type, propagation estimates and local decay estimates.
Introduction

Main results
Let H = −∆ + V (x) be the Schrödinger operator on R n with a real-valued potential V (x) decaying at infinity. Consider the Cauchy problem of Schrödinger equation
where u 0 : R n → C and F : R × R n → C are given data. The present paper is concerned with the so-called Strichartz estimates, which is a family of space-time inequalities of the form
where (p, q) and (p,q) satisfy the admissible condition p ≥ 2, 2/p = n(1/2 − 1/q), (n, p, q) = (2, 2, ∞).
There is a vast literature on Strichartz estimates for Schrödinger equations with potentials (see the discussion below). However, the case when V is slowly decaying in the sense that 4) for some µ ∈ (0, 2), is less understood. To the author's best knowledge, there is only one negative result in this case given by Goldberg-Vega-Visciglia [18] where they showed that if V ∈ C 3 (R n \ {0}; R), V (x) = |x| −µ V (θ), θ = x/|x|, µ ∈ [0, 2), and V has a non-degenerate minimum point so that min V = 0 then, for any admissible pair, (global-in-time) Strichartz estimates cannot hold in general. Note that radially symmetric potentials clearly do not satisfy the above condition for the counterexample. In light of those observations, the purpose of this paper to prove Strichartz estimates for a class of slowly decaying potentials which particularly includes radially symmetric positive potentials |x| −µ with µ ∈ (0, 2). More precisely, we first consider the following condition.
(H1) For all α ∈ Z n + , there exists C α > 0 such that
(H2) There exists C 1 > 0 such that
(H3) There exists R 0 , C 2 > 0 such that −x · ∇V (x) ≥ C 2 (1 + |x|) −µ , |x| ≥ R 0 .
Under condition (H1), −∆ + V is essentially self-adjoint on C ∞ 0 (R n ) and we denote by H its unique self-adjoint extension on L 2 (R n ) with domain D(H) = D(−∆). The solution u to (1.1) is given by Duhamel's formula
Moreover, H is purely absolutely continuous: σ(H) = σ ac (H) = [0, ∞). In particular, H has no eigenvalue. The main result for smooth potentials then is as follows.
Theorem 1.1. Let n ≥ 2, µ ∈ (0, 2) and V ∈ C ∞ (R n ; R) satisfy (H1)-(H3). Then, for any (p, q) and (p,q) satisfying (1.3), there exists C > 0 such that 6) for all u 0 ∈ L 2 (R n ) and F ∈ Lp ′ (R; Lq ′ (R n )) ∩ L 1 loc (R; L 2 (R n )).
Here we have took the condition F ∈ L 1 loc (R; L 2 (R n )) to make sure that the map F → t 0 e −i(t−s)H F (s)ds has clear sense. Of course, (1.6) implies that it extends to a bounded operator from Lp ′ (R; Lq ′ (R n )) to L p (R; L q (R n )). The same remark also applies to the next theorem.
We next consider potentials with local singularity. Combining with Theorem 1.1 and weighted space-time L 2 -estimates proved by [4] , we have the following. Theorem 1.2. Let n ≥ 3, Z > 0 and µ ∈ (0, 2). Suppose that V S ∈ C ∞ (R n ; R) satisfies
for all α ∈ Z n + . Let H 1 = −∆ + Z|x| −µ + εV S (x). Then there exists ε * = ε * (Z, µ, V S ) > 0 such that for all ε ∈ [0, ε * ) and (p, q) and (p,q) satisfying (1.3), there exists C > 0 such that
for all u 0 ∈ L 2 (R n ) and F ∈ Lp ′ (R; Lq ′ (R n )) ∩ L 1 loc (R; L 2 (R n )).
Remark 1.3.
Under the conditions in Theorem 1.2, H 1 is defined as a unique self-adjoint operator generated by the lower semi-bounded sesquilinear form (−∆ + Z|x| −µ + εV S )f, g on C ∞ 0 (R n ). Moreover, H 1 is purely absolutely continuous and has no eigenvalue.
Remark 1.4. It will be seen in the proof that one can choose ε * = min(Z/M 0 , µZ/M 1 ) in Theorem 1.2, where M ℓ = |||x| µ (x · ∇) ℓ V S || ∞ .
Remark 1.5. Both of conditions (H1)-(H3) and conditions in Theorem 1.2 do not intersect with one for the above counterexample by [18] . Remark 1.6. The restriction n ≥ 3 on the space dimension in Theorem 1.2 is due to the use of the following space-time L 2 -estimate with a singular weight
for V satisfying (H1)-(H3), where χ ∈ C ∞ 0 (R n ). This estimate immediately follows from the endpoint Strichartz estimate if n ≥ 3 since χ(x)|x| −µ/2 ∈ L n , but this is not the case if n = 2 since the endpoint Strichartz estimate cannot hold in two space dimensions. It might be possible to obtain this estimate by revisiting the argument of Subsection 2.5 in this paper with a more careful analysis. However, we do not pursue this issue for the sake of simplicity.
We here recall some known results. When V ≡ 0, i.e., the free case H = −∆, Strichartz estimates (1.2) were found by Strichartz [41] in case of p = q and then extended by [16, 44] for all admissible pairs, except for the endpoint cases: p orp = 2. The endpoint cases were settle by [27] . While the original proof of Strichartz [41] relied on a Fourier restriction theorem, the proof by [16, 44, 27] employed the so-called T T * -argument which is based on the L 2 -boundedness of the unitary group e it∆ and the following dispersive estimate ||e it∆ || 1→∞ ≤ C|t| −n/2 , t ∈ R \ {0}.
In fact, Keel-Tao [27] showed in a quite abstract setting that these two estimates imply Strichartz estimates for all admissible pairs. In case with decaying potentials V , there is also a huge literature on Strichartz estimates. In particular, in a seminal paper [36] , Rodnianski-Schlag showed that if V is of very-short range in the sense that there exists ε > 0 such that |V (x)| ≤ C(1 + |x|) −2−ε , then Strichartz estimates holds for all non-endpoint admissible pairs, provided that initial data belong to the continuous subspace of H and the zero energy is neither an eigenvalue nor a resonance of H. Moreover, in the proof, they introduced a simple but very useful perturbation method which states (briefly) that, for two self-adjoint operators H 0 and H = H 0 + V , if e −itH 0 satisfies the Strichartz estimate for a non-endpoint admissible pair (p, q), and there exists a decomposition V = A * B such that A is H 0 -smooth and BP ac (H) is H-smooth in the sense of Kato [26] , then e −itH P ac (H) satisfies the Strichartz estimate for the same pair (p, q). For further results on Strichartz estimates with very short-range potentials (in a more general sense), we refer to [17, 1, 30] and reference therein. There are also many results in the case when V is of the inverse-square type in the sense that |x| 2 V ∈ L ∞ (R n ) (see [8, 4, 29] and reference therein).
In the slowly decaying case, there are several results on weighted L 2 estimates, or equivalently, uniform resolvent estimates [32, 15, 33, 4] . However, as explained above, there is no known positive result on Strichartz estimates. Note that, even if 1 < µ < 2, the property (1.4) is too weak to apply Rodnianski-Schlag's method since x −α is ∆-smooth if and only if α ≥ 1 for n ≥ 3 and α > 1 for n = 2 (see [42] ). We conclude this subsection by stating a simple application of the above theorems. As is well known, Strichartz estimates are very useful for studying scattering theory for nonlinear dispersive and wave equations. It is hence very likely that Theorems 1.1 and 1.2 could be used to study the following nonlinear Schrödinger equation
for V satisfying (H1)-(H3) or the assumption in Theorem 1.2 and a suitable range of p, where σ = ±1. For instance, we let n ≥ 3, H = −∆+V satisfy (H1)-(H3) and consider the mass-critical case p = 4/n. Then one can show in both cases σ = ±1 the small data scattering, namely if ||v 0 || L 2 is sufficiently small then there exists a unique (mild) solution v ∈ C(R; L 2 (R n )) ∩ L 2+4/n (R 1+n ) to (1.7) such that v scatters in the sense that there exist v ± ∈ L 2 such that lim t→±∞ ||v(t) − e −itH v ± || L 2 = 0.
This is a straightforward consequence of Theorem 1.1 and the proof is analogous to the free case (see, for instance, [28, Section 3] ). Moreover, by linear scattering theory (see, e.g., [12] ), we see that, for the short-range case 1 < µ < 2, the wave operators
exist and are asymptotically complete: Range W ± = H ac (H), the absolutely continuous subspace of H, while in the long-range case 0 < µ ≤ 1, the modified wave operators
exist and are asymptotically complete: Range W ± S = H ac (H), where S(t, D) = F −1 S(t, ξ)F is a Fourier multiplier by a solution to the Hamilton-Jacobi equation
Since H ac (H) = L 2 (R n ) in the present case, we have proved the following corollary.
and that lim
Notation
Throughout the paper we use the following notation. x stands for 1 + |x| 2 . S(R n ) denotes the Schwartz space. For Banach spaces X and Y , B(X, Y ) denotes the Banach space of bounded linear operators from X to Y , B(X) = B(X, X) and
denotes its Hölder conjugate exponent. We denote the Sobolev critical exponent and its dual by
For positive constants or operators A, B, A B (resp. A B) means that there exists a non-essential constant C > 0 such that A ≤ CB (resp, A ≥ CB). In particular, the symbols and will be often used when inequalities are uniform with respect to frequency parameters λ, h or to temporal parameter t.
Outline of the proof
Here we briefly explain the ideals of the proof of Theorem 1.1. We employ the scheme developed by [7, 5, 6, 3] in the study of Strichartz estimates on manifolds.
For simplicity, we may consider the homogeneous estimate (1.5) only. At first, since V is nonnegative, an abstract argument shows that the square function estimates for the homogeneous Littlewood-Paley decomposition associated with H hold true. Then the proof can be reduced to proving following energy localized estimate
where ϕ ∈ C ∞ 0 ((0, ∞)) and the implicit constant should be independent of λ. Since the high energy case λ ≥ 1 can be handled similarly, we here focus on the low energy case λ ∈ (0, 1].
We next decompose the energy localized solution ϕ(λ −2 H)e −itH u 0 into two regions {λ|x| ≤ 1} and {λ|x| ≥ 1}. For the part {λ|x| ≤ 1}, by virtue of Bernstein's inequality ||ϕ(λ −2 H)|| 2→2 * λ, the desired Strichartz estimate can be deduced from a weighted L 2 -estimate
which follows from the uniform resolvent estimate proved by Nakamura [32] under the conditions (H1)-(H3) and Kato's smooth perturbation theory [26] . For the non-compact part {λ|x| ≥ 1}, we approximate the energy localization ϕ(λ −2 H) by a suitable rescaled pseudodifferential operator D Op(a λ ) * D * modulo an error term, where Df (x) = λ n/2 f (λx) is the usual dilation and a λ (x, ξ) is a smooth bounded symbol supported in the region {|x| ≥ 1,
Then the error term can be handled by a similar argument as that for the compact part. By rescaling, the main term D Op(a λ ) * D * e −itH can be written in the form
where
Here note that V λ (x) only satisfies
and, thus, may blow up as λ → 0. Hence it seems to be difficult to handle the operator (1.8) uniformly in small λ. To overcome this difficulty, we introduce another small parameter
By a scaling argument with respect to h, the problem then is reduced to treat the operator
, and Op h (a h ) is a semiclassical pseudodifferential operator with the symbol a h supported in {|x| 1, |ξ| 2 + V h (x) ∼ 1}. The main advantage to introduce the parameter h is that, since V h obeys
for |x| 1 uniformly in h, we can use the semiclassical analysis to handle the operator (1.9) uniformly in h. Then, we further decompose Op h (a h ) * e −itH h into two regions {|x| ∼ 1} and {|x| ≫ 1}. For the former part, we employ a similar idea as in Staffilani-Tataru [39] which yields that the desired Strichartz estimate can be deduced from the semiclassical WKB parametrix construction for sufficiently small t, and the local smoothing estimate of the form
which can be obtained by using a semiclassical version of Mourre's theory. It follows from this step that we may assume that a h is supported in {|x| ≫ 1, |ξ| ∼ 1}. We then decompose a h into the outgoing part a + h and incoming part a − h . Thanks to the abstract T T * -argument by Keel-Tao [27] , it suffices to show the following dispersive estimate
To this end, we essentially follow the idea of Bouclet-Tzvetkov [6] . The main ingredient for the proof of this dispersive estimate is to construct the semiclassical Isozaki-Kitada (IK) parametrix of e −itH h /h Op h (a + h ) whose main term is of the form
where J + h (w), which is called the IK modifier, is a semiclassical Fourier integral operator with a time-independent phase function S + (x, ξ) = x · ξ + O( x 1−µ ). The dispersive estimate for the main part of the IK parametrix is a simple consequence of the standard stationary phase theorem, while several propagation estimates will be used in order to deal with the error term. To prove such propagation estimates, we employ the local decay estimate for the propagator which can be obtained by means of the semiclassical version studied by Nakamura [31] of the multiple commutator method by Jensen-Mourre-Perry [24] .
The paper is organized as follows. We collect several preliminary materials in Section 2 which include a brief review on the semiclassical pseudodifferential operator calculus, the dilation and rescaled Hamiltonians, basic properties of the spectral multiplier ϕ(λ −2 H) and an associated Littlewood-Paley decomposition, the approximations of the spectral multiplier in terms of rescaled pseudodifferential operators, and local smoothing and local decay estimates for the propagator. The proofs of homogeneous estimates (1.5) and inhomogeneous estimates (1.6) of Theorem 1.1 are given in Sections 3 and 4, respectively. Section 5 concerns with the proof of Theorem 1.2 which is based on Theorem 1.1 and Rodnianski-Schlag's method. Appendix A is devoted to the proof of a uniform weighted bound for the power of semiclassical resolvent which will be used in the proof of local decay estimates.
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Preliminaries
We start with collecting several preliminary results which will be used in the sequel.
Semiclassical pseudodifferential calculus
As usual, we set S µ,−∞ = m≥0 S µ,−m and S −∞,m := µ≥0 S −µ,m δ
. Henceforth, for a given hdependent symbol a h ∈ C ∞ (R 2n ) with a small parameter h ∈ (0, 1], we also say that a h ∈ S µ,m if {a h } h∈(0,1] is bounded in S µ,m , namely C αβ in (2.1) may be taken uniformly in h ∈ (0, 1].
For a ∈ S µ,m , the semiclassical pseudodifferential operator (h-PDO) Op h (a) is defined by
We also use the notation Op(a) := Op 1 (a) when h = 1. Op h (a) maps from S(R n ) to S ′ (R n ) for any µ, m ∈ R. If a ∈ S 0,0 then Calderón-Vaillancourt's theorem shows that
with some N ∈ N depending only on n. If a ∈ S µ,m with µ ≤ 0 and m < −n, then Op h (a) extends to a bounded operator from L p to L q for any 1 ≤ p ≤ q ≤ ∞, satisfying
(see [5, Proposition 2.4] ). The following symbolic calculus is also well known (see [21] ).
Moreover, there exists a * ∈ S µ,m such that Op h (a) * = Op h (a * ) and
4)
where Op h (a) * is the formal adjoint of Op h (a).
Remark 2.2. The remainder r N in the expansion (2.3) can be written explicitly as
In particular, if ∂ α ξ a ≡ 0 on R 2n for all |α| ≥ N then r N ≡ 0. This is the case when N = 3 and a = |ξ| 2 + V (x), the symbol of H. This fact will be used in the proof of Proposition 2.12 below.
Dilation and rescaled Hamiltonians
The dilation group D(θ) defined by D(θ)f (x) := θ n/2 f (θx) for θ > 0 plays a crucial role throughout the paper. D(θ) is unitary on L 2 (R n ) and its dual is given by
For a Borel measurable function ϕ on R n , the actions of D(θ) on ϕ(x) and ϕ(D) are given by
respectively, where D = −i∇ and ϕ(D) := F −1 ϕ(ξ)F is the Fourier multiplier. Given a parameter λ > 0, we will use dilations with two different scaling parameters
The actions of D and D µ on H are given by
where the rescaled Hamiltonians H λ and H h λ are defined by
with h λ = λ 2/µ−1 . In what follows we drop the subscript λ and use the notation
everywhere. It follows from (2.7) that the actions of D and D µ on ψ(H) are given by
Here, for a Borel measurable function ψ on R, the spectral multiplier ψ(H) is defined by
where E H is the spectral measure associated with H.
Lemma 2.3. Assume (H1)-(H3). Then V λ and V h satisfy the following estimates:
10)
Proof. The lemma follows immediately from (H1)-(H3).
Remark 2.4. By virtue of this lemma, the action of D is well adapted to an analysis in the high energy regime λ ≥ 1, while the action of D µ is well adapted to an analysis in the low energy regime 0 < λ ≤ 1. Moreover H h can be regarded as a semiclassical Hamiltonian with the semiclassical parameter h = λ 2/µ−1 if λ ≤ 1.
Spectral multiplier and Littlewood-Paley decomposition
This subsection concerns with mapping properties of the spectral multiplier and square function estimates for the Littlewood-Paley decomposition associated with H. We also show here that Theorem 1.1 follows from corresponding energy localized estimates (see Theorem 2.10). Throughout this subsection, we assume that V ≥ 0 and V ∈ L 1 loc so that H = −∆ + V is defined as a unique self-adjoint operator associated with the non-negative quadratic form (−∆+V )u, u on C ∞ 0 (R n ). We begin with stating Hörmander's type multiplier theorem.
Lemma 2.5. Let m ∈ L ∞ (R) satisfy, with some γ > (n + 1)/2 and non-trivial ϕ ∈ C ∞ 0 ((0, ∞)),
Then all of m(λ −2 H), m(H λ ) and m(H h ) are bounded on L p for any 1 < p < ∞ and λ > 0. Moreover, their operator norms on L p are uniformly bounded with respect to λ > 0.
Proof. Since V ≥ 0, the kernel e −tH (x, y) of e −tH satisfies the upper Gaussian bound (see [37] )
, t > 0, x, y ∈ R n , which, together with the formula e −tH λ = D * e −λ −2 tH D, implies
Then an abstract theorem [9, Theorem 1.2] applies to H, yielding
for all 1 < p < ∞ uniformly in λ > 0. This estimate, combined with the fact
which follows from (2.5) and (2.8), implies the desired assertion.
with uniform bounds in λ. We also may assume q = ∞ since other cases follow from the duality argument, Riesz-Thorin's theorem and Lemma 2.5. Taking a large constant M specified later, we write m(
with uniform bounds in λ. To this end, we use the well-known formula
which, together with the following decay estimates of the semi-group
obtained from (2.15) and Lemma 2.5, shows that (
with operator norms being independent of λ, provided that M > n + 1.
Remark 2.7. Let V ± ≥ 0 be such that V = V + − V − . It was proved by [25] 
Here K n and K loc n are Kato and local Kato classes, respectively [37] . We do not know whether m(H) is bounded on L p at p = 1 or ∞ under the condition 0 ≤ V ∈ L 1 loc only, even if m ∈ S(R). However, the above lemma is sufficient for the purpose of this paper.
Remark 2.8. In contrast to Sobolev's inequality ||f || 2 * ≤ C||∇f || 2 which fails if n = 2, (2.16) with (p, q) = (2, 2 * ) holds for all n ≥ 2. This fact will play a crucial role in case of n = 2.
We next recall the square function estimates for the Littlewood-Paley decomposition associated with H. Consider a homogeneous dyadic partition of unity on (0, ∞):
Proposition 2.9. Suppose that H = −∆ + V has no eigenvalues and 1 < q < ∞. Then
with some C q > 1. In particular, we have
Proof. The proof of (2.18), which is based on Lemma 2.5 and the almost orthogonality in the sense that We conclude this subsection with observing that, by virtue of Proposition 2.9, Theorem 1.1 follows from the following energy localized version.
Theorem 2.10. Assume that n ≥ 2 and V satisfies (H1)-(H3). Let (p, q) and (p,q) satisfy (1.3). Then, for any ϕ ∈ C ∞ 0 (R) with supp ϕ ⋐ (0, ∞) one has, uniformly in λ > 0,
Proof of Theorem 1.1, assuming Theorem 2.10. Let f be as that in Proposition 2.9 and ϕ ∈ C ∞ 0 ((0, ∞)) so that ϕ ≡ 1 on supp f . Consider the inhomogeneous estimate (1.6). We may assume without loss of generality that n ≥ 3 and (p, q) = (p,q) = (2, 2 * ) since other cases follow from complex interpolation or the homogeneous estimates (1.5) and Christ-Kiselev's lemma [10] . Since 2 * < 2 < 2 * , (2.19), (2.20) and (2.22) with λ = 2 j/2 imply
The homogeneous estimate (1.5) is verified similarly.
Functional calculus
Let ϕ ∈ C ∞ 0 (R) and χ ∈ C ∞ 0 (R n ) be such that 0 ≤ χ ≤ 1, χ(x) = 1 for |x| < 1, χ(x) = 0 for |x| > 2 and set χ R (x) = χ(x/R) with R > 0. This subsection is devoted to the construction of approximations of the operators (1 − χ R (x))ϕ(H λ ) and (1 − χ R (x))ϕ(H h ) in terms of suitable PDOs. We begin with rough weighted bounds of (H λ − z) −1 and ϕ(H λ ).
Lemma 2.11. For any α ∈ R there exists C α > 0 such that, for any λ > 0 and z ∈ C \ R,
Proof. By Stein's complex interpolation [40] , we may assume that α = N ∈ N ∪ {0} and prove (2.23) by induction in N . The case when N = 0 is trivial. Next, a direct calculation yields
where the second term of the right hand side is written in the form
By the spectral theorem,
for all N by the hypothesis of induction. This completes the proof of (2.23). The assertion for
is a consequence of (2.23) and Helffer-Sjöstrand's formula
where Φ(z) is an almost analytic extension of ϕ such that Φ is independent of λ, Φ| R = ϕ, supp Φ is compact, and [20, 21] ).
Proposition 2.12. Let N ∈ N∪{0} and R > 0. Then there exist a bounded set
Proof. The proof is based on a standard argument using Helffer-Sjöstrand's formula and a microlocal parametrix of the resolvent (see, e.g., [14] or [7, Proposition 2.1]). However, these previous literatures cannot be applied directly to the present case since V λ may not uniformly bounded as λ → 0, so we give a complete proof. We shall show that
3) and Remark 2.2, for any symbol q, the symbol of (H λ − z) Op(q) is given by
With this expansion at hand, we define q λ k = q λ k (z, x, ξ) inductively by
We shall show that q λ k satisfy 27) uniformly in λ > 0. To this end we observe from Lemma 2.3 that
uniformly in λ > 0 and |x| ≥ R. Also note that, by Leibniz's rule,
where d λ jℓ is independent of z, a polynomial in ξ of degree at most ℓ, supported in supp(1 − χ R ) in the x-variable. Moreover, by virtue of (2.28), d λ jℓ satisfy
The proof of (2.27) is then divided into two cases p λ ≶ 2d 0 . In case of p λ ≤ 2d 0 , we have
uniformly in x ∈ supp(1 − χ) and λ > 0. Moreover, since V λ is positive we have
which, together with (2.28)-(2.30), implies (2.27) for k = 0. (2.27) for k ≥ 1 follows from an induction argument in k. Moreover, we learn from (2.26) and (2.29) that q λ k is of the finite sum
whered λ kj are independent of z, polynomials in ξ of degree less than j. Moreover,d λ kj are supported in supp(1 − χ) in the x-variable for all ξ and satisfies
By the construction of q λ k and Proposition 2.1, we obtain
Plugging this formula into (2.24) and applying Cauchy-Pompeiu's formula give us the formula
It is easy to see that supp
In particular, p λ ≤ 2d 0 on supp a λ and, thus, the same argument as above implies that
supp a λ . This bound and (2.33) show that {a λ } λ>0 is bounded in S 0,−∞ . Finally, (2.27) implies
with some n(N ) depending only on N , which, combined with Lemma 2.11, implies
Replacing N by 2N , we complete the proof.
The following analogous results for ϕ(H h ) will also be needed later.
Proof. The proof is similar to that for ϕ(H λ ). Indeed, since hD
On the other hand, since the semiclassical symbol of (H h − z) Op h (q) has the expansion
if we define q λ k by the same manner as in (2.26) with p λ replaced by p h , then, thanks to Lemma 2.3, q λ k satisfies the same estimate (2.27) and we have
The rest of the proof is completely analogous to that of Proposition 2.12 and we omit it.
Remark 2.14. Under (H1) and (H2), it follows by an essentially same proof as that of Proposition 2.12 that, for any N ∈ N, ϕ(H) can be decomposed as Op(a N )+ Q N with some a N ∈ S 0,−∞ and
on R n in this case, the same proof as that for Proposition 2.12 works well without adding the cut-off function 1−χ R (x). This remark will be used in the proof of Proposition 2.17 below.
Weighted space-time and local decay estimates
Here we collect several results on wighted space-time and local decay estimates, which will play a crucial role in the proof of Theorem 2.10.
Proposition 2.15. We have
Proof. By Kato's smooth perturbation theory [26, Theorem 5.1] (see also [11] ), (2.34) and (2.35) are consequences of the following uniform resolvent estimate
which was proved by Nakamura [32, Theorem 1.8].
Remark 2.16. It was actually proved in [32] 
However, Proposition 2.15 is sufficient for our purpose.
In the proof of Theorem 2.10, the energy localized version of Proposition 2.15 will be also required. The following proposition concerns with low energy estimates.
36)
Proof. We may replace ϕ by ϕ 2 . It suffices to show that, for any N ∈ N and γ > N − 1/2,
holds uniformly in h ∈ (0, 1]. Indeed, as before, (2.36) and (2.37) follow from (2.39) with N = 1. (2.38) is a consequence of (2.39) and an abstract method by Jensen-Mourre-Perry [24] (see also [31, Theorem 2] for its semiclassical version). A sketch of the proof of the bound (2.39) can be found in [32, Lemma 2.1]. We give its details in Appendix A for the sake of completeness.
In the high energy regime λ ≥ 1, we also have the following similar bounds.
40)
Proof. As for the previous proposition, the results follow from the uniform bound
which can be proved by the same argument as that of (2.39). We thus omit it.
Homogeneous estimates
In this section we prove (2.21), completing the proof of (1.5). Let ϕ and χ R be as in the beginning of Subsection 2.4 and
Proposition 2.12 then yields that
The following proposition provides desired Strichartz estimates for the remainder term.
Proposition 3.1. We have, uniform in λ > 0,
x estimate also implies (3.3) with (2, 2 * ) replaced by any admissible pair (p, q). Proof. Since || ϕ λ (H)|| 2→2 * λ by Lemma 2.6, it suffices to show the following uniform bound
and the unitarity of D also imply
These two bounds and Proposition 2.15 gives us (3.4) for λ ≤ 1. When λ ≥ 1, we use (2.5)-(2.8), the change of variable s = tλ 2 and Proposition 2.18 to obtain
which completes the proof.
By virtue of this proposition and Lemma 2.6, it remains to show that the estimate
holds uniformly in λ > 0. The proof of (3.5) is divided into the high energy λ ≥ 1 and the low energy 0 < λ ≤ 1 cases. In the high energy regime, using (2.6) we have the equality
which, together with (2.5), implies that (3.5) with λ ≥ 1 is equivalent to the estimate
On the other hand, when λ ≤ 1, we use D µ = D(λ 2/µ ) to write
. By (2.5), (3.5) with 0 < λ ≤ 1 then is equivalent to
The proof of the high energy estimate (3.6) is simpler than that of the low energy estimate (3.7). Therefore, we first give the proof of (3.7) in detail and, then, explain necessary modifications for the high energy estimate (3.6).
The low energy case
We begin with observing that a h belongs to S 0,−∞ and satisfies the support property
with some c 0 ,
with some d > 0. This, together with Lemma 2.3, yields that C 1 (λ 2/µ + |x|) −µ < d and hence
for any N ≥ 0. This shows a h ∈ S 0,−∞ . Note that c 0 in (3.8) is not necessarily large and, thus, (3.8) is not enough to construct a long-time parametrix of Op h (a h ) * ϕ(H h )e −itH h /h . Therefore, we further decompose a h into compact and non-compact parts as follows:
with χ R (x) = χ(x/R) and χ ∈ C ∞ 0 (R n ) supported away from the origin. The following proposition provides desired Strichartz estimates for the compact part.
Then for any admissible pair (p, q) one has
Remark 3.4. a com h satisfies the condition on b h in this proposition.
The following is a key ingredient in the proof of this proposition.
Lemma 3.5. Let b h be as in Proposition 3.3 and b ∈ S 0,−∞ such that b ≡ 1 on supp b h and supp b ⊂ {c 0 /2 < |x| < 2c 1 , |ξ| ≤ 2c 1 }. Then there exists ε 0 > 0 such that, for any interval I with |I| ≤ 2ε 0 and admissible pair (p, q),
Proof. By the standard T T * -argument in [27] , it suffices to show the following dispersive estimate
whose proof is based on a semiclassical parametrix of e −itH h /h Op h ( b) and the stationary phase method. Since such a parametrix construction is well known (see [34] ), we only outline it. Note that, since |x| > c 0 on supp
. Using this fact, for all N ∈ N and sufficiently small ε 0 > 0, one can construct smooth functions Ψ h , d h ∈ C ∞ ((−3ε 0 , 3ε 0 ) × R 2n ) satisfying the following properties: First, Ψ h satisfies the Hamilton-Jacobi equation
with some bounded set {r h (t)} |t|≤3ε 0 ⊂ S −∞,−∞ , where
(3.14)
To Ψ h and a ∈ S 0,−∞ , we associate with a semiclassical Fourier integral operator (h-FIO)
If we compute
ds, then by virtue of (3.11), we have Duhamel's formula
With (3.12) and (3.13) at hand, we learn from a standard theory of h-FIO (see [35] ) that
for all s ∈ R, uniformly in |t| ≤ 2ε 0 and h ∈ (0, 1]. Moreover, (3.14) and the stationary phase method yield the following decay estimate To prove Proposition 3.3, one more technical lemma will be needed.
Lemma 3.6. For any N ∈ N there exist c h , r 1,h , r 2,h ∈ S −∞,−∞ such that 
To deal with [Op h (b h ) * , V h ], we take χ ∈ C ∞ 0 (R n ) satisfying χ ≡ 1 on supp b h and supp χ ⋐ π x (supp b), where π x is the projection onto the x-space. Then we learn by Proposition 2.1 that
uniformly in h (note that supp χV h ⊂ {|x| > c 0 /2}), the symbol of [Op h (b h ) * , χV h ] belongs to hS −∞,−∞ and, thus, (3.19) follows.
Proof of Proposition 3.3. The proof is based on a similar argument as that in [39, 5] . Let u h = ϕ(H h )e −itH h /h u 0 and N ≫ 1 be large enough (specified later). It follows from (3.18) that
with some r h ∈ S −∞,−∞ . By (2.2) and (2.36), the remainder h N Op h (r h ) * u h satisfies
if N ≥ 3/2. To deal with the main term we consider a decomposition of the time interval 21) and choose intervals I j centered at jε 0 satisfying
by the almost orthogonality of θ j . Now we claim that v j satisfies
Since p ≥ 2, this claim, together with (2.36) and Minkowski's inequality, implies
which, combined with (3.20), shows (3.9). It thus remains to show (3.22) . The case j = 0 follows directly from (3.9). For j = 0 we observe that v j satisfies
which leads to Duhamel's formula for Op h ( b) * v j :
Note that w h (s) is supported in I j with respect to s. Now we observe from (3.9) and Lemma 3.6 that
for any N ≥ 0, where we used the fact b h x ∈ C ∞ 0 (R 2n ) and |V h | h −2/(2−µ) in the last line. Since p > 1, Christ-Kiselev's lemma [10] shows that, in the left hand side of (3.23), the integral over [0, ∞) can be replaced by an integral over [0, t]. Since | I j | ≤ 2ε 0 , this implies that
Choosing N ≥ 2/(2 − µ), we complete the proof of (3.22) .
By virtue of Proposition 3.3, in order to obtain (3.7), it remains to show that
holds uniformly in h = λ 2/µ−1 ∈ (0, 1]. Note that, for R ≥ 1 large enough, there exists a relatively compact open interval I ⋐ (0, ∞) such that a ∞ h is supported in the region
We first introduce some notation. For R ≥ 1, a relatively compact interval I ⋐ (0, ∞) and σ ∈ (−1, 1), the outgoing/incoming regions are defined respectively by
where cos(
Also note that Γ ± (R, I, σ) are decreasing in R and increasing in I, σ, namely
Given R ≥ 2 and I 1 ⋐ I 2 , σ 1 < σ 2 , one can construct χ ± 1→2 ∈ S 0,−∞ which is of the form
. Now we decompose a ∞ h into outgoing and incoming parts
As in Lemma 3.5, (3.24) is a consequence of the following dispersive estimate
We actually show a slightly more general statement as follows:
Theorem 3.7. Let I ⋐ (0, ∞) be a relatively compact interval, σ ∈ (−1, 1), ϕ ∈ C ∞ 0 ((0, ∞) and a ± , b ± ∈ S 0,−∞ be supported in Γ ± (R, I, σ). Then, for sufficiently large R,
uniformly in ±t ≤ 0 and h ∈ (0, 1].
Proof of (3.26), assuming Theorem 3.7. We use a the same argument as that in [5] . Let
and K ± (t, x, y) denote the Schwartz kernel of U ± (t). Since U ± (t) * = U ± (−t), K ± satisfies
Therefore, if (3.27) with b ± = a ± holds for ±t ≤ 0, then so does for ±t ≥ 0 and (3.26) follows.
Remark 3.8. Although the case with b ± = a ± is sufficient to obtain the homogeneous estimate (2.21), the general case will be used in the proof of the inhomogeneous estimate (2.22).
The proof of Theorem 3.7 basically follows the same line as that in Bouclet-Tzvetkov [6, Sections 4 and 5], in which long-range metric perturbations of the Laplacian (without potentials) were considered. However, since several propositions in the proof will be also used in the proof of inhomogeneous estimates (2.22) which was not considered in [6] , we give a complete proof. The proof is based on the so-called semiclassical Isozaki-Kitada (IK for short) parametrix for e −itH h /h Op h (a ± ). Such a parametrix was originally introduced by Isozaki-Kitada [22] in the nonsemiclassical regime, in order to show the existence and asymptotically completeness of modified wave operators for the pair (−∆, H) under the condition (H1). Since then, the IK parametrix has been extensively used in the study of long-range scattering theory in both non-semiclassical and semiclassical settings (see [23, 35, 13] and references therein), and more recently, used in the proof of Strichartz estimates (see [5, 6, 3] [34] .
Henceforth, although all the statements will be stated for both outgoing (+) and incoming (−) cases, we will give the proofs for the outgoing case only, the incoming case being analogous.
We begin with constructing the phase function.
Lemma 3.9. Let I ⋐ (0, ∞) and σ ∈ (−1, 1). Then there exist R IK ≥ 1 and a family of smooth functions S ± h,R ∈ C ∞ (R 2n ) with parameters R ≥ R IK and h ∈ (0, 1] such that, for all α, β ∈ Z n + ,
where C αβ is independent of h, x, ξ and R. Moreover, S ± h,R satisfies 
and |∇ x S + h,R (x, ξ))| 2 +Ṽ h (x) = |ξ| 2 on Γ + (R, I, σ). Let R 1 = R, I 1 = I and σ 1 = σ and take I 1 ⋐ I 2 and −1 < σ 1 < σ 2 < 1. Using the cut-off function χ + 1→2 introduced above, we define
Then it is not hard to check that S In what follows we drop the subscript R and write S ± h = S ± h,R for simplicity. To a symbol a ∈ S 0,−∞ we associate h-FIOs J
Here we record a few basic properties of J + h without proofs (see [34, 2] for details). For a, b ∈ S 0,−∞ , the kernel of
where, by Lemma 3.9, the phase function obeys
Hence the standard Kuranishi's trick implies that, for sufficiently large R
In particular, J + h (a) is bounded on L 2 uniformly in h ∈ (0, 1]. Using the following property
and the fact x −1 a∂ ξ j S + h ∈ S 0,−∞ and a duality argument, we also see that, for any α ∈ R,
Next we recall a microlocal parametrix construction of an elliptic h-FIO. Take N ∈ N, I 1 ⋐ I 2 ⋐ I 3 ⋐ (0, ∞) and −1 < σ 1 < σ 2 < σ 3 < 1 arbitrarily. Let R ≥ R 3 IK be large enough and consider a symbol b = b 0 + hb 1 + · · · + h N b N with b j ∈ S −j,−∞ supported in Γ + (R 1/3 , I 3 , σ 3 ). Assume that b 0 is elliptic in such a way that
Then, for any a ∈ S 0,−∞ supported in Γ + (R, I 1 , σ 1 ), there exist a sequence c j ∈ S −j,−∞ supported in Γ + (R 1/2 , I 2 , σ 2 ) and r N ∈ S
Finally, we consider the composition Op h (a)J 
for any N ≥ 0, where
be relatively compact open intervals and −1 < σ 1 < σ 2 < σ 3 < σ 4 < 1 so that
For R ≥ R 4 IK large enough, any a ± ∈ S 0,−∞ supported in Γ ± (R, I 1 , σ 1 ) and any N ≥ 0, we have
where the remainder terms Q ± j (t, h), 1 ≤ j ≤ 4, are given by
and S ± h is given by Lemma 3.9 with R, I, σ replaced by R 1/4 , I 4 , σ 4 . Moreover, the amplitudes satisfy the following properties:
• supp e ± com , supp e ± com ⊂ Γ ± (R 1/4 , I 4 , σ 4 ) ∩ {|x| ≤ R 4/9 };
• supp e ± , supp e ± ⊂ Γ ± (R 1/4 , I 4 , σ 4 ) ∩ Γ ∓ (R 1/4 , I 4 , − σ) with some σ ∈ (σ 2 , σ 3 ).
Proof. This proposition is basically known (see [35] and also [6, Proposition 4.2]). Hence, we only give a brief outline of the proof. Given a symbol c ∈ S 0,−∞ , we obtain, by computing 
ds in two ways, the following Duhamel's formula
With Lemma 3.9 at hand, one then can construct, by means of Hamilton-Jacobi theory,c
Let χ + ∈ S 0,−∞ be such that χ + ≡ 1 on Γ + (R 1/3 , I 3 , σ 3 ), χ + is supported in a sufficiently small neighborhood of Γ + (R 1/3 , I 3 , σ 3 ), and is of the form
with some ρ 1 ∈ C ∞ (R n ), ρ 2 ∈ C ∞ 0 (R n ) and ρ 3 ∈ C ∞ (R) such that ρ 1 (x) = 1 if |x| ≥ 1, ρ 2 (ξ) = 1 if |ξ| 2 ∈ I 3 and ρ 3 (s) = 1 if s > −σ 3 . We set c + := χ +c+ ∈ S 0,−∞ which is well defined on R 2n and, by virtue of (3.28), satisfies
Moreover, by (3.31) and (3.32), we have
where r ′ 2 = χ + r + 0 , and e + com (resp. e + ) consists of the parts for which at least one derivative in x falls on the factor ρ 1 (resp. ρ 3 ). Then, it is easy to see that |x| ≤ R 1/3 on supp e + com and that cos(x, ξ) ≤ −σ 3 on supp e + which show that e + and e + com satisfy desired properties in the statement. By using the formula (3.29), one can also construct e + com , e + ∈ S 0,−∞ such that e + com ≡ 1 (resp. e + ≡ 1) on a sufficiently small neighborhood of e + com (resp. supp e + ) and that supp e
with some σ 2 < σ < σ 3 and that
with some r ′′ 2 , r ′′′ 2 ∈ S −N,−∞ . If we define r + 2 = r ′ 2 + r ′′ 2 + r ′′′ 2 then r + 2 satisfies the desired properties. By construction, we have
Finally, since c 0 1 on Γ + (R 1/3 , I 3 , σ 3 ) by construction, one can also construct d + ∈ S 0,−∞ and r
and
Multiplying Now we give the proof of Theorem 3.7 which is divided into a series of propositions.
Proposition 3.11. Let I ⋐ (0, ∞) be a relatively compact interval. For sufficiently large R ≥ R IK and any symbols a, b ∈ S 0,−∞ satisfying |ξ| 2 ∈ I on supp a and on supp b, we have
. By virtue of Lemma 3.9, Φ + satisfies
with some Q + satisfying, for all α, β, γ ∈ Z n + ,
Since (3.33) is trivial if |t| h, we may assume |t| h. Then, for sufficiently large R, there exists C 0 > 0 such that if |(x − y)/t| ≥ C 0 then
and we have, by integration by parts in ξ, that
for all |t| h provided N ≥ n/2. Otherwise, we have that
for all α, β, γ ∈ Z n + and x, y ∈ R n , h ∈ (0, 1], |ξ| 2 ∈ I. Therefore, choosing R ≥ R IK sufficiently large if necessary, we can apply the stationary phase theorem to obtain
for |t| h, which completes the proof.
2 , e ± com and e ± be as in Proposition 3.10. Let R ≥ 1 be large enough. Then for all s ∈ R and sufficiently large N ≥ 1, we have
uniformly in ±t ≥ 0 and h ∈ (0, 1]. Moreover, for any M ≥ 0 and s ∈ R,
uniformly in ±t ≥ 0 and h ∈ (0, 1], where χ ± = e ± com or e ± .
To prove this proposition, we need the following elementary fact (see [6, Lemma 4 
.1]).
Lemma 3.13. Let x, y, ξ ∈ R n \ {0}, −1 < σ < 1 and −1 < σ 2 < σ 3 < 1.
(1) If ± cos(x, ξ) > −σ and ±t ≥ 0, then ± cos(x + 2tξ, ξ) > −σ and |x + 2tξ| |x| + t|ξ|.
(2) If ± cos(x, ξ) ≤ −σ 3 and ± cos(y, ξ) > −σ 2 then |x − y| |x| + |y|.
Here implicit constants are independent of x, y and t. for t ≥ 0 on the support of d + (y, ξ). We first consider (3.35) with s = 0. Take χ ∈ C ∞ 0 (R n ) supported in a unit ball {x | |x| ≤ 1} and decompose I r
For the first part I (1) , we learn by (3.34) that
with some universal C > 0, which, together with (3.37) implies x −1
(1 + |y| + |t|) −1 on the support of the amplitude of I (1) provided R is large enough. This bound implies
On the other hand, when |∇ ξ Φ + | ≥ 1, we have
Integrating by parts with respect to the operator
we thus obtain that
Then (3.35) with s = 0 and b = r + 2 easily follows from (3.38) and (3.39) provided N is large enough. When s ∈ N, taking into account the bound
and the formula J
, we obtain (3.35) by the same argument. For general s ≥ 0, (3.35) with b = r + 2 then follows from the case with s ∈ N ∪ {0} and complex interpolation. In case of (3.36) with χ + = e + com , since |x| ≤ R 1/3 on supp e + com and |y| ≥ R 1/2 on supp d + , we learn by Lemma 3.13 (1) that |x − y − 2tξ| 1 + |x| + |y| + t and thus
for t ≥ 0 on the support of the amplitude of I e + com ,d + provided that R is large enough. Therefore, integrating by parts with respect to L Φ + shows
for all M ≥ 0 and (3.36) follows. Finally, to obtain (3.36) with χ + = e + , we use the support properties of e + and d + which yield that cos(x, ξ) < − σ < −σ 2 < cos(y + 2tξ, ξ) for all t ≥ 0. Lemma 3.13 (2) then implies |x − t − 2tξ| 1 + |x| + |y| + |t| for all t ≥ 0 on the support of the amplitude of I e + ,d + which gives us (3.35) as above.
Using Propositions 2.38, 3.11 and 3.12 we have the following propagation estimates.
Proposition 3.14. Let R ≥ 1 be large enough and b ± ∈ S 0,−∞ supported in Γ ± (R, I, σ). Then the following statements are satisfied with implicit constants independent of t and h ∈ (0, 1].
• For sufficiently large integer N and all s ≥ 0,
• For any χ ∈ C ∞ 0 (R n ) supported in a unit ball {|x| < 1} and all M, s ≥ 0,
Proof. By virtue of the fact b ξ s ∈ S 0,−∞ , we may assume s = 0. We first show (3.40) . Choosing N ≫ M large enough , we decompose the operator in (3.40) into corresponding five parts
where c + , d + ∈ S 0,−∞ are given by Proposition 3.10. We shall show that 44) for t ≥ 0 and h ∈ (0, 1] and 1 ≤ j ≤ 4 . (3.43) is a direct consequence of (3.35) since
by Proposition 2.13. For the part
we use (2.38) and the fact x N r + 1 ∈ S 0,−∞ to obtain (3.44). To deal with the term
we again use (2.38) and (3.35) to obtain for s ≤ t that
The estimate (3.44) for the terms x −N ϕ(H h )Q + j (t, h), j = 3, 4, can be also verified similarly by means of (2.38) and (3.36) (instead of (3.35) ). This completes the proof of (3.40).
We next show (3.41) which, as above, follows from the following estimates
The latter bounds for the remainder terms follow from the same argument as that for (3.44) .
To deal with the main term, we observe from the support property |x| > R 1/4 on supp c + that
with some χ ∈ C ∞ 0 (R n ). By Proposition 2.13, we then see that
Then the error term can be estimated by using (3.35) . Hence it suffices to deal with the operator Op( c + )J 
for all M ≥ 0 uniformly in t ≥ 0, which completes the proof of (3.41).
In order to prove (3.42) , by a similar argument as above, it suffices to show that
Using (3.40) with b − = χ − , we see that
for −t ≤ 0, that is t ≥ 0. This bound, together with (3.35), (3.36) and (3.44), implies (3.47).
To deal with the main term, we recall that d + is supported in Γ + (R 1/2 , I 2 , σ 2 ), where one can choose σ 2 sufficiently close to σ so that σ < σ 2 < σ. Then (3.46) can be verified by an essentially same argument as above, as follows. At first, by means of Proposition 2.13 and (3.29), we may replace without loss of generality Op
with some χ − ∈ S 0,−∞ supported in supp χ − . Next, by means of Lemma 3.13 (1), we have the following property cos(x, ξ) < − σ < −σ 2 < cos(y + 2tξ, ξ) for all t ≥ 0 on the support of the amplitude of J
M . By virtue of Lemma 3.13 (2), this support property implies |x − y − 2tξ| |x| + |y| + t for all t ≥ 0. Then the same argument as that in the proof of Proposition 3.12 yields
for all M ≥ 0, which completes the proof.
We are now ready to show Theorem 3.7.
Proof of Theorem 3.7. Let t ≤ 0. As before, by means of Proposition 3.10 we decompose the operator
To deal with the main term U 0 (t), thanks to Proposition 3.11, it is enough to check that Op h (a + ) * ϕ(H h ) is bounded on L ∞ uniformly in h. To this end, taking into account the fact that Op h (a + ) = Op h (a + ) * ρ(x/R) with some ρ ∈ C ∞ 0 supported away from the origin, we use Proposition 2.13 to write ρ(x/R)ϕ(
and the embedding
To deal with U 1 (t), we take N ≥ 4n and use (2.2), the dual estimate of (3.40) to see that
To deal with U 2 (t) which is of the form
we also use the dual estimate of (3.40), Proposition 3.12 and Sobolev's embedding to see that
Thus, choosing N ≥ 4n + 2 large enough, we obtain
Taking the embedding
into account, by using the dual estimates of (3.41) and (3.42) instead of (3.40), one can also obtain for b = e com or e + that
which, together with (3.33), implies the desired bounds for the terms U 3 (t) and U 4 (t).
By Theorem 3.7 and the T T * -argument, we have obtained (3.24) for 0 < λ ≤ 1 which, combined with Proposition 3.3, concludes the proof of (3.7) for 0 < λ ≤ 1.
The high energy case
The proof of the high energy estimate (3.6) basically follows the same line as that of (3.24) . Note however that we do not have to decompose a λ into the compact and non-compact parts in contrast to the low energy case since, for R ≥ 1 large enough, a λ is supported in the region
with some interval I ⋐ (0, ∞). As in the low energy case, decomposing a λ as a λ = a + +a − with some a ± ∈ S 0,−∞ supported in Γ ± (R, I, 1/2), we see that (3.24) is deduced from the following dispersive estimate
In what follows, we summarize several propositions from which (3.48) follows as in the low energy case. The proofs of these propositions are essentially same as that of the corresponding propositions in the low energy case. Indeed, by using Lemma 2.11, Propositions 2.12 and 2.18, instead of Propositions 2.13 and 2.17, all the propositions can be obtained by simply adapting the proof of the low energy case with, firstly, replacing V h by V λ and, then, taking h = 1.
be relatively compact open intervals and −1 < σ 1 < σ 2 < σ 3 < σ 4 < 1. Then there exists a large constant R IK ≥ 1 such that, for all R ≥ R 4 IK , the following statements are satisfied:
uniformly in λ ≥ 1, and that
• For any a ± ∈ S 0,−∞ supported in Γ ± (R, I 1 , σ 1 ) and any N ≥ 0, we have
where the remainder terms Q j,± , 1 ≤ j ≤ 4, are given by
and the amplitudes satisfy the following properties:
Here J λ ± (a) denotes the FIO with the phase function S λ ± and the amplitude a, namely
Proposition 3.16. Let I ⋐ (0, ∞) be a relatively compact interval. For sufficiently large R ≥ R IK and any symbols a, b ∈ S 0,−∞ satisfying |ξ| 2 ∈ I on supp a and on supp b, we have
Proposition 3.17. Let d ± , r 2,± , e com ± and e ± be as above. Then for all s ∈ R and large N ≥ 1,
uniformly in ±t ≥ 0 and λ ≥ 1. Moreover, for any M ≥ 0 and s ∈ R,
uniformly in ±t ≥ 0 and λ ≥ 1, where χ ± = e com ± or e ± .
Proposition 3.18. Let R ≥ 1 be large enough and b ± ∈ S 0,−∞ supported in Γ ± (R, I, σ). Then the following statements are satisfied with constants independent of t and λ ≥ 1.
• If χ ∓ ∈ S 0,−∞ is supported in Γ ∓ (R 1/4 , I 4 , − σ) with some σ > σ, then for all M, s ≥ 0
Inhomogeneous estimates
This section is devoted to the proof of the inhomogeneous estimate (2.22). As in case of homogeneous estimates, the proof for the high energy case is almost identical to that for the low energy case. We thus may assume λ ≤ 1. Since the non-endpoint inhomogeneous estimates follow from the homogeneous estimates and Christ-Kiselev's lemma [10] , we also may assume n ≥ 3 and (p, q) = (p,q) = (2, 2 * ). By duality, (2.22) is a consequence of the sesquilinear estimate
On the other hand, we have already proved the homogeneous endpoint estimate (2.21), which implies (4.1) with the time interval [0, t] replaced by I = [0, ∞), (−∞, 0] or R. Therefore, (4.1) is deduced from the retarded estimate
In what follows the notation in the previous section will be used. We then write ϕ λ (H)e −itH as
a h is further decomposed as a h = a + + a − + a com , where a ± , a com ∈ S −0,−∞ , supp a ± ⊂ Γ ± (R, I, 1/2) and supp a com ⊂ {|x| < 2R, |ξ| ≤ c 1 } with some R ≫ 1, I ⋐ (0, ∞) and c 1 > 0 being independent of h. Then ϕ λ (H)e −itH is a sum of operators
Before starting its proof, we make a small but useful remark. 
In particular, for each W ∈ {Y
, Z 6 , Z 7 }, one can fix the sign of t−s for which W (t − s) behaves better than the case when t − s has the opposite sign. Such an observation was previously pointed out by Hassell-Zhang [19] .
With this remark at hand, one sees that (4.3) follows from the following Lemmas 4.2-4.7. By density argument, we may assume F, G ∈ S(R × R n ) in the sequel.
Proof. Using a similar argument as in the previous section based on (2.5) and the change of
which, by virtue of the T T * -argument by Keel-Tao [27] and the fact that ϕ(H h ) is bounded on L 2 * uniformly in h, follows from (3.26).
For W = Y 2 and Y 3 , we consider the original estimate (4.1).
Proof. By the same scaling considerations as in Lemma 4.2, it suffices to show
To this end, we shall first show the following estimate
Choosing a com ∈ C ∞ 0 (R 2n ) satisfying a com ≡ 1 on supp a com , we learn by Proposition 2.1 that
with some r ∈ S −N,−∞ and N ≫ 1. For the remainder, (2.2) and (2.37) imply
Let θ j , θ j be as that in the proof of Proposition 3.3. To deal with the main term, we consider
which satisfies the Cauchy problem
and thus Duhamel's formula
Since | supp θ j | 1, (3.9) and Christ-Kiselev's lemma imply
Similarly, we have
For w 2,j , we learn by the same argument that
where we have used (3.19) with sufficiently large N = N (µ) ∈ N in the last line. These bounds for w k,j , the almost orthogonality of {θ j } j∈Z and (2.37) show that
which, together with (4.7), implies (4.6). Next, we learn by (4.6), duality and the change of variables t → −t,s → −s that
Then, by repeating the same argument as above with (4.8) instead of (2.37), we have
which completes the proof of (4.5).
Lemma 4.4. We have
Proof. It follows from the proof of Proposition 3.1 that
This bound allows us to deduce the desired estimate from (2.35). 
By Proposition 3.10, we decompose the operator in (4.9) into five parts
The estimate for the main term follows from (3.33) as in the proof of Theorem 3.7. The desired estimate for the term
follows from the dual estimate of the incoming case of (3.40) and (2.2). To deal with the term
we again use the dual estimate of the incoming case of (3.40) and also (3.35) to see that
for 0 ≤ τ ≤ t and all s ∈ R. Then, by using Sobolev's embedding and integrating over [0, t], we obtain the desired estimate provided that N is large enough. The term Op h (a − ) * ϕ(H h )Q + 3 (t, h) can be dealt with similarly to the second term by using (3.42) instead of (3.40) . Finally, to deal with the last term
taking into account the support property
since 1/2 < σ < σ 4 , we use the incoming case of Theorem 3.7 and (3.42) to obtain
for 0 ≤ τ ≤ t and all M > 0. These two bounds imply the desired dispersive estimate for the last term and we complete the proof of (4.9).
Lemma 4.6. For W = Z 6 , Z 7 we have
Proof. We may prove the lemma for Z 7 only. Let
As before, by a scaling consideration, it is enough to show
The proof is similar to that of (4.5). At first note that || x R * h || 1 uniformly in h ∈ (0, 1]. Indeed, by (2.6), (2.25) and unitarity of D and D µ , we have more stronger bounds 11) for all N ≥ 0. This bound and (4.6) imply
Then (4.8) and the dual estimate of (4.12) imply
Using θ j , θ j in the proof of Lemma 4.3, we set v j = θ j R h u which satisfies
For the last term of G j , we learn by Lemma 4.4 and the scaling argument as above that 
which, together with (4.13) and the almost orthogonality of θ j and θ j , implies the desired bound (4.10). This completes the proof. 
(4.15)
Decompose a + = a + +b com with a + ∈ S 0,−∞ , b com ∈ S −∞,−∞ satisfying supp a + ⊂ Γ + (R 2 , I, 1/2) and supp b com ⊂ {c 0 < |x| < 2R 2 , |ξ| 2 ∈ I}. The part associated with b com can be dealt with the same argument as that for Y 2 . Moreover, since |x| ≤ 2R on supp a com , the same argument as in the proof of (3.42) yields that
for all M ≥ 0 which, together with the T T * -argument, implies (4.15) with a + replaced by a + . This completes the proof of (4.15).
In case of W = Z + 4 , taking the bound (4.11) into account, we decompose R h as
where ||B 1 || + ||B 2 || 1 uniformly in h ∈ (0, 1], χ ∈ C ∞ 0 ({|x| < 1}) and N ≫ n. Then, using (3.40) and (3.41), we similarly obtain
for s ≤ t. Choosing N ≫ n large enough and applying the T T * -argument, we obtain (4.3).
Proof of Theorem 1.2
In this section we prove Theorem 1.2. For a given self-adjoint operator A on L 2 , U A and Γ A denotes the homogeneous and inhomogeneous propagators
The following space-time weighted L 2 -estimates play a crucial role in the proof of Theorem 1.2.
Proof. Under the above conditions, V fulfills the conditions in [ Proof of Theorem 1.2. Let M ℓ = |||x| µ (x · ∇) ℓ V S || ∞ for ℓ = 0, 1 and assume M ℓ > 0 without loss of generality. It is easy to see that if we choose ε * = min(Z/M 0 , µZ/M 1 ), then Z|x| −µ + εV S (x) fulfills (5.1) provided ε ∈ [0, ε * ). Choose χ ∈ C ∞ 0 (R n ) such that 0 ≤ χ ≤ 1 and χ ≡ 1 on a unit ball, and decompose Z|x| −µ + εV S (x) = V 1 (x) + V 2 (x) where V 1 (x) = χ(x) + (1 − χ(x))(Z|x| −µ + εV S (x)), V 2 (x) = χ(x)(Z|x| −µ + εV S (x) − 1).
It is easy to see that V 1 satisfies (H1)-(H3) and |V 2 (x)| |χ(x)||x| −µ . Let H 1 = H + Z|x| −µ + εV S (x) and H = −∆ + V 1 (x). Decompose V 2 = v 1 v 2 with v 1 = |V 2 | 1/2 and v 2 = v 1 sgn V 2 . Note that |v 1 |, |v 2 | |χ(x)||x| −µ/2 and thus v 1 , v 2 ∈ L n since µ < 2. Now we employ a perturbation method, originated from Rodnianski-Schlag [36, Section 4] and extended by [8, 4] , which is based on Duhamel's formulas (see [4, Proposition 4.4] ) 
which gives us the desired estimate for Γ H V 2 U H 1 . We similarly have
Then, using (5.4), Theorem 1.1, Hölder's inequality and Proposition 5.1, we see that
which implies the double endpoint estimate for Γ H V Γ H 1 . This completes the proof.
A Proof of the resolvent bound (2.39)
Here we give the proof of (2.39). Let I ⋐ (0, ∞) be a compact interval such that supp ϕ ⊂ I and set I ± = {z | Re z ∈ I, 0 ± Im z ≤ 1}. When z / ∈ I ± , the spectral theorem implies To deal with the case when z ∈ I ± , we first show that [24] . At first, by decomposing I into finitely many intervals, we may assume that |I| is sufficiently small. We also note that, for each fixed h 0 > 0, there exists C = C(h 0 ) such that (A.1) with h ∈ [h 0 , 1] holds true. Indeed, we obtain by (2.8) that 
with some C j > 0. Therefore, if we define B j inductively by B 0 = H h and
then B j are well-defined as forms on D(A h ) ∩ D(H h ) and extended to bounded operators from D(H h ) to L 2 . Thus H h is smooth with respect to A h in the sense of [24] . Since B j h j H h by the above computations, it is also easy to see that ||B j (H h + i) −1 || ≤ C j h j . This proves (H1)-(H3) in [31, Section 2]. Next, choosing χ ∈ C ∞ 0 (R n ) satisfying 0 ≤ χ ≤ 1 and χ ≡ 1 on {|x| < R 0 }, we learn by (2.12)-(2.14) and (A.2) that there exists constants a 0 , a 1 > 0 such that
Here we claim that there exists h 0 > 0 such that
for all h ∈ (0, h 0 ], where E H h is the spectral measure for H h . We postpone the proof of this claim to Lemma A. To this end, using (2.6) and the fact that A is the generator of the unitary D µ , we see that
Since λ 2/µ x −1 ≤ λ −2/µ x −1 for λ ∈ (0, 1] and || A −γ A h γ || ≤ 1 for all h ∈ (0, 1] by the spectral theorem, the right hand side of (A.7) is dominated by λ −4γ/µ || x −γ A 2γ ϕ(λ −2 H) x −γ ||.
To deal with this, we take ϕ ∈ C ∞ 0 (R) so that ϕ ≡ 1 on (−1, sup(| supp ϕ|) + 1) and write
where we have used the fact ϕ(x)ϕ(λ −2 x) = ϕ(λ −2 x) for x ∈ R, 0 < λ ≤ 1. By the same proof as that of Lemma 2.11, we have || x γ ϕ(λ −2 H) x −γ || λ −2 . Moreover, by Remark 2.14, ϕ(H) x −γ = Op(a γ ) + Q γ with some a γ ∈ S −N,−∞ and Q γ satisfying x γ D 2γ Q N ∈ B(L 2 ).
Since || x −γ ϕ(H h ) A h 2γ ϕ(H h ) x −γ || < ∞ which implies (A.5). We decompose the operator in the left hand side into two parts
where χ R is as in Section 3. For the first term, [32, Theorem 1.1 and (2.4)] implies || x −γ ϕ(H h )χ R x γ || ≤ C M,R h M for any M ∈ N if R > 0 is small enough. Choosing M ≥ 4γ, we thus learn by (A.6) that
On the other hand, Proposition 2.13 yields that x −γ ϕ(H h )(1 − χ R ) = Op(a h ) + Q h with some a h ∈ S −γ,−∞ and Q h satisfying ||Q h x 2γ hD 2γ || h 2γ for each R > 0. Therefore,
which completes the proof of (A.5).
Lemma A.1. For sufficiently small h 0 > 0, (A.3) holds for all h ∈ (0, h 0 ].
Proof. By the spectral theorem, ||H h E H h (I)|| ≤ | sup I| 1 uniformly in h ∈ (0, 1]. Moreover, (2.8) implies E H h (I)χ(λ −2/µ x) = D * µ E λ −2 H (I)χ(x)D µ where h = λ 2/µ−1 . Since 1 I (λ −2 x) = 1 λ 2 I (x), we also have E λ −2 H (I) = 1 λ 2 I (H). Therefore, it suffices to show ||1 λ 2 I (H)χ(x)|| → 0 as λ → 0. Taking into account the formula 1 λ 2 I (H)χ(x) = 1 λ 2 I (H)1 J (H)χ(x) for 0 < λ ≤ 1 where J = (0, sup |I|), we see that this norm convergence follows from the facts that 1 λ 2 I (H) → 0 strongly as λ → 0 since |λ 2 I| ≤ λ 2 sup |I| and 1 J (H)χ(x) is compact.
