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Resumen
El diagnóstico de fallas es importante en los procesos industriales, ya que permite determinar si es necesario detener el proceso
en operación y/o proponer un plan de mantenimiento. En el presente trabajo se comparan dos estrategias para diagnosticar fallas.
La primera realiza un preprocesamiento de datos usando el análisis de componentes independientes para reducir la dimensión de
los datos, posteriormente, se emplea la transformada wavelet para resaltar las señales de falla, con esta información se alimenta
una red neuronal artificial. Por su parte, la segunda estrategia, principal contribución de este trabajo, usa una memoria de corto y
largo plazo. Esta memoria es alimentada por las variables más significativas seleccionadas mediante una red elástica para usar tanto
la norma L1 como la L2. Como ejemplo de aplicación se utilizó el proceso quı́mico Tennessee Eastman, un proceso ampliamente
usado en el diagnóstico de fallas. El aislamiento de fallas mostró mejores resultados con respecto a los reportados en la literatura.
Palabras clave: Diagnóstico de fallas, Transformada Wavelet, Redes neuronales recurrentes, Análisis de componentes
independientes, Red elástica.
Fault diagnosis in industrial process by using LSTM and an elastic net
Abstract
Fault diagnosis is important for industrial processes because it permits to determine the necessity of emergency stops in a
process and/or to propose a maintenance plan. Two strategies for fault diagnosis are compared in this work. On the one hand,
the data are preprocessed using the independent components analysis for dimension reduction, then the wavelet transform is used
in order to highlight the faulty signals, with this information an artificial neural network was fed. On the other hand, the second
strategy, the main contribution of this work, is the implementation of a long short term memory. This memory is fed with the most
representative variables selected by an elastic net to use both, the L1 and L2 norms. These strategies are applied in the Tennessee
Eastman process, a benchmark widely used for fault diagnosis. The fault isolation had better results than those reported in the
literature.
Keywords: Fault diagnosis, Wavelet transform, Recurrent neural networks, Independent component analysis, Elastic net.
1. Introducción
El diagnóstico de fallas, comúnmente conocido como FDI
por sus siglas en inglés (Zhang et al., 2002), consta de dos par-
tes: (i) detección de fallas y (ii) aislamiento de fallas. La de-
tección de fallas consiste en notar que un mal funcionamien-
to ha ocurrido (Salahshoor et al., 2011). Por su parte, el aisla-
miento de fallas, también conocido como clasificación de fallas
(Sobhani-Tehrani and Khorasani, 2009) o localización de fallas
(Barakat et al., 2014), consiste en reconocer cuál fue la falla que
ocurrió entre varias fallas posibles (Jing et al., 2014).
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Cuando se cuenta con un modelo aproximado del proceso
a analizar, es posible calcular la diferencia entre la salida en-
tregada por el modelo aproximado y la salida real del proceso,
tal diferencia se conoce como residuo. Si la diferencia sobre-
pasa un determinado umbral, se establece que se ha detectado
una falla (Kandula, 2011). Comúnmente, cuando varias señales
se alejan de los valores esperados, se realiza una clasificación
de residuos para aislar las fallas (Linker et al., 2002; Methnani
et al., 2013).
En procesos complejos donde no se puede proponer un mo-
delo aproximado, es posible realizar el FDI empleando métodos
basados en datos. En las siguientes subsecciones se describen
los métodos comúnmente aplicados para el FDI.
1.1. Métodos estadı́sticos en FDI
Una alternativa es usar técnicas estadı́sticas, la más común
es el análisis de componentes principales (PCA, por sus siglas
en inglés). Este análisis consiste en hallar las direcciones de
mayor varianza entre las variables de entrada con el fin de qui-
tar aquellas variables linealmente dependientes de las demás y
que presentan mayor covarianza (Lau et al., 2013; Gao y Hou,
2016). Otra estrategia es el análisis de componentes indepen-
dientes (ICA, por sus siglas en inglés), el cual puede tratar con
datos que no presentan una distribución gaussiana, pues busca
las direcciones de mayor independencia (Salahschoor y Kiasi,
2008; Zhang y Zhao, 2017).
Comúnmente, los métodos de diagnóstico de fallas son eva-
luados usando casos de estudio como el proceso quı́mico Ten-
nessee Eastman (TE) (ver Sección 2). Este proceso ha sido em-
pleado ampliamente para probar técnicas de control tolerante
a fallas y diagnóstico de fallas (Chen et al., 2014). Particular-
mente, Yin et al. (2012) realizaron una comparación interesante
entre el PCA y el ICA aplicados al FDI del proceso TE. En
su trabajo, también comparan algunas de sus variantes como el
análisis discriminante de Fisher (FDA) y mı́nimos cuadrados
parciales (PLS). En su Tabla 7, se muestra que las fallas deno-
minadas IDV3, IDV9 e IDV15 fueron las más difı́ciles de de-
tectar, y son nombradas fallas incipientes. Resultados similares
fueron mostrados por (Salahschoor y Kiasi, 2008).
Generalmente, después de procesar los datos por PCA o
ICA, se calculan las estadı́sticas T 2 o el error de predicción
cuadrático (S PE, por sus siglas en inglés) (Zhang et al., 2012).
Posteriormente, se fija un umbral, si la estadı́stica sobrepasa
el umbral, se detecta una falla. Sin embargo, debido al ruido
en las mediciones, es posible que existan falsas alarmas cuan-
do los umbrales fijados son sobrepasados accidentalmente. Para
enfrentar este problema, Alkaya y Eker (2011) propusieron un
umbral dinámico obteniendo una detección de fallas dinámica
llamada DPCA o DICA (Rato y Reis, 2013).
1.2. Uso de wavelets en FDI
Una manera de enriquecer la información a procesar con-
siste en resaltar eventos en las señales mediante la transformada
wavelet. Este tipo de transformada trata con señales no estacio-
narias y proporciona información en el dominio del tiempo ası́
como en el dominio de la frecuencia. Debido al análisis fre-
cuencial de las wavelets, la mayorı́a de sus aplicaciones se aso-
cia con sistemas que muestran un comportamiento periódico en
las mediciones, tal como sucede en los motores eléctricos, ge-
neradores eléctricos o en cajas de engranes (Wu et al., 2009;
Khakipour et al., 2017; Lou y Loparo, 2004). Una revisión so-
bre el uso de wavelets para diagnóstico de fallas en maquina-
ria rotatoria se encuentra en el trabajo realizado por Yan et al.
(2014).
También se han realizado algunas aplicaciones de wavelets
para tratar otro tipo de sistemas. Por ejemplo, en el trabajo pre-
sentado por Adewole et al. (2016) se emplean wavelets discre-
tas para resaltar determinados detalles en las señales medidas
para localizar fallas en redes de distribución de energı́a. De
manera similar, Jung et al. (2007) localizaron fallas en cables
subterráneos procesando la información con wavelets y redes
neuronales. Por su parte, Nguyen et al. (2017) emplearon wave-
lets y redes neuronales para reconocer fallas en una subestación
eléctrica en Vietnam.
Por otro lado, Wu et al. (2011) usaron wavelets difusas pa-
ra diagnosticar fallas en una linea de ensamble de automóviles;
mediante el uso de algoritmos genéticos, los autores mejoraron
su propuesta requiriendo menos muestras y con una mayor tasa
de detección de fallas. Wu et al. (2016) aplicaron el ICA a la
señal de un electromiograma, posteriormente, usaron las wave-
lets como filtro con el fin de diagnosticar enfermedades respi-
ratorias. Referente al proceso TE, Salahschoor y Kiasi (2008)
emplearon la trasformada wavelet rápida para quitar el ruido en
las variables medidas para después emplear ICA en la supervi-
sión del proceso.
1.3. Selección de variables
Actualmente, existen métodos que aplican selección de va-
riables en el diagnóstico de fallas. La idea es conocer anticipa-
damente al conjunto de variables más representativas para rea-
lizar el FDI. En consecuencia, es posible emplear menos instru-
mentación en el proceso y procesar menos información. Cabe
señalar que, reducir la dimensión de datos usando PCA o ICA
es un concepto diferente de seleccionar las variables más repre-
sentativas. En el primer caso se trata de una aproximación lineal
del sistema, mientras que la selección de variables se enfoca en
eliminar la redundancia entre ellas.
Una técnica conocida para seleccionar las variables es la
conocida como información mutua. En este contexto, Zhang y
Zhao (2017) propusieron utilizar 10 variables del proceso TE
para aplicar una red de creencia profunda con el objetivo de
diagnosticar fallas. Otra alternativa es usar regresión múltiple,
si se agrega una penalización usando la norma L1 se obtiene un
modelo llamado contracción de mı́nimos absolutos y operado-
res de selección (LASSO, por sus siglas en inglés). Un algorit-
mo muy similar al LASSO pero más eficiente es la regresión
por ángulos mı́nimos (LARS) (Hastie et al., 2009). Si a este
último se agrega una penalización con la norma L2 se obtiene
el modelo de red elástica (EN, por sus siglas en inglés) (Kuang
et al., 2015).
Una vez conocidas las variables más representativas, el FDI
es obtenido mediante algoritmos de clasificación como Redes
Neuronales Artificiales (ANN, por sus siglas en inglés). Un tra-
bajo completo sobre el uso de la ANN en el diagnóstico de fa-
llas se presenta en (Patan, 2008). Recientemente, también ha
surgido el interés de aplicar aprendizaje profundo.
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1.4. Aprendizaje profundo en FDI
Si bien las ANN son empleadas para el aislamiento de fallas
(Zhao, 2018; Oliveira et al., 2017), también es posible realizar
una red neuronal profunda para extraer caracterı́sticas con di-
ferentes niveles de abstracción. Un problema que se genera en
este tipo de redes es el desvanecimiento del gradiente, es de-
cir, que mientras más capas tenga una red neuronal, es cada
vez más difı́cil actualizar los pesos de las capas más cercanas
a la entrada usando métodos de entrenamiento como la retro-
propagación del error (Zhang et al., 2018).
Para poder entrenar una ANN profunda se requiere un cam-
bio de paradigma. Una alternativa es emplear una máquina res-
tringida de Boltzmann (RBM, por sus siglas en inglés). Las
máquinas de Boltzmann tienen varios nodos completamente co-
nectados unos con otros. Si se restringen las conexiones entre
nodos que pertenecen a una misma capa se obtiene una RBM,
la cual tiene dos capas: la capa visible y la oculta (Geng et al.,
2018). En este paradigma, la idea es que la capa oculta repro-
duzca la información proveniente de la capa visible usando una
función de la densidad de probabilidad para ajustar los pesos
sinápticos entre capas.
La técnica de aprendizaje profundo que emplea varias
RBMs apiladas es la red de creencia profunda (DBN, por sus
siglas en inglés). En esta red, se suele agregar una última ca-
pa llamada capa de caracterı́sticas. Para entrenar una DBN, se
ajustan las RBM tomando dos capas adyacentes a la vez. Este
proceso es conocido como pre-entrenamiento. Después se ajus-
tan las últimas dos capas como una ANN clásica. Finalmente, se
entrena toda la red empleando el gradiente del error, esta fase se
conoce como sintonización fina. Estas redes han sido aplicadas
en FDI. Por ejemplo, Zhang y Zhao (2017) usaron una DBN
para el diagnóstico de fallas en el proceso TE. En su trabajo
propusieron una función gaussiana para poder usar valores con-
tinuos en la función de energı́a usada en el pre-entrenamiento.
Otro tipo de estructura usada en aprendizaje profundo es
el auto-sintonizador para quitar ruido (SDA, por sus siglas en
inglés), el cual de manera similar a la RBM, se entrena usando
dos capas a la vez. En cada pareja se agrega ruido a las va-
riables de entrada (codificación) y la otra capa debe recobrar
la señal original (decodificador). El entrenamiento de este ti-
po de capas (capas sabias) forma el pre-entrenamiento, siendo
hasta este punto, un sistema no supervisado (Lv et al., 2016).
Finalmente, el aislamiento de fallas se puede lograr con la sin-
tonización fina. El uso de SDAs en el diagnóstico de fallas ha
sido mostrado por Lv et al. (2017). Ellos emplearon una serie de
tiempo para determinar las correlaciones entre las fallas, tenien-
do la posibilidad de abstraer caracterı́sticas de alto nivel para
detectar fallas incipientes en el proceso TE. Mientras, Lv et al.
(2018) propusieron mejorar la detección de fallas en el proceso
TE añadiendo una restricción de dispersión en los SDAs.
Las Redes Neuronales Convolucionales (CNN, por sus si-
glas en inglés) son otro esquema de aprendizaje profundo am-
pliamente utilizado en el procesamiento de imágenes y video.
La función de este tipo de redes es extraer caracterı́sticas de los
datos procesados, ası́ como clasificarlos. Estas redes cuentan
con capas de convolución que generan como salida un mapa de
caracterı́sticas obtenido mediante un filtro. Todas las neuronas
en un mapa de salida comparten el mismo filtro. Por su parte,
las capas de agrupación o sub-muestreo, obtienen como salida
un mapa de caracterı́sticas con menos datos agrupando carac-
terı́sticas locales similares (Smirnov et al., 2014). De manera
similar a los esquemas mencionados, estas redes contienen una
capa final de neuronas completamente conectadas para clasi-
ficar información; esta capa es entrenada con la sintonización
fina. En el contexto del diagnóstico de fallas, Wu et al. (2018)
aplicaron una CNN en el proceso TE para extraer caracterı́sticas
en el dominio del tiempo y el espacio, sus resultados muestran
una tasa de detección de fallas en promedio de 88.2 % para las
20 fallas que se pueden simular en el proceso. Cabe señalar que
su propuesta es válida para procesos industriales que cuenten
con un historial de mediciones.
Recientemente, las redes recurrentes, otro modelo de apren-
dizaje profundo, han comenzado a utilizarse para FDI, sobresa-
liendo las redes de memoria a corto y largo plazo (LSTM, por
sus siglas en inglés). Las LSTM están constituidas por celdas
de memoria, cuyo estado es regulado por las compuertas de en-
trada, de salida, de candidatura y de olvido. Cada compuerta
está compuesta por una red neuronal completamente conecta-
da (Xiao et al., 2019), y en la etapa de entrenamiento se trun-
ca el gradiente cuando éste deja de ser relevante (Hochreiter y
Schmidhuber, 1997). Las aplicaciones de estas redes han sido
diversas. Por ejemplo, Lei et al. (2019) aplicaron una LSTM
para diagnosticar fallas en una turbina generadora de electrici-
dad. La idea fue tratar con series de tiempo, y de esta manera,
determinar la dependencia entre términos largos para clasificar
fallas.
En el presente trabajo se propone el uso de una LSTM para
la detección y aislamiento de fallas. Con el fin de acelerar el
aprendizaje de la LSTM. Otra alternativa serı́a usar la transfe-
rencia de aprendizaje para ajustar la red por capas. La selección
de variables más representativas se lleva a cabo mediante una
red elástica, y para fines de comparación se presenta también
una ANN entrenada con datos procesados con la transformada
wavelet. Estos datos son obtenidos de las componentes inde-
pendientes seleccionadas con ICA.
El resto del artı́culo está organizado de la siguiente mane-
ra. En la Sección 2 se describe brevemente el proceso TE co-
mo caso de aplicación para evaluar los métodos propuestos. La
Sección 3 presenta la metodologı́a propuesta para la detección
y el aislamiento de fallas, primero se muestra la ANN diseñada
y posteriormente, la arquitectura del modelo LSTM propuesto.
Los resultados de ambos enfoques se muestran en la Sección 4.
Finalmente, la Sección 5 resume las conclusiones.
2. Proceso Tennessee Eastman: caso de aplicación
El proceso TE ha sido ampliamente utilizado como marco
de referencia para comparar diferentes algoritmos de FDI (Yin
et al., 2012; Lau et al., 2013; Chen et al., 2014; Boldt et al.,
2014). Este proceso fue presentado por Downs y Vogel (1993).
La idea es ofrecer un modelo que represente un proceso indus-
trial real sobre el cual proponer estrategias para el monitoreo de
procesos, detección y diagnóstico de fallas, ası́ como técnicas
de control tolerante a fallas.
Este proceso cuenta con cinco partes principales: un reactor
de dos fases donde ocurre una reacción exotérmica, un sepa-
rador de lı́quido-vapor, un condensador del producto, un com-
presor y un depurador de producto. Tiene ocho componentes
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llamados A, B,. . ., H (Yin et al., 2012); los componentes A, C,
D y E son los reactantes, y los dos productos obtenidos son
los lı́quidos G y H. Mientras se produce la reacción se obtiene
el componente F; el inerte B se encuentra en los flujos de ali-
mentación de A, C y D. El proceso TE cuenta con 41 variables
que pueden ser medidas llamadas x1, x2, . . . x41. Las primeras
22 tienen un periodo de muestreo de 3 minutos, las demás son
variables compuestas con periodos de muestreo de 6 a 15 mi-
nutos. Además, tiene 11 variables de entrada, de manera que no
es fácil obtener un modelo analı́tico del proceso completo.
En el proceso TE se pueden simular 20 fallas denominadas
IDV1, IDV2, . . ., IDV20, las cuales están descritas detallada-
mente en el trabajo de Downs y Vogel (1993). Un esquema del
proceso puede ser apreciado en la Figura 1 de (Jing et al., 2014),
donde se comparan los resultados de emplear PCA y SVM en el
diagnóstico de fallas. Una revisión al proceso TE se presenta en
(Bathelt et al., 2015) estudiando las inconsistencias de emplear
diferentes métodos de integración para simular el proceso1. Na-
turalmente, algunas fallas son más difı́ciles de detectar debido
a su efecto imperceptible en las variables de salida; a estas fa-
llas se les denomina incipientes. Por ejemplo, las fallas IDV3,
IDV9 e IDV20 fueron difı́ciles de detectar en el trabajo de Boldt
et al. (2014) mediante el uso de métodos estadı́sticos. Resulta-
dos similares fueron obtenidos por Salahschoor y Kiasi (2008),
quienes emplearon ICA con filtros wavelet en el proceso TE.
En el presente trabajo, para detectar y aislar fallas en el pro-
ceso TE se realizaron 63 simulaciones con 800 muestras en ca-
da una, de las cuales 200 eran datos sin falla. En las 600 res-
tantes se aplicó una falla en particular. En el modelo se pue-
den aplicar 20 fallas distintas, de modo que 42 simulaciones
fueron usadas para entrenamiento, dos de ellas con 800 mues-
tras sin aplicar ninguna falla. Para validar los resultados, con
los métodos a continuación descritos, se emplearon 21 simula-
ciones más de cada tipo de falla, ası́ como una simulación sin
fallas.
3. Metodologı́a propuesta para la detección y el diagnósti-
co de fallas
En esta sección presentamos dos enfoques para el diagnósti-
co de fallas. Particularmente, la subsección 3.1 muestra la ANN
propuesta, donde los datos medidos son procesados inicialmen-
te mediante ICA. Por su parte, la subsección 3.2 describe el
modelo LSTM propuesto.
3.1. Enfoque basado en una ANN
En la ANN propuesta, los datos medidos son procesados
inicialmente mediante ICA. Esta técnica permite quitar la de-
pendencia lineal entre variables, además de reducir la dimen-
sión de los datos agilizando el aprendizaje de la red. Adicional-
mente, para resaltar los eventos de falla en los datos medidos se
emplea la transformada wavelet.
3.1.1. Análisis de componentes independientes
El análisis de componentes independientes (ICA) busca una
representación lineal de variables no gaussianas (Yin et al.,
2012), de manera que las componentes encontradas sean inde-
pendientes estadı́sticamente. La representación formada con las
componentes encontradas tendrá la estructura esencial de los
datos originales. Usando ICA es posible separar señales obte-
nidas de la mezcla de varias fuentes (Lin y Zhang, 2005). La
independencia entre variables significa que no se puede infe-
rir información sobre las demás componentes empleando una
componente en especial. Este concepto suele definirse mediante
funciones de densidad de probabilidad, i.e. si denotamos como
p(x1, x2) a la función de probabilidad conjunta de x1 y x2, y sea
p1(x1) la función de densidad de probabilidad marginal cuando




y de forma similar para el caso de x2. Entonces se dice que x1
y x2 son independientes, si y sólo si su función de densidad de
probabilidad conjunta p(x1, x2) es factorizable, i.e.
p(x1, x2) = p1(x1)p2(x2). (2)
El ICA parte de una representación de variables latente, pa-
ra la cual se normalizan las mediciones tomadas con el objetivo
de obtener una media cero. Tales mediciones son las columnas
de la matriz X ∈ RN×m, donde N el número de muestras y m la
cantidad de variables que se miden. Posteriormente, se obtiene
la descomposición en valores singulares (SVD, por sus siglas
en inglés), X = 1N+1 (X
T X) = UDVT , siendo D ∈ RN×m una
matriz cuya diagonal contiene los valores propios de X. A su
vez, U ∈ RN×N está formada por los vectores propios de X.
Mediante las matrices S =
√
NU y AT = DVT /
√
N se ob-
tiene que X = S AT . Por lo tanto, las columnas de X son una
combinación lineal de las columnas de S que también tienen
media cero. Describiendo de manera extendida se obtiene el
conjunto (3) (Hastie et al., 2009)
X1 = a11S 1 + a12S 2 + · · · + a1mS m,
X2 = a21S 1 + a22S 2 + · · · + a2mS m,
... =
... (3)
Xm = am1S 1 + am2S 2 + · · · + ammS m,
el cual se puede reescribir como x = As. Más aún, si se emplea
un valor d < m, se obtiene una descomposición trunca para
aproximar X de una manera más simple. De esta manera, s de-
be ser linealmente independiente. Para ello, todos los momen-
tos cruzados son tomados en cuenta y no sólo los de segundo
grado. De esta manera, se encuentra una la solución para A.
Una forma de interpretar el ICA es mediante el proble-
ma del Cóctel, donde se supone que existen varias fuentes de
señales captadas por diversos sensores S . Las señales obteni-
das de los sensores resultan ser una combinación lineal de las
señales provenientes de todas las fuentes X (Yin et al., 2012).
El problema radica en recuperar las señales originales a partir
de los sensores. Por esta razón, la matriz A es llamada matriz
de mezclado (Hastie et al., 2009). Si los datos de entrada x son
blanqueados mediante SVD para tener covarianza unitaria, i.e.
1El modelo puede ser descargado de manera gratuita desde la página http://depts.washington.edu/control/LARRY/TE/
download.html
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cov(x) = I, se tiene que A es ortogonal porque s también tendrá
covarianza unitaria.
Para determinar el ICA se suele emplear la entropı́a de in-
formación de Claude Shannon H (Muñoz-Cobo et al., 2017);
la cual, al estar definida para alguna variable aleatoria Y con la
densidad p(y), está dada por (4)
H(Y) = −
∫
p(y) log p(y)dy, (4)
además, de la teorı́a de la información, se sabe que entre di-
versas variables con la misma varianza, las que tienen mayor
entropı́a son las variables gaussianas (Goodfellow et al., 2016).
Una manera de medir la dependencia entre variables es





H(Yi) − H(Y) − log | det A|. (5)
Zhang y Zhao (2017) emplearon la MI para seleccionar las
variables más representativas en el proceso TE, las cuales se
obtuvieron al aplicar cada una de las 20 fallas simuladas para
realizar el diagnóstico de fallas. La MI es llamada también la
distancia Kullback-Leibler entre la densidad p(y) y su versión
independiente
∏p
i=1 pi(Yi), donde pi es la densidad marginal de
Yi.
Para encontrar A es posible utilizar la entropı́a negativa
J(Yi) (Hyvärinen y Oja, 2000) definida por (6)
J(Yi) = H(Zi) − H(Yi), (6)
donde Zi es una variable aleatoria gaussiana con la misma va-
rianza que Yi. Para implementar el ICA se puede realizar la
aproximación (7)
J(Yi) ≈ [E(G(Yi)) − E(G(Zi))]2 , (7)
donde E representa la esperanza matemática y G representa al-
guna función no cuadrática propuesta como (8) o (9) en el al-
goritmo llamado FastICA (Lin y Zhang, 2005).
G1(u) = tanh(a1u), (8)
G2(u) = u exp(−u2/2), (9)
Para el caso donde 1 ≤ a1 ≤ 2, la aproximación (7) evita uti-
lizar la curtosis (Rockinger y Jondeau, 2002) para calcular la
entropı́a negativa.
Una manera de implementar el ICA fue presentada por Yin
et al. (2012) como una serie de pasos, los cuales se resumen a
continuación:
1. Se adquieren N muestras XT = [x1, x2, . . . , xN], se cen-
tran para tener media cero, y se calcula
χ = QXT , siendo Q = D−1/2V,
2. Se iteran los siguientes cálculos m veces
J(Y) ≈ [E(G(Y)) − E(G(Z))]2 ,
bk = arg máx J(Y)∀y∈Y , y = bTk χ,
después, se forma la matriz B con todas las bk, para obte-
ner la matriz W, la cual quita la mezcla de las mediciones
mediante W = BT Q.
3. Se determina el número de componentes independientes
d para tener las matrices asociadas que quitan el mezcla-
do Wd ∈ Rd×m y la matriz residual Wr ∈ Rm−d×m. En (Lee
et al., 2004) se muestra una manera de proponer la can-
tidad de componentes independientes (IC, por sus siglas
en inglés). En el presente trabajo propusimos d = 5 con
base en las magnitudes de los valores propios mostrados
en la Figura 1. Usando las matrices obtenidas, se emplean
las siguientes estadı́sticas (Yin et al., 2012):
Sumatoria de las componentes dominantes
I2d = x
T WTd Wd x,
Sumatoria de las componentes residuales
I2r = x
T WTr Wr x,
Propuesta por Lee et al. (2004) y adoptada en varios
trabajos similares (Žvokelj et al., 2016).
Error cuadrático de predicción
S PE = eT e.
4. Se determinan los umbrales para detección con base en
la estadı́stica usada JId , JIe y JS PE .
5. Si se cumplen las siguientes desigualdades, se asume que
no se ha presentado ninguna falla, en caso contrario ha
ocurrido una: S PE ≤ JS PE y I2d ≤ JId y I
2
r ≤ JIr .
Empleando el FastICA con las 41 variables medibles del
proceso TE, se seleccionaron cinco componentes. Lo anterior
debido a la magnitud de las primeras cinco componentes com-
paradas con el resto. Como se aprecia en la Figura 1, los valores
propios de las primeras cinco componentes retenı́an el 78 % de
la información.
Figura 1: Magnitudes de las componentes independientes.
Una vez determinadas las componentes principales, los
transitorios en las señales debidas a las fallas pueden ser re-
saltados usando la transformada wavelet, la cual es descrita en
la siguiente Sección.
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3.1.2. Procesamiento de las componentes independientes con
wavelets
Empleando el ICA se obtienen las componentes indepen-
dientes que llevan la mayor parte de información, al ser distintas
entre si, la huella dejada por aquellas fallas que no sean detecta-
bles en una variable, pueden ser buscadas en otra. Para resaltar
la información obtenida empleando ICA se propone realizar un
procesamiento con la transformada wavelet. Este procesamien-
to se fundamenta en la idea de Liang et al. (2019) que hace
referencia a la transformada wavelet como un microscopio ma-
temático para el análisis de señales. Dado que las señales de
falla no son estacionarias, la transformada wavelet es una bue-
na opción, pues mapea la señal en el dominio del tiempo y de
la frecuencia. El mapeo se realiza mediante un corrimiento y
una dilatación de una wavelet llamada madre (Ramos-Velasco
et al., 2013). La transformada wavelet continua de una función
















donde ψ(·) representa a la wavelet madre, a es la escala y b es el
corrimiento. Las condiciones para que ψ(·) sea una base wavelet
son las siguientes: ∫ ∞
−∞
ψ(t)dt = 0,∫ ∞
−∞
ψ2(t)dt = 1.
Las wavelets pueden verse como filtros pasa altas resaltando
los transitorios de una señal (Li et al., 2014). Su complemento
son las funciones de escala que pueden ser vistas como filtros
pasa bajas, siendo estas funciones ortogonales a las wavelets.
Ojeda-González et al. (2014) mencionan que no existe una
selección perfecta de la transformada wavelet a utilizar. En es-
te sentido, existen varios trabajos que comparan los resultados
del uso de diferentes transformadas wavelet. Por ejemplo, en
(Rodrigues et al., 2019) se clasifican señales EEG para detec-
tar personas con alcoholismo empleando las transformadas wa-
velet Symlet, Coiflet, Biorthogonal y Daubechies; los resulta-
dos fueron muy similares. Sharif and Khare (2014) clasifica-
ron imágenes empleando las wavelets Haar y Daubechies. En
(Kumar y Bansal, 2019) se comparan los resultados de emplear
las transformadas wavelet Haar, Daubechies, Symlet y Biort-
hogonal para mitigar los problemas que afectan la calidad en
el suministro de energı́a eléctrica; el mejor resultado se obtuvo
con la wavelet Haar. En (Dixit y Majumdar, 2013) se comparan
los resultados de reducir ruido en señales usando las wavelets
Coiflet y Daubechies.
El uso de la transformada wavelet permite, principalmen-
te, detectar variaciones en una señal que representen una falla,
incluso cuando el ruido tenga una magnitud mayor que las va-
riaciones analizadas. Lo anterior es útil para detectar fallas inci-
pientes. Además del tipo de wavelet, existen diferentes grados
de aproximación y de descomposición. En el trabajo de Rafiee
et al. (2010) se realizó el diagnóstico de fallas en rodamientos
y se seleccionó el tipo de wavelet ası́ como el orden de la mis-
ma para extraer caracterı́sticas en las señales que revelaran la
presencia de una falla; la Daubechies44 se posicionó como la
mejor opción.
La implementación de métodos que emplean wavelets e
ICA han sido desarrollados en el diagnóstico de fallas en en-
granajes y rodamientos. Por ejemplo, Lin y Zhang (2005) uti-
lizaron las wavelets para generar más señales con el fin de de-
tectar fallas empleando un solo sensor. Por otra parte, Han et al.
(2015) obtuvieron las componentes principales y posteriormen-
te las procesaron mediante filtros wavelet.
Una manera de seleccionar el tipo y la escala de wavelet
para FDI es mediante la inspección de diferentes escalogramas
obtenidos al aplicar diferentes wavelets. Tomando en cuenta la
forma de las posibles wavelet madre, se aprecia que la llama-
da sombrero mexicano no presenta tantas crestas que dificultan
la clasificación de las señales procesadas como algunas otras
(Morlet o Daubechies40). En la Figura 2 se muestra el resultado
de aplicar la transformada wavelet sombrero mexicano a la pri-
mer componente independiente obtenida mediante ICA cuando
se aplicaron 13 fallas distintas en diferentes instantes. La wave-














Figura 2: Transformada wavelet sombrero mexicano de la primer componente
independiente (Figura 1)
En el presente trabajo se emplea la wavelet tipo sombrero
mexicano, ya que como se mencionó en (Lin y Zhang, 2005),
las wavelets no ortogonales funcionan como filtros, y al aplicar
ICA a las señales filtradas, no habrá correlación en cualquie-
ra de los momentos de alto orden para señales independientes.
Además, la contribución de una misma señal en diferentes me-
diciones será diferente de cero si los filtros empleados son no
ortogonales.
3.1.3. Red neuronal artificial para FDI
El diagnóstico de fallas ha sido considerado como un pro-
blema de discriminación de datos para buscar anomalı́as en las
señales medidas. Por tal motivo, (Lv et al., 2016) tratan el FDI
como un reconocimiento de patrones. Las ANN han sido em-
pleadas para procesar la información en busca de algún patrón
en particular (Maglaveras et al., 1998; Yao et al., 2019).
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Para tener diferentes niveles de abstracción de información
en busca de algún patrón, las ANN con varias capas son una al-
ternativa, ya que al reducir el número de neuronas capa tras ca-
pa, diferentes grados de descomposición son obtenidos (Hoang
y Kang, 2019). De esta manera, se obtiene una representación
jerárquica de la información análoga a los diferentes niveles de
descomposición de una señal mediante la trasformada wavelet
(Zhao et al., 2019).
El aislamiento de fallas fue realizado empleando una ANN
hacia adelante de cinco entradas y cuatro salidas. Las señales
obtenidas de la convolución con las wavelets se normalizaron
para emplear la tangente hiperbólica como función de activa-
ción en las 20 neuronas de la capa oculta de la red. Cabe señalar
que se emplearon también algunos otros esquemas de ANN co-
mo las redes recurrentes, modelos armax, redes de base radial
(RBF) y la red de Kohonen; sin embargo, no se obtuvieron me-
joras en los resultados.
Para implementar una ANN hay diversos hiperparámetros
como: tipo de red, número de capas de neuronas, número de
neuronas en cada capa y la función de activación. Existen al-
gunos trabajos enfocados a buscar la mejor configuración de
la ANN. Por ejemplo, Karpenko and Sepehri (2001) realizaron
el diagnóstico de fallas en una válvula neumática. Ellos propu-
sieron emplear dos capas ocultas con ocho y cuatro neuronas en
cada una y usaron la tangente hiperbólica como función de acti-
vación. El número de neuronas fue determinado incrementando
el número de neuronas hasta no obtener mejoras en los resul-
tados. Por su parte, Tayarani-Bathaie et al. (2014) realizaron el
diagnóstico de fallas en una turbina empleando una ANN con
dos capas ocultas. En su trabajo, el número de neuronas para
diferentes tipos de fallas fue elegido de manera particular: en
un caso usaron cinco neuronas en cada capa, y para otras fallas
usaron 20 y 10 neuronas en cada capa.
Aun en el caso de las fallas correctamente aisladas, se re-
quiere esperar algunas muestras para garantizar el umbral al-
canzado con el fin de clasificar correctamente la falla presenta-
da. Una manera de mejorar los resultados fue usando dos capas
ocultas en la ANN. Si bien, la detección mejoró respecto a lo
comentado anteriormente, al incrementar el número de neuro-
nas, se logró una detección superior al 90 % para cada una de
las 20 posibles fallas simuladas en el proceso TE. Además de
que el error entre la respuesta de la red y la salida deseada se
minimizó en el entrenamiento. Desafortunadamente, se incurre
en un problema de sobre-modelado (Chen et al., 2014). Lo an-
terior propicia que no se pueda generalizar la respuesta de la
red, aumentando el error al usar datos para validación, con los
cuales no se entrenó la ANN.
3.2. Enfoque propuesto de diagnóstico de fallas usando
aprendizaje profundo
Antes de alimentar el LSTM se propone realizar un proceso
de selección de variables para determinar las variables más re-
presentativas y evitar la pérdida de información, ya que el ICA
puede verse como una aproximación lineal al proceso TE. Co-
mo se ha mencionado, se propone el uso de una red elástica para
seleccionar las variables.
3.2.1. Red elástica para la selección de variables
Para determinar cuáles son las variables que reaccionan ante
la presencia de fallas, se realiza una selección de variables. La
selección de variables puede ser realizada mediante una regre-
sión con penalización usando la norma L1 en los coeficientes de
regresión, resultando ası́ coeficientes contraı́dos, de donde vie-
ne el nombre del algoritmo LASSO. Para emplear el algoritmo
se puede utilizar programación cuadrática mediante la regresión
de ángulos mı́nimos (LARS) (Yan y Yao, 2015). En el caso es-
pecial de LASSO, se obtienen varios coeficientes igual a cero.
De esta manera se obtienen al mismo tiempo, la selección de
variables y un modelo de regresión.
La selección de variables se realiza utilizando la optimiza-




(y − XB)T (y − XB) + λ‖B‖0
)
, (12)
donde y representa la respuesta del sistema, X corresponde a
las muestras tomadas del sistema y λ es el multiplicador de La-
grange. Para llevar a cabo la optimización se emplea la norma




(y − XB)T (y − XB) + λ‖B‖1
)
. (13)
La principal limitación del LASSO es tratar variables con alta
correlación. Como alternativa, Kuang et al. (2015) propusieron
utilizar una red elástica (EN, por sus siglas en inglés), que em-










siendo λ y α parámetros a determinar. Se puede notar que si
α = 1 se tiene el LASSO y además 0 ≤ α ≤ 1. En el traba-
jo de Yan y Yao (2015) se emplean técnicas estadı́sticas con el
LASSO en el proceso TE.
En el presente estudio se seleccionan las variables usando
una EN. En la Figura 3 se muestra el resultado obtenido cuando
se aplica la EN en la simulación de la falla IDV4. Las variables
con las cuales se aproxima mejor el proceso se van eligiendo
una a una. De esta manera, la primer variable en este caso x28
(componente F al reactor) es la primera en resaltar en la Figura
3.
Figura 3: Selección de variables al simular IDV4
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Una vez seleccionadas las variables se propone usar una
memoria de corto y largo plazo (LSTM) por sus siglas en inglés,
la cual forma parte del aprendizaje profundo, siendo esta la ma-
yor aportación. A continuación se muestran las principales con-
tribuciones del aprendizaje profundo en FDI aplicado en el pro-
ceso TE, ası́ como la propuesta aquı́ formada.
3.2.2. LSTM propuesta para diagnóstico de fallas
Las ANN presentan la desventaja de no poder entrenar los
pesos sinápticos de las primeras capas debido al desvaneci-
miento del gradiente cuando se cuenta con más de dos capas
ocultas (Wang et al., 2019). Enfrentando este problema, ha sur-
gido un nuevo paradigma conocido como aprendizaje profundo
(DL), el cual resulta útil para pre-entrenar una red neuronal pro-
funda mediante el uso de capas sabias. Además, este paradig-
ma ha llegado a considerarse la metodologı́a más efectiva para
extraer información (Zhang y Zhao, 2017). Dentro de este pa-
radigma existen varios esquemas que han sido aplicados a dife-
rentes dominios. Una revisión amplia sobre diferentes técnicas
de DL en el diagnóstico de fallas en rodamientos de maquinaria
es presentada por Hoang y Kang (2019). En su trabajo muestran
el uso de autocodificadores apilados (SAE), redes de creencia
profundas (DBM) y redes neuronales convolucionales (CNN).
Un trabajo muy completo sobre el uso de DL en el
diagnóstico de fallas aplicado al proceso TE fue realizado por
Lv et al. (2016). Ellos emplearon autocodificadores apilados.
Mientras en (Lv et al., 2017) se utilizaron restricciones disper-
sas para detectar y remover señales redundantes, para ası́ te-
ner una representación robusta de la información, haciendo uso
también de series de tiempo. Por otro lado, en (Lv et al., 2018)
se emplean los autocodificadores al proceso TE trabajando en
diferentes modos de operación. El uso de redes de creencia pro-
funda para FDI en el proceso TE se muestra en (Zhang y Zhao,
2017). En ese trabjo se seleccionan 10 variables mediante la in-
formación mutua (Zheng et al., 2019) y se determinó el número
de muestras a procesar para cada tipo de falla. Por su parte, Wu
et al. (2018) usaron una CNN con el mismo fin en el proceso
TE. Esta estrategia de DL permite una mejor extracción de pa-
trones locales y requiere menor gasto computacional. Además,
mediante la desconexión de ciertas neuronas se acelera el apren-
dizaje y se evita un sobre-ajuste.
En los trabajos mostrados por Lv et al. (2016) se trata
de manera especial a las fallas IDV3, IDV9 e IDV15, deno-
minándolas fallas incipientes. Un comentario interesante sobre
problemas de aislamiento de fallas se muestra en (Lv et al.,
2017), donde se explica la interrelación entre las fallas IDV2,
IDV4, IDV9, IDV10, IDV11, IDV13 e IDV14; además en su Ta-
bla 5 se muestra una matriz de confusión entre las fallas IDV4,
IDV9 e IDV11.
Las redes neuronales recurrentes tienen la capacidad de re-
troalimentar información de capas subsiguientes en al menos
un ciclo. En el caso particular de las redes con memoria de cor-
to y largo plazo (LSTM) se tiene la capacidad de aprender so-
bre la dependencia entre términos de corto y largo plazo. Con
ello se evita el desvanecimiento del gradiente del error de retro-
propagación (Fischer y Krauss, 2018) de forma similar a las
técnicas de aprendizaje profundo descritas anteriormente.
En (Lv et al., 2017) se propuso emplear series de tiempo
para utilizar también la evolución de los datos con el fin de me-
jorar el FDI. En el presente trabajo se propone emplear una red
LSTM para contar también con la dependencia entre los datos
históricos del proceso medido.
Figura 4: Memoria a corto y largo plazo
Especı́ficamente, las LSTM son redes que cuentan con una
capa de entrada cuyo número de neuronas determina el espacio
de caracterı́sticas. En este tipo de modelos se tienen varias ca-
pas ocultas llamadas celdas de memoria y una capa de salida.
Esta última capa suele estar completamente conectada y emplea
regresión logı́stica en su entrenamiento. La parte más importan-
te de las LSTM son las celdas de memoria, mismas que constan
de cuatro compuertas que definen el estado actual sk de la celda.
La primera es la compuerta de olvido fk encargada de determi-
nar qué información se debe remover de la memoria. Por otro
lado, la compuerta de candidatura gk que define qué informa-
ción se añadirá a la celda, a su vez la compuerta de entrada ik
determina el control de nivel de actualización del estado en la
celda. Finalmente, la compuerta de salida ok es la encargada
de entregar la información de la memoria a la siguiente capa
oculta. Los datos que llegan a la celda se denotan como xk y la
información que se envı́a a las capas ocultas es hk. Un esquema
general de una celda de memoria se muestra en la Figura 4.
El estado siguiente de la celda está dado por (15)
sk+1 = fk+1  sk + ik+1  gk+1, (15)
donde  representa el producto elemento por elemento (produc-
to de Hadamard).
El valor que se entregará a la siguiente capa oculta se calcu-
la usando (16)
hk+1 = ok+1  tanh(sk+1), (16)
aquı́, σ(·) representa la función de activación sigmoidal del es-
tado, siendo σ(x) = (1 + e−x)−1.
La actualización de las compuertas se realiza mediante el
conjunto (17):
ik+1 = σ(Rihk + Wixk+1 + bi)
fk+1 = σ(R f hk + W f xk+1 + b f )
gk+1 = tanh(Rghk + Wgxk+1 + bg) (17)
ok+1 = σ(Rohk + Woxk+1 + bo),
donde tanh(·) es la tangente hiperbólica, W son los pesos
sinápticos, R los pesos recurrentes y b los sesgos para cada com-
puerta. Las compuertas pueden ser vistas como filtros, al inicio
la celda determina la información que será olvidada del estado
anterior, de manera que si al evaluar la función de activación
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σ(·) se obtiene un cero, se olvida el dato procesado, no ası́ al
obtener un uno. Posteriormente, se determina qué información
debe agregarse al estado usando las compuertas de entrada y
los valores candidatos. Finalmente, se actualiza el estado y se
calcula la salida con la compuerta correspondiente (Fischer y
Krauss, 2018).
En el presente trabajo se empleó un abandono (dropout) de
neuronas con el fin de agilizar el aprendizaje y evitar un sobre-
entrenamiento. Ası́, son modificados sólo algunos parámetros
en un determinado número de iteraciones, mientras el resto de
los pesos sinápticos permanecen constantes. En este sentido,
Wu et al. (2018) propusieron una tasa del 50 % de abandono
en una red neuronal convolucional. En esta propuesta se usó un
abandono del 20 %, dos capas ocultas con 50 y 30 celdas y una
capa final softmax para clasificación con 21 neuronas, una para
determinar cada tipo de falla y el estado normal de operación.
Se notó que el FDI es más sensible a hiperparámetros co-
mo el tamaño del lote (batch size) o la tasa de aprendizaje que
con respecto al número de celdas utilizadas, mismas que fue-
ron propuestas al ir incrementando poco a poco la cantidad de
las mismas hasta que no se halló una mejora. En este trabajo se
usó un minibatch de seis datos con una tasa de aprendizaje de
0.001.
4. Resultados
Para evaluar la detección de fallas, comúnmente se usa el
criterio de la tasa de detección de fallas (FDR). Mientras que
para evaluar el diagnóstico de fallas se pueden emplear concep-
tos como la memoria o la precisión, y de manera gráfica, las
matrices de confusión. A continuación se muestran los resulta-
dos de los dos enfoques planteados.
4.1. Diagnóstico de fallas mediante redes neuronales artifi-
ciales multicapa
Para fines de comparación se presentan también los resulta-
dos de la ANN jerárquica propuesta en (Xie y Bai, 2015). En la
Tabla 1 se muestran los porcentajes FDR obtenidos por la ANN
propuesta con los datos preprocesados por ICA y wavelets.
Figura 5: Matriz de confusión usando una ANN
Si bien, los resultados son similares a los reportado en la li-
teratura respecto a la detección de fallas, en una matriz de con-
fusión (Figura 5), se resalta el aislamiento de las fallas usando
ANN con dos capas ocultas. En tal representación (matriz de
confusión), los resultados ideales concentrarı́an los cı́rculos de
mayor radio en la diagonal. A través de esta matriz, se puede no-
tar que la red tiene dificultad para aislar correctamente las fallas
IDV11, IDV12, IDV18 e IDV19 al inferirlas ante la simulación
de otras fallas. En contraste, la red reconoce a las fallas IDV1 e
IDV6, casi sin proponer la existencia de una falla distinta.
Tabla 1: Tasas de detección de fallas usando ANN





















4.2. Diagnóstico de fallas mediante una red LSTM
Las tasas de detección de fallas (FDR) usando DL se mues-
tran en la Tabla 2. A través de la Tabla 2, pueden observarse
tasas de detección cercanas al 100 % en todos los tipos de fa-
llas. Cabe destacar que el hecho de detectar una falla no implica
reconocer qué evento sucedió.
Figura 6: Matriz de confusión usando una LSTM
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Tabla 2: Tasas de detección de fallas usando DL en porcentaje
Falla (Lv et al., 2017) (Lv et al., 2018) (Zhang y Zhao, 2017) (Wu et al., 2018) LSTM
IDV1 100 100 100 98.6 100
IDV2 99.7 99.7 99 98.5 100
IDV3 95.7 — 95 91.7 96.1
IDV4 100 100 98 97.6 100
IDV5 100 98.8 86 91.5 100
IDV6 100 100 100 97.5 100
IDV7 100 100 100 99.9 100
IDV8 97.8 97.8 78 92.2 100
IDV9 99.2 — 57 58.4 100
IDV10 99.7 99.2 98 96.4 100
IDV11 94.3 89.2 87 98.4 97.8
IDV12 99.7 99.7 85 95.6 100
IDV13 99.7 99.7 88 95.7 100
IDV14 100 95 87 98.7 98.5
IDV15 98.7 — 0 28 98.6
IDV16 99.7 99.5 0 44.2 99.5
IDV17 100 99.7 100 94.5 99.8
IDV18 99.5 99.5 98 93.9 99.6
IDV19 97.8 96.7 93 98.6 99.5
IDV20 99.6 99.3 93 93.3 100
El aislamiento de fallas es reconocer la falla presentada, y
para mostrar el desempeño de la LSTM se presenta la matriz de
confusión en la Figura 6, donde se aprecian mejores resultados
que los mostrados usando una ANN en la Figura 5.
De manera general, para determinar el desempeño de la
LSTM en el aislamiento de fallas se presentan también la pre-
cisión, memoria y especificidad definidas por (18), (19) y (20)
respectivamente (Chen et al., 2014), y mostradas en la Tabla 3.
Precisión =
tp








tn + f p
, (20)
donde tp son las mediciones con falla correctamente diagnos-
ticadas como falla (detección de fallas), tn son mediciones de
operación normal diagnosticadas como mediciones normales,
f p son señales en operación normal diagnosticadas falla (falsas
alarmas) y f n es cuando de determina una operación normal
cuando existe una falla.
5. Conclusiones
En este trabajo se mostraron los resultados de usar DL pa-
ra detectar y aislar fallas en el proceso TE. Los resultados son
alentadores desde que se obtuvieron tasas de detección de fallas
cercanas al 100 % en casi todos los casos. Muchas veces no bas-
ta con saber que una falla se ha presentado, sino conocer cuál
fue la que se presentó. En este caso, el empleo de una LSTM
además de mostrar una FDR alrededor del 100 %, muestra un
mejor aislamiento de fallas, comparado contra el uso de una red
neuronal clásica como muestran las matrices de confusión. Con
respecto a procesar la información más relevante, en el caso de
la red neuronal se empleó el ICA para usar las componentes in-
dependientes de mayor magnitud, y para la LSTM se usó una
red elástica para seleccionar variables.
Tabla 3: Desempeño del aislamiento de fallas usando LSTM
Falla Precisión Memoria Especificidad
IDV1 96.63 96.38 98.41
IDV2 97.79 93.73 98.97
IDV3 61.50 53.04 78.27
IDV4 66.52 56.33 81.63
IDV5 76.04 59.67 86.84
IDV6 100 99.90 100
IDV7 79.06 65.57 87.81
IDV8 88.74 89.79 88.17
IDV9 72.81 64.14 67.09
IDV10 85.11 82.49 89.82
IDV11 85.92 68.86 90.34
IDV12 85.47 72.77 89.48
IDV13 80.84 59.86 82.87
IDV14 84.87 64.68 84.71
IDV15 73.55 37.22 81.54
IDV16 71.43 55.32 67.38
IDV17 90.12 72.45 86.59
IDV18 82.26 47.82 71.73
IDV19 88.35 57.52 80.83
IDV20 89.78 83.35 89.48
A diferencia de una ANN clásica donde los datos de entra-
da deben ser escalados para no saturar las funciones de activa-
ción, en DL el escalamiento es realizado al entrenarse los pesos
sinápticos y sesgos. En este trabajo se empleó una red elástica
para entrenar una red con menos parámetros que al haber usado
las 41 variables medidas del proceso TE. Cabe señalar que la
LSTM también serı́a capaz de ignorar variables semejantes y el
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ruido mediante la compuerta de olvido. Como trabajo futuro,
se tiene el interés de detectar y aislar fallas múltiples. Además,
se planea comparar el desempeño de la arquitectura propues-
ta con una arquitectura donde la red elástica sea sustituida por
una capa densa regularizando los pesos con las normas L1 y L2.
Finalmente, también se desea aplicar técnicas de transferencia
de aprendizaje como una herramienta para tratar los tiempos de
entrenamiento.
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