Continued fraction expansion of the geometric matrix mean and applications  by Raïssouli, Mustapha & Leazizi, Fatima
Linear Algebra and its Applications 359 (2003) 37–57
www.elsevier.com/locate/laa
Continued fraction expansion of the geometric
matrix mean and applications
Mustapha Raïssouli∗, Fatima Leazizi
AFA Group - AFACS UFR, Department of Mathematics and Informatic, Sciences Faculty,
Moulay Ismail University, B.P 4010, Zitoune, Meknes, Morocco
Received 31 July 2000; accepted 12 April 2002
Submitted by R.A. Brualdi
Abstract
The aim of this article is to give some continued fractions expansions of the geometric
matrix mean in order to make its computation practical and efficient. At the end, this work
will be completed by illustrating our theoretical results with some numerical examples which
explain the rapidity of the convergence of the obtained continued fractions expansions.
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1. Introduction
Recently the extension of the means from the positive real number case to the
positive operator has seen extensive several developments and interesting applica-
tions. An enormous amount of effort by many authors can be found in a large litera-
ture which concerns construction of the geometric operator mean [1,2,5,7,8]. In [1],
Ando has introduced for the first time the geometric mean g(A,B) of two positive
operators A and B as a solution of the following optimization problem
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g(A,B) = max
{
X;
(
A X
X B
)
 0
}
. (1)
In different ways, two other equivalent definitions of g(A,B) have been deduced
by Atteia and Raïssouli [2] and Raïssouli and Bouziane [8] from an iterative process
that operates on pairs of convex functionals.
The geometric operator mean g(A,B) obtains its importance from the fact that
many scientific problems, which are of substantial mathematical and physical inter-
est, turn out to use the operator g(A,B). Let us describe some examples explaining
this situation:
Firstly, g(A,B) has a physical interpretation and appears as an illustration of an
equivalent resistor for an electrical circuit with matrices arguments. See [2].
Secondly, it is well known that [2] if A and B are two symmetric positive operators
(with A is invertible) then the particular algebraic Riccati equation: find a symmetric
positive operator X such that XAX = B, has one and only one solution given by
X = g(A−1, B). See Example 4.4 in the last section of this paper.
Thirdly, g(A,B) can be used to compute a class of elliptic integrals which are
interesting in many scientific domains. Indeed, let A and B be two symmetric positive
matrices and consider a map  defined by
(A,B) =
(
A+ B
2
, g(A,B)
)
.
It is known that [4] there exists a symmetric positive matrix M = M(A,B) such that
limn↑+∞ n(A,B) = (M,M), where n denotes the nth iterate of . The matrix M
is called the “arithmetico-geometric mean of A and B” and is given by the elliptic
integral [7]:
(M(A,B))−1 = 2
π
∫ π/2
0
(A2 cos2 t + B2 sin2 t)−1/2dt.
It follows that the computation of g(A,B) is needed to approximate the limit
of the iterative process (n(A,B))n in order to calculate the above scientifically
interesting elliptic integral.
Known by its explicit form, [2,5,7]:
g(A,B) = A1/2(A−1/2BA−1/2)1/2A1/2, (2)
the appearance of the terms A1/2 and (A−1/2BA−1/2)1/2 imposes many difficulties
in order to compute g(A,B) when A and B are given, even in the case of matrices.
The purpose of this paper is to remove this difficulty and expose a practical and
efficient method for the computation of g(A,B) when A and B are two given sym-
metric positive matrices.
Starting from the following classical inequalities for positive real numbers
2ab
a + b 
√
ab  a + b
2
,
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which have the analogue for symmetric positive operators [2]
2A(A+ B)−1B  g(A,B)  12 (A+ B), (3)
(where “” denotes the partial ordering on the space of symmetric matrices: see sec-
tion 2 below) and the two extreme members are known respectively by the harmonic
and the arithmetic means of A and B, it is reasonable to compare the geometric mean
g(A,B) to the arithmetic or the harmonic mean of A and B. By virtue of the fact
that the process of continued fraction, in the convergent case, tends to its limit with
exceptional rapidity, so a continued fraction expansion of the geometric matrix mean
is needed.
This paper is divided into three parts:
Firstly, we begin by presenting some notions and criterions for continued fractions
with matrices arguments that will be needed later. Secondly, we give two continued
fractions expansions of the geometric matrix mean g(A,B) by taking respectively
AaB = 12 (A+ B) and AhB = 2A(A+ B)−1B as first iterations. In case B = I , the
identity matrix, we obtain the continued fractions expansions of A1/2 positive square
root of A. At the end, the third section is devoted to the illustration of the theoretical
results with some numerical applications in order to show the efficiency and rapidity
of the convergence of the obtained continued fractions expansions.
2. Preliminary
Throughout this paper, Mm will denote the space of m×m real (or complex)
matrices equipped with the usual norm defined by:
∀A ∈Mm, ‖A‖ = sup
x /=0
‖Ax‖
‖x‖ = sup‖x‖=1‖Ax‖.
Let (An)n be a sequence of matrices inMm. We say that (An)n converges inMm
if there exists a matrix A ∈Mm such that ‖An − A‖ tends to 0 when n tends to +∞.
In this case we write limn→+∞An = A.
For two matrices A and B with B is invertible, we write A/B = B−1A, in par-
ticular I/B = B−1 where I denotes the identity matrix of Mm. It is clear that for all
invertible matrix C, there hold
CA
CB
= A
B
(
/= AC
BC
)
and C
A
B
D = AD
BC−1
for every D ∈Mm.
Recall that a matrix A ∈Mm is said to be positive semidefinite (resp. positive
definite) if:
∀x ∈ Rm, 〈Ax, x〉  0 (resp. ∀x ∈ Rm, x /= 0, 〈Ax, x〉 > 0),
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where 〈·, ·〉 denotes the standard scalar product of Rm defined by:
∀x = (x1, x2, . . . , xm) ∈ Rm, ∀y = (y1, y2, . . . , ym) ∈ Rm,
〈x, y〉 =
m∑
i=1
xiyi .
Let A be a positive semidefinite matrix, it is clear that A+ I is positive definite
and thus invertible.
Positive semidefiniteness induces a partial ordering on the set of symmetric ma-
trices: if A and B are two symmetric matrices, we write A  B if B − A is positive
semidefinite.
Henceforth, whenever we say that A ∈Mm is positive semidefinite (resp. positive
definite), it will be assumed that A is symmetric, and we use “positive” instead of
“positive semidefinite”. It is easy to see that if A  B then CAC  CBC for all
symmetric matrix C.
Let A be a positive matrix; we denote by A1/2 the square root of A, i.e. the unique
positive matrix S such that S2 = A.
Remark 2.1. Throughout this paper, the assumption of invertiblity of a given matrix
A is not necessary: we can replace the inverse of A by A+ = lim↓0(A+ I)−1 for
the sake of convenience, see [1].
Definition 2.1. Let (An)n0 and (Bn)n1 be two sequences of matrices. We call
continued fraction the quantity:
A0 + B1
A1 + B2A2+···
which will be noted briefly by
[
A0;Bk/Ak
]+∞
k=1.
Bn/An is called the nth partial quotient of the continued fraction [A0;Bk/Ak]+∞k=1
and the quotient Pn/Qn given by
Pn
Qn
=
[
A0; Bk
Ak
]n
k=1
is called the nth convergent of [A0;Bk/Ak]+∞k=1.
Proposition 2.1 [9]. The elements (Pn)n−1 and (Qn)n−1 of the nth convergent of
[A0;Bk/Ak]+∞k=1 are given by the following relationships:{
Pn = AnPn−1 + BnPn−2
Qn = AnQn−1 + BnQn−2
with
{
P−1 = I, P0 = A0
Q−1 = 0, Q0 = I
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We say that the continued fraction [A0;Bk/Ak]+∞k=1 converges if the limit of the
sequence (Pn/Qn)n exists in Mm when n tends to +∞.
If the converging continued fraction [A0;Bk/Ak]+∞k=1 satisfies ∀k  1, Ak = A
and Bk = B then we write briefly[
A0; Bk
Ak
]+∞
k=1
=
[
A0; B
A
]+∞
1
.
It is not hard to verify that for all two matrices C and D with C invertible, one
has
C
[
A0; Bk
Ak
]n
k=1
D =
[
CA0D; B1D
A1C−1
,
B2C−1
A2
,
Bk
Ak
]n
k=3
. (4)
Remark 2.2. In the continued fraction [A0;Bk/Ak]+∞k=1, the quotient Bk/Ak is not
an ordinar quotient, i.e. Bk/Ak /= A−1k Bk but it is a notation to simplify the writing.
For example, for an ordinar quotient A/B = B−1A we have A/B = XA/XB for
every invertible matrix X, but in general [A0;Bk/Ak]+∞k=1 /= [A0;XBk/XAk]+∞k=1.
We end this section by stating the following proposition which will be needed in
the sequel.
Proposition 2.2. Let [A0;Bk/Ak]+∞k=1 be a given continued fraction. Then there
holds:
Pn
Qn
:=
[
A0; Bk
Ak
]n
k=1
=
[
A0;
XkBkX
−1
k−2
XkAkX
−1
k−1
]n
k=1
,
where X−1 = X0 = I and X1, X2, . . . , Xn are arbitrary invertible matrices.
Proof. Let Pn/Qn and P˜n/Q˜n be the nth convergents of [A0;Bk/Ak]+∞k=1 and[
A0;
XkBkX
−1
k−2
XkAkX
−1
k−1
]+∞
k=1
respectively. According to Proposition 2.1, we can write for all n  1
P˜n = XnAnX−1n−1P˜n−1 +XnBnX−1n−2P˜n−2,
which is equivalent to
X−1n P˜n = An(X−1n−1P˜n−1)+ Bn(X−1n−2P˜n−2).
This plus the initial conditions proves that for all n, X−1n P˜n = Pn, and similar-
ly for the Qn, so the two continued fractions have the same sequence of conver-
gents. 
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3. Continued fraction expansion of geometric matrix mean
Let A and B be two commuting positive (resp. positive definite) matrices. It is
easy to see that the matrix AB is also positive (resp. positive definite) and A1/2 and
B1/2 are commuting.
Lemma 3.1. For all commuting positive matrices A and B there holds
(AB)1/2 =
[
A+ B
2
; −
(
A−B
2
)2
A+ B
]+∞
1
. (5)
In particular, for all positive matrix A one has
A1/2 =
[
A+ I
2
; −
(
A−I
2
)2
A+ I
]+∞
1
. (6)
Proof. We begin by proving the lemma for the scalar case. From the following clas-
sical identity for positive real numbers(√
ab − a + b
2
)(√
ab + a + b
2
)
= −
(
a − b
2
)2
(7)
we deduce that
√
ab = a + b
2
+ −
(
a−b
2
)2
a+b
2 +
√
ab
.
Iterating the process, we obtain the formal expansion of
√
ab:[
a + b
2
; −
(
a−b
2
)2
a + b
]+∞
1
. (8)
To justify that this last continued fraction converges to √ab for all a, b > 0, we
make explicit its corresponding elements (Pn)n−1 and (Qn)n−1. Proposition 2.1
yields immediately:
Pn = (a + b)Pn−1 −
(
a−b
2
)2
Pn−2, P0 = a+b2 , P−1 = 1,
Qn = (a + b)Qn−1 −
(
a−b
2
)2
Qn−2, Q0 = 1, Q−1 = 0.
By a routine method, it is not hard to establish that
Pn =
(√
a +√b
)2n+2 + (√a −√b)2n+2
22n+2
, (9)
and
Qn = 1√
ab
(√
a +√b
)2n+2 − (√a −√b)2n+2
22n+2
, (10)
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for all n  −1. It follows that
Pn
Qn
= √ab
(√
a +√b
)2n+2 + (√a −√b)2n+2(√
a +√b
)2n+2 − (√a −√b)2n+2
= √ab
1 +
(√
a−√b√
a+√b
)2n+2
1 −
(√
a−√b√
a+√b
)2n+2 . (11)
It is easy to see that∣∣∣∣∣
√
a −√b√
a +√b
∣∣∣∣∣ < 1
for all a, b > 0 and so (11) implies that limn↑+∞(Pn/Qn) =
√
ab.
If the matrices A and B commute, then the matricial case can be reduced to the
number one. This completes the proof of Lemma 3.1. 
Theorem 3.1. Let A and B be two positive matrices. The geometric matrix mean of
A and B defined by (2) has the expansion:
g(A,B) =
[
A+ B
2
; Bk
Ak
]+∞
1
, (12)
where we put for all k  1,
A2k = A+ B, A2k−1 = A−1(A+ B)A−1
B2k = −
(
(A− B)A−1
2
)2
, B2k−1 = −
(
A−1(A− B)
2
)2 (13)
Proof. According to formulae (2), we can write
A−1/2(g(A,B))A−1/2 =
(
A−1/2BA−1/2
)1/2
Let us define the sequences (P˜n)n−1 and (Q˜n)n−1 by
P˜n = (A−1/2BA−1/2 + I )P˜n−1 −
(
A−1/2BA−1/2 − I
2
)2
P˜n−2
P˜0 = A
−1/2BA−1/2 + I
2
, P˜−1 = I
(14)
and Q˜n = (A−1/2BA−1/2 + I )Q˜n−1 −
(
A−1/2BA−1/2 − I
2
)2
Q˜n−2
Q˜0 = I, Q˜−1 = 0
(15)
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or equivalently, after an elementary manipulation
P˜n = A−1/2(A+ B)A−1/2P˜n−1
− 14A−1/2(A− B)A−1(A− B)A−1/2P˜n−2
P˜0 = A
−1/2(A+ B)A−1/2
2
, P˜−1 = I
(16)
and 
Q˜n = A−1/2(A+ B)A−1/2Q˜n−1
− 14A−1/2(A− B)A−1(A− B)A−1/2Q˜n−2
Q˜0 = I, Q˜−1 = 0
(17)
Due to relation (6) of Lemma 3.1, combined with (14) and (15), the ratio P˜n/Q˜n
is the nth convergent of[
A−1/2BA−1/2 + I
2
; −
((
A−1/2BA−1/2 − I) /2)2
A−1/2BA−1/2 + I
]+∞
1
and converges to (A−1/2BA−1/2)1/2.
Now, consider the following sequences (Pn)n−1 and (Qn)n−1:{
Pn = ÂnPn−1 + B̂nPn−2, P0 = A+B2 , P−1 = I
Qn = ÂnQn−1 + B̂nQn−2, Q0 = I, Q−1 = 0
where
Â0 = A+ B2 , Â1 = A
−1/2(A+ B)A−1,
and
Ân = A−1/2(A+ B)A−1/2 for all n  2
B̂1 = − 14A−1/2(A− B)A−1(A− B),
B̂2 = − 14A−1/2(A− B)A−1(A− B)A−1
B̂n = − 14A−1/2(A− B)A−1(A− B)A−1/2 for each n  3.
By virtue of relation (4), with (16) and (17), we deduce that Pn/Qn is the nth
convergent of
A1/2
[
A−1/2(A+ B)A−1/2
2
; −
1
4A
−1/2(A− B)A−1(A− B)A−1/2
A−1/2(A+ B)A−1/2
]+∞
1
A1/2
and
Pn/Qn = A1/2(P˜n/Q˜n)A1/2 for all n  0.
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It follows that (Pn/Qn)n converges to A1/2(A−1/2BA−1/2)1/2A1/2 := g(A,B).
To end the proof, let us take for every n  3:
Xn =
{
A1/2 if n is even,
A−1/2 if n is odd.
With the above definitions, we obtain
• If n is even we have
XnB̂nX
−1
n−2
XnÂnX
−1
n−1
=
−
(
(A−B)A−1
2
)2
A+ B (18)
• If n is odd then
XnB̂nX
−1
n−2
XnÂnX
−1
n−1
=
−
(
A−1(A−B)
2
)2
A−1(A+ B)A−1 (19)
Thanks to Proposition 2.2,
Pn/Qn := [Aˆ0; Bˆk/Aˆk]nk=1 = [(A+ B)/2;Bk/Ak]nk=1
where, according to (18) and (19), (Ak)k1 and (Bk)k1 are given by (13). Since
(Pn/Qn)n converges to g(A,B) then the desired result follows. 
Remark 3.1. Of course, ifA andB are commuting then Theorem 3.1 coincides with
Lemma 3.1, i.e the expansions (5) and (12) are equivalent. We omit the verification
of this remark which is very elementary.
Let [a0; bk/ak]nk=1 be a continued fraction of real numbers, recall that its conver-
gent Pn/Qn satisfies the relationship [3]
∀n  1, Pn
Qn
− Pn−1
Qn−1
= (−1)n−1
∏n
i=1 bi
QnQn−1
. (20)
Assuming that the continued fraction [a0; bk/ak]nk=1 is with positive elements and
convergent, putting limn→+∞(Pn/Qn) = l, it is easy to see that relation (20) implies
that (Pn/Qn)− l is alternatively positive and negative. This last result does not work
when the elements (ak) and (bk) are not all positive as shown by the next proposition.
Proposition 3.1. The convergent Pn/Qn of the expansion (12) satisfies that
∀n  0, g(A,B)  Pn
Qn
. (21)
Proof. The convergence of (Pn/Qn) to g(A,B) has been proved in Theorem 3.1.
First, consider the scalar case. Relation (20) when combined with Remark 3.1, yields
that the convergent of the expansion (12) verifies that
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∀n  1, Pn
Qn
− Pn−1
Qn−1
= (−1)n−1
(
− ( b−a2 )2)n
QnQn−1
. (22)
From (10), it is not hard to see that Qn > 0 for all n  0 and by (22) we deduce
Pn
Qn
− Pn−1
Qn−1
 0
for all n  1, i.e. the sequence (Pn/Qn)n0 is decreasing. Combining with
limn↑+∞(Pn/Qn) =
√
ab, we conclude that
√
ab  Pn/Qn for all n  0.
Let us denote by P̂n/Q̂n the nth convergent of the expansion (6) of A1/2. Since
P̂n and Q̂n depend only of A, by Gelfand’s representation in functional calculus, we
deduce that this matricial case is reduced to the above scalar one. Consequently
∀n  0, A1/2  P̂n
Q̂n
,
for all positive matrix A. It follows that
∀n  0,
(
A−1/2BA−1/2
)1/2
 P˜n
Q˜n
, (23)
for all positive matrices A and B, where P˜n/Q˜n is the nth convergent of the anologue
expansion of A1/2 for (A−1/2BA−1/2)1/2. From (23) we obtain
∀n  0, g(A,B) := A1/2(A−1/2BA−1/2)1/2A1/2
 A1/2 P˜n
Q˜n
A1/2.
By virtue of the proof of Theorem 3.1, the convergent Pn/Qn of the expan-
sion of g(A,B) has been obtained from that of (A−1/2BA−1/2)1/2 by exploiting
A1/2(P˜n/Q˜n)A1/2, i.e.
∀n  0, Pn
Qn
= A1/2 P˜n
Q˜n
A1/2.
The desired result is obtained. 
Lemma 3.2. Let A and B be two commuting positive matrices. Then one has
(AB)1/2 =
 2AB
A+ B ;
A
(
A−B
A+B
)2
B
4AB
A+B

+∞
1
(24)
In particular, the following expansion
A1/2 =
 2A
A+ I ;
A
(
A−I
A+I
)2
4A
A+I

+∞
1
(25)
holds for all positive matrix A.
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Proof. By using, instead of relation (7), the following identity(√
ab − 2ab
a + b
)(√
ab + 2ab
a + b
)
= ab
(
a − b
a + b
)2
we deduce the formal expansion of
√
ab 2ab
a + b ;
ab
(
a−b
a+b
)2
4ab
a+b

+∞
1
. (26)
Similarly to the proof of Lemma 3.1, we verify that the elements (Pn)n−1 and
(Qn)n−1 of this last continued fraction are given by
Pn = 12
( √
ab
a + b
)n+1 [(√
a +√b
)2n+2 + (−1)n+1 (√a −√b)2n+2] (27)
and
Qn = 1
2
√
ab
( √
ab
a + b
)n+1 [(√
a +√b
)2n+2 + (−1)n (√a −√b)2n+2]
(28)
for all n  −1. The nth convergent of (26) is, after a simple manipulation
Pn
Qn
= √ab.
1 + (−1)n+1
(√
a−√b√
a+√b
)2n+2
1 + (−1)n
(√
a−√b√
a+√b
)2n+2 (29)
from which we deduce that limn↑+∞ PnQn =
√
ab, since∣∣∣∣∣
√
a −√b√
a +√b
∣∣∣∣∣ < 1
for all a, b > 0.
For the matricial case and by the same arguments as in the proof of Lemma 3.1,
we obtain (24) and (25). 
Remark 3.2. The proof of Lemma 3.2 used the explicit formula (29) which will be
needed in the next section. We notice that this lemma can be proved directly by a
method distinct from the above one.
Indeed, it suffices to prove the convergence of (26) to √ab: It is well known that
every continued fraction [a0; bk/ak]+∞1 , with positive elements satisfying that the
series
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+∞∑
k=1
(
akak−1
bk
)1/2
diverges, is convergent (see [11] for example). In particular, the periodic continued
fraction 2ab
a + b ;
ab
(
a−b
a+b
)2
4ab
a+b

+∞
1
converges for all a, b > 0 and its limit is a positive real number x solution of the
quadratical equation
x = 2ab
a + b +
ab
(
a−b
a+b
)2
2ab
a+b + x
,
which gives x = √ab. The same method doesn’t work for Lemma 3.1 where the
continued fraction (8) is not with positive elements.
Theorem 3.2. For all positive matrices A and B, g(A,B) can be written as
g(A,B) =
[
2A(A+ B)−1B; Bk
Ak
]+∞
1
(30)
where we set
∀k  1, Ak = 4A
(
B
A+ B
)
A−1, B1 = B
(
A− B
A+ B
)2
and
Bk = B
(
A− B
A+ B
)2
A−1
Proof. Similar to that of Theorem 3.1 by using Lemma 3.2; left to the reader. 
As is pointed out in Remark 3.1, Theorem 3.2 and Lemma 3.2 coincide in the
commutative case (AB = BA).
Proposition 3.2. Let Pn/Qn be the convergent of the expansion (30). Then there
holds
∀n  0, P2n
Q2n
 g(A,B)  P2n+1
Q2n+1
, (31)
i.e. (Pn/Qn)− g(A,B) is alternatively negative and positive.
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Proof. Here, relation (20) gives for the scalar case
∀n  1, Pn
Qn
− Pn−1
Qn−1
= (−1)n−1
bn
(
a−b
a+b
)2n
an−1QnQn−1
.
Using formulae (28) we verify easily that Qn > 0 for all n  0. By the same
arguments as in the proof of Proposition 3.1, we conclude that (P2n/Q2n)n0 is an
increasing sequence and (P2n+1/Q2n+1)n0 is a decreasing one.
It follows, with
√
ab = limn↑+∞(Pn/Qn), that
∀n  0, P2n
Q2n

√
ab  P2n+1
Q2n+1
.
The rest of the proof is similar to that of Proposition 3.1. 
Remark 3.3. Since g(A,B) = g(B,A) = B1/2(B−1/2AB−1/2)1/2B1/2 (cf. [2,5])
then we can interchange the roles ofA andB in the previously expansions of g(A,B).
4. Numerical applications
In this section, we will illustrate the preceding theoretical expansions with some
examples and we analyze the obtained numerical results.
Example 4.1. Connected to Newton’s algorithm.
Let us consider the Newton’s algorithm to calculate the approximation of the square
root of a positive real number q. Given x0 > 0, we define recursively xn+1 = 12xn +
1
2
q
xn
for all n  0. It is well known that for a fixed x0 > 0, (xn)n converges to
√
q.
1. Letting q = 3 and q = 15 for example and writing q = 3 = ab = 32 .2 and q =
15 = ab = 3.5, we have respectively 32 
√
3  2 and 3 
√
15  5. By Newton’s
algorithm, expansion (5) and expansion (24) we obtain successively the results as
shown in Table 1.
If we compare the first iterations obtained respectively by Newton’s algorithm and
expansions (5) and (24), we remark that the continued fractions expansions converge
faster then the Newton’s algorithm.
Remark 4.1. From formulas (11) and (29), it is immediate to see that the odd con-
vergents of the expansions (5) and (24) are equal.
2. It is possible to ameliorate the convergence for continued fractions expansions
by the better start: Put that q = a.b with a = P3/Q3, b = (P3/Q3)−1q (for exam-
ple) where P3/Q3 is the thirth convergent calculated in Table 1, and apply expansion
(5) and (24): For (5), inequality (21) yields (Pn/Qn)−1q  √q  Pn/Qn for all
n  0. For (24), inequality (31) gives
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Table 1
q 3 15
Iterations by
Newton’s
algorithm
xi , i = 0, 1, 2, 3 x2i , i = 0, 1, 2, 3 xi , i = 0, 1, 2, 3 x2i , i = 0, 1, 2, 3
x0 = 1 x20 = 1 x0 = 1 x20 = 1
x1 = 2 x21 = 4 x1 = 8 x21 = 64
x2 = 1.75 x22 = 3.0625 x2 = 4.9375 x22 = 24.378906
x3 = 1.7321428 x23 = 3.00031 x3 = 3.9877373 x23 = 15.9020454
Iterations by
expansion
(5)
Pi
Qi
, i = 0, 1, 2, 3
(
Pi
Qi
)2
, i = 0, 1, 2, 3 Pi
Qi
, i = 0, 1, 2, 3
(
Pi
Qi
)2
, i = 0, 1, 2, 3
P0
Q0
= 1, 75
(
P0
Q0
)2 = 3.0625 P0
Q0
= 4
(
P0
Q0
)2 = 16
P1
Q1
= 1.7321428
(
P1
Q1
)2 = 3 + 3.10−4 P1
Q1
= 3.875
(
P1
Q1
)2 = 15.01562
P2
Q2
= 1.732051
(
P2
Q2
)2 = 3 + 2.10−5 P2
Q2
= 3.873015
(
P2
Q2
)2 = 15 + 10−4
P3
Q3
= 1.7320508
(
P3
Q3
)2 = 3 + 8.10−9 P3
Q3
= 3.8729837
(
P3
Q3
)2 = 15 + 10−6
Iterations by
expansion
(24)
Pi
Qi
, i = 0, 1, 2, 3
(
Pi
Qi
)2
, i = 0, 1, 2, 3 Pi
Qi
, i = 0, 1, 2, 3
(
Pi
Qi
)2
, i = 0, 1, 2, 3
P0
Q0
= 1.7142857
(
P0
Q0
)2 = 3 − 10−1 P0
Q0
= 3.75
(
P0
Q0
)2 = 14.0625
P1
Q1
= 1.7321428
(
P1
Q1
)2 = 3 + 2.10−4 P1
Q1
= 3.875
(
P1
Q1
)2 = 15.01562
P2
Q2
= 1.7320503
(
P2
Q2
)2 = 3 − 10−6 P2
Q2
= 3.8729508
(
P2
Q2
)2 = 15 − 10−4
P3
Q3
= 1.7320508
(
P3
Q3
)2 = 3 + 8.10−9 P3
Q3
= 3.8729837
(
P3
Q3
)2 = 15 + 10−6
(
P2n+1
Q2n+1
)−1
q  √q  P2n+1
Q2n+1
and
P2n
Q2n
 √q 
(
P2n
Q2n
)−1
q
for all n  0. In particular, (P3/Q3)−1q 
√
q  P3/Q3 for (5) and (24). It follows
that all new convergents P˜n/Q˜n of (5) and (24) are in an interval which contains the
limit √q. Numerically, we obtain the results as shown in Table 2.
We find very good approximations to √q even for the very first convergents.
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Table 2
q 3 15
Iterations by
expansion (5)
P˜i
Q˜i
, i = 0, 1
(
P˜i
Q˜i
)2
, i = 0, 1 P˜i
Q˜i
, i = 0, 1
(
P˜i
Q˜i
)2
, i = 0, 1
P˜0
Q˜0
= 1.73205081
(
P˜0
Q˜0
)2
= 3 + 10−17 P˜0
Q˜0
= 3.87298334
(
P˜0
Q˜0
)2
= 15 + 10−12
P˜1
Q˜1
= 1.73205080
(
P˜1
Q˜1
)2
= 3 + 10−32 P˜1
Q˜1
= 3.87298369
(
P˜1
Q˜1
)2
= 15 + 10−26
Iterations by
expansion (24)
P˜i
Q˜i
, i = 0, 1
(
P˜i
Q˜i
)2
, i = 0, 1 P˜i
Q˜i
, i = 0, 1
(
P˜i
Q˜i
)2
, i = 0, 1
P˜0
Q˜0
= 1.73205080
(
P˜0
Q˜0
)2
= 3 − 10−18 P˜0
Q˜0
= 3.87298334
(
P˜0
Q˜0
)2
= 15 − 10−13
P˜1
Q˜1
= 1.73205080
(
P˜1
Q˜1
)2
= 3 + 2.10−28 P˜1
Q˜1
= 3.87298334
(
P˜1
Q˜1
)2
= 15 + 10−26
Example 4.2. Approximation of the function x →√1 − x2.
Let us consider the function F(x) = √1 − x2, x ∈ [−1, 1]
If we write F(x) = √(1 + x)(1 − x) := √ab, with a = 1 + x and b = 1 − x we
obtain:
1. By expansion (5), ∀x ∈ [−1, 1], F (x) = [1;−x2/2]+∞1 .
The associated quotients Pn/Qn(x) are given by
P1
Q1
= 2 − x
2
2
,
P2
Q2
= 4 − 3x
2
4 − x2 ,
P3
Q3
= 8 − 8x
2 + x4
8 − 4x2 ,
P4
Q4
= 16 − 20x
2 + 5x4
16 − 12x2 + x4 , · · ·
The convergence of Pn/Qn(x) to F(x) is illustrated by the following graph:
Now, we will prove that the convergence of (Pn/Qn)n to F is uniform in [−1, 1].
52 M. Raïssouli, F. Leazizi / Linear Algebra and its Applications 359 (2003) 37–57
Using formula (11) and an elementary manipulation, the nth convergent of ex-
pansion (5) is given by
Pn
Qn
(x) =

√
1 − x2.
(
1+
√
1−x2
)n+1+(1+√1−x2)n+1(
1+
√
1−x2
)n+1−(1+√1−x2)n+1 if − 1 < x < 1,
1
n+1 if |x| = 1.
It follows that
supx∈[−1,1]
∣∣∣ PnQn (x)− Fx∣∣∣
= max
{
1
n+1 , sup−1<x<1
2
√
1−x2
(
1−
√
1−x2
)n+1
(
1+
√
1−x2
)n+1−(1−√1−x2)n+1
}
= max
 1n+1 , sup0<x<1 2
√
1−x2(
1+
√
1−x2
1−
√
1−x2
)n+1
−1

= max
{
1
n+1 , supt>1
2 t−1
t+1
tn+1−1
}
.
The derivative of the function
t → 2
t−1
t+1
tn+1 − 1
is
t → 2g(t)
(t + 1)2(tn+1 − 1)2
where
∀t  1, g(t) = −(n+ 1)tn+2 + 2tn+1 + (n+ 1)tn − 2
It is easy to verify that g is decreasing and ∀t ∈ [1,+∞[, g(t)  0. Hence the
function
t → 2
t−1
t+1
tn+1 − 1
is decreasing and thus
∀t ∈ ]1,+∞[, 2
t−1
t+1
tn+1 − 1 
1
n+ 1
because
lim
t→1+
2 t−1
t+1
tn+1 − 1 =
1
n+ 1 .
Consequently
supx∈[−1,1]
∣∣∣∣ PnQn (x)− F(x)
∣∣∣∣ = 1n+ 1 (32)
and the result follows.
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It is important to note that the speed of convergence given by (32) is not quick
and can be ameliorated in any [−a, a], 0 < a < 1. In fact,
supx∈[−a,a]
∣∣∣ PnQn (x)− F(x)∣∣∣= sup0<x<a 2√1−x2( 1+√1−x2
1−
√
1−x2
)n+1
−1
= sup
t∈] 1+
√
1−a2
1−
√
1−a2
,+∞[
2 t−1
t+1
tn+1−1
= 2
√
1−a2(
1+
√
1−a2
1−
√
1+a2
)n+1
−1
:= Cn(a).
We remark that
lim
n↑+∞
Cn(a)
1
n+1
= 0 and lim
a→1Cn(a) =
1
n+ 1
which justify the desired amelioration.
2. By expansion (24),
∀x ∈ ]−1, 1[, F (x) =
[
1 − x2; x
2(1 − x2)
2(1 − x2)
]+∞
1
and the associated quatients are given by
P1
Q1
= 2 − x
2
2
,
P2
Q2
= 4 − 5x
2 + x4
4 − 3x2 ,
P3
Q3
= 8 − 8x
2 + x4
8 − 4x2 ,
P4
Q4
= 16 − 28x
2 + 13x4 − x6
16 − 20x2 + 5x4 , · · ·
These quotients are illustrated by the following graph:
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By the same method as in the first case, we can prove that the convergence of
(Pn/Qn)n to F is uniform on [−1, 1] and the speed of convergence is much better
on [−a, a], 0 < a < 1. We omit the proof of this last property—not to lengthen this
paper—and we left it to the reader.
Example 4.3. Computation of the square root of a positive matrix.
Let Q be a positive matrix and consider the process{
Xn+1 = 12Xn + 12X−1n Q,
X0 is a given positive definite matrix.
(33)
It is not hard to prove that if X0 commutes with Q then (Xn)n converges to Q1/2.
Let us take
Q =
2 0 30 1 0
3 0 5
 .
We will compare the first approximations ofQ1/2 obtained successively by algorithm
(33) and expansions (6) and (25).
The first iterations of Q1/2 by (33) are given by
X0 =
1 0 00 1 0
0 0 1
 , X1 =
1.5 0 1.50 1 0
1.5 0 3
 ,
X2 
1.083 0 1.0830 1 0
1.083 0 2.166
 .
By relations (6) and (25), the first convergents of Q1/2 are respectively(
P0
Q0
)
a
=
1.5 0 1.50 1 0
1.5 0 3
 , ( P1
Q1
)
a

1.083 0 1.0830 1 0
1.083 0 2.166
 ,
(
P2
Q2
)
a

1.016 0 1.0160 1 0
1.016 0 2.032

(
P0
Q0
)
h
=
0.66 0 0.660 1 0
0.66 0 1.33
 , ( P1
Q1
)
h

1.083 0 1.0830 1 0
1.083 0 2.166
 ,
(
P2
Q2
)
h

1 − 10−2 0 1 − 10−20 1 0
1 − 10−2 0 2 − 3.10−2

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To ameliorate the start of convergence, we write for example Q = A.B with A =
P2/Q2 and B = (P2/Q2)−1Q where P2/Q2 is the second convergent given in pre-
viously. As in the above scalar case, we have (P2/Q2)−1Q  Q1/2  P2/Q2 for
the expansion (5) and P2/Q2  Q1/2  (P2/Q2)−1Q for the (24) one. Hence by
(5) and (24) respectively, the convergents are as follows
(
P˜0
Q˜0
)
a
=
1 + 10−4 0 1 + 10−40 1 0
1 + 10−4 0 2 + 2.10−4
 ,
(
P˜1
Q˜1
)
a
=
1 + 10−5 0 1 + 10−50 1 0
1 + 10−5 0 2 + 3.10−5

(
P˜0
Q˜0
)
h
=
1 − 10−4 0 1 − 10−40 1 0
1 − 10−4 0 2 + 2.10−4
 ,
(
P˜1
Q˜1
)
h
=
1 + 8.10−7 0 1 + 8.10−70 1 0
1 + 8.10−7 0 2 + 10−6

and we observe that the convergence is very rapid from the first iterations.
We can verify that the exact value of Q1/2 is1 0 10 1 0
1 0 2
 .
Example 4.4. Connected to a particular algebraic Riccati equation.
Let B ∈Mm (resp. C ∈Mm) be a positive (resp. positive definite) matrix and
A ∈Mm an arbitrary matrix. Let us consider the algebraic Riccati equation, [10]:
Find a positive matrix X ∈Mm such that
XCX = XA+ ATX + B. (34)
Such equations appear, for example, in the time invariant stochastic linear opti-
mal regulator system. A classical literature concerns description of the existence and
uniqueness of solution of (34) (cf. [6,10]).
Proposition 4.1 [2]. If A = 0, the particular algebraic Riccati equation XCX = B
has one and only one positive solution given by X = g(C−1, B).
Let us calculate the positive solution of XCX = B with
B =
(
4 −2
−2 2
)
and C =
(
1 −1
−1 2
)
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By expansions (12) and (30) we obtain, respectively, the associated quotients
Pn/Qn of g(C−1, B)(
P1
Q1
)
a

(
2.205 0.132
0.132 1.102
)
,
(
P2
Q2
)
a

(
2.055 0.038
0.038 1.027
)
,
(
P3
Q3
)
a

(
2.016 0.011
0.011 1.008
)
,
(
P4
Q4
)
a

(
2.009 0.008
0.008 1.002
)
,
(
P5
Q5
)
a

(
2.002 0.001
0.001 1.0006
)
.
(
P1
Q1
)
h

(
2.205 0.132
0.132 1.104
)
,
(
P2
Q2
)
h

(
1.947 −0.036
−0.036 0.973
)
,
(
P3
Q3
)
h

(
2.015 0.012
0.012 1.007
)
,
(
P4
Q4
)
h

(
1.972 −0.012
−0.012 0.991
)
,
(
P5
Q5
)
h

(
2.002 0.001
0.001 1.0006
)
.
We verify easily that the exact value of g(C−1, B) is(
2 0
0 1
)
.
Remark 4.2. Let us consider (34). If we assume that AC is symmetric, then Eq.
(34) has one and only one positive solution given byX = C−1A+ g(C−1, C−1A2 +
B).
Indeed, from Proposition 4.1 we deduce that the equation XCX = B has two
and only two symmetric solutions given by X = g(C−1, B) and X = −g(C−1, B).
Assuming that AC is symmetric, Eq. (34) is equivalent to the following one(
X − C−1A
)
C
(
X − C−1A
)
= C−1A2 + B
and remarking that C−1A2 is positive since C−1A2 = (C−1A)C (C−1A), we de-
duce
X = C−1A+ g(C−1, C−1A2 + B)
or
X = C−1A− g(C−1, C−1A2 + B)
It is not hard to prove that the first solution is positive and the second one is not.
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