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Abstract
In this paper we propose an edge-direct visual odom-
etry algorithm that efficiently utilizes edge pixels to find
the relative pose that minimizes the photometric error be-
tween images. Prior work on exploiting edge pixels instead
treats edges as features and employ various techniques to
match edge lines or pixels, which adds unnecessary com-
plexity. Direct methods typically operate on all pixel in-
tensities, which proves to be highly redundant. In contrast
our method builds on direct visual odometry methods natu-
rally with minimal added computation. It is not only more
efficient than direct dense methods since we iterate with a
fraction of the pixels, but also more accurate. We achieve
high accuracy and efficiency by extracting edges from only
one image, and utilize robust Gauss-Newton to minimize
the photometric error of these edge pixels. This simulta-
neously finds the edge pixels in the reference image, as well
as the relative camera pose that minimizes the photomet-
ric error. We test various edge detectors, including learned
edges, and determine that the optimal edge detector for this
method is the Canny edge detection algorithm using auto-
matic thresholding. We highlight key differences between
our edge direct method and direct dense methods, in partic-
ular how higher levels of image pyramids can lead to sig-
nificant aliasing effects and result in incorrect solution con-
vergence. We show experimentally that reducing the pho-
tometric error of edge pixels also reduces the photometric
error of all pixels, and we show through an ablation study
the increase in accuracy obtained by optimizing edge pixels
only. We evaluate our method on the RGB-D TUM bench-
mark on which we achieve state-of-the-art performance.
1. Introduction
Visual odometry (VO), or the task of tracking camera
pose from a stream of images, has received increased atten-
tion due to its widespread applications in robotics and aug-
mented reality. Camera tracking in unknown environments
is one of the most difficult challenges of computer vision.
Figure 1. In contrast to previous direct methods that attempt to
minimize the photometric error (bottom left) between reference
frame (top left) and input image (top right), we minimize the pho-
tometric error of only the edges (bottom right).
While VO has become a more popular area of research,
there are still several challenges present. Such challenges
are operating in low-texture environments, achieving higher
frame rate processing capabilities for increased positional
control, and reducing the drift of the trajectory estimate.
Any new algorithm must also deal with inherent challenges
of tracking camera pose, in particular they must be able to
handle the high bandwidth image streams, which requires
efficient solutions to extract useful information from such
large amounts of data.
1.1. Contributions
In this paper we propose a sparse visual odometry al-
gorithm that efficiently utilizes edges to track the camera
motion with state-of-the-art accuracy quantified by low rel-
ative pose drift. More formally, we outline our main contri-
butions:
• An edge-direct visual odometry algorithm that outper-
forms state-of-the-art methods in public datasets.
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• We provide experimental evidence that edges are the
essential pixels in direct methods through an ablation
study.
• We compare our edge method relative to a direct dense
method.
• We present key differences on reducing photometric
error on edges as opposed to full image intensities.
• We optimize our algorithm with respect to several dif-
ferent types of edges.
1.2. Visual Odometry vs. SLAM
Simultaneous localization and mapping (SLAM) algo-
rithms have taken visual odometry algorithms a step further
by jointly mapping the environment, and performing opti-
mization over the joint poses and map. Additionally, SLAM
algorithms implement loop closure, which enables systems
to identify locations which it has visited before and opti-
mize the trajectory by matching feature points against the
prior image in memory.
With the success of Bundle Adjustment and loop closure
in producing near drift-free results, much of the attention
has shifted from the performance of visual odometry algo-
rithms to overall system performance. In reality the two are
tightly coupled, and it is very important that visual odome-
try provides low-drift pose for two reasons. Firstly, Bundle
Adjustment requires a good initialization in order for it to
converge to a drift-free solution. Secondly, it is computa-
tionally expensive and is comparatively slow compared to
the high frame-rate at which visual odometry performs. For
these reasons we focus solely on VO performance in this
work, and we show competitive performance even against
such SLAM systems.
2. Related Work
There are several different formulations of SLAM and
VO algorithms. Consequently, these algorithms can be clas-
sified as either direct or indirect, and as dense or sparse.
Indirect methods, also commonly referred to as feature-
based methods, extract and match features. These features
are engineered representations of high-level features in the
image, usually corners. They must also store a represen-
tation of the feature that can be matched at a later frame.
This introduces two large sources of error. After matching
features, such methods calculate the fundamental/essential
matrix or homography for planar scenes and scenes with
low parallax.
Due to the high level of inaccuracies present in fea-
ture extraction and matching, such algorithms must com-
pute the fundamental matrix or homography in a RANSAC
loop. While feature-based methods have achieved accurate
results, they remain computationally wasteful due to their
reliance on RANSAC for robust estimation of such param-
eters. Several examples of such systems that use indirect
methods are ORB-SLAM, ORB-SLAM2 [17, 18] and Par-
allel Tracking and Mapping (PTAM) [13]. Alternatively,
direct methods directly use the sensor inputs, such as im-
age intensities, to optimize an error function to determine
relative camera pose.
In addition to being classified as direct or indirect,
SLAM and VO algorithms can additionally be classified as
dense or sparse. Dense methods have the advantage that
they use all available information in the image, and can
generate dense maps which is useful for robot navigation,
for example. Sparse methods have the advantage that since
there are less points, it is generally less computationally ex-
pensive which can lead to large computational savings, es-
pecially if the algorithm requires many iterations or a loop
to converge to a solution.
There have been many iterations of direct dense meth-
ods such as direct dense VO in [20], RGB-D SLAM [11],
and LSD-SLAM [8]. Even using dense methods, these sys-
tems achieve real-time performance on modern CPUs due
to the highly efficient nature of these types of algorithms.
More recent advances highlight the fact that the information
contained in image intensities are highly redundant, and at-
tempt to minimize the photometric error only over sparse
random points in the image in order to increase efficiency
and thus speed [7]. Another direct method that has been
used with success is the iterative closest point (ICP) algo-
rithm, which is used in systems such as [10, 23]. These
systems minimize the difference between point alignment
in contrast to image intensities.
The extension of direct methods using edge pixels is a
logical direction, yet to the best of our knowledge no work
has solely used edge pixels in a direct method minimiz-
ing the photometric error. In [19] the authors reduce a
Euclidean geometric error using the distance transform on
edges which does not utilize all information available in the
scene. In [25] the authors minimize a joint error function
combining photometric error over all pixels along with geo-
metric error over edge pixels. Minimizing a joint error func-
tion always suffers from the decision on how best to weight
each function, and the weighting can have significant effect
on the final converged solution. In [7], the authors threshold
by gradients, which does not guarantee edges due to noise.
They additionally select texture-less regions as well.
We hypothesize direct methods have often avoided solely
using edges due to several pitfalls when extending direct
methods. In particular, there is the question of which edges
to use among the reference and the new image. We have
found that selecting the wrong edges produces incorrect
convergence. Additionally, edges are inherently unstable as
changes in intensity and geometric position result in large
changes in intensity and geometric position respectively,
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Figure 2. Examples of various edge extractions. Top left: Original.
Top right: Canny edges. Bottom left: LoG edges. Bottom right:
Sobel edges.
and incorrect formulation of the problem results in an in-
correct solution.
There have also been several indirect systems that have
experimented with various strategies for utilizing edge in-
formation to track camera pose [5, 14, 16, 22]. Such meth-
ods treat edges as features and use complicated matching
strategies which increase computation and add unnecessary
heuristics. In contrast our method simply extracts edges and
incorporates it in a direct method. This simple yet elegant
and highly efficient sparse direct method provides lower
drift than previous state-of-the-art visual odometry meth-
ods.
Any system that extracts edges must choose between
several edge extraction algorithms. The most prominent are
Canny edges [3], followed by edges extracted from Lapla-
cian of Gaussian (LoG) filters which are efficiently imple-
mented using Difference of Gaussians (DoG). Another type
of edge that is not as popular but is very simple are Sobel
edges. More recently, there has been research involving the
learning of edge features. In [4] the authors utilize struc-
tured forests, and in [24] the authors utilize deep learning.
Instead of selecting one, we test various edge extraction al-
gorithms with our system select the optimal edge extraction
algorithm. Note that [24] requires the use of a GPU and is
far from real-time, so we do not consider this method.
3. Edge-Direct Visual Odometry
3.1. Overview
In this section we formulate the edge direct visual odom-
etry algorithm. The key concept behind direct visual odom-
etry is to align images with respect to pose parameters using
gradients. This is an extension of the Lucas-Kanade algo-
rithm [2, 15].
At each timestamp we have a reference RGB image and
a depth image. When we obtain a new frame, we assume
we only receive an RGB image. This enables our method
to be extended to monocular VO by simply keeping a depth
map and updating at each new time step. Note also that we
convert the RGB image into a grayscale image.
The key step of our algorithm is that we then extract
edges from the new image, and use them as a mask on the
reference image we are localizing with respect to. We then
align the images by iteratively minimizing the photometric
error over these edge pixels. The objective is to minimize
the nonlinear photometric error
ri(ξ) = I2(τ(xi, di, ξ))− I1(xi), (1)
where τ is the warp function that maps image intensi-
ties in the second image to image intensities in the first im-
age through a rigid body transform. The warping function
τ(xi, di, ξ) is dependent on the pixel positionsxi, the depth
di of the corresponding 3D point, and the camera pose ξ.
Note that now the pixels we are using are only edge pixels,
ie.
xi ∈ E(I2), (2)
where E(I2) are the edges of the new image.
3.2. Camera Model
In order to minimize the photometric error we need to
be able to associate image pixels with 3D points in space.
Using the standard pinhole camera model, which maps 3D
points to image pixels, we have
pi(P ) =
(
fxX
Z + cx,
fyY
Z + cy
)T
, (3)
where fx and fy are the focal lengths and cx and cy are
the image coordinates of the principal point. If we know
the depth then we can find the inverse mapping that takes
image coordinates and backprojects them to a 3D point P
in homogenous coordinates
P = pi−1(xi, Z) =
(
x−cx
fx
Z,
y−cy
fy
Z, Z, 1
)T
. (4)
3.3. Camera Motion
We are interested in determining the motion of the cam-
era from a sequence of frames, which we model as a rigid
body transformation. The camera motion will therefore be
in the Special Euclidean Group SE(3). The rigid body
transform is given by T ∈ SE(3)
T =
[
R t
0 1
]
, (5)
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Figure 3. Edge pyramid for Canny edges. From left to right: Image 1: 640×480, Image 2: 320×240, Image 3: 160×120, Image 4: 80×60.
Any pyramid greater than three edge images deep starts to suffer from heavy amounts of aliasing, which led us to cut off our edge pyramid
at the third level.
where R is a 3 × 3 rotation matrix and t is a 3 × 1
translation vector. Since we are performing Gauss-Newton
optimization, we need to parameterize camera pose as a 6-
vector through the exponential map T = expse(3)(ξ) so that
we can optimize over the SO(3) manifold for rotations. At
each iteration we can compose the relative pose update ∆ξ
with the previous iteration estimate.
ξ(n+1) = ∆ξ(n)  ξ(n), (6)
where ∆ξ  T = expse(3)(∆ξ)T . We also use a constant
motion assumption, where the pose initialization is taken
to be the relative pose motion from the previous update, as
opposed to initializing with the identity pose. The pose ini-
tialization for frame Fi with respect to frame Fk thus can be
expressed as
ξki,init = ξk,i−1  ξi−2,i−1. (7)
. Experimentally we have found that this greatly improves
performance by providing the system with an accurate ini-
tialization such that it can converge to a low-error solution.
3.4. Robust Gauss-Newton on Edge Maps
Similar to other direct methods, we employ a coarse-to-
fine approach to Gauss-Newton minimization to avoid false
convergence. The selection of the image pyramid scheme
has a large effect on the system performance, and must be
chosen carefully. Some systems such as [8] report using
up to six levels, while [12] report using four levels. Simply
extending these large pyramid sizes to edge maps causes the
system to fail to converge to the correct solution. This is due
to the effects of aliasing. A much smaller pyramid size is
required.
We found that three levels worked well for the original
640×480 resolution. Using additional levels caused the sys-
tem to fail due to edge aliasing effects which is illustrated
in Figure 3, which shows the same edge image at different
levels of the pyramid. After level three, it becomes unrec-
ognizable. For this reason, we recommend using images no
smaller than 160× 120 in resolution.
A common approach in direct methods is to incorpo-
rate a weighting function that increases robustness to out-
liers when solving the error function. We use an iteratively
re-weighted residual error function that we minimize with
Gauss-Newton. We found that iteratively re-weighting us-
ing Huber weights worked quite well for our application,
following the work of [8]. The Huber weights are defined
as
wi(ri) =
{
1, ri ≤ k
k
|ri| , ri > k
. (8)
The error function now becomes
E(ξ) =
∑
i
wi(ξ)r
2
i (ξ). (9)
Our goal is to find the relative camera pose that mini-
mizes this function
arg min
ξ
E(ξ) = arg min
ξ
∑
i
wi(ξ)r
2
i (ξ). (10)
In order to minimize this nonlinear error function with
Gauss-Newton, we must linearize the equation. We can then
solve this as a first-order approximation by iteratively solv-
ing the equation
∆ξ(n) = −(JTWJ)−1JTW r(ξ(n)), (11)
where W is a diagonal matrix with the weights, and the
Jacobian J is defined as
J = ∇I2 ∂pi
∂P
∂P
∂T
∂T
∂ξ
, (12)
and ∇I2 is the image gradient of the new image. We can
then iteratively update the relative pose with Equation 6.
Note that we use the inverse-composition [2] formulation
such that we do not have to recompute the Jacobian matrix
every iteration. This is what makes this algorithm extremely
efficient, as shown in [2].
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Figure 4. In the top row are the original images being localized with respect to the first image. a) All original residuals b) All residuals
after only minimizing edge residuals. This shows that minimizing the residuals for just the edge pixels jointly minimizes the residuals for
all pixels. After 3 images, the minimization starts to become more inaccurate. This is also a function of camera velocity and rotational
velocity.
3.5. Optimizing over Edge Points
We present the theory of selecting and incorporating
edge points in the formulation, and provide some insight
on why it is so effective in implementation. For edge selec-
tion process, note that we have two images, a reference and
a new image, and therefore two sets of edges. We wish to
avoid the problems that arise from using both sets, namely
there will be a different number of edge pixels, and deal-
ing with this through matching algorithms is inefficient and
error-prone. We use a more elegant solution, which is to use
the edges of the new image as a mask on the first image.
This initialization causes the mask to select pixels in the
reference image that are slightly off from the reference im-
age edges, assuming the camera has moved. At each it-
eration, we follow a gradient from this position towards a
point that reduces photometric error. By definition, edges
are regions of large photometric variation on either side.
Intuitively we argue that the optimization should therefore
converge and settle at the correct edge. To summarize, we
initialize the edge mask to an offset position from the ref-
erence image’s edges, and iteratively force these edge pix-
els to overlap with the reference edges. In doing this we
achieve a highly accurate relative pose.
3.6. Keyframe Selection
Another implementation detail has to do with keyframes.
Frame-to-frame alignment is inherently noisy and prone to
accumulate drift. To mitigate this, VO algorithms often se-
lect a key-frame which is used as the reference image for
multiple new frames. The error accumulation is decreased
by comparing against fewer reference frames, which di-
rectly results in a smaller error stackup.
There have been several strategies for selecting
keyframes. The selection of keyframes is dependent on the
type of VO algorithm being used. Feature-based methods
such as [17] usually impose the restriction that a significant
number of frames to pass, on the order of tens of frames.
In [11] the authors summarize several common ap-
proaches that direct methods use for creating a new
keyframe: every n frames, after a certain relative pose
threshold has been met, the variance of the error function
exceeds a threshold, or the differential entropy of the co-
variance matrix reaches a threshold. However, each metric
is not without its problems.
Furthermore, the performance of the tracking degrades
the further apart the baselines. Figure 4 demonstrates this
phenomena, in which the residuals from five consecutive
frames with respect to the first frame are shown. We ob-
serve that in general after 4 frames, the residuals become
harder to minimize for most sequences. Note that this is a
function of camera motion. We make the assumption that
this camera tracking will be used for moderate motion and
select an every n frames approach.
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Relative Pose Error (RPE) [m/s]
ours ours ours ours ours REVO[19] REVO[19] DSLAM[11] ORB2[18] SLAM[6] D-EA[1]
Seq. CannyKF CannyFF LoGFF SobelFF SEFF SEFF SEKF ICP+Gray Feat. Feat. Canny
fr1/xyz 0.02228 0.02768 0.02821 0.02712 0.03289 0.03202 0.01957 0.02661 0.01470 0.04193 0.04942
fr1/rpy - 0.03126 0.02714 0.03694 0.03041 0.03553 0.04037 0.04865 0.03221 0.07028 0.16150
fr1/desk 0.02664 0.03022 0.03022 0.03598 0.03056 0.07800 0.22196 0.04429 0.06178 0.05346 0.10654
fr1/desk2 - 0.04387 0.04953 0.05566 0.04490 0.07056 0.06703 0.05722 0.06535 0.06955 0.20117
fr1/room - 0.04830 0.06239 0.05240 0.05006 0.04816 0.04272 0.06427 0.07081 0.06666 0.21649
fr1/plant - 0.02736 0.02752 0.04171 0.05006 0.03063 0.02381 0.04362 0.04218 0.03789 0.34099
fr2/desk 0.01237 0.01375 0.01375 0.01800 0.03021 0.01426 0.02453 0.03248 0.03067 0.01400 0.09968
Absolute Trajectory Error (ATE) [m]
fr1/xyz 0.04567 0.04478 0.04461 0.05260 0.04115 0.09011 0.05375 0.05760 0.00882 0.01347 0.13006
fr1/rpy - 0.05561 0.03982 0.04795 0.04983 0.08933 0.07684 0.16341 0.08090 0.02874 0.14822
fr1/desk 0.03133 0.05387 0.05358 0.05977 0.04802 0.18648 0.54789 0.18251 0.09091 0.02583 0.16376
fr1/desk2 - 0.06798 0.08384 0.08189 0.06271 0.16866 0.18163 0.18861 0.10090 0.04256 0.44886
fr1/room - 0.27382 0.34505 0.31586 0.34167 0.30594 0.28897 0.21559 0.20282 0.10117 0.60361
fr1/plant - 0.07559 0.06708 0.09975 0.06560 0.07300 0.05623 0.12216 0.07234 0.06388 0.56927
fr2/desk 0.12540 0.16664 0.18830 0.19074 0.27464 0.32902 0.09590 0.46796 0.38657 0.09505 0.94546
Table 1. Comparison of the performance of our system using three different types of edges. Blue denotes best performing frame-to-frame
VO, excluding SLAM or keyframe systems. Bold denotes best performing system overall. A dashed line indicates that using keyframes
did not improve performance.
4. Experiments
We evaluate our system using the TUM RGB-D bench-
mark [21] , which is provided by the Technical University
of Munich. The benchmark has been widely used by var-
ious SLAM and VO algorithms to benchmark their accu-
racy and performance over various test sequences. Each se-
quence contains RGB images, depth images, accelerometer
data, as well as groundtruth. The camera intrinsics are also
provided. Groundtruth was obtained by an external motion
capture system through triangulation, and the data was syn-
chronized.
There are several challenging datasets within this bench-
mark. Each sequence ranges in duration, trajectory, and
translational and rotational velocities. We follow the work
of [19] which uses seven sequences to benchmark their sys-
tem performance so to achieve a direct comparison with
other methods.
4.1. Evaluation Metrics
We use the Relative Pose Error (RPE) and Absolute Tra-
jectory Error (ATE) to evaluate our system. The Relative
Pose Error is proposed for evaluation of drift for VO algo-
rithms in [21]. It measures the accuracy of the camera pose
over a fixed time interval ∆t
RPEt = (Q
−1
t Qt+∆t)(P
−1
t Pt+∆t), (13)
where Q1 . . . Qn ∈ SE(3) are the camera poses associ-
ated with the groundtruth trajectory and P1 . . . Pn ∈ SE(3)
are the camera poses associated with the estimated camera
trajectory. Similarly the Absolute Trjectory Error is defined
as
Figure 5. XY cross-section of our estimated trajectory compared
with ground truth. The error is shown in green. The start position
is shown as a black dot, while the final positions are shown as
colored dots corresponding to the trajectory. Areas without green
indicate missing groundtruth data from sequence.
ATEt = Q
−1
i SPi, (14)
where poses Q and P are aligned by the rigid body trans-
formation S obtained through a least-squares solution.
A common practice has been to use the RMSE value of
both the RPE and ATE, as RMSE values are a more robust
metric that gives more weight to outliers as compared with
the mean or median values. Thus the RMSE is a much more
stringent performance metric to benchmark system drift.
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Following the example set by [9, 12, 22], we provide
the RMSE camera pose drift over several sequences of the
dataset. As first pointed out in [12], choosing too small of
a ∆t creates erroneous error estimates as the ground truth
motion capture system has finite error as well. Too large of a
value leads to penalizing rotations more so at the beginning
than rotations towards the end [21]. Therefore, a reasonably
sized ∆t needs to be chosen. We use a ∆t of 1s to achieve
direct comparison with other methods.
4.2. Results on the TUM RGB-D Benchmark
We compare the performance of our algorithm using four
different edge extraction algorithms, namely Canny, LoG,
Sobel, and Structured Edges. We compare to other methods
using frame-to-frame tracking for all variants. We selected
Canny to perform keyframe tracking due to its consistent
accuracy. Although all of the edge types performed well
on the sequences, Canny edges performed the best overall
on average. Note that we used automatic thresholding as
opposed to REVO [19] which used fixed threshold values,
which introduces a dependency on photometric consistency.
Since we utilize automatic thresholding, our system is more
robust to photometric variations across frames. See Figure 2
for examples of edge extractions.
From our experiments we observed that edge-direct VO
is highly accurate in frame-to-frame tracking, despite the
inherent accumulation of drift in such a scheme that does
not utilize keyframes. In terms of RPE, our frame-to-
frame variants perform better than or in worst case as well
as REVO, an edge-based method which uses the distance
transform on edges. Our method also outperforms ORB-
SLAM2 run in VO mode for all sequences, except on
fr1/xyz. This is a result of ORB-SLAM2 keeping a lo-
cal map, and in this particular sequence the camera keeps
the majority of the initial scene in view at all times. We
confirmed this hypothesis by turning off the local mapping,
at which case we outperform it on this sequence as well.
Our results are shown in Table 1. In terms of ATE, we
again perform well across all non-SLAM algorithms. Even
though we do not use any Bundle Adjustment or global op-
timization as employed by RGBD-SLAM [11], we perform
competitively over all sequences with such systems.
We provide plots of the edge-direct estimated trajectories
over time compared to groundtruth in Figure 7. Our esti-
mated trajectory closely follows that of the groundtruth. In
Figure 5 we show the edge-direct estimated trajectory along
the XY plane, along with the error between our estimate and
groundtruth.
4.3. Ablation Study
In order to experimentally demonstrate the effect of us-
ing edge pixels we perform an ablation study. This two-fold
ablation study demonstrates the relative efficacy between
Figure 6. Left: Ablation study. Right: Frame-to-frame latency
using edges.
optimizing over edge pixels compared with optimizing over
the same number of randomly chosen pixels, and addition-
ally demonstrates the stability of using edge pixels. We ran-
domly select a fraction of the edge pixels to use, and com-
pare it to our system randomly selecting the same number
of pixels from the entire image. We average over 5 runs to
account for variability. All parameters are identical for both
methods. Additionally, for these tests we utilize keyframes
as well as dropping the constant motion assumption. This
forces the system to rely on the optimization more heavily,
and provides a better measurement of the quality of conver-
gence. We additionally record the latency of our system per
frame. Operating on edge pixels is more accurate, while ad-
ditionally enabling ∼50 fps on average on an Intel i7 CPU.
Note that at our optimization settings, a dense method is far
from real-time.
Since we use the Lucas-Kanade Inverse Compositional
formulation we expected our algorithm to be linear time
complexity with the number of pixels used. We confirm
this experimentally as well. Refer to Figure 6 for both the
ablation study and timing measurements. We save approx-
imately 90% computation on average by using edge pixels
compared to using all pixels. Note that for stability of edge
pixels, the Kinect sensor used in the sequences filters out
unstable points in its depth map, and from qualitative in-
spection still leaves a large number of reliable edge pixels.
This is confirmed via the relative stability of selected edge
pixels compared to all pixels as well. This ablation study
further supports our claim that edge pixels are essential for
robust and accurate camera tracking.
5. Discussion
Our edge-direct VO algorithm performs well across all
sequences compared to other state-of-the-art methods. The
trajectory in Figure 5 shows accurate camera tracking in a
sequence that is 99 seconds long, and travels over 18 m
without the use of Bundle Adjustment or loop closure. Note
that our algorithm would perform even better if coupled
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Figure 7. Shown is our estimated trajectory for four sequences. Each sequence plots the trajectory in solid colors corresponding to the axis.
Groundtruth is shown as a red dotted line for all axes. As can be seen our estimates closely match that of the ground truth. Note that for the
sequence fr2/desk, there is no ground truth during the interval at approximately 31-43 seconds, which is why there appears to be a straight
line in groundtruth trajectory.
with such global optimization methods, as our VO would
initialize the algorithms closer to the correct solution com-
pared with other algorithms. Such an increase in accuracy
can enable SLAM systems to rely less heavily on compu-
tationally expensive global optimizations, and perhaps run
these threads less frequently. Note that in this figure, the
regions that are missing green regions are due to missing
groundtruth data in the sequence. The estimated trajectory
over time in Figure 7 shows remarkably accurate results as
well.
It is important to note that even though we explicitly only
minimize the photometric error for edge pixels, Figure 4
shows that we simultaneously minimize the residuals for
all pixels. This is an important observation, as it supports
the claim that minimizing the residuals of edge pixels is the
minimally sufficient objective. Moreover, the ablation study
supports the claim that minimizing the photometric residu-
als for just the edge pixels provides less pixels to iterate over
while enabling accurate tracking.
It is interesting to note that utilizing keyframes did not
help the system improve on many of the sequences once we
added the constant motion assumption. Prior to adding this
camera motion model, utilizing keyframes helped signifi-
cantly.
6. Conclusion
We have presented a novel edge-direct visual odometry
algorithm that determines an accurate relative pose between
two frames by minimizing the photometric error of only
edge pixels. We demonstrate experimentally that minimiz-
ing the edge residuals jointly minimizes the residuals over
the entire image. This minimalist representation reduces
computation required by operating on all pixels, and also
results in more accurate tracking. We benchmark its perfor-
mance on the TUM RGB-D dataset where it achieves state-
of-the-art performance as quantified by low relative pose
drift and low absolute trajectory error.
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