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We consider a random digraph DJn) with vertex set ( 1,2, . . . . n > in which each 
vertex v  independently chooses a random arcs entering v  and b random arcs leaving 
v. We compute the limiting probability that D,,@(n) is strongly connected as n tends 
to infinity. This solves an open problem from [2]. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
This paper is concerned with the connectivity of a particular model of a 
random digraph. Let a, /I be positive real constants. The random digraph 
D,,8(n) is constructed as follows: it has vertex set V, = ( 1, 2, . . . . n} and 
each 2, E Vn randomly chooses 2 sets of vertices IN(U) and OUT(U) as 
follows. For IN(U), choose xi, x2, . . . . xLa j E Vn independently of each other 
and then with probability a - Lcr J choose a further random vertex in V,. 
OUT(U) is independently chosen in the same manner. 
ThearcsofDJn)are {(v, w): WEOUT( UE Vn> 
u ((NJ, u): WEIN( UE Vn}. 
Fenner and Frieze [2] considered a class of digraphs D,(n) for fixed 
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posi tive integer k. D,(n) is 
that paper is the following 
closely to DkJn). One of the results of 
lim Pr(D,(n) is k-strongly connected) = 1 for k b 2. 
n-+cc 
(k-strongly connected means that one must remove at least k vertices 
before the remaining digraph is no longer strongly connected. A digraph is 
strongly connected if there is a directed path joining each pair of vertices.) 
The case k = 1 was left unresolved by that paper. The following theorem 
includes this case. 
Thus far we have described cc, /I as constants. In our theorem we will also 
deal with the case where cc say, is a function of n that tends to 1 as n tends 
to infinity. 
THEOREM 1. Let 
(4 a = 1 - m/n where co = o(n) -+ co then 
lim Pr(DJn) is strongly connected) = 0. 
n-+m 
(b) a= 1 -a/n, /?= 1 - b,ln for a, b 2 0 then 
lim Pr(DJn) is strongly connected) = (1 -e-1)2 e-(“+b)p-l. 
n-+m 
(4 a = 1 - a/n for a 2 0, 1 < /II < 2 then 
lim Pr(DJn) is strongly connected) = epae-‘( 1 - epP)( 1 - (2 - p) e-i). 
n-cc 
(4 a= I -a/n for a>,O, p>2 then 
lim Pr(D,,(n) is strongly connected) = eeu’-‘( 1 -em@). 
n--too 
(e) 1~ a 6 2, b b 2 then 
lim Pr(DJn) is strongly connected) = 1 - (2 - a) epB. 
n-co 
(f) 1 < a, /? < 2, then 
lim Pr(DJn) is strongly connected) = (1 - (2 - a) eeB)( 1 - (2 - fi) eea). 
n-cc 
We first prove Theorem 1 for the special case where a = p = 1, having 
done this it will be easy to show how to obtain the complete result. 
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The next section introduces connectivity blocking substructures and 
computes the probability that one exists. Section 3 deals with the main 
problem in showing that nothing else is likely to prevent strong connec- 
tivity. 
2. SMALL STRONG COMPONENTS 
From now on let D denote the random digraph D,,,(n) and A denote 
its arc-set. Let now OUT(V)= (out(u)} and IN(U)= (in(u)}. Let 
Aout = ((u, out(v)) : 2, E Vn > and let Ai, be defined similarly. Let Dout be the 
sub-digraph ( Vn, A,,t) and let D,, be defined similarly. For SE Vn define 
IN(S) = {in(v): u E S> and OUT(S) = (out(u): u E S} 
N+(S)= (w#S: 3uESs.f. (u, w)EA) and 
N-(S)= (w$S: 3 u E S s.t. (w, u) E A}. 
The subgraph Dout constitutes a random functional digraph. The 
properties of such digraphs are well established (see, e.g., Bollobas [ 11). 
The components are unicyclic and the directed edges of any component are 
“directed towards” the unique cycle. Similar results obtain for Din. 
If D is not strongly connected then there exists S E Vn, 1 d IS\ < n - 1 
such that N+(S)=N-(l/,-S)=@. 
Let Gout= (CG Vn: (( u, out(u)) : u E C> is a cycle of D ) and let Ci, be 
defined similarly. 
LEMMA 2.1. Suppose S c V,. 
If N+ (S) = 0 then WE Gout such that C E S. 
If N-(S) = @ then 3C E Ci, such that C G S. 
ProoJ: We need only consider the case N+(S) = 0. If u E S, the 
unicyclic component of Dout which contains u contains a unique cycle. As 
N+(S) = 0 this cycle must be contained in S. 1 
We now define cycle sets tout, tin as follows : 
COUt= (CEC,,,: Cnin(V,)=@, ICI GJnllognl, 
l?in= {CECi,: CnOUt(V~)=0, ICI <JG/lOgIZ}, 
Let e = Gin U Gout. We note that if c# 0 then the digraph is not 
strongly connected. For example if C E tout then N+(C) = 0 as C is a 
cycle in Dout and C n in( VH) = 0. 
582b/48/1-9 
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We further define sets 
CL”, = (CE&: 3Ss.t. CZS, N+(S)=@and ISI <&/logn), 
C[,=(CECi,::3Ss.t.CGS,N-(S)=12(andISI<&logn}. 
Let C’ = Cl, u CL,, . We go on to show that almost every (a.e.) D has a 
large strongly connected component and that in a.e. D, C’ = c. Note that 
C c C’ always. 
LEMMA 2.2. If D is not strongly connected then at least one of the 
following events occur : 
(a) El = (3s: &log n < ISI < n/2 and either N+(S) = 0 or 
N-(S)=0) 
(b) EZ= {C’#c> 
(c) E,= (c#@}. 
Proof: If D is not strongly connected there is a se set S, ISJ 6 n/2 such 
that N+(S) = 0 or N-(S)=@. If E, d oes 
that N+(S)=@ and ISJ <J/l g 
not occur then assume w.1.o.g. 
n o n. By Lemma 2.1 S contains a cycle 
CE c;,,. Either C E c and E, occurs or C E C’ - c and E, occurs. 1 
LEMMA 2.3. The limiting probabilities for the events in Lemma 2.2 are: 
(a) lim, --* co Pr(E,) = 0, 
(b) lim,,, Pr(E,)=O, 
W lim,, m Pr(E,)=l-(l-e-‘)2. 
Proof: (a) We prove in the next section that for a.e. D, vertex 1 is 
connected by directed paths to and from all but at most 4(log n)3 vertices. 
(b) To show that Pr(E,) -+ 0 we count the expected number N of 
cycles in Cl-c. This satisfies 
To see this, suppose S satisfies N+(S) = 0 and ISI = s. From S choose 
a cycle C of size k contained in AOut. The probability of such a cycle is 
(k - l)!/nk. The remaining s - k vertices make their out choices in S and no 
vertex outside S makes its in choice in S. As C E C’ - c at least one vertex 
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u E S chooses in(v) from C. The case N-(S) = $3 is covered by a similar 
argument. Thus for large n 
N<2 
LJ;;llOgnA n 
c 0 
S! 
(n-s)“-“s s-l S.r-k 
- 
s=l S nn n 
c s-k=o (S-W! 
LJ;;lh3nJ s 
63 c - = O((log n)-‘). 
s=l n 
Thus Pr(E,) -+ 0. 
(C) Let X= ICi,I + lC,,,l. We compute Pr(X=O). If C, ECin, 
C2 E CoUt then C1 n C2 = 0 for if not 3c E C2 such that c = inv(u) for some 
u E V, which contradicts C2 n in( Vn) = 0. Let E,(X) be the tth factorial 
moment of X. We show that 
lim E,(X) = 2 log 
n-rm ( (5))’ 
and so (see, e.g., Bollobas [la]) X is asymptotically Poisson with mean 
2log(e/(e- 1)) and so Pr(X=O)-+(l -e-1)2. 
k=i s=r--l kl+ . . . +k,=k 
(kn 
1, **-, k,)(si:,T.k St) 
s,+1+ “’ +s,=s 
where k, , . . . . ki are the sizes of i cycles from C’in an si+ i, . . . . s, are the sizes 
of t - i cycles from Co,,. As kj, si are at most &/log n and t is fixed, we 
have for example 
We thus replace the multinomial coefficients by (n’+ k/(kl ! - - -s,!)) 
(1+0(l)) and then 
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Theorem 1 (for o! = /? = 1) follows immediately from Lemmas 2.2 and 2.3 
since 
Pr(E,) < Pr(D(n) is not strongly connected) < Pr(E, u E, u E3). (2.2) 
If we suppress all loops in our digraph so that in(u) and out(u) are 
chosen randomly from Vn - (U > for each v we obtain a random digraph D’. 
COROLLARY 1. lim,,, Pr(D’isstronglyconnected)= (( 1 -e-‘)e’-‘)e’p’)2. 
ProoJ If we suppress loops then the summation over the cyle sizes in 
E,(X) is from 2 < kj, sj < &/log n. 1 
3. AN ALGORITHM 
We must show that Pr(E,) -+ 0 in Lemma 2.2a. In order to do this we 
consider the following sets: 
X, = {Jo V,: D contains a directed path from 1 to j> 
X- = {Jo Vn: D contains a directed path from j to 1 }. 
The main result of this section is 
THEOREM 3.1. lim, ~ m Pr(min((X+I, [X-l} <n-2(logn)3)=0. 
The proof of this theorem is based on the analysis of Algorithm 
CONNECT, which attempts to construct a subset of X, of size at least 
n - 2(log n)3n in the following manner. During Pass j of the algorithm 
there are two Steps, 1 and 2. Step 1 is an iterative process whereby at itera- 
tion i the set V(i - 1, j) of vertices not so far identified as belonging to X, 
is examined to determine those v E V(i - 1, j) with in(u) $ V(i - 1, j). These 
can be added to X, . However, to simplify the proof, only a subset S(i, j) 
of a specific size is chosen. This process is continued until the total number 
of vertices acquired during the current stage is sufficiently large. This 
occurs at Step ii*. The algorithm then goes on to Step 2 where it takes T(j) 
the set of vertices acquired at Step 1 on this Pass j, and finds the vertices 
v E V(ij*, j) n out( T( j)). A fixed size subset S(0, j + 1) of these vertices is 
then used to start Step 1 at the next Pass( j + 1) of the algorithm. 
We now define the constants required by Algorithm CONNECT and in 
its subsequent analysis. 
3.2. Notation 
The algorithm has three Passes, j = 1, 2, 3. We let s(i, j) = IS(i, j)l and 
u(i, j) = I V(i, j)l for j= 1, 2, 3 and i>O. 
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In general u(i - 1, j) = u(i, j) + s(i, j). When i = 0 this has no meaning 
unless we define V( - 1, j) to be ~(0, j) + ~(0, j), which we do. 
At each Pass the size of the set of vertices on which it starts Step 1 will 
be required to be 
~(0, 1) = r &$0g 4, ~(0, 2) = p.721, ~(0, 3) = rnpol. (3.la) 
I/(0, j) is the unacquired vertex set at the start of Step 1, Pass j. Thus 
u(0, 1) = n - s(0, 1) 
@I, 2) = n - (s(0, 1) + II + s(0, 2)) 
@,3)=n-(s(0, l)+Z,+s(O, 2)+l,+s(O, 3)), 
(3.lb) 
where the Zj are the stopping sizes for vertex acquisition at Step 1 of Pass j 
and are given by 
I, = p2.731, 1, = r.4n1, I, = $0, 3) - [2 log3 nl. 
Ej and tj are (respectively) constants relating to probability inequalities and 
bounds on the number of iterations at Pass j and are given by 
&1 = log n/n.24, 
E2 = do, 2)/n, 
tl = r hi 
t2 = r l/E21 
and hence &3 2 l/100 log n. 
3.3. Algorithm CONNECT 
begin 
Initialise : 
A4 := (1, out(l), outq l), . . . . 0uW’Oq l)} 
if IM( < r&flog nl then fail 
else S(0, 1) := M; V(0, 1) := V,- S(0, 1); T(1) := (zr 
Passes j = 1, 2, 3 : 
for j := 1,2,3 do 
begin 
Step 1: 
i:=O 
while 1 T(j)1 < 1, do 
begin 
i:=i+ 1 
P(i,j) := {DE V(i- l,j):in(u)$ V(i- l,j)} 
Choose S(i, j) c P(i, j) where 
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for j= 1, 2 
IS(i, Al = 
i 
(1 -&,) 
s(i- 1, j) u(i- 1, j) 
u( i - 2, j) 1 
for j=3 
IS(i, 3)( =v(i- 1,3)- 1 o(i- 1, 3)2 (1 ++)p u(i- 2, 3) 1 
else fail {i.e. if 1 P(i, j)l is too small } 
if IS(i, j)l <l,--IT(j)! then S:=S(i, j) else Sis a random (/,-IT(j)\)- 
subset of S(i, j) 
T(j) := T(j)uS 
V(i, j) := V(i- 1, j)-S 
end 
if j= 3 then stop else 
begin 
Step 2: 
‘* ;=i 
i’ := (UE V(i,*, j): 3x~ 7’(j) such that u=out(x)} 
if IS’1 c ~(0, j + 1) then fail else 
T(j+l):=fa 
V(0, j+ 1) := V(i,*, j) - S(0, j+ 1) where S(0, j+ 1) is a randomly chosen ~(0, j)-subset 
of s 
end 
It should be observed that if the algorithms does not fail then the set 
sizes s( i, j) and u(i, j) are not in fact random. They are the values generated 
by the following recurrence relations : 
for j = 1,2, 3 ~(0, j), ~(0, j) and u( - 1, j) = ~(0, j) + ~(0, j) are defined by 
(3.1) and then 
s(i, j)= (1 --~j) r s(i- 1, j) u(i- 1, j) u(i-2, j) 1 for j=1,2andial, (3.2a) 
s(i, 3)=u(i, 3)- (1 +s3) 
1 
u(i- 1, 3)* 
u(i- 2, 3) 1 for i> 1, (3.2b) 
u(i, j) = u(i- 1, j) -s(i, j) for i> 1. (3.2~) 
From now on s and u refer explicitly to the values generated by these 
recurrences. Thus for i sufficiently large, CONNECT will not produce a set 
S(i, j) of size s(i, j). The next lemma gives the salient properties of these 
sequences. 
LEMMA 3.4. (a) For 0 < i 6 tj and j = 1,2, 
( 
u(O, A ' s(i, j)2s(O, j) (1 -Ej)------ 
4 - 1, j) 1 
(3.3i, j) 
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(b) For O~i~tj andj= 1,2, 
E2 sti, A uti7 A > no, 
’ u(i-l,j) ’ ’ 
(3.4i, j) 
where 9, = .02 and e2 = .I 5. 
(c) u(i, 3) 2 2(log n)3 implies E:(u(i, 3)2/u(i- 1, 3)) 2 log n/6250. 
(d) u(i, 3) d ~(0, 3)( 1 + E~)~(~+ 1)/2(u(0, 3)/u( - 1, 3))‘for i> 0. 
(e) C:/= 1 s(i, j) 2 ljfhj= 1,2, and u(t,, 3) < 2(log n)3. 
Proof. (a) and (b). Fix j = 1 or 2. We show by induction on i that for 
ia we have 
(3.3i, j), (3.4i, j), and u(ifi)j)<--$$. 
, 7 
This is easy to check for i= 0, and inductively assume it is true for some 
i > 0. Then 
And so 
s(i+ Lj)< sG,j) ~84 8
uti, j) ‘u(i- 1, j)‘u(-1, j) 
and 
s(i+ 1, j)a (1 -&j) 
4, j) u(i, j) 
=(l -Ei)S(i,j) 
u(i- 1,. j)-s(i, j) 
u(i- 1, j) u(i- 1, j) 
~(0, j) 
aS(O, j)(l -&j)i+l - 
( > 
i+ l 
UC-l,j) . 
Furthermore, 
s(i, 1) u(i, 1) 
u(i- 1, 1) 
bs(i+ 1, l)a 
$in ( 1 2~loy)‘““l”‘“‘+l 
J n 
3 
2e2 log n 
and then 
cfs(i+ 1, 1) 2 n.02 log n/(2e2). 
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Similarly 
s(i+ 1,2)<(1 -&J’IE*‘+’ ( 1 ;yaJ”E*‘+l n.72. 
s2 = $(0,2)/n and so 
s(i + 1, 2) b n.72eC2/2 
giving 
Eis(i+ 1, 2) 2 n.16eC2/2, 
which completes the induction. 
(c) We first observe that u(i+ 1, 3)= L(1 + s3)(U(i, 3)2/v(i- 1, 3))J 
for i > 0 and hence 
u(i+ 1, 3), u(i, 3) c3u(i, 3)2 
- v(j, 3) ’ u(i-- 1, 3) 
+ 
( 
u(i- 1, 3) 1 ) u(i, 3))‘. (3.5) 
We show now by induction that v(i, 3) > 2(log n)3 implies 
v(j, 3) 40, 3) 4 
u(i- 1,3)>‘0(-1,3)‘5’ (34 
This is true when i = 0 and assume it true for some i>, 0. From (3.5) we 
have 
u(i+ 1,3), u(O,3) 
dj, 3) ‘u(-1,3) 
+ E34j, 3) ~(0~3) 
( UC - 1, 3) 
- 1 u(i, 3)-l. 
> 
(3.7) 
Now if u(i, 3) b u(i+ 1, 3) > 2(log n)’ then s3U(i, 3) 2 (log KZ)~/~O. Hence 
(3.7) implies (3.6) for i + 1 completing the induction. 
So (3.6) implies 
4 
v(i, 3)2 log n 
u(i-- 1, 3) 
24e:v(i, 3)>- 
5 6250’ 
(d) We first show by induction on i that for i 3 0 
v(j, 3) 6 (1 + &3)i 
WA 3) 
4-L 3) 
u(i- 1, 3). (3.8) 
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This is clearly true for i = 0 and inductively assume it is true for some i 2 0. 
Then 
v(i+ 1,3)6(1 +cj) 
o(i, 3)* 
u(i- 1, 3) 
implying 
v(i+ 1,3)<(1 +E~)~+’ 
40, 3) 
4- 1, 3) 46 3) 
as required. We obtain (d) by iterating (3.8). 
(e) Forj= 1,2 and t> 1 we use (a) to show 
.  
i s(i,j)&a(t,j)= i (l-~j)~ E. ‘s(O,j) 
i= 1 i= 1 ( > , 
=(l -&j) 40, A 40, j) 
s(o9 j) + &jut09 j) ( 
1-(1-&j)’ ($y)* 
Then a(~,, 1)>n.74/210gn)2 and a(t,,2)~(1-0(l))((l-e~~)/2)n~.4n. 
For j = 3 we use (d) to show 
u(t3, 3) < v(0, 3) eE3r3/2(e E3f3 r3/*er310g(u(0,3)lu(- 1,3)) ) 
=u(O, 3)e- logn + 3loglogn + log(u( -- 1,3)/0(0,3))/4 d 2(log n)3. 1 
The following lemma is easily derivable from Theorem 1 of Hoeffding [3] 
and is used to bound probabilities: 
LEMMA 3.5. Let Xi, i = 1, . . . . m be independent random variables taking 
values in [ 0, 1 ] and let E( Cy= 1 Xi) = mp. Then for E E (0, 1) 
Pr 
( 
f Xi < ( 1 - E) mp 
) 
< e -(E2/2)m~ 
i= 1 
f xib(l+E)my <e-t’2/3)mp. 
i= 1 > 
We can prove 
LEMMA 3.6. Given i successful iterations of Step 1 of Algorithm CON- 
NECT during Pass j 
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(a) for j= 1,2 
Pr Pti+ Lj)l G (1 -Ei) 
( i 
G, A sG, j) 
utj-l j) < e ~(E,2/2)(u(i,i)s(i,i)/u(i- 1.j)) 
> 1) 
(b) forj=3 
IV@+ 1,3)1 b (1 +Q) 
u(i, 3)2 
u(i- 1, 3) 1) 
< ~-(E:/3)(“(i,3)2/c.(i- 1.3)) 
\  L 
ProoJ (a) Suppose we 
iteration of Step 1 at Pass j. 
(uE V(i--- 1, j): inv(u)$ V(i-- 
have just successfully completed the ith 
Let R( i, j) = P( i, j) - S( i, j) where P( i, j) = 
1, j)} as defined in CONNECT and thus 
R(i, j)= (uE V(i- 1, j): inv(u) $ V(i- 1, j), u 4 S(i, j)} 
is the set of vertices found to be attached but not selected at the ith 
iteration. For v E V( i, j) define a random variable 2, as follows 
Z,=l if in(u) $ V(i, j) 
z,=o otherwise. 
If u E R(i, j) then Pr(Z, = 1) = 1. If u E V(i, j) - (i, j) then Pr(Z, = 1) = 
s( i, j)/,( i - 1, j) as in(v) can only be chosen from V( i - 1, j) = V( i, j) u 
S(i, j) in this case. Now consider a random variable X, such that 
x,=z,, u E V( i, j) - R( i, j) 
X, = 1 with probability s(j, A 
u(i- 1, j) 
for uER(i, j). 
Certainly CvG V(i,iJ Z, >/ Z,, v(i,j) X, but by Lemma 3.5 we have 
Pr 
( 
c x”,(,_EI)u(i,j)s(j,j) 
) 
< e - (E,2/2)(o(tj)s(i,i)lu(i- l,i)) (3.9) 
ue V(i,j) u(i- 1, j) 
and part (a) follows. 
(b) Let U, = 1 -Z,, and let Y, = 1 -X, then Cv~ y(i,3) Y, > 
c DE y(i,3) U, and the Y, satisfy the conditions of Lemma 3.5 and so 
Pr c ( y,a (1 +c3) 
u(i, 3)2 
G ,-(E:/3)(“(i,3)2/u(i- L3)) (3.10) 
UE Y(i,3) u(i- 1, 3) ) 
and the result follows. 1 
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LEMMA 3.7. Algorithm CONNECT terminates successfully on a.e. D. 
Proof. Initialize. We form the sequence of out vertices starting from 
vertex 1, given by (1, out(l), out(out( l)), . . . . outk:( 1)). 
The probability that the vertices are distinct up to and including the kth 
iteration is at least 1 - k2/n. Thus if k = r&/log nl we will complete 
Initialize successfully with probability at least 1 - 2/lag n. 
Pass 1. Step 1. By Lemma 3.4(b) and Lemma 2.6(a) 
Pr(Step 1 terminates unsuccessfully at some iteration t < tl) 
< tle-“02/2 = o(1). 
By Lemma 3.4(e) the stopping size of T( 1) in Step 1 has been achieved by 
iteration t 1. 
Pass 1. Step 2. The expected number of vertices x E T( 1) which 
choose out(x) in S(0, 1) u T(1) is 
IT(1)I(iS(09 ‘)t + ITfl)l <zn.& 
n 
(3.11) 
Let M= (XE T(1): out(x)E V(i,*, 1 )> and M, = (xEM: 3y~M- 1x1 s.t. 
out(y) = out(x)}. The Markov inequality applied to the expectation in 
(3.11) implies Pr( [Ml 3 n.73/2) = 1 - o( 1). But for x E T( 1) Pr(x E M,) < 
IT(l)@ and so E(JM,I)< IT(l)[2/nd2n.46. Thus Pr(lM,I a&)=0(1) 
and lout(M)1 2 I M - M, I > n.73/3 with probability 1 - o( 1). 
Pass 2. Step 1. As before, 
Pr(Step 1 terminates unsuccessfully at iteration t < t2) < t2e-n’15/2 
which tends to zero as required and thus we achieve the stopping size for 
T(2). 
Pass 2. Step 2. Let us condition on the set T(2) and let 
2 = I (V E V(i,*, 2): there does not exist x E T(2) s.t. out(x) = ZJ>/ 
then 2 is a random variable counting the number of vertices v E V(i,*, 2) 
which are not attached to an out edge of T(2). Let b(Z) be the number of 
k-subsets of such vertices we can form, then 4(m) = maxi(F), 0 > and thus, 
as 4(Z) is nonnegative and monotone nondecreasing we can apply the 
generalized Markov inequality 
4P-N Pr(Z 2 m I 7W G JWW I 7X2)) 
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giving 
Pr(Zam) T(2))< 
Putting 1 T(2)j = r.4n], I V(i,*, 2)l = .6n - o(n), m = .45n and k = log n gives 
Pr(Z3 m) = o(l), and thus with probability 1 - o( 1) we can choose rn/lOl 
vertices as required. 
Pass 3. Step 1. We see from Lemma 3.4(c), (d), and (e) and 
Lemma 3.6(b) that 
Pr( Pass 3 Step 1 terminates unsuccessfully) < t3 e -‘ogn/18750 = 0( 1). 
and thus we conclude that with probability 1 - o( 1) the algorithm can be 
successfully completed. 1 
Proof of Theorem 3.1. We have thus shown that X, is almost always 
sufficiently large. That X- is almost always sufficiently large follows by 
symmetry. 1 
4. PROOF OF THEOREM 1 
We observe that (2.2) continues to hold in its original form except in the 
case where a or p is less than 1. In this case further complications arise as 
Lemma 2.1 no longer holds and we can not rely on the components of the 
in and out subdigraphs being unicyclic, as some may now lack cycles 
altogether. To prove the theorem in the general case we consider the events 
in Lemma 2.2 but now define 
4 = J% u Es29 
where 
E,,={~#0} 
E,, = (3~ : IN(U) = 0 and u 4 OUT( Vn) 1 
u (3~ : OUT(u) = 0 and u $ IN( V,>} 
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and define a further event E4 = EJ1 u E,, by 
Ed1 = 3~: IN(U) = 0 but u E OUT( V,J 
anduESs.t.N-(S)=@, ISI< J 
log n 
Ea2= 3u:0UT(~)=@ but xIN(V,J 
i 
andvESs.t.N+(S)=@, [S[<n d- 
log n 
and generalize (2.2) to 
Pr(E,) 6 Pr(D,Jn) is not strongly connected) 
6 Pr(E, u E2 u E, u Ed). (4-l) 
Proof of (a). Assume a = 1 - co/n and let X = (V E V/n : IN(v) = 0 and 
o # OUT( V,)}. Now 
E(IX()=n4il 1 n ( 
E(lXl(lXj - l))=n(n- 1) z (n)‘(l-~)‘“‘“(l-““IL~J)) 
x&-Q 
Thus the Chebycheff inequality can be used to show Pr(X# 0) -+ 1 and 
(a) follows. For the remainder of the proof we first observe that (lengthy) 
calculations similar to those of Lemma 2.3(c) show that Pr(E,) tends to the 
claimed limits. Thus to prove the theorem it suffices to prove that 
Pr(E, u E, u E4) + 0. We deal with these in reverse order. 
Proof that Pr(E,) + 0. We show that Pr(E,) + 0 in the case where 
cc, fl< 1, and note that the proof follows a fortiori for the other cases. 
Consider Ed, 
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To see this let JSJ = k in the definition of E,, , then (b/n + (1 - b/n) 
(1 - k/n))“-k accounts for S n OUT( l/n - S) = 0, k(k - l)(@z2) accounts 
for a pair u, w  E S with IN(U) = 0 and out(w) = v and finally (a/n + 
(1 - a/n)(k/n))kp ’ accounts for IN(s - {v}) c S. Thus 
A similar result holds for E,, and we conclude that Pr(E,) --) 0 as required. 
Proof that Pr(E,) + 0. To show Pr(E,) + 0 we count the expected 
number Ni, of cycles in Cl, - tin. This satisfies 
Ni~~L~~~~‘a, (4)(f) (k-l)! (~)“(~)‘“““-*’ 
( 
x 
( 
(l-(p+j)); n-s$ 
> 
This looks more complex than the expression in (2.1) but if we consider 
the cases a = 1 - a/n, a > 1, p = 1 - b/n, p 2 1 separately and ignore 
(1 -(a-L~j)(l -s/n))“pk when a 2 1 and (1 - (fl- Lll])(s/n))“-” when 
p > 1 then the calculations are much as before and we fond that Ni, + 0. 
A similar result holds for Cbut - tout and Pr(E,) --+ 0 as required. 
Proof that Pr(E,) + 0. We now have to indicate why Pr(E,) + 0. We 
need only consider case (b) for the more edges we have, the more likely 
CONNECT is to succeed. 
Consider Lemma 3.6(a) and the definition of 2,. If the “otherwise” case 
includes IN(v) = (25 then 
Pr(Z,= l)= 46 A 1 a 
v(i-1,j) ( ) -n * 
The effect of this in (3.9) is to replace the sj term in the RHS by 
(Ed - a/n)“/( 1 - a/n)2 and is negligible. 
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In Lemma 3.6(b) we now have 
Pr(Y,= l)= 
up, 3)+fs(i, 3) 
u(i- 1,3) * 
The effect of this on (3.10) is to replace the E: terms in the RHS by 
E&i, 3,-fs(i, 3) ! 1 * a&: l- ( a u(i, 3)+Zs(i, 3) 25(log n)* ) 2 
which is again negligible. 
Consider now Lemma 3.7 and in particular the effect of the changes on 
the various paragraphs of Algorithm CONNECT. 
Initialise. The probability that we hit a vertex v with OUT(U) = Qr is at 
most ka/n + 0. 
Pass 1. Step 1. We have shown that (3.9) is only weakened in an 
insignificant manner. 
Pass 1. Step 2. (3.11) holds a fortiori, and also Pr( IM, 1 2 A) = o( 1) 
a fortiori. Since E( 1 {v : OUT(u) = 0 } I) = a we also have Pr( I MI 2 ~~~/2) = 
1 - o( 1) and the proof goes through. 
Pass 2. Step 1. As for Pass 1. Step 1. 
Pass 2. Step 2. Put m = .45n - log n to handle the vertices with 
OUT(U) = 0. 
Pass 3. Step 1. We have shown that (3.10) is only weakened in an 
insignificant manner. 
Thus we have shown that Pr(E, u E2 u E4) + 0 as required in the general 
case and applying this to (4.1) completes the proof of Theorem 1. m 
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