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Introduction

21
Recent warming of the climate has led to large-scale changes in earth's land cover. Large scale warming has resulted in a shift in the dominant vegetation species to higher latitudes and 23 higher elevations, which has been reported in many parts of the world [Walther et al., 2002; Root 24 et al., 2003; Kelly and Goulden, 2008; Lenoir et al., 2008; VanDerWal et al., 2013] . Throughout 25 the southwest US, woody species have been encroaching on grasslands [Barger et al., 2011] . In 26 southwestern Wyoming, where precipitation has been trending down for the last thirty years, 27 sagebrush vegetation have been giving way to bare ground [Homer et al., 2015] . In many 28 western states of the US, where seasonal snowmelt accounts for a large fraction of the annual 29 water supply, winter snow accumulation and perennial snow cover has been decreasing. Mote
30
[2003] has shown that from the mid to latter half of the twentieth century, winter snow 31 accumulation at several locations along the Cascades Mountain Range fell by more than 40%.
32
Hall et al. [2015] have reported that in north-western Wyoming the winter snowmelt is 16 ± 10 33 days earlier in 2000s compared to the period 1972 -1999. At higher latitudes, where warming 34 has been significantly greater than the planetary average, there has been simultaneous shortening 35 of the snow season [Groisman et al., 1994; Stow et al., 2004] and lengthening of the vegetation 36 growing season [Foster, 1989; Foster et al., 1992; Stone et al., 2002] . These are just some of the 37 land cover changes that studies have documented within the last 100 years. However, while this 38 evidence of change provides a view to the future change, it nevertheless remains highly uncertain 39 what changes will occur in the global land cover over the next 100 years.
40
Despite high uncertainty, numerous studies have attempted to model the potential impact 41 of climate change on future land cover [Pearson and Dawson, 2003; Sitch et al., 2003 Sitch et al., , 2008 instance, Sitch et al. [2003] forcing from three different General Circulation Models (GCMs). Physically based models have 53 the benefit that they can be used to infer the cause and effect of land cover change at the level of 54 individual physical processes [Parker et al., 2003; Pauleit et al., 2005; Pitman et al., 2009] .
55
However, these models suffer from the large number of simulations necessary to adequately 56 constrain parameter values, and therefore can be both time consuming and, in many instances, 57 beyond the available computing power for many researchers. As a result, physically based 58 simulations tend to make a compromise in their spatial resolution [Brovkin et al., 2006; Verburg 59 et al., 2011] or their areal extent [Tague et al., 2009; Abdelnour et al., 2011 Abdelnour et al., , 2013 .
60
Statistically based land cover change models, on the other hand, operate on the premise 61 that a strong relationship exists between the geographical distribution of land cover and the 62 environmental and climate conditions and that these relationships can be empirically extracted 63 using statistical machine learning methods [DeFries and Chan, 2000; Guisan and Zimmermann, 64 2000; McIver and Friedl, 2002; Brown de Colstoun et al., 2003; Guisan et al., 2006; Klein et al., patterns in data and are usually applied where standard techniques such as regression analysis are 67 not applicable. Machine learning algorithms statistically learn patterns and rules based on 68 present correlations defined by a training set of data and provides a learned mapping between 69 predictor variables (or attributes) and a target variable [Witten et al., 1993; Bishop, 2006] . Once 70 a model is developed through training, it can be used to predict the target variable in situations 71 where the predictor variables are known but the target variable is not [Mitchell, 1997] [Roughgarden et al., 1991; Kerr and Ostrovsky, 2003; Pettorelli et al., 2005] , and their 97 prediction into the future will offer a quantitative understanding of ecological change.
98
Availability of spectral band information for a future scenario would be critical to derive such 99 proxy data. Second, as will be demonstrated, our methodology can be used to provide a we compare all the pixels between the observed and simulated data, whereas for the raw spectral 242 band values, we only compare the pixels that were left out from training due to bagging. Next, we focus on the prediction phase of the RF model, which uses the topographic and 255 future climate data (see Table 1 We have attempted to demonstrate that a machine learning model that is trained to predict 270 the spectral band information of satellite images can be highly useful for scenario-based 271 assessment of future land cover. Moreover, given the richness of information available from 272 spectral band values, it is possible to create several derived products to analyse (and visualize) land cover response to climate change from multiple perspectives. In our view, this is a non-274 trivial improvement from previous land cover change studies which had limited the application 275 of machine learning models to categorical land cover classification data [Rogan et al., 2008; 276 Schneider, 2012; Pearson et al., 2013] . It is worth mentioning here that the categorical land 277 cover classification data itself is a product that is derived from satellite image data, similar to the 278 photorealistic images and NDVI data shown in our study. Several methods, many of them based 279 on machine learning, exist to convert the satellite's spectral band information into land cover 280
classes [Friedl and Brodley, 1997; DeFries and Chan, 2000; Hansen et al., 2000; Qian et al., 281 2015]. We would also like to note that our focus on predicting only the first four spectral bands 282 of the Landsat 7 images was governed by our choice of derivative products, the NDVI and RGB
283
images (which require the use of first four bands only). Nonetheless, the techniques presented in 284 this study are applicable to predicting the information from any desired number of satellite 285 spectral bands, depending on the final product sought by the end user.
286
Our preference for choosing a RF machine learning model in this study was partly due to techniques [Witten and Frank, 2005; Kotsiantis et al., 2007; Rogan et al., 2008; Schneider, 2012] such as NN or BRT, and certainly faster than the physically based mechanistic models for a 297 similar resolution data and areal extent. Lastly, as we had mentioned in Section 3. finer spatial resolutions if additional computational resources are available to the user.
312
As we look forward, the method presented in our study offer both challenges and is simply the application of learned rules from the historical period to the climate changed 315 environment. Many sites within our two study regions have experienced disturbance due to, for 316 example, grazing pressure and fires [Everett et al., 2000; Floyd et al., 2003; Allen, 2007] .
317
However, to a large extent, this is mitigated by the fact that our land cover training is conducted 318 over regions that are much larger than the scale of a typical disturbance. Secondly, the predicted prediction of spectral band information is helpful for deriving ecologically relevant products.
351
We consider this a major strength of our proposed approach because it enables the analysis of 352 land cover change from multiple perspectives.
353
What land cover change will occur over the next 100 years is highly uncertain. However, , 2013] . This will almost certainly impact regional and global land cover [Krinner et al., 357 2005; Beer et al., 2007; Sitch et al., 2008; Anav et al., 2010; Hickler et al., 2012] 
