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C apítulo 1 
Introducción
1.1 Presentación del problem a
En los últimos años se ha producido una intensa actividad en el desarrollo 
de los métodos espectrales debido a sus propiedades de convergencia rápida, 
lo cual es un atractivo muy grande en la aproximación de soluciones suaves. 
Esta actividad ha desembocado en la formulación del método de los elementos 
espectrales [P 84,R 88] que es una técnica de residuos ponderados que com­
bina la flexibilidad del método de los elementos finitos (FEM) [SF 73,TD 81] 
(versión h), con las propiedades de convergencia rápida de los métodos es­
pectrales.
Este nuevo método ha sido testeado para una clase de problemas con 
solución suave en el marco de la mecánica de fluidos [R 88] y en otros campos 
[OChT 90,OC 91], demostrándose que el método es óptimo en el sentido de 
que el error que se comete es a lo sumo, una constante multiplicativa de la 
mejor aproximación en el subespacio polinomial de discretización. [MP 88] 
Muy recientemente y con vistas a una mayor flexibilidad del método, ha sido 
formulada una versión no conforme, en la que a diferencia del FEM, se tra ta  
de no conformidades de tipo geométrico, lo cual permite el tratamiento de 
singularidades puntuales debidas a geometría y /o  condiciones de contorno 
[BMP 90,BMMP 89,MMP 88,Ma 89].
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La situación cambia para ecuaciones diferenciales de convección-difusión 
con fuertes gradientes en la solución. Se tra ta  de ecuaciones del tipo
-  DA</> +  vV(/> = } ( x ,y ,z )  (1.1)
donde f ( x ,y , z )  es el término fuente, que para el caso de una fuente 
puntual se modeliza por medio de una delta de Dirac. Esta ecuación gobierna 
numerosos fenómenos de la física y de la ingeniería, como por ejemplo, la 
dispersión de un gas en un medio en movimiento, siendo para este caso ü, el 
campo de velocidades en el medio en el que tiene lugar el proceso difusivo.
Las ecuaciones que ocuparán nuestro estudio han sido tratadas desde 
distintos puntos de vista y mediante métodos diversos, lo que da una idea, 
a la vez de sus muchas aplicaciones y sus no pocas dificultades. En esta 
introdución, sin realizar un seguimiento exhaustivo, sí queremos comentar 
algunas ideas sobre el estudio y desarrollo de algoritmos y métodos que se 
han ocupado del tratamiento de ecuaciones del tipo convección-difusión.
Sobre soluciones analíticas se han realizado pocos avances en las ecua­
ciones anteriores, debido principalmente a la dificultad en obtenerlas aún en 
los casos más sencillos, en los que se hace uso de un complejo y potente 
aparato matemático. Las dificultades se agravan si el segundo término de la 
ecuación es una delta de Dirac, como es el caso que nos ocupa.
Hace ya años que se viene realizando este estudio analítico aunque las 
dificultades comentadas han conducido a la aplicación de métodos numéricos 
que dieran aproximaciones fiables a la solución, como el de diferencias finitas, 
en cuya aplicación surgieron problemas debido al carácter no autoadjunto del 
operador. Para paliar lo anterior, se crearon los métodos ”upwind” (contra­
corriente) cuyas ideas y desarrollo está realizado de forma extensa en el libro 
clásico de Roache [Ro 72]. Problemas relacionados con esquemas en diferen­
cias aplicados a estas ecuaciones, tanto en el caso estacionario como en el 
transitorio, pueden consultarse en [Li 85,Bh 85,N 90].
Otro método numérico aplicado a la ecuación, es el método de los elemen­
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tos finitos. Es conocido, que al aplicarlo en su formulación Galerkin, aparecen 
problemas de oscilaciones en la solución a partir de un determinado número 
de Péclet, debido a 1a. presencia de fuertes gradientes en la solución de la 
ecuación [KNZH 80,Sa 90,WM 85,HE 90,HE 80,COCE 90]. Este fenómeno 
no es insalvable y puede ser evitado tomando un mallado muy fino en las 
zonas de fuerte gradiente. Esto supone la necesidad de aproximar la solución 
con un gran número de grados de libertad, o sea, resolver problemas discretos 
de tamaño considerable.
En el campo de los elementos finitos, una técnica que se ha desarro­
llado para obviar este problema, es la que se basa en una formulación de 
Petrov-Galerkin, conocida como la formulación SUPG. Esta consiste en la 
modificación de las funciones de peso, dirigida a la mejor representación 
de las singularidades y fuertes gradientes. Con esta formulación, se reduce 
considerablemente el tamaño de los problemas discretos, obteniéndose una 
buena solución numérica no oscilatoria [HE 90,HE 80,HB 82,HMM 86]
Pasando al campo de las formulaciones espectrales, si utilizamos esque­
mas pseudoespectrales de colocación, el fenómeno de las oscilaciones vuelve 
a presentarse. La utilización del método de los elementos espectrales mejora 
esta situación, y pueden conseguirse soluciones no oscilatorias, pero el pre­
cio que hay que pagar es de nuevo la resolución de problemas de tamaño 
grande, que apenas pueden reducirse utilizando mallas adaptadas al problema 
con elementos de alto orden, acoplados en una malla con no conformidades 
geométricas.
Es en este marco, en el que hemos buscado una adaptación del método 
de los elementos espectrales para las ecuaciones del tipo convección-difu­
sión, que suministre soluciones no oscilatorias, de alta precisión, obtenidas 
a partir de problemas de reducido tamaño. La técnica consiste en producir 
una malla acoplada de elementos espectrales estandary elementos espectrales 
modificados, capaces éstos de reproducir la solución en las zonas de fuerte 
gradiente, mientras que el resto de elementos aproximan la solución en las
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zonas de variación suave .
Con vistas al desarrollo de la técnica indicada, se procede de la forma 
siguiente:
• En el segundo capítulo, se presentan los resultados teóricos acerca de 
1a, existencia y regularidad de la solución;
• En el tercer capítulo, se realiza un análisis físico-matemático de la 
ecuación en la que fundamentar la adaptación del método;
• En el cuarto capítulo, se procede a una breve presentación del método 
de los elementos espectrales, en el contexto de las técnicas espectrales; 
también se presentan las formulaciones no conformes (elementos mor- 
tar);
• En el quinto capítulo, se procede a la aplicación de los métodos espec­
trales a la ecuación, estudiando sus limitaciones prácticas;
• En el sexto, se formula el algoritmo para un problema simplificado, 
presentando los nuevos elementos espectrales, las funciones de forma, 
y las fórmulas de cuadratura; así mismo, se presenta el acople de los 
elementos modificados y de los estándar. Dentro del mismo capítulo, se 
presenta la extensión del algoritmo para el tratamiento de la ecuación 
completa, con velocidad función del punto, en una geometría arbitraria.
• Por último, en el séptimo capítulo se presenta la implementación y 
evaluación del algoritmo.
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1.2 M odelización
El objetivo de este apartado es establecer la ecuación diferencial asocia­
da a la conservación de una magnitud física escalar A , definida sobre un 
medio continuo (dA =  pdV  donde p es una función escalar con dominio 
en R 4), en el que tienen lugar procesos de convección y difusión de 
forma simultánea.
Sea un volumen arbitrario V  fijo en el espacio, de contorno S  = dV. 
Sea p, la densidad de la magnitud A en el instante t. La cantidad total 
de la magnitud A  en el volumen V  y en el instante t será:
A v = J  pdV  (1.2)
siendo p =  p(x, y, z, t) una función que se supone C 2(V).
La variación en el tiempo de Ay  vendrá dada por:
e- £ - L >  <■•»>
Por otra parte, la variación de A y  puede ser debida a una variación 
en el balance convectivo, una variación en el balance difusivo y/o la 
existencia de un término fuente (o sumidero) en el dominio. Así
— Fv + Co + D i f  (1.4)
donde Fy representa el término fuente, Co el término convectivo y D if  
el término difusivo.
Calculando cada uno de ellos, tendremos:
Fy = í  F (x ,y ,z ,t )d V  (1.5)
J V
positiva en el caso de fuente y negativa en el caso de sumidero, siendo 
F  una función escalar con dominio en R 4
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El flujo convectivo viene dado por
Jco = pv (1.6)
donde v representa el campo de velocidades. Entonces
Co =  í (~pvn)ds =  í —pvñds =  — í V (pv)dV  (1-7)
•J S  * /1S
Se supone un flujo difusivo proporcional al gradiente de la densidad de 
la magnitud A.
Jd<í =  - D tn  <L8)
Entonces:
D i f  = J  D % i S  = j  D V pñdS = J  V (D V p)dV  (1.9)
Resultando
j ' F (x , y, z ,t)d V  -  J  V (pv)dV  +  J  V (D V p)dV  = jJ r £ d V  (1.10)
Dado que esta igualdad debe de ser válida para cualquier volumen V , 
se sigue
F = ^  + V (p v )-V (£ > V p )  (1.11)
Si se supone que la magnitud A  representa ”masa de gas” , entonces 
la ecuación anterior modeliza la dispersión de un gas en un medio en 
movimiento. En este caso, p es la concentración de gas, que se repre­
senta por $ .
Si se considera además :
— Régimen estacionario
— D, coeficiente de difusión constante
— Campo de velocidades solenoidal
— Término fuente puntual, es decir, una delta de Dirac.
Con lo cual, la ecuación queda:
-  £>A$ +  üV $ =  K S(P  -  P0) (1.12)
donde P  =  (x ,y ,z )  y P0 =  (x0,y0,z 0)
En cuanto a las condiciones de contorno, se consideran de Dirichlet en 
parte del contorno, y de Newman en el resto de la frontera.[ChT 90, 
ChTO 90,CChChOT 91]
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C apítulo 2
R esultados sobre ex istencia  
y regularidad de la solución.
En este capítulo se abordan los resultados básicos de existencia de 
solución para la ecuación planteada, en caso de que el término inde­
pendiente sea una Delta de Dirac [Sch 67]. Se prueba la existencia de 
solución distribucional para cualquier distribución temperada en R n y 
en particular para la 8 de Dirac. Esta solución se puede utilizar con 
vistas a establecer la solución de la ecuación en dominios no acotados, 
por el método de las imágenes electrostáticas [DL 84].
Para el c^so de dominios acotados, con condiciones de contorno mixtas, 
la existencia de solución débil del problema, se establece vía el método 
de transposición [LM 68].
Finalmente se establece la relación entre la solución débil relativa a 
W l'p para un dato inicial de L 2 y la función de Green del problema.
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2.1 E xistencia y regularidad de la solu­
ción distribucional.
T eorem a 1 Consideramos el operador L definido por
L(</>) =  —DA(f> +  vV<¡> (2.1)
siendo D y v constantes y v  = (t¿i,. . .  ,tzn)
Se considera
L(<l>) =  /  con f  E D '(R n) (2.2)
Entonces se tiene que para cada distribución temperada f  sobre R n 
existe una distribución temperada <¡> solución distribucional de 2.2.
En particular, existe una única distribución temperada E  sobre R n tal 
que
L(E) = 6 en D '(R n) (2.3)
siendo 6 la distribución de Dirac en el origen.
Demostración:
Si se considera <f) y /  E S f(R n) y se considera la transformada de Fourier 
de 2.2, dado que A(¡> =  \x\2 <j> y  V<¡> =  ix<j> se obtiene
D \x\2 <¡) +  ixv(j) = f  (2-4)
y por tanto
? fT — r\ l |2D \x\ -\-ixv 
Como /  E S '(R n) entonces
 2 . e  5 '(ií" )
D +  ixv  
12
existe una única distribución temperada <¡> solución de 2.2 que es la 
transformada inversa de
/
D  |x |2 +  ixv
En particular, si /  =  ó, E  es la tranformada inversa de
1
D \x |2 +  ixv
Se puede obtener más información acerca de la solución distribucional:
Si en L(<f>) = 6 realizamos el cambio <f> =  siendo p =  (yj-,. . . ,  y?*)
y í  =  (a?i,. . . ,  x n) llegamos a la ecuación
M(C) =  - A (  +  fcC =  íc -7® (2.5)
con k función de Jl y k > 0.
En [DL 84] se demuestra que la ecuación
M (( )=  - A  C + K  = f  (2.6)
con /  G S '(R n) admite una única solución en D '(R n), y además que 
si /  es positiva, entonces la solución f  de 2.1 pertenece al espacio 
W}?C(R*) para todo p con p < y (  > 0 sobre R n en el sentido 
que inf ess£(o,r)C > 0, Vr > 0.
Y utilizando el resultado anterior se demuestra:
Corolario 1 La solución distribucional, (¡> de 2.2, pertenece al espacio 
W l* (R n) para todo p con p < ^ y .
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Demostración:
Como £ G W ¡*(R n) y eMX G (72n) se tra ta  de ver que <¡> G VP¿’cp(/?n).
Para ello, veamos primeramente que
(£ (e5í) + <***'*)=(£ (e55) ■ ®)+ - ®)=
= , (0 ®\ + (C , =
=  ( -1 )  /<  , ¿ ( e7S)® ) +  <C - w (« ^ )« )  =
-  -  ( - « ( « « " í . g )
Por tanto, si K  es un compacto, entonces
¡K W  =  / j C ( e ñ r < M ^ J  CP
siendo M  el máximo de |(cMa?)|
<  oo
Por o tra parte
p = í
dxi Jk/,
< 2  p { m ’’ Jk
g -(e "* )  + CMi(e“*)
d (
dx¡ +  M r \n
<
< OO
Por lo que <j) pertenece a W¿’p.
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2.2 Existencia y unicidad de solución débil
Consideremos el problema
—A (f> +  vV<f> = 8b en íí 
<j> = 0 en T0
en Tib± — odn u
(2.7)
siendo Q un abierto, cuya frontera es la unión de r 0, y Ti y la inter­
sección de F0 y Ti vacía.
Con estos supuestos, se tiene:
Teorema 2 Existe una única solución débil de 2.7 en L2(íl).
Demostración: 
Dado el problema
—Ay? — ñVy> =  'P en fl 
y? =  0 en r 0
en Ti
(2.8)
Para \P G L2(íl), consideramos y? E i / 2(fi), solución de 2.8. Multipli­
cando la ecuación 2.7 formalmente por y? e integrando, obtenemos:
/  (-A<j> +  vV<£)y> =  f  Sb(f 
Jn Jn
Al integrar por partes y  considerando las condiciones de contorno, 
queda:
f  (—Ay? — vV(p)<f> =  y?(6) 
Jn
(2.9)
Estudiar si existe solución de 2.9, es equivalente al estudio de la exis­
tencia de solución de
/  ^  =  y>(6) (2.10)
J n
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donde 'P £ Z,2(0)
Definimos el operador L con dominio en L 2(fi) en i?, de forma que a 
cada $  le hace corresponder y?6
Por 2.9 y 2.10 el operador está bien definido, es lineal y continuo, 
por lo que por el teorema de representación [B 87], existe una única 
<j) £ L2(D), tal que
í  ^  =  tp(b) (2.11)
NOTA
Con vistas al tratamiento numérico de la ecuación, es necesario hacer 
la siguiente precisión:
Los métodos variacionales - en particular, el método de los elementos 
espectrales es uno de ellos - parten de la formulación integral de la 
ecuación
f  (—DA<¡) +  vV(f>)(p =  f  S(x — xo)<¿> (2.12)
Jq Jn
en la que después de integrar por partes y considerar las condiciones 
de contorno del problema queda
/  (DV<¡) Vip +  vVfjxp ) =  y ^ o )  (2.13)
Jn
Según el resultado anterior, existe una única solución débil del problema
/  (-Ay? +  vV<p)<j> =  y?(a:0) (2-14)
Jn
con <f> £ ¿ 2(D), y tp £ H 2(ü).
Si suponemos que £ L2(Q.) entonces la solución débil cumple 2.13, 
y se puede debilitar la exigencia de que yo £ 772(D), pidiendo que 
y ? £ ^ ( D ) .
En los capítulos siguientes utilizaremos la formulación 2.13
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2.3 Acerca de la función de Green del 
problem a
Sea D un abierto de R n, con borde lipschitziano, L  un operador difer­
encial de orden dos en forma divergencial con coeficientes en L°°(Q,) y 
estrictamente elíptico sobre D, y To una parte cerrada de T, siendo T, 
la frontera de ÍL
Consideramos el problema mixto:
Lu — f  en O 
i u =  <f> en Tq (2.15)
.§ *  =  ¥> en ^
Denotamos N (L ,To), como el conjunto de las soluciones débiles relati­
vas a iy 1,2(n) correspondientes a /  =  0, (¡> =  0, (p = 0. En [DL 84] se 
demuestra que N (L ,To)  es un espacio de dimensión finita, además de 
la misma dimensión que N(L+,T0) , donde L+ es el adjunto formal de 
L. Suponiendo <j> =  0 y ip — 0 según [DL 84], si /  E L2(fl) el problema 
admite una solución sii
f n f v d x  =  0 Vu E iV(L*,r0) (2.16)
es decir sii /  E 7V(Z/^,r0)'L subespacio ortogonal en L2(Q) de N (L ^ ,T 0) 
En [DL 84] se enuncia el siguiente resultado
Teorema 3 Bajo las hipótesis y notaciones que preceden, existe una 
única función G definida y continua sobre {(x ,y )  E D X fi, x ^  y} con 
G E L l (fl x  Í2) verificando:
(i) para toda f  E N (L ilt,To)± f\L°°(ü,), la única solución en Ar(L*,ro)'L 
del problema correspondiente a <j> = 0 , =  0 está dada por
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u(x) =  Iq G(x,y)f(y)dy cpp ® e n
(nj para toda v E A^L*,!^)
(2.17)
Jn G(x, y)v(y)dy =  O cpp x e  Tí (2.18)
Además para toda y E TI, la función G(*,y) es solución débil relativa a 
W 1,r(íl) para ¿odo r  < del problema
Lu = f y en Tí 
u =  0  en r 0 
l s  =  0 en r,
donde f y es la única medida acotada en Ti tal que
{
f y - S v e N ( L „ T 0)
J0 v(x)dfy(x) =  v(y) Vi> e  N (L .,  r0)
(2.19)
(2.20)
Las consecuencias que se pueden extraer para el operador
L{<¡>) = A<¡> +  v V t  (2 .2 1 )
se deducen del teorema anterior y de la unicidad de la solución débil 
del problema
L(¡) =  0 en TI 
<j> =  0  en To 
§£ =  0  en Ti
que es consecuencia de la coercividad del operador
(2 .22)
M (v)  =  — A v  -f kv (2.23)
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relacionado con L, por medio del cambio anteriormente indicado <j) =
ve*1* siendo /J =  (%->• • • i y x =  (^ 1?........>#n)í y se resumen en el
siguiente corolario:
C oro lario  2  (i) N (L ,T 0) = 0  =  N (L m,T 0)
(ii) Si f  E L2(fl) existe una única solución del problema
Lcf) — f  en fl
<j> — 0 en r 0 (2.24)
. án =  ^ 671 ^ 1
(iii) Para toda f  E L2(fí) f | L°°(fl) existe una única solución de 2.24,
siendo
u(x ) =  fü G (x ,y) f(y )dy  cpp x E fl (2.25)
siendo G definida y continua sobre {(x, y) E f i x f l ,  x  ^  y} con
g  e  x n)
(iv )Adem,ás, para toda y E fl, la función G(«,í/) es solución débil 
relativa a W 1,r(fl) para todo r <  ^ ¡- del problema
Lu =  Sy en fl 
< u =  0  en To (2.26)
. Ü  =  0  «» T,
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C apítulo 3
E studio físico-m atem ático de 
la ecuación
Los algoritmos que presentamos en el trabajo, hacen uso de la infor­
mación cualitativa que se obtiene del estudio físico-matemático de la 
ecuación.
Se considera el problema base siguiente, con D  y v constantes:
-DA(/> +  t>§£ =  6(x -  x0)(y -  y0) en (0,1) x (0,1)
< <f> =  0  en x  =  0 , y = 1 , y =  0
§£ =  0  en x =  1
(3.1)
Se toman los ejes según se muestran en la figura y la velocidad en la 
dirección del eje x. Igualmente distinguiremos las zonas que se indican 
en la figura 3.1.
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Zona a contracorriente 
o prefuga
Zona postfuga
Zona a contracorriente 
o prefuga
Línea de trayectoria 
Zona postfuga
X
Figura 3.1: Esquema de zonas pre y post-fuga
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3.1 Com portam iento de la solución a con­
tracorriente
Si se supone que en la zona a contracorriente, se puede despreciar el 
término de difusión en la dirección normal a la línea de contracorriente, 
entonces la ecuación 3.1 quedará reducida a una ecuación de convección 
difusión unidimensional con condiciones de contorno Dirichlet
¡' - D &  +  =  ° * e ] - i , i [
< (¡> =  0 x =  — 1 (3.2)
<t>= <h x = i
siendo el valor (desconocido) de la concentración en las proximidades 
de la fuga
La solución de esta ecuación es
<f>«  (3 .3 )
En este caso, la solución tiene carácter exponencial, resultando ser su 
orden,
Por tanto, si el término convectivo es preponderante sobre el difusivo la 
solución tiene carácter exponencial a contracorriente de la fuga puntual. 
Veamos si es posible precisar algo más sobre este carácter.
Sin despreciar el término difusivo en la dirección normal a la trayectoria, 
podemos obtener el carácter de la solución en esta zona, a través de la 
resolución del siguiente problema
—DA<j) -f tt |£  =  0 en (0, l ) x ( 0 , l )
< </> = 0 en i  = 0, y =  1, y =  0 (3-4)
<t> = f(y) x =  1
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siendo f ( y )  el valor (desconocido) de la </>, a lo largo de una, linea 
perpendicular a la trayectoria que pasa por la fuga.
Aplicando el método de separación de variables se obtiene la siguiente 
solución
x 00 /  ri \  sinh \ n 2 +  tt2 +
<¡)(x, y) =  ( I f ( y )  sin rmry ) ------  . (3-5)
ií=i V  sinh +  +  ¿
Llamamos y4n(.T,y) al término general de la serie anterior.
Haciendo uso de la siguiente acotación
se prueba que
sinh n A ny e yM n ...—------- — < ----------— 2. (3.6)
sinh nA„ 1 — e~2An
2 eaK x H |An(x,t/)| <
u , xe- v^ n2+ír2+ 2^  ri
^ 2e2° t 
Esta acotación permite concluir lo siguiente:
1. La serie converge uniformemente en cada compacto incluido en 
[0 , 1 ] x [0 , 1 ] de la forma [0 , 1 ] x [0 , 1  — e].
2 . Si el dato de contorno se cambia por Q(y)  de forma tal que 
maxye[o,i] | f(y) ~ Q(y) I < £ con £ pequeño, puede deducirse que 
el cambio en la serie diferencia es pequeño, lo cual implica esta­
bilidad respecto al dato de contorno.
Estudiemos el comportamiento numérico de la serie en la línea de la 
trayectoria para datos de contorno con significado físico, es decir, fun­
ciones positivas, simétricas respecto al eje y =  0.5, y decrecientes hacia 
los puntos extremos.
23
Se supone D  =  0.15e — 04, y valores de u (velocidad), entre 40 y 500 
veces el valor de D.
Para valores de y =  cíe., se obtienen las siguientes conclusiones:
1. Se puede ajustar una exponencial a los valores obtenidos a lo largo 
de la línea de contracorriente y paralelas, con orden de correlación 
1 .
2. El orden de esta exponencial es independiente del dato de con­
torno, siendo éste aproximadamente respecto al elemento de 
referencia estándar ((—1 , 1 ) x (—1 , 1 )), siendo el coeficiente de cor­
relación de este nuevo ajuste del orden de 0.99999 y siendo h la 
longitud en x del elemento real [a, b] x [a, 6].
En la figura 3.2 se muestra la representación del orden de la expo­
nencial frente a la velocidad, para datos de contorno construidos por 
simetrización de las funciones e(25x-0-5), el5;r“0-5) y x  +  x 2 -f el5x_0-5l -f 
e(25x-o.5\ en un recinto [0,1] x [0,1].
3.2 Com portam iento de la solución en la  
zona postfuga
3.2.1 Sobre la línea de trayectoria
Aislemos un elemento diferencial sobre la trayectoria, como se muestra 
en la figura 3.3, y evaluemos el comportamiento en un punto suficien­
temente alejado de la fuga puntual.
Si se supone v »  D, se puede realizar un balance convectivo sobre 
dicho elemento obteniendo:
Vi<j)ih =  v2<j>2h
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450.00
C o rre lo c io n -v -e x p
400.00
350.00
300 00 -
250.00 ■
a
200.00
150.00 -
100.00 ■
50.00 -
0.00
0.01 0.010.00 0.00 0.00 0.00 0.00 0.01
OExp(25) ¿i Exp(5) Ox-t-x.x+Exp(5)4Exp(25)
Figura 3.2: Carácter exponencial a contracorriente
V \  —  t>2 V>2 <f>2 —  (f> 1
A x  <¡>i A x
Por tanto, si v tiene una variación suave, (f> variará también de forma 
suave. De lo cual se deduce que sobre esta línea., y suficientemente 
alejados de la fuga no aparecen fuertes gradientes en la solución.
Por un razonamiento similar, se llega a la misma conclusión sobre las 
líneas de corriente paralelas a la trayectoria.
Sin hacer las aproximaciones anteriores, y con vistas a obtener infor­
mación acerca del carácter de la solución en esta zona, procedemos a 
resolver el siguiente problema
—DA(f> +  = 0 en
cf) =  0 en<!> =f(y)en
(0 , 1 ) x (0 , 1 ) 
y =  l,  
x  =  0 
x =  1
(3.7)
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*1 h $2
Línea de trayectoria
V i v2
A x
X
Figura 3.3: Esquema del comportamiento de la solución en las zonas paralelas 
a la trayectoria
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siendo /  una función con características análogas a la del apartado 
anterior.
Por el método de separación de variables se obtiene la siguiente solución:
~ fn f(v)  sin m rydy  . .
(¡){x, y) =  2 e 2D V ' ------------------------F ( n , x ) s m m r y  (3.8)
n = l 1 +  Cn
siendo
F ( n ,  x)  =  e-V"2+'2+&2* + CneV^+^+re5* (3.9)
2u2 +  i(D n n )2 — 2u j u 2 +  i(Dnir)2e V 4n2+*2+2D
c" = --------------------------- TTñ— ü ----------------------------  (3-10)4{Dn7ry
Haciendo uso de la acotación de los términos de la serie como en el 
apartado anterior se llega a que éstos permanecen menores o iguales 
que
2 eüD* T  |/(y ) | dy í e- ' / " 2+*2+5T>2* +  4 eV'’t2+’r2+5i>2(*-i)^ (3 .1 1 )
Se obtienen conclusiones análogas a las del apartado anterior.
Haciendo el análisis numérico de la serie para valores de y =  0.5, confir­
mamos el comportamiento suave de la solución en la línea de trayectoria 
y paralelas en puntos suficientemente alejados de la fuga.
3.2.2 En las direcciones perpendiculares a la tra­
yectoria
Si se supone la difusión despreciable frente a la convección en la di­
rección de la trayectoria, consideraremos la ecuación
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oLínea de trayectoria
x
Figura 3.4: Esquema del comportamiento de la solución en las zonas perpen­
diculares a la trayectoria
n d2<¡> d<j> . .
~ D W + V d ¿ =  ( ]
Supondremos, en virtud del análisis hecho en el apartado anterior, que 
w k, en la rebanada diferencial mostrada en la figura 3.4, por lo que 
resolviendo la ecuación
-f vk =  0  2: G]xo,Xi[
</> =  0 x = x 0 (3.13)
0  =  <f)f X  =  X \
se obtiene
<j> «  (3.14)
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Conrelocion p o s t- fu g o
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0.20 0.30 0.40 0.50 0.60 0.70 0.60 0.90
□  v«3.75e-3
Figura 3.5: Carácter exponencial en la zona postfuga
Realizando el estudio numérico de la serie 3.8, no se pueden obtener 
conclusiones generales acerca del orden de la exponencial ajustada sobre 
el intervalo 0 < y < 0.5, pues hay dependencia del dato de contorno, 
de la velocidad y de la distancia al contorno.
En las figuras 3.5 y 3.6, se observa el orden de las exponenciales referidas 
a un elemento [—1 , 1 ] x [—1 , 1 ], transformado a partir del dominio 
[0 , 1] x [0 , 1] utilizado para la obtención de la serie.
En caso de que el dominio de la ecuación 3.7 sea (a, b) x (a, 6 ), el orden 
de la exponencial sobre el elemento de referencia (—1 , 1 ) x (—1 , 1 ), 
vendrá dado por donde m representa el orden de la exponencial
obtenida en 3.8.
A la vista de los resultados presentados en las figuras 3.5, y 3.6 se llega 
a las siguientes conclusiones:
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Correlocion p o s t- fu g o
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Figura 3.6: Carácter exponencial en la zona postfuga
1. Para v =  cte. y tomando valores entre 25D y 500.D la solución 
puede ajustarse a una exponencial cuyo orden varía en función 
de x, disminuyendo al alejarnos del contorno en el sentido de la 
convección.
2. Conforme v aumenta, el intervalo de variación en x  del exponente 
se reduce, aumentando para cada x  el orden de la exponencial de 
ajuste.
3.3 C onclusiones globales
El estudio físico-matemático anterior, conduce a los siguientes resulta­
dos:
1. En la zona a contracorriente aparecen fuertes gradientes localiza­
dos en el punto fuente, pudiendo ajustarse una exponencial del
30
orden de j£¡
2. En 1a. zona postfuga, en la dirección de la trayectoria, la variación 
de la solución es suave, excepto en la fuente. En esta misma zona, 
en las direcciones perpendiculares a la trayectoria aparecen fuertes 
gradientes en la solución, pudiendo ajustarse a la misma, un rango 
de exponenciales que son función de la distancia a.1 contorno, de 
la velocidad del medio y del dato de contorno.
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C apítulo 4
R evista  de m étodos  
espectrales
4.1 Esquemas espectrales
Los métodos espectrales han sido definidos por Canuto, Hussaini, Quar- 
teroni y Zang [CHQZ 8 8 ] como técnicas de residuos ponderados mono- 
dominio, en las que las funciones utilizadas en 1a. aproximación de la 
solución son infinitamente diferenciables, (distinguiéndose de esta ma­
nera de las técnicas de elementos finitos o diferencias finitas) globales, 
y obtenidas en general a partir del producto tensorial de las autofun- 
ciones asociadas a problemas de Sturm-Liouville singulares (polinomios 
ortogonales) para la aproximación de funciones no periódicas o del pro­
ducto tensorial de polinomios trigonométricos para el caso periódico.
La elección de las funciones de peso distinguen los tres esquemas es­
pectrales más comunes: versión Galerkin, Tau, y Colocación.
En la versión Galerkin se toman las mismas funciones para aproximar la 
solución y para pesar el residuo, verificando cada una de ellas las condi­
ciones de contorno. La ecuación diferencial es algebrizada exigiendo que 
la integral del residuo pesado con cada función de ponderación sea cero.
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El método Tau es similar al Galerkin excepto en el hecho de que las fun­
ciones no deben satisfacer necesariamente las condiciones de contorno. 
La exigencia de estas condiciones genera un conjunto de ecuaciones a 
añadir a las ecuaciones resultantes de la discretización de la ecuación. 
En el método de colocación se toman como funciones de peso, deltas 
de Dirac sobre los puntos de colocación, lo cual es análogo a exigir en 
estos últimos la verificación de la ecuación diferencial.
De entre los tres métodos, ha sido el tercero el que más se ha desarrolla­
do debido a su generalidad y fácil implementación. En [CQ 84] se puede 
encontrar más información acerca de los dos primeros. Vamos a hacer 
un pequeño resumen del tercero, dado que es el método que más tarde 
aplicaremos sobre la ecuación de convección-difusión. Consideramos en 
particular el método pseudoespectral de Chebyshev.
En este método, los puntos de interpolación están sobre el intervalo 
[—1 , 1 ] y se eligen en los puntos de anulación de la derivada del poli­
nomio N-ésimo, para una aproximación de grado N.  Al ser la derivada 
de grado N  — 1 , si añadimos los puntos — 1 y 1 , se obtienen N  +  1 
puntos que dan una aproximación de grado N.
Elegimos pues, los puntos según:
xj = co (j =  0, — , JV) (4.1)
donde el polinomio de Chebyshev de grado N  viene dado por la ex­
presión
Tn(x) =  cos(n eos- 1  x) (4-2)
Para contruir la interpolación de una función f ( x )  se definen los inter­
polantes Lagrangianos
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7 = 0 ^ . , ^
Cq = cN = 2
[ c j = l  (1 < j < N -  1 ) 
verificándose
Qjfak)  — &jk (4*4)
siendo Sjk la delta de Kroneker. De esta manera se obtiene para una 
función / ,  que 1a. interpolación polinomial de grado N  es:
P N f ( x ) =  f i x j ) 9 j ( x )  (4 .5 )
j =o
De igual manera se pueden aproximar las derivadas de f ( x )  por:
^  = £/<*>£»<*) («)
y particularizando en los puntos de colocación
^PP n f ( x k) t í  \  ( \  ( A
dxP = g / ( * ¿ ) ^ > ( s » )  (4-? )
Llamando
dp 
{Dp)k¿ =
se obtiene
|  =  2(T—x‘j) ( ^ 1 )0,0 -  } (4-8)
( D p) =  ( A ) p (4 .9 )
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A partir de las fórmulas de interpolación de una función y sus derivadas, 
el método de colocación se construye de la manera siguiente:
Se considera un operador diferencial lineal L y la ecuación
L(u)  =  /  (4.10)
siendo /  una función cuyo valor en los puntos de colocación es cal­
culable. Fijado un orden de aproximación en cada dirección espacial 
(Nx, N y), se obtienen los puntos de colocación como los nodos de la 
rejilla construida a partir del producto cartesiano de los puntos de 
colocación en cada dirección.
Se considera la formulación variacional de la ecuación:
¿ £ ( 1 ( 1 , ) - / ) »  =  0 (4.11)
Aproximando u según el producto tensorial de las bases en cada di­
rección:
uN =  E E u (:r« '^ i ) ^ t e W  (4-12)
t'=0 j= 0
y eligiendo
=  ¿(x -  Zi)6(y -  y¡)  (4.13)
se obtiene un sistema algebraico de ecuaciones
¿¿(«Ar)i(*¡,W) = / ( * » » )  (4-14)
i =  1 , . . . , Nx 1 , J' — 1 , . . . , N  y  1
siendo L¿(uN) la discretización del operador actuando sobre la aproxi­
mación uN de u, que viene dada por las fórmulas anteriores.
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4.2 M étodo de los elem entos espectrales
El método de los elementos espectrales es una técnica de residuos pon­
derados de alto orden para EDP, que combina la flexibilidad geométrica 
de las técnicas de elementos finitos con el alto ratio de convergencia de 
los esquemas espectrales [MP 8 8 ,P 84,R 8 8 ].
En la discretización por elementos espectrales, el dominio se divide en 
macroelementos espectrales y las funciones se aproximan según el pro­
ducto tensorial de bases polinomiales de grado N  en cada sub dominio. 
Para obtener las ecuaciones discretas, se usan operadores de proyección 
variacional y fórmulas de cuadratura Gaussiana.
La convergencia a la solución exacta se consigue incrementando el grado 
N  de la aproximación polinomial, mientras mantenemos fijo el número 
e identidad de los macroelementos.
Este método se diferencia de las versiones no variacionales multido- 
minio, en el grado de continuidad requerido entre elementos y en la 
vía por la cual esta continuidad es impuesta [O 80,Mo 84]. Por lo que 
respecta a la evaluación del método hay que señalar:
— En cuanto a la convergencia, el método es óptimo en el sentido 
de que el error que se produce es a lo sumo una constante mul­
tiplicativa del mayor error posible en la aproximación del espacio 
polinomial [MP 8 8 ]. Como el error en una aproximación polino­
mial depende de la suavidad de la solución, se concluye que el 
método de los elementos espectrales es muy apropiado cuando el 
problema tiene un alto grado de regularidad.
— En cuanto a la eficiencia, es decir el esfuerzo computacional nece­
sario para alcanzar un nivel dado de convergencia, se tiene que el 
método es más eficiente que las h-técnicas en el caso de soluciones 
suaves [R 8 8 ,Ma 89,MP 8 8 ].
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— En cuanto al campo de aplicación, la definición de los elementos
”mortar” ha dado al método una gran flexibilidad, pudiendo com­
binarse la descomposición local del dominio y la utilización de alto 
orden en la interpolación [BMP 90,BMMP 89,BM 89,MMP 8 8 ,Ma 89].
Con vistas a la presentación del método se considera la ecuación de 
Poisson como un caso particular de la ecuación de convección-difusión 
sin término convectivo.
4.2.1 Ecuación de difusión
Sea 1a, ecuación unidimensional
= /(*) ™ n = ( - 1, 1)
< u =  0  en x  =  — 1 (4-15)
u =  0  en x  =  1
Se utiliza la formulación variacional del problema para generar un es­
quema de aproximación:
Encontrar una u E tal que
M v e H K ü )  Ja% % dx = f a f (x)v(x)dx  (4.16)
o en forma compacta:
Encontrar una n E # ¿ (íl)  tal que
VveH¿(Sl ) ,  a(u, v) = ( f , v )  (4.17)
siendo a(u,v)  = fQ %%dx  una forma bilineal y continua­
se procede a la discretización con elementos espectrales, eligiendo un
par de enteros positivos h =  (TV, Ár), y dividiendo el dominio en sub- 
dominios (elementos espectrales)
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I<
ü  = [J ük
k= 1
donde el k-ésimo intervalo tiene como longitud /*.
Se puede aproximar la solución u, en un subespacio Xh  de Hq(Q).
Para ello se define primeramente P§  (Q)
P ^ Í!) =  { $ e L i (í)),$|! l l € P í ,(í!l )} (4.18)
donde P$  (ft) denota el espacio de todos los polinomios de grado menor 
o igual que N.
Definimos
x h = H'0(n)f)p*(n) (4.i9)
El problema discreto consiste ahora en :
Encontrar una uh 6  Xh tal que
Vvh € X h, a(uh,v h) =  ( f , v h) (4.20)
La discretización es Galerkin, y puede ser implementada utilizando 
una adecuada fórmula de cuadratura en combinación con una base del 
espacio de aproximación. En particular tomando una fórmula de tipo 
Gauss-Lobato para polinomios de Legendre.
Si se define por Ln, el polinomio de Legendre de grado n, los puntos
de colocación de la cuadratura de Gauss-Lobato vienen dados por £,•
siendo
fo =  - l  6 v =  l V¿e{ l , 2 , . . . ,AT —1],  L'N(ti) = 0 (4.21)
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Los pesos pi, 0 <  i <  N,  se toman de forma que se satisfaga:
V3- G P2W_, (ft), E,=o =  /o ®(r )á r  (4-22)
Utilizando ahora una transformación afín, para llevar cada elemento 
espectral x £ ílk a r  £ D siendo fí el elemento de referencia. De forma 
global definimos fi* =  [afc,afc+i]; los puntos globales de integración 
con 0 <  i < N  y 1 < k < K  vienen definidos de la forma siguiente:
Vi, VA:, — otjt +  +  1) jS Pi,k — ^2* (4.23)
Utilizando la fórmula de Gauss-Lobato para efectuar las integrales que 
aparecen en la formulación variacional del problema se llega a:
Encontrar una £ Xh tal que
Vvh £ Xh,
=  J2^2fUi,k)vhUi,k)pi,k (4.24) 
k=i i=o dx k=1 J=0
La base para efectuar la aproximación se toma de forma que se obtenga 
un buen condicionamiento del sistema algebraico. El candidato natural 
para la base de Xh son los interpolantes Lagrangianos:
» ¡  =  Í X f c ( r )  (4-25)
t= 0
siendo
wk _
(4.26)
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Se tiene que w ^  =  iüq+1 para todo k E {1 , . . . ,  K  — l } e  imponemos
wl = W/b =  0 .
Eligiendo como interpolantes h{ los deducidos de los polinomios de Le- 
gendre, se obtiene
h =  l  ( !  ~  * * ) # , ( » )  (4 2 7 )
’’ N ( N  +  l )Lf i(zj)  x - x j  y ' ’
llegándose a
E E ^  =  E E 4 / *  (4 .2 8 )
k = l j =0 k = l j=0
donde
Cfj =  ¿T Eg= 0  DqiDqjPqk
k .
i~\   dhj
U 'S ~  dz ^
f ) = / ( í * j
(4.29)
De esta manera eligiendo interpolantes y cuadratura de Gauss-Lobato, 
las matrices de rigidez elementales son diagonales.
Otro punto de interés es la determinación de la magnitud del error 
cuando N  tiende a infinito.
Por lo que respecta a la aproximación por polinomios de alto grado 
Canuto y Quarteroni [CQ 82] demuestran que, para el caso de un do­
minio simple, si asumimos que u E H a(fí) para a > 0
inf ||U -  Vk|| <  C N -  |M |, (4.30)
VhEPN,K{^ )
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De igual manera, ha sido probado por Maday, Patera y Ronquist, que si 
suponemos u localmente regular, o sea, que para cada fc, la restricción 
pertenece a entonces
J n f  n) ||« -  «*|| < CW1"' jlMI, +  £  IMIb.,0 .) J (4.31)
Lo anterior está relacionado con el error de la mejor aproximación. 
Si consideramos el error debido a la interpolación de una función 3> 
por interpolantes en los nodos de Gauss-Lobato, se obtiene que si $  E 
f f '(n ) ,  P > 1 / 2 , entonces
11$ -  4 $ || < CN1^ -"  ||$ ||, (4.32)
Apoyándose en los resultados anteriores, Canuto y Quarteroni [CQ 84] 
prueban que la discretización por elementos espectrales es óptima en el 
sentido que el error de discretización está acotado por la mejor aproxi­
mación a u y /  por elementos de es decir
1“ -  “/.II, < C N 1- '  H“||„ + N '- '  ll/ll, (4.33)
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Para, el caso tridimensional, si consideramos la ecuación
í  n f Cn S) (4-34)y u =  0  e  o\l '
la formulación variacional viene dada por:
Encontrar una u £ Ho(ty  tal que
Vu £ //¿ (íl), fn V u V v  = f n f v  (4.35)
o en forma compacta:
Encontrar una u £ Hi(f l )  tal que
Vu£t f¿( f t ) ,  a(u,v)  =  ( / ,v)  (4.36)
La discretización por elementos espectrales procede a dividir el dominio 
Q en elementos S7*.
=  =]ak,a'k[x ]h,Vk[ (4 -37)
Definimos P$(Q)  como
P$(Sl) =  { $  e  I 2(íí),$ |n fc € Paí(íí*)} (4.38)
donde (D) denota el espacio de todos los polinomios de grado menor 
o igual que N.
Definimos
X h =  H 10( ñ ) f ) P « ( n )  (4.39)
El problema discreto consiste ahora en :
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Encontrar una uh E Xh tal que
Vvh E X h, a(uh,vh) = ( f , v h) (4.40)
Utilizando una transformación geométrica al elemento de referencia 
] — 1,1 [x] — 1,1[, y una doble cuadratura de Gauss-Lobato-Legendre se 
obtiene:
Vi;* G X h,
E L E  =
k = l  p =  0 9 =0
= S  S  ^ 2 ( f Vh ) ( í p , k i  í ,q,k)Pp,kPq,k (4*41)
k = 1 p=0 q= 0
donde son los puntos de Gauss-Lobato en el elemento de
referencia
Vi, Vfc, £•,*. =  ak +  -  «i) (4-42)
Vi, V*. =  4* +  ^ ( * 4  -  &*) (4-43)
Utilizando interpolantes Gauss-Lobato-Lagrangianos obtenidos por pro­
ducto tensorial de los interpolantes unidimensionales, se obtiene un 
sistema de ecuaciones lineal.
Es posible obtener estimadores de error del tipo
||u -  «1*11, <  C N '- °  IMI, +  N'->  ll/ll, (4.44)
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4.3 Elem entos espectrales no conformes 
Espacios mortar
Vamos a desarrollar no conformidades de tipo geométrico con vistas 
a la mayor flexibilidad del método. En la formulación conforme, se 
supone que los elementos espectrales se construyen satisfaciendo las 
condiciones:
K
ü  = U ü k (4.45)
k=l
y la intersección entre dos elementos adyacentes es un lado entero de 
ambos o un vértice.
Si eliminamos la segunda condición la aproximación dejará de ser con­
forme, teniendo una nueva fuente de error (error de consistencia). En 
este caso el espacio de aproximación Xh ya no es un subespacio del Hq. 
En [Ma 89] se presenta una técnica no conforme en 1a. cual los errores 
de consistencia son del mismo orden que los de aproximación.
Veamos la discretización geométrica, antes de introducir el espacio de 
aproximación Xh- El dominio se divide en K  subdominios rectangu­
lares, siendo sus lados paralelos a los ejes coordenados. Para cada fc, 
los lados se denotan por
Tk'1, 1= 1 , . . . , 4  (4.46)
con
4
dük = |J rw
i=i
Introducimos ahora el conjunto de los ”m ortar” 7 P donde
Y  =  i n t ( W r ) W )
syP = int \p,k n  dfl j
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La intersección de las clausuras de los mortar es el conjunto de vértices 
i?, compuesto por los elementos:
^ g _ y ñ p |y r  (4.48)
donde q es una numeración arbitraria de todos los pares (m ,n) para 
los cuales y™ f) 7 " es no vacía.
Se define el esqueleto del sistema mortar como
M  K
s  =  U  7 P =  (J  díl (4 .4 9 )
p = 1 fc= i
Para definir el espacio no conforme Xh se introduce espacio mortar
Wh =  {í> 6  C°(S)  /  ($ )hp e  flv(7 p) y í ’ian =  o} (4.50)
El espacio no-conforme Xh se toma como
=  j u  G L 2(íl) /  V|n* 6  P n Í ^ )  y 3$ £ W h que cumple a* y  b* j
(4.51)
siendo a*  (condición de vértice)
=  W q d e ü k (4.52)
y siendo b* (condición L 2)
Vtf 6  PN- 2{r M), /7*.i(w|n* “ * ) *  =  0  (4-53)
donde h representa el parámetro de la discretización.
El esquema basado en la definición de Xh es óptimo en el sentido de 
que el error de consistencia se mantiene pequeño por la combinación de 
la condición L 2 y la condición de vértice. La condición L 2 asegura que
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el salto entre funciones es pequeño en el interior de los contornos inter­
nos, mientras que la condición de vértice asegura la continuidad en los 
puntos en los que la derivada normal tiene más de un sentido.[BMP 90]
Los espacios Wh y Xh tienen bases simples que dan eficiencia a los 
algoritmos de descomposición del dominio.
Para el espacio Wh escribiremos:
v  =
3=0
Para el espacio Xh se tiene:
> *  =  Z  E  v^ ( x )h',
i=o j =o
Vfc 6 {1,...,A'}
La aproximación de ^  es:
=  ¿  ^ ~ 2(s)
,= 1
donde
Vge ,»-*(*) = ( - 1) » - . ^  « e ] - i , i [
(4.57)
Para calcular la proyección se utiliza una cuadratura de Gauss-Lobato 
de N  + 1  puntos en los lados y en los segmentos mortar. Así tendremos:
V i , j e { i , . . . , N - 1 } 2
(4.56)
(4.54)
(y) (4.55)
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Jrk t vV -  Ba =  ( - i ) " - ‘L - I ( - £ *  ( ^ « « i  (4.58)
/rM«  = E Í V ^
p t¡ Vi 2 ( |p*,i| (^ J ) |rw|
_  í si So =  o
\  ^ V ^ ^ W p n Sn j  S i  So +  |7 P | =  | r w |
Teniendo en cuenta las expresiones anteriores que evalúan la condición 
L2 se llega a:
=  (4-6°)j=i p j=o
Denotamos por
con lo cual
Q =  B l P  (4.61)
( V \ü , in te r io r  1 = í V] 0_  1 =  / ^ i n t e r i o r  V ¿ » V<?
I Vfc /  \  0 <2 J \  <D(^) , *J V p , j  =  l , . . . , N
(4.62)
u =  <2V  (4.63)
Vp /  7 P C interfase
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C apítulo 5
A plicación de los m étodos  
espectrales a la ecuación de 
convección- difusión
El objetivo de este apartado es doble:
— Por una parte, presentar la formulación de los métodos espectrales 
para la ecuación de convección-difusión (métodos de colocación y 
elementos espectrales);
— Por otra, estudiar qué limitaciones tienen en su aplicación, así 
como qué estrategias permiten la aceleración de la convergencia 
del método.
En lugar de abordar el problema general planteado en la modelización 
(ver capítulo 1 ), se parte de un problema más simple:
-DA<j) -|- = 6(x -  x0)(y -  y0)
<t> =  0
en
en
en
(0,1) x (0,1)
1  =  0 , y =  1 , y =  0
X  =  1
(5.1)
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Considaremos los ejes y la dirección de la velocidad según se muestran 
en la figura 3.1. Igualmente distinguiremos las zonas que se indican en 
la figura 3.1
Comenzamos con un estudio unidimensional del problema a partir del 
cual deducir estrategias de aceleración de la convergencia del método 
adecuadas al problema.
5.1 Ecuación de convección-difusión uni­
dim ensional
5.1.1 M étodo de colocación
Consideramos la ecuación
= f ( x ) z € ] 0 , l [  
ó -■ 0 x =  0 (5.2)
=  0 1 = 1dx
La discretización de la ecuación utilizando una técnica de colocación 
pseudoespectral conduce al sistema de ecuaciones
N d2hi(x)
dx^n - 0
N
+
dhi(x)
0 dx = /(*,■) (5-3)
1 <  j  < N  -  1
que junto con las dos ecuaciones que provienen de la discretización de 
las condiciones de contorno, produce un sistema de N -fl ecuaciones 
con N + l incógnitas, siendo h{(x) (¿ =  0 . . .  ,7V) las funciones de forma 
asociadas a 1a. discretización espectral.
Para el caso en que f ( x )  =  6(x — #o), el término 6(x — £o)|Xj> carece 
de sentido.
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Para dar sentido al método, utilizaremos el hecho de que el método de 
colocación es equivalente a un método variacional en un sólo dominio, 
en el que se utilicen para la discretización fórmulas de cuadratura de 
Gauss-Lobato [BM 89].
Sea
una base de funciones de interpolación sobre una rejilla de puntos
{*<}£o
siendo éstos, los ceros de la derivada del polinomio de Chebyshev de 
grado N  , a los que añadimos los extremos del intervalo [—1 , 1 ]. Con­
sideramos la ecuación
- D g  +  v f x = S ( x - x o )  I  e  /  =] -  1 , 1 [
<f> =  0  x =  — 1
=  0 X =  1dx
(5.4)
Multiplicando por ip, e integrando:
Eligiendo <p = con i =  1 , . . . ,  N  — 1
obtenemos el sistema
(5.5)
y utilizando fórmulas de cuadratura de Gauss-Lobato:
d(j),
^  <P<t>(x)
A:=0
+  ^ 2 ^  ~ 3  h i ( x ) P k
k= 0 Xk
(5.6)
<P<¡>(x)
D ~ d ^ Pi
dó(x)
+  v J íy ± Pí dx =  h i ( x  o ) =
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{ O si x0 ^  X{ 
1 si X q =  X i
1 < i < N  -  1
R esultados numéricos
Se considera la función de Green del problema G(x , £), que para el caso 
unidimensional es conocida y viene dada por:
í ¿ (eé(*-<») -  e-»í») i < C o  
1 v 0  “  e"BÍ0) x > Co 
donde es el punto donde se localiza 1a. fuga, y k el valor de la misma. 
En la figura 5.1 comparamos la función de Green, con la solución 
obtenida de la resolución de la ecuación con las siguientes condiciones:
— v =  2.6e — 3
— D =  0.15e — 4
— k = 2 y la fuga localizada e m  =  0.5
— El dominio es el intervalo [0,1]
— Se trabaja con 100 puntos.
C onclusiones
El método de colocación produce soluciones numéricas oscilatorias en 
un entorno de la fuga. La razón de este comportamiento oscilatorio 
hay que buscarla en el fenómeno de Gibbs [GO 77,CHQZ 8 8 ].
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Figura 5.1: Comparación Green-Colocación
Es posible reducir el intervalo de oscilación de la solución, pero a costa 
de aumentar el grado del polinomio interpolador, ocurriendo esto, para 
grados de polinomio superiores a 150.
5.1.2 E lem entos espectra les
Partiendo de 1a. formulación variacional (para el caso unidimensional) 
que hemos indicado en 2.13. Tomamos Vh como espacio de aproxi­
mación, siendo
siendo
ne/em
n =  y  n*
k=1
un mallado de elementos espectrales.
Por tanto el problema es encontrar una <¡>h G Vh tal que para toda 
<ph G Vh se cumpla:
+  <5 ' 9 »Ufc U/t
Trabajando sobre una malla regular, vuelven a darse soluciones oscila­
torias, teniendo que aumentar el grado del polinomio de interpolación 
sobre cada elemento de manera considerable, para obtener soluciones 
precisas y no oscilatorias.
Es posible desarrollar una estrategia de adaptación de la malla y del 
grado de interpolación que acelere la convergencia del método.
El procedimiento, consiste en la localización del fuerte gradiente de 
la solución para realizar una partición no uniforme del dominio, reco­
giendo en un elemento espectral de alto orden, la fuerte variación de la 
función.
Para este fin, se procede a eliminar el término fuente de la ecuación e 
imponer una condición de tipo Dirichlet en el punto donde se localiza 
la fuga puntual.
Se considera la ecuación
í ~ D &  +  v f x =Q x €]0 ,Co[
< (j) =  0 x  =  0 (5.10)
(¡) =  <j)j x =  ío
siendo fo el punto donde se encuentra la fuga, y </>f el valor desconocido 
de 1a. concentración en ese punto.
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Resolviendo 1a. ecuación 5.10 se tiene
¿  =  T r a r - r ( e* ' - 1 ) (5-u )
Encontraremos el intervalo de fuerte variación de la función, calculando 
el x en el que <¡> — £</>/, siendo e una constante suficientemente pequeña. 
Operando en 5.11 obtenemos la longitud de este intervalo:
h = — |lne| (5.12)
V
De esta manera, un modo conveniente de particionar el dominio sería, 
en tres elementos:
[0, (o — h]] [Co — h, Co]; [Co, 1]
En el primer y tercer elemento, la solución no sufre variaciones apre- 
ciables por lo que podemos aproximar la solución con un elemento 
espectral de bajo orden, mientras que en el segundo se utilizará una 
aproximación de alto orden (microelemento de alto orden).
R esultados numéricos
En la figura 5.2 se establece la comparación entre la función de Green
y la solución por elementos espectrales, con las condiciones señaladas
anteriormente y con partición del dominio en tres elementos, siendo 
£o =  0.5, h — 0.05 utilizando grado polinomial 5 en el primer y tercer 
elemento y grado 2 0  en el microelemento de fuga de alto orden.
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Figura 5.2: Comparación Green-Métodos espectrales 
Conclusiones
El método de los elementos espectrales suministra soluciones no oscila­
torias sobre mallas regulares con tamaños de problema discreto relati­
vamente grandes.
Para acelerar la convergencia, es preciso desarrollar una estrategia de 
adaptación de la malla y del orden de interpolación sobre cada ele­
mento, como se ha indicado anteriormente.
5.2 Ecuación de convección-difusión bi- 
dim ensional
Sea la ecuación considerada al principio:
55
-DA<f> +  ü§* =  S(x Xg}(y 3/0 ) en ( 0 , l ) x ( 0 , l )
< <j) = O en x = 0, y = l, y = 0
§£ =  O en 1  =  1
(5.13)
Cuando el término convectivo es preponderante frente al difusivo, se 
producen fuertes gradientes alrededor de toda 1a. línea de corriente que 
pasa por la fuga, a diferencia del caso unidimensional, donde 1a. singu­
laridad se localizaba en un sólo punto.
5.2.1 M étodo de colocación
La formulación del método, siguiendo el caso unidimensional, será:
d(f)
- D A ^ X i . y ^ p i j  +  u — <f> (a;,-, yj)pi j  =  M ^chí/o) =
í 0  si {x0,y0) ±
\ l  si (x0,y0) = {xi,yi)
1 <  i < N  -  1 1 < j  < M  -  1
siendo />tJ los pesos de la cuadratura de Gauss-Lobato.
Si para el caso unidimensional, un método de colocación pseudoespec- 
tral tiene las limitaciones ya señaladas (soluciones oscilatorias), en el 
caso bidimensional, éstas vuelven a presentarse (ver figura 5.3). Las 
condiciones de la resolución mostrada en la figura 5.3, son:
— Dominio [0,2] x [0,2]
-  v = 3.75e -  3
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Figura 5.3: Método de colocación bidimensional
— Malla de 15 x 15
— Fuga localizada en el punto (1,1)
— Caudal de escape 8.33e — 6
5.2.2 E lem en tos espectra les
La formulación es una generalización inmediata del caso unidimen­
sional. En caso de que se trabaje con mallas regulares es necesario 
resolver problemas de tamaño considerable para obtener soluciones pre­
cisas. Por tanto interesa saber si es posible generalizar la estrategia de 
mallas irregulares y distinto orden de interpolación, que se ha utilizado 
para el caso unidimensional
Del estudio físico-matemático de la ecuación, se deduce que una gene­
ralización de la estrategia anterior, pasaría por:
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1. Trabajar con, a.1 menos 4 microelementos espectrales de alto orden 
en las dos direcciones, alrededor de la fuga, a lo que hay que 
añadir, al menos, dos elementos de alto orden en una dirección (la 
perpendicular a la trayectoria).
2. El resto de la malla, puede ser conforme o no conforme, con vistas 
a reducir el tamaño de los problemas los elementos de ésta, y 
deben ser de bajo orden.
Esta estrategia, tiene dos limitaciones:
1. En el caso unidimensional se comprueba, que la bondad de la 
solución sobre mallas irregulares, depende de la determinación del 
tamaño del microelemento. Para el caso que nos ocupa no es fácil 
determinar este tamaño.
2. El hecho de que haya que trabajar con cuatro elementos de alto 
orden en las dos direcciones, impide una reducción drástica del 
número de grados de libertad ( hay que tener en cuenta que el 
orden de las exponenciales a aproximar en los microelementos de 
fuga es ¿ ) .
NOTA
Cuando el término difusivo es del mismo orden que el convectivo, la es­
trategia indicada acelera la convergencia del método, pues en ese caso, 
al estar los fuertes gradientes únicamente localizados en torno a la fuga, 
y ser la solución más suave, es posible obviar los problemas indicados. 
De igual manera, una estrategia de mallas irregulares ( conformes o 
no conformes ) es muy adecuada para casos como el descrito por Wait
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[WM 85], en el que la presencia de fuertes gradientes en la solución 
de la ecuación es debida a las condiciones de contorno y no el término 
fuente.( Ver [BMP 90] donde se tra ta  un problema de Laplace con sin­
gularidades debidas a condiciones de contorno a partir de una malla de 
elementos con no conformidades de tipo geométrico).
C onclusiones
En el caso más general, con término fuente una delta de Dirac y prepon­
derancia del término convectivo sobre el difusivo, la estrategia señalada 
tiene serias limitaciones, en cuanto a la aceleración de la convergencia 
del método.
5.2.3 A lternativas 
S im etrización  del o p e rad o r
Una primera alternativa, se basa en la modificación de las funciones de 
peso del problema discreto, de manera que el operador resulte autoad- 
junto. [Sa. 90]
Si en la formulación débil
f  DV(¡> V <p +  f  vV<j>(f = f  gip (5-14)
Jn Jn Jn
hacemos <p = fipi, operando queda:
í  (DV<¡> V<pif +  DV<¡> Vftp i  -I- vV</>f(pi) = f  g y i f  (5.15) 
J n Jn
Se tiene:
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í  V ^ { D V / +  v / ) ^ +  í  DV(f>Vipif =  í  g y xf  (5.16) 
Jn Jn Jn
Elijamos f de manera que
{ £ V /  +  ü /}  =  0 (5.17)
Para el caso unidimensional, al resolver la ecuación diferencial se ob­
tiene /  =  Ke~%x.
Así, eligiendo /  de la manera indicada y como funciones de peso <¿> = 
( f i f  donde son las funciones de interpolación, conseguimos simetrizar 
el operador, quedando:
í  DV<j>V(pxf  =  í  g y xf  (5.18)
Jn Jn
Para el caso bidimensional se elige /  =  K e ¡>x vy. En [Sa 90] , se 
deduce la formulación SUPG de elementos finitos para la ecuación de 
convección-difusión. Esta formulación es funcionalmente no conforme, 
y es equivalente a una formulación conforme en la que a 1a. ecuación se 
ha incorporado el término de error de la discretización [HE 90,HE 80, 
HB 82,HMM 8 6 ].
Es posible aplicar para la formulación de elementos espectrales la técnica 
de simetrización del operador descrita, pero es necesario estudiar una 
aproximación eficaz de las funciones de peso, similar a la formulación 
SUPG. Esto es una cuestión a desarrollar en el futuro.
M odificación de los elem entos espectrales
Una segunda alternativa consiste en producir una malla acoplada y 
conforme de elementos espectrales estándar y elementos espectrales mo­
dificados, capaces éstos de reproducir la solución en las zonas de fuerte
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gradiente, mientras que el resto de elementos reproducen la solución en 
las zonas de variación suave de la misma.
Esta es la estrategia que se ha adoptado y que se desarrolla en el si­
guiente capítulo.
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C apítulo 6 
E lem entos espectrales  
m odificados
El algoritmo que desarrollamos a continuación tiene como objetivo re­
solver el problema
-DA(f)  +  u |*  =  S(x -  X 0 ) ( y  -  Vo) en (0,1) x (0,1)
< <¡> = 0 en i  =  0 , y =  1 , y =  0
“  0  en x = 1
(6 .
con n constante.
Para la resolución de la ecuación completa, en una geometría arbi­
traria, y con velocidad función de punto, es necesario hacer una serie 
de adaptaciones que desarrollaremos posteriormente.
Con este fin:
1. Comenzamos con la formulación de los elementos espectrales mo­
dificados y estudiamos las funciones de forma y la conformidad 
entre elementos.
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2 . Se sigue con las técnicas de cuadratura numérica adaptadas al 
problema.
3. Continuamos con la formulación de una malla acoplada y conforme 
con elementos estándar.
4. Se finaliza con la extensión del algoritmo al caso general.
6.1 E lem entos fuga y  trayectoria, con­
formidad y funciones de forma
6.1.1 E lem ento trayectoria
Del estudio físico-matemático se conoce, que en la zona postfuga hay 
una variación suave en la dirección de la trayectoria y paralelas, mien­
tras que en la dirección perpendicular a la trayectoria se producen
fuertes gradientes que se pueden representar por exponenciales, que 
tienen un rango de variación en función de la velocidad y de la distan­
cia a la fuga.
Llamamos dirección x, a la dirección de la trayectoria, y dirección y, a 
la perpendicular a la misma.
Sea
{ í í MJSLo (6-2)
una base de polinomios ortogonales.
Sea
{ < * - '%  (6-3)
una familia de exponenciales, siendo I  un conjunto finito de índices, 
subconjunto de R.
Se toma en la dirección y la siguiente base:
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{e.'<»-1)}i£ íU { ¿ ,'(! /)} L  (6-4)
con y e  [ - 1 , 1 ].
Se toma en la dirección x la siguiente base:
{£<(*)}£» (6-5)
con x € [—1 , 1 ].
Se construye el elemento trayectoria inferior, como un elemento cuadrado 
que tiene como funciones de interpolación el producto tensorial de la 
bases en ambas direcciones, y que tiene como nodos de interpolación 
los resultantes del producto cartesiano de los nodos en cada dirección.
El elemento de trayectoria superior se construye de idéntica manera, 
cambiando » Por
Por construcción, este elemento es capaz de representar exponenciales 
en la dirección y.
La elección del número de exponenciales, así como del orden de las 
mismas, se realiza a partir del estudio numérico de las series que hemos 
desarrollado en el capítulo dedicado al estudio físico-matemático de la 
ecuación, y será detallado en el capítulo de implementación del método.
6.1.2 Elem ento de fuga
Del estudio físico-matemático se deduce que en la zona a contracorriente 
la solución se puede ajustar por una exponencial, de orden
Consideramos las dos familias de exponenciales y polinomios ortogo­
nales del apartado anterior.
Se toma en la dirección y la siguiente base:
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{e‘(»-1,} i€; U { ¿ , (>/)},"o
con y £ [ - 1 , 1 ].
Se toma en la dirección x  la siguiente base:
(6.6)
(6-7)
con x £ [—1 , 1 ].
Se construye el elemento fuga inferior, como el elemento cuadrado que 
tiene como funciones de interpolación el producto tensorial de las bases 
en ambas direcciones, y que tiene como nodos de interpolación los re­
sultantes del producto cartesiano de los nodos en cada dirección.
El elemento de fuga superior se construye de idéntica manera, cam­
biando {eí^ _1 }^ e/ > Por {et(-y-1)}
6.1.3 Estudio de la conform idad entre elem entos
A partir de transformaciones geométricas lineales, se define una malla 
de elementos reales alrededor de la fuga, partiendo de los elementos de 
fuga y trayectoria de referencia definidos anteriormente.
Veamos la continuidad C° entre elementos de fuga y trayectoria:
Supongamos los elementos del tipo fuga y trayectoria que son contiguos 
(ver figura 3.1). Supongamos que en la base se utiliza una exponencial, 
lo cual no resta generalidad a la prueba.
Sean G [—1,1] X [—1,1], las coordenadas en el elemento de refer­
encia, y (a:, y), las coordenadas en el elemento real.
Sean y <f>n  una combinación lineal cualquiera de funciones de la base 
del elemento I  y I I  respectivamente. Sobre el elemento de referencia
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( f , 77) consideramos las restricciones de 3>7 y de 3>77 a su frontera común; 
entonces tendremos:
$ 1 (=i M  =  P n M  +  Aoe*”- »  (6.8)
$ I I (?) = Qs(n) + (6.9)
Supongamos que, sobre los nodos de la frontera común, la restricción de 
$ 7 coincide con la resticción de $ 77(condición de compatibilidad entre 
elementos contiguos). Entonces tendremos
$ í í  c=-i -  $ í  ( = 1  ^  =  0 (6,1°)
donde 77* representa los nodos de la frontera común, con k =  0 , 1 , 2 , . . . ,  TV-f-
1 .
Esta condición conduce a un sistema homogéneo de ecuaciones lineales 
cuyo determinante es distinto de cero, por lo que P¡y =  Qn  Y ^ 0  =  B Q
Supongamos ahora dos elementos de trayectoria contiguos.
Las restricciones de las funciones a la frontera común son polinomios 
de grado TV, e imponiendo que coincidan en los TV +  1 puntos de la 
frontera se llega, a que deben coincidir en toda ella.
Con lo cual se tiene la conformidad entre elementos trayectoria.
Procediendo de manera análoga se prueba la conformidad entre ele­
mentos fuga contiguos.
6.1.4 O btención de las funciones de forma
Con vistas a efectuar una aproximación nodal, se debe obtener la ex­
presión de las funciones de forma de los distintos elementos de referen­
cia.
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Se considera la aproximación no nodal:
n elem
$(C,v) = E  a¡íHC,>?) (611)
1 =  1
y la aproximación nodal
n elem
m v ) =  E  (6 .1 2 )
»=i
siendo a t los coeficientes de la aproximación, <}>{(,,r¡) las funciones re­
sultantes del producto tensorial de las bases en las dos direcciones, y 
N i ( ( ,  7]) las funciones de forma de la aproximación. Teniendo en cuenta 
que la expresión de $(£, //) es única, se obtiene:
[W.-(C> T))]T = [<MC, t?)]T[<MC, v) j \  1 (6-13)
6.2 Fórmulas de cuadratura
Al discretizar la ecuación, se obtiene que la entrada ( i , j )  de la matriz 
de cada elemento í)e es de la forma:
n  f  dH k dHt ^  dH k dHt ^  f  d Hk u  
Jn> dx dx d y d y  “  dx  k  ^ *
siendo H{ las funciones de forma, que se obtienen como hemos indicado 
anteriormente, o también como producto tensorial de las funciones de 
forma asociadas a las bases en cada dirección.
Pongamos
= m W M  (6.15)
donde -/V,(£) y M j ( 7/) indican las funciones de forma en cada dirección.
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Si expresamos
(6.16)
Mj(rj) =  [6j]T[¥>¿] (6.17)
y se supone que utilizamos transformaciones lineales de geometría, la 
integral 6.14 únicamente se Ve afectada por una constante al trabajar 
en el elemento de referencia (CrV)-
Así pues
d H ‘ m ‘ (6.18)
- L h *
ne dx dx
(« i  -
Fórmulas análogas se deducen para el resto de los términos de la in­
tegral, de lo que se deduce que es necesario construir fórmulas de 
cuadratura para las funciones resultantes de los productos de las fun­
ciones de las bases unidimensionales, del estilo de <fj<Pk-
Para el elemento de trayectoria, en la dirección x  hemos elegido como 
base
(6.19)
con x G [—1,1], por tanto utilizaremos fórmulas de Gauss-Lobato para 
polinomios [DR 85,TD 81].
Puesto que en la dirección y utilizamos una base mixta de polinomios 
y exponenciales, al igual que para el elemento de fuga, la posibilidad de
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utilizar fórmulas de cuadratura de Gauss para polinomios no es viable, 
ya que el error asociado a la integración de exponenciales se multiplica 
por un factor del orden de , siendo a el orden de la exponencial
a aproximar y n el orden de la aproximación polinomial, por lo que es 
necesario un excesivo número de puntos de integración.
Veamos qué estrategias pueden ser adecuadas para integrar funciones 
obtenidas como productos de bases del tipo
{!,(*/)}" o (6 .2 0 )
Vamos a considerar básicamente dos:
1 . Sea p el número de funciones a integrar. Planteemos el problema 
del cálculo de los pesos asociados a una fórmula de Gauss:
Se considera una combinación lineal arbitraria de las p funciones 
fi(z): Sea
f ( z )  = ’£ a if i(z) (6 .2 1 )
t =  l
Entonces, si suponemos elegidos p puntos de cuadratura, uti­
lizando la igualdad,
í  f ( Z )  =  ^ W r f ( z r )  (6.22)
r=l
operando e identificando coeficientes, obtenemos el siguiente sis­
tema de ecuaciones lineal, con p ecuaciones y p incógnitas
í  f i ( z ) =  w r f i ( z r) (6-23)
-7 ' 1 r = l
con i = 1 , 2 , . . . ,p
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En cambio, si se dejan los puntos libres, al igual que los pesos, y 
se supone p par, se obtiene un sistema no lineal con p incógnitas 
y p ecuaciones.
r l  p / 2
I M Z) =  IZ  Wrfi(Zr) (6.24)
J ~ *  r = l
con i =  1 , 2 , . . .  ,p
Se tiene pues, que se necesitan p pesos para integrar p funciones, 
en caso de que los puntos hayan sido elegidos de antemano, y p/2 
pesos más p/2  puntos para el caso no lineal.
En los casos prácticos, el tipo de sistema no lineal que aparece 
es de difícil resolución, incluso en los casos más sencillos, por lo 
que normalmente es preferible trabajar con los resultados del caso 
lineal, en los que se elige una malla de puntos que suministre 
sistemas no singulares computacionalmente.
2. La segunda estrategia consiste en particionar el dominio de inte­
gración [—1 , 1] en varios subdominios, de forma que en cada uno
de ellos podamos aplicar fórmulas de cuadratura para polinomios.
Para ello debemos tener un control sobre el error introducido en 
la integración de la aproximación polinomial a las exponenciales. 
Supongamos una función f (Q  definida sobre [—1 , 1 ]. Particione- 
mos el dominio en subdominios de igual longitud h. El subinter- 
valo i-ésimo vendrá dado por
[ - l  +  i ¿ , - l  +  (i +  l)fc] (6.25)
Transformemos este subintervalo a
C £ [—1 “I- ih, —1 (i -f- l)/i] — * x G [—1? 1] (6.26)
siendo
X =  - 1  +  Í (C  +  1 -  i h )  (6.27)ti
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asi
n—1r  1 « z »  r - l + E i ' + l F / i
/ . / ( ( W - E / . „ „  / « w -
t= 0  1 z z
+  (6.28)
donde 7?g- representa el número de puntos de Gauss. Veamos como 
se puede elegir n^, en función de h y del máximo orden de las ex­
ponenciales para mantener el error acotado.
Si se supone que el orden de la exponencial a integrar en el in­
tervalo dado por 6.25 es ó, al realizar el cambio a [—1 , 1 ], éste se 
reduce a
Desarrollando por Taylor la exponencial, se obtiene como cota del 
residuo
¿n + l/p i+ 1
| ñ n + l 1  -  (n +  1 )| (6-29)
de manera que fijados ñ, R n+i y bmax obtendremos n y con éste, 
n G.
Este algoritmo puede mejorarse tomando un particionamiento en 
subintervalos de distinta longitud. Para ello se toma la exponen­
cial a integrar e6fc(x-1l y se calcula el intervalo de fuerte crecimiento 
hk. Tomamos e*, un número suficientemente pequeño. Tomando 
logaritmos, se llega a determinar el valor de x para el cual la ex­
ponencial es menor o igual al valor e¿,
xk = ^  +  1 (6.30)
bk
Particionando el dominio en intervalos de desigual amplitud, y 
procediendo de manera análoga al caso anterior en lo que concierne 
al cálculo de puntos de integración, se consigue reducir el número
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total de éstos, de manera que si p es el número de funciones a 
integrar, entonces el número requerido se sitúa entre |  y p.
6.3 Acoplam iento con elem entos están­
dar
Los elementos fuga y trayectoria descritos juegan un papel en las zonas 
de fuerte gradiente, pero en las zonas donde la solución es suave, es 
preferible trabajar con elementos espectrales estándar o con elementos 
finitos estándar, según convenga. Para ello es necesario acoplar unos 
elementos con otros.
6.3.1 Coupling elem entos trayectoria-elem entos es­
tándar
1. Teniendo en cuenta que las combinaciones lineales de las funciones 
de forma, de la base para el elemento de trayectoria, restringidas 
a la frontera superior con N  + l puntos, son polinomios de grado 
TV, es inmediato que el elemento trayectoria es conforme con el 
elemento espectral del mismo orden.
2. No siempre interesa mantener el orden del polinomio.
Si consideramos una malla Mi  más gruesa sobre el elemento es­
tándar que la existente sobre el elemento trayectoria, M2 , e im­
ponemos la condición
vr\y (x) = f s |7 ( i)  (6.31)
para todo x E M 2 , siendo la solución sobre el elemento
estándar restringida a la frontera común, y v t \  ^(#) la restricción
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del elemento trayectoria, entonces la continuidad es inmediata, 
pues si
P n ( x ) =  cíq +  a ,\x  +  a 2x 2 +  . . .  +  a j ^ x N
Qm (x ) =  b0 -f 6 1 a: +  b2x 2 +  -f bMx M
con M  < N ,  entonces al imponer Pn (x ) — Qm (x ) =  0  sobre M 2 
tendremos un sistema lineal homogéneo cuyo determinante es el 
determinante de Vandermonde
X\
x 2
r 2XN rNXN
7^0 (6.32)
1 Xn
por lo que la única solución es la trivial y consecuentemente a,- =  
b{ \ < i < M  y  am+1 =  flM+ 2  =  . . .  =  ajv =  0 
Así el elemento traj^ectoria es conforme con el elemento espectral 
o finito de menor orden, siempre que se imponga la igualdad entre 
las funciones en 1a. frontera común, sobre la rejilla más fina.
En caso de que las condiciones en la frontera se impongan sobre 
la rejilla más gruesa, se pierde conformidad, siendo conveniente 
en este caso formular las condiciones de acoplamiento de tipo in­
tegral, es decir, si llamamos 'yTS la interfa.ce entre el elemento de 
trayectoria y el estándar, N t  y Ns  son los grados de los polinomios 
en trayectoria y estándar respectivamente, y P('yTS) representa el 
conjunto de los polinomios de grado menor o igual que Ns — 2  
sobre 7 T5, entonces la condición de acoplamiento integral consiste 
en imponer las dos siguientes condiciones:
(i)
la solución v coincide en los ex trem os de 7 T S (6.33)
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(ii)
/ , ts( » t |7 - i;s |7) $  =  0, W > e P (7 r s ) (6.34)
NOTA
En caso de que en la formulación integral P( 7 T5) represente el 
conjunto de los polinomios de grado menor o igual a N t — 2 , (o 
sea, se imponga la condición más restrictiva) se obtiene de nuevo 
una formulación conforme, ya que desarrollando se llega a que el 
valor de la función se determina según la rejilla de más puntos, 
por lo que estamos en el caso anterior.
3. Finalmente es posible establecer una no conformidad geométrica 
(o simultáneamente geométrica y de grado ), utilizando la formu­
lación integral junto con los elementos mortar.
La elección de una u otra formulación depende de factores como la 
suavidad de la solución, fuera de la zona de fuertes gradientes, la sen­
cillez de la implementación de uno u otro procedimiento, o el tamaño 
del problema discreto.
Para las condiciones del problema planteado al inicio, la estrategia de 
utilizar mallas conformes con elementos espectrales o finitos de menor 
orden permite:
1. Una buena representación de la solución
2 . Sencillez en la implementación
3. Tamaño reducido del problema.
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6.3.2 Coupling elem entos fuga-elem entos están­
dar
1. Teniendo en cuenta que la restricción a la frontera superior del 
elemento fuga, es un polinomio de grado N  más una exponencial, 
es posible hacer un acoplamiento conforme entre el elemento de 
fuga y un elemento estándar espectral o finito con las siguientes 
condiciones:
(i) el orden del elemento estándar debe de ser menor o igual que 
N  (N  representa el grado del polinomio del elemento de fuga en 
la frontera).
(ii) la función solución en la frontera queda determinada por su 
valor en los N  +  2 puntos de la rejilla más fina, o sea, se debe de 
cumplir
u f |7 (z) =  t>s|7 (*) (6.35)
para todo x de la rejilla de N  -f 2 puntos.
Si se imponen estas condiciones, sea vp\^ (x) =  P/v +  ec^ x-1l y sea 
(s) =  R-Nx con < N.
Si imponemos
PN{x) +  E e c<*-V = R N1\X¡ (i = l , 2 , . . . , N  + 2) (6.36)
donde x,- son los puntos de la rejilla más fina, se tendrá un sis­
tema homogéneo de N  -f 2  ecuaciones con N  +  2 incógnitas cuyo 
determinante
Xi
x 2
1 Xw+2 x
x \  . , . .  x f e c(ar! — 1)
x \ e c(x 2-1)
,2
N +  2 * ' rN ■ • * ^ + 2
e c(xW+2- l )
7 ¿ 0 (6.37)
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por lo que la solución será la trivial y por tanto Pn(x) =  Rpíl(x)
y E  = 0.
Con un argumento similar es posible acoplar el elemento de fuga 
con un elemento estándar sobre la frontera izquierda
2. La introducción de no conformidades geométricas o de grado no 
parece que sea lo más conveniente, pues en estos casos el carácter 
no polinómico de la base del elemento de fuga supone complica­
ciones teóricas y prácticas. En caso de querer trabajar con una 
malla no conforme, es conveniente rodear los elementos fuga de 
una malla conforme de elementos estándar, para proceder poste­
riormente a un coupling con una malla no conforme.
6.4 Aplicación del algoritm o al caso gen­
eral
Vamos a considerar qué modificaciones son necesarias realizar cuando 
tenemos la ecuación completa en una geometría arbitraria y con veloci­
dad función del punto, o sea:
—D A<f) + vS7 <f> =  é(:r — x 0)(y — y0) en O 
< </> = 0 en T0 (6.38)
=  0 en Ti
donde í) es un abierto de R 2, r 0 y Ti forman la frontera de fí, y v 
representa un campo de velocidades conocido.
De cara a aplicar toda la herramienta anteriormente desarrollada es 
necesario realizar una discretización del dominio que haga intervenir 
a los elementos de fuga y trayectoria. Los elementos serán generados 
automáticamente, de forma que la discretización resultante quede adap­
tada a los requerimientos de los elementos anteriormente construidos.
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Así, los elementos trayectoria deben tener una arista sobre la línea de 
trayectoria, y los de fuga un vértice sobre la fuente.
Una técnica de mallado consiste en tomar la rejilla generada a partir 
del trazado de las líneas de corriente y sus ortogonales, siendo necesario 
tomar la línea de trayectoria y la curva ortogonal a ésta, que pasa por 
la fuga, pues de esta forma quedan inmediatamente establecidos los 
elementos fuga y trayectoria.
La malla resultante contiene elementos cuyos contornos no son linea­
les, por lo que es necesario realizar una transformación geométrica cuyo 
Jacobiano no será constante. Esta transformación de elemento real a 
elemento de referencia, se realiza utilizando una base de polinomios de 
Legendre; para la interpolación geométrica se utilizan nodos que no 
coincidirán, en general, con los de la aproximación funcional, siendo 
su número función de la regularidad de los contornos de los elementos. 
Una ventaja del mallador expuesto, es que, al ser las líneas ortogonales, 
los elementos estarán bien condicionados, reduciéndose los errores aso­
ciados a las transformaciones geométricas.
Cuando la variación del campo de velocidades es suave, tras la trans­
formación geométrica se obtiene que el término convectivo queda prác­
ticamente reducido a la componente por lo que todo el estudio 
físico-matemático realizado en los capítulos anteriores, es válido.
Otro aspecto a considerar, es el que hace referencia a la integración 
numérica. Si el campo de velocidades no presenta fuertes gradientes, 
podemos suponer un comportamiento polinomial de bajo orden con lo 
cual habría que añadir puntos de integración para recoger las nuevas 
funciones que aparecen (debidas en parte a la transformación geométrica 
y en parte al campo de velocidades). En caso de que haya zonas de 
fuerte variación es más conveniente proceder con una técnica de parti- 
cionamiento del intervalo de integración, de la manera que se ha descrito
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anteriormente.

C apítulo 7
Im plem entación y  
evaluación del algoritm o
7.1 Acerca de la evaluación del algoritm o
El algoritmo que hemos desarrollado pretende eliminar las limitaciones 
señaladas en la utilización de los métodos espectrales, sustituyendo 
los elementos espectrales de alto orden en una o dos direcciones, por 
elementos, en los que la introducción de las exponenciales adecuadas 
tenga los mismos efectos de aceleración de convergencia que las bases 
polinómicas de alto orden, pero sin pagar el precio de un aumento 
considerable de grados de libertad.
Con vistas a la evaluación del método en su aspecto clave (introducción 
de exponenciales), y en ausencia de soluciones analíticas, incluso para 
geometrías sencillas, se adoptan las dos siguientes estrategias:
— Sea $  1a. solución del problema. Entonces
$  =  +  eA (7.1)
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donde es la solución numérica obtenida y es el error exacto. 
Sustituyendo en la ecuación
i + Ui ^  =  J0 ¿(x -  Xo^ - y°)® W
y operando, se obtiene
f  DVehV<¡> + u í  =
Jn Jn o x
= -  j T d V Í a V Í  -  u +  ^ < S ( *  -  X0)(y -  y0)V (7.3)
Esta es una ecuación de convección-difusión en la que el término 
independiente depende de la solución numérica obtenida. In­
teresa una resolución de la ecuación lo más exacta posible, para 
poder determinar una buena aproximación del error. Para ello, 
se resuelve dicha ecuación numéricamente, modificando la malla 
y el espacio de aproximación, evaluando el término independiente 
a partir del residuo de la resolución anterior.
Para ello, se trabaja:
* Sobre una malla de elementos triangulares no uniforme, adap­
tada al problema a partir de la información obtenida de la 
distribución del residuo.
* Utilizando una base de elementos finitos lineales.
Se toma el valor numérico de e* como valor del error, y en parti­
cular se trabaja con la norma L2 de e^.
NOTA:
Una de las propiedades de la función de Green del problema es 
que tiene una discontinuidad de salto infinito localizado en la fuga
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[TS 72]. Ni el método de los elementos finitos, ni el algoritmo 
que se ha desarrollado están adaptados para representar este he­
cho, por lo que experimentalmente se comprueba que el valor que 
asigna cada método a la solución en la fuga depende de las bases 
de ios espacios de aproximación , siendo distinto en cada caso, 
aunque en el resto de la malla sean coincidentes. Por lo que para 
el cálculo numérico de e^, si se elimina del dominio un pequeño 
entorno de la fuga, se evitan distorsiones en el estudio del error, 
debidas al fenómeno anterior. Por tanto, más que el cálculo del 
error debido al residuo de la ecuación en todo el dominio, lo que 
se calcula es el error debido al residuo en el dominio menos un 
entorno reducido de la fuga, comprobándose experimentalmente 
que el tamaño de éste, es del orden de la dimensión del elemento 
triangular que la contiene.
— La segunda estrategia consiste en comparar la solución aproxi­
mada, con soluciones numéricas suministradas por método de los 
elementos finitos en su versión Galerkin y en su versión SUPG(Streamline 
Upwind Petrov-Galerkin).
Más concretamente, se toma una malla irregular de triángulos; 
consideramos las soluciones numéricas de la ecuación sobre esa 
malla, para los métodos FEM-Galerkin y FEM-SUPG, a las que 
llamamos $<3  y $ pg respectivamente. A la solución que suminis­
tra  el algoritmo de elementos espectrales modificados sobre una 
malla adaptada al problema la llamamos $ e e m \ esta solución se 
interpola sobre los puntos de la malla triangular, con vistas a la 
comparación.
Calculamos los siguientes valores:
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| |$ G  ~  $ E E m \ \ l 2  , ||$ P G  — ® E E M  ||¿2 , | |^ G  ~  ® P g \ \ l 2  (7.4)
||<j>G-<frg p M||72 ||$PG~$EEAdb.2 ||$ p G- $ G||; 2 | |^ G- ^ p G||72
| |^ g IIL2 ’ II^p g II¿2 ’ II^g II¿2 ’ II^gI|L2
(7.5)
que medirán el error absoluto y relativo acumulado, respectiva­
mente, entre las soluciones que se comparan.
7.2 Ejem plo de aplicación
Los datos generales de la implementación son:
— Dominio [0,2] x [0,2]
— v =  3.75e — 3
— Fuga localizada en el (1,1) y con caudal de escape 8.33e — 6
En las figuras 7.1 y 7.2 mostramos una resolución del problema sobre 
una malla de ocho elementos cuyas bases a continuación se detallan:
— Elemento de fuga en dirección x : L0(x), L1 (x), e125(x-1)
— Elemento de fuga en dirección y: Lo(y), L\{y), ^ ( y ) ,  z 4^y~l \ e20(y_1)
— Elemento de trayectoria en dirección x: L0(x)y Li(x),  L 2(x)
— Elemento de trayectoria en dirección y: L0 (y)? -^i(y), -^(y), e !^ y~l \
El total de nodos de la malla es de 81.
En las figuras 7.3 y 7.4 se muestra una resolución del problema sobre 
una malla de ocho elementos cuyas bases a continuación se detallan:
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,20(2/—1)
EEM2E(7 20 125)
1.00 1.17 1.33 1.50 167
.002.00
1.831.63
1 671.67
1.501.50
1.331.33
1.17
0.2
1.001.00
0.830.63
0.670.67
0.500.50
0 3 30.33
0.170.17
0000.00
1.17 1.33
Figura 7.1: Elementos modificados con dos exponenciales
Figura 7.2: Elementos modificados con dos exponenciales
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EEM3D(7 20 30  125)
c.
2.00 2 00
1.83
1.67
1.50
1.33
1.00
0.83
0.67
0.50 0.50
0.33 0.33
0.17 0 17
0.00 0.00
0. 1.00 1.17 1.33 1.50 1.67
Figura 7.3: Elementos modificados con tres exponenciales
-  Elemento de fuga en dirección x : L0(x), L\(x),  e 1 2 5 ( x _ 1 )
-  Elemento de fuga en dirección y: Lo(y), L\(y), e7(y_1\  e20^ y~1\  e30^ -1^
-  Elemento de trayectoria en dirección x: L0(x), L\(x), ¿ 2{x)
-  Elemento de trayectoria en dirección y: Lo(y), Z/i(y), e7 y^_1\ e 2°(y_1), e30(y_
E1 total de nodos de la malla es de 81.
Un aspecto a considerar es el relativo a la elección del orden de las 
/
exponenciales. Esta, se realiza de acuerdo con los resultados obtenidos 
en el capítulo del estudio físico-matemático de la ecuación 3.5.
Las oscilaciones que aparecen en las inmediaciones de la fuga que se 
observan en la fugura 7.1, obedecen a que con la exponencial de 20, 
no se es capaz de ajustar el fuerte gradiente que aquí se tiene. Este 
hecho nos lleva a tomar la tercera exponencial de un orden superior, en 
concreto de 30, apreciándose en este caso, en la figura 7.3 la disminución
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EEM3E ( 7 * 2 ^ 3 0  125)
Figura 7.4: Elementos modificados con tres exponenciales
drástica de dichas oscilaciones.
Para las dos estrategias de evaluación del error indicadas procedamos 
al cálculo del mismo.
— Si se considera la norma del error L2 para la resolución de la 
ecuación sobre una malla no uniforme adaptada al problema con 
488 nodos (944 elementos triangulares lineales), en el dominio in­
dicado, quitándo un recinto cuadrado de lado 0 .1  centrado en la 
fuga se tiene:
* El error L 2 es 1.5640e — 3 para el caso de dos exponenciales
* El error L 2 es 5.0963e — 4 para el caso de tres exponenciales.
En las figuras 7.5 y 7.6 se muestra la distribución del error en 
ambos casos.
Error 2E( 7. 20, 125  ) .
0.00 0 1? 0.33 050  0 67 0 63 1.00 1.17 1.33 1.50 1 67 1.83 2.00¿002.00
1.831.83
1 671.67
1.501.50
1 331.33
1.171.17
1 001.00
0.830.83
004
0 670.67
0.500.50
0 330.33
0.170.17
0.000.00
O.OC 0.17 0.33 0.50 0.67 0.83 1.00 1.17 1.33 1.50 1.67 1.83 2.00
Figura 7.5: Distribución del error para dos exponenciales
Err3E( 7. 20. 30 , 125 )
2 0 02.00
1.67
1.501.50
1 331.33
1.171.17 -
1.001.00
0830.83
0670.67
0.50
0330.33
0.170.17
000000
Figura 7.6: Distribución del error para tres exponenciales
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CoEF
2.002.00
1.831.83
1.671.67
1.501.50
1.331.33
1.001.00
0.83o.es
0.670.67
0.500.50
0.330.33
0 170.17
0.00000
0.00 0.17 0.33 0.50 0 67 0 63 1.00 1.17 1.33 1.50 1.67 1.83 2.00
Figure 7.7: Solución de elementos finitos
— Para el caso de la segunda estrategia consideramos su comparación 
con las soluciones obtenidas vía una formulación Galerkin y Petrov- 
Galerkin sobre la malla anteriormente utilizada. La representación 
de ambas resoluciones se muestran en las figuras 7.7, 7.8, 7.9, 7.10, 
que recogen resultados, que se ha comprobado, son convergentes. 
Se ha procedido a la evaluación de las normas y de los cocientes de 
las mismas, indicados al comienzo del capítulo, trabajando sobre 
el dominio completo, sin eliminar el entorno alrededor de la fuga. 
El hecho más destacado es que en el caso de 2 únicas exponenciales 
(7 y 20) el error definido por
| | $ P G  ~  $ E E m II¿2
l l a l l i *  1 '
es del 3.4% pudiéndose reducir éste en el caso de eliminar un 
entorno alrededor de la fuga, de la manera anteriormente descrita.
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Figura 7.8: Solución de elementos finitos
Figura 7.9: Solución de Petrov-Galerkin
88
CoPG
o. 2 002.00
1.831.83
1.671.67
1.501.50
1.33
1.17
1.001.00
0.830.83
0.670.67
0.500.50
0.33
0.17
0000 00
0.00 0.17 0.33 0 50 0.67 0.83 1.00 1.17 1.33 1.50 1.67 1.63 2.00
Figura 7.10: Solución de Petrov-Galerkin
En el caso de utilizar 3 exponenciales (7, 20 y 30) podemos obser­
var que el error anteriormente definido, decae hasta un 1 .3 % sin 
eliminar nigún entorno de la fuga y a valores menores en el caso de 
hacerlo. De igual modo si definimos el error absoluto acumulado 
como
| | $ P G  -  $ E E M  | |¿ 2  E 7 - 7 F
se puede ver como éste decrece igualmente al pasar de dos a tres ex­
ponenciales. Los resultados completos para ambos casos se mues­
tran a continuación:
* CALCULO DE LA NORMA L2 PARA 2 EXPONENCIALES
• Exponenciales : 7, 20,
• Norma EEM 0.0523121210607842
• Norma PG 0.0531518325217073
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• Norma G 0.0543980240137801
• Norma (EEM-PG) /  Norma PG 0.034309263014138
• Norma (EEM-G) /  Norma G 0.0349285817264169
• Norma (PG-G) /  Norma G 0.00280232274699124
• Norma (PG-G) /  Norma PG 0.00286802567010149
• Error absoluto acumulado 1.8e — 3
* CALCULO DE LA NORMA L2 PARA 3 EXPONENCIALES
• Exponenciales : 7, 20,30
• Norma EEM 0.0481781023781807
• Norma PG 0.0531518325217073
• Norma G 0.0543980240137801
• Norma (EEM-PG) /  Norma PG 0.0171556674056386
• Norma (EEM-G) /  Norma G 0.0187092346747842
• Norma (PG-G) /  Norma G 0.00280232274699124
• Norma (PG-G) /  Norma PG 0.00286802567010149
• Error absoluto acumulado 9.12e — 4
La tendencia a la disminución del error cuando aumenta el número 
de exponenciales, se puede comprobar de igual manera, para la 
resolución de la ecuación simplificada, sin término fuente, con las 
condiciones estándar indicadas al principio, salvo la velocidad, que 
es v = 2.6e — 3 y las condiciones de contorno estándar, salvo el 
dato inicial en el contorno a contracorriente que se toma a partir 
de la simetrización de f ( y)  =  e25(j/-°-5).
Para este caso conocemos la solución analítica expresada como:
x ^ ^  fn f ( y ) s ’iumrydy
<^ (.t, y) =  2e*D Y '   ------------- F (n i x) sm n7rV (7-8)
n = l 1 +  «>•
90
siendo
F(n,  x) =  +  ^ e V ^ + ^ + j h 31 (7.9)
2 u2 +  4(Dnir)2 — 2 u J u 2 +  ■Ul)n~)2e V 4n2+ lr2+ 2,D2
c »  = -------------------------------------     A í n  v   ------------------ E 7 - 1 0 F4(Z /727r)
Si se considera un único elemento de 15 nodos con las bases:
* En la dirección x : L0, L i , L 2
* En la dirección y: L0, Z/2, e5,1^ ” 1), e1 0 1 3 íy-1)
entonces el error en norma L 2 vale 6.7134522025e-6
Si se considera un único elemento de 18 nodos con las bases:
* En la dirección x: L0, L i , L 2
* En la dirección y: L0, L u
entonces el error en norma L2 vale 3.235907714e-6
Si se considera un único elemento de 2 1  nodos con las bases:
* En la dirección x: L o ,L \ ,L 2
* En la dirección y: L0, L\, L2,ebA(y~l\  e7,5^ ”1), e1013^ -1), e15-35(y-1l 
entonces el error en norma L2 vale 2.848359693e-6
7.3 Conclusiones
Realizada la evaluación numérica del algoritmo presentado en el 
capítulo 6  desde el punto de vista del efecto que produce la uti­
lización de exponenciales se puede concluir:
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* Para una adecuada elección de las exponenciales según las 
conclusiones del estudio físico-matemático, y mediante la re­
solución de problemas dicretos de tamaño reducido (81 no­
dos), se obtienen resultados numéricos muy precisos (3.4% de 
error con 2  exponenciales), disminuyendo según se incrementa 
el número de exponenciales (1.8% de error para 3 exponen­
ciales).
* Por tanto, el objetivo de aceleración de la convergencia, man­
teniendo tamaño reducido de los problemas discretos, ha sido 
cubierto.
7.4 Perspectivas
* Dentro de la línea desarrollada en el trabajo se plantea como 
temas de estudio los siguientes:
1. Resolución de la ecuación para un término fuente arbi­
trario, vía la función de Green del problema.
2. Generalización a R 3.
3. Utilización del algoritmo para la resolución de 1a. ecuación 
parabólica.
4. Estudio teórico del error del método a partir de esti­
madores de error a priori y control del error numérico 
utilizando estimadores a posteriori.
5. Extensión a dominios no acotados.
* En la línea de simetrización del operador esbozada en el capítulo 
6 , se tra ta  de desarrollar un algoritmo computacionalmente 
eficiente basado en la modificación de las funciones de peso 
formuladas teóricamente en dicha sección.
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