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Abstract
The paper considers the design of a nonlinear dissipative impulsive
observer based on non-periodic discrete-time measurements. Sufficient
conditions are derived for (i) exponential convergence of the observer in
absence of measurement uncertainty, and (ii) input-to-state stability (ISS)
with respect to measurement uncertainty, by combining notions from im-
pulsive and dissipative systems theory. The conditions mainly include
constraints on the minimum and maximum time between measurements
depending on system characteristics, the correction gain and the desired
ISS gain. A representative case example is used to illustrate the theoret-
ical assessments.
keywords Dissipativity, impulsive systems, robustness, nonlinear observer
design, measurement uncertainty
1 Introduction
Sampled data observer design for nonlinear systems has been extensively studied
over the past 50 years. The typical scenario consists in periodic or non-periodic
discrete-time measurements for continuous dynamic systems like for the clas-
sical continuous-discrete Kalman Filter [1]. A common approach consists in
emulating a continuous-time measurement observer using properly chosen time-
varying correction terms [2, 3, 4]. A recent study on this approach for nonlinear
systems is presented in [5] where some of the previous approaches are general-
ized and put in the context of input-to-state stability (ISS) [6] with respect to
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the measurement uncertainty. Besides these approaches also continuous-discrete
interval observers in [7, 8], and moving horizon estimation techniques [9] have
been proposed to address the problem. An alternative but similar problem set-
up consists in so-called Lebesgue measuring, where instead of an analog value
a digital flag is set when some state reaches a certain threshold. For linear sys-
tems with Lebesgue measurement a thorough analysis is provided e.g. in [10].
Note that the observer in [10] is impulsive in nature and achieves finite-time
convergence in the absence of errors. In contrast, the approach e.g. in [5] is
based on recovering the behavior of an asymptotically convergent continuous-
time observer.
If instead of continuous state correction only instantaneous measurement
injection takes place the observer error dynamics is an impulsive dynamical
system. Impulsive observer design has recently been analyzed in [11] for a class
of bioreactor models, where ISS with respect to the measurement uncertainty
was ensured if a maximum time between samples is maintained. In this work
the observation error dynamics consists of a cascade of an asymptotically stable
continuous system and an impulsive system, which was rendered ISS by the
impulsive correction. The problem was solved using ISS Lyapunov functions,
see e.g., [12, 13, 14, 15].
In the present work the impulsive observer design in [11] is extended to-
wards a class of nonlinear systems with partial state measurements leading to
an interconnected error dynamics with impulsive innovation. The core problem
in comparison to [11] resides in the fact that here no cascade structure can be
exploited but the maximum time between samples must be adjusted so that the
interconnection is exponentially stable in the absence of measurement uncer-
tainty. Furthermore, a condition on a minimum time between measurements is
established to ensure ISS with respect to the measurement uncertainty with a
prescribed gain. The problem is addressed within the framework of dissipative
dynamical systems [16, 17], in particular extending the dissipativity-based ob-
server design for nonlinear systems with continuous measurements [18, 19, 20]
to the case of irregularly sampled measurements.
2 Problem formulation
2.1 Observation problem
Consider a nonlinear system of the form
x˙ = Ax+ψ(x), 0 < t /∈ T (1a)
yk = Cx(tk) +wk, k ∈ N (1b)
with x : [0,∞) → Rn, x(0) = x0, ψ ∈ C
1 a Lipschitz continuous func-
tion, output y(t) ∈ Rm according to the measurement matrix C ∈ Rm×n
with rank(C) = m < n, T = {t1, . . .} the set of sampling instants with
limk→∞ tk = ∞ and wk a time-varying measurement uncertainty that is not
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necessarily gaussian. Additional assumptions on the matrices and functions will
be stated in Section 3.
The problem considered here consists in designing an observer with state
estimate xˆ based on the sampled measurements so that the estimation error
e = xˆ− x is ISS with respect to the measurement uncertainty, i.e. there exist
functions α ∈ KL (positive, monotonically increasing/decreasing) and β ∈ K
(positive, monotonically increasing) such that
‖e(t)‖ ≤ α (‖e(0)‖, t) + β (‖w‖∞) ∀ t ≥ 0 (2)
with ‖w‖∞ = supk∈N ‖wk‖ denoting the infinity-norm.
2.2 Notions from dissipativity theory
Following the notion in [16, 21] and further discussed in [22] a system with
state x, input u and output y is called dissipative with respect to a supply rate
ω(y,u) if there exists a storage function S(x) ≥ 0 so that
S(x(t)) ≤ S(x(0)) +
∫ t
0
ω(y(τ),u(τ))dτ,
or if S is differentiable
dS
dt
≤ ω(y,u).
In this case the system is called strictly state dissipative with dissipation rate
κ, or for short ssd(κ), if
dS
dt
≤ −κ‖x‖2 + ω(y,u). (3)
For a quadratic supply rate
ω(y,u) =
[
y
u
]⊺ [
Q S
S⊺ R
] [
y
u
]
≥ 0 (4)
the system is called (Q,S,R)-ssd(κ) if (3) holds true with ω given by (4).
In the following, Σ(A,B,C) denotes a linear system of the form
x˙ = Ax+Bu (5a)
y = Cx (5b)
with vectors and states of appropriate dimension. Considering the quadratic
storage function
S = x⊺x (6)
it follows that Σ(A,B,C) is (Q,S,R)-ssd(κ) if[
A+A⊺ + κI B
B⊺ 0
]
≤
[
Q S
S⊺ R
]
. (7)
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A static, memoryless map ϕ(u) with ϕ(0) = 0 is called (Q,S,R)-dissipative
if the associated supply rate in (4) is non-negative, i.e.
ω(ϕ,u) =
[
ϕ
ν
]⊺ [
Q S
S⊺ R
] [
ϕ
ν
]
≥ 0. (8)
3 Impulsive dissipativity-based observer
Consider the following state transformation
zo = Cx, zn =Mx, T =
[
C
M
]
, det (T ) 6= 0, (9)
with M ∈ R(n−m)×n. Note that by the condition rank(C) = m and C ∈ Rm×n
this transformation always exists. The dynamics in the z = [z⊺o z
⊺
n]
⊺ coordinates
reads
z˙ = A¯z + ψ¯(z), t /∈ T (10a)
yk = zo(tk) +wk = C¯z(tk) +wk, k ∈ N (10b)
with the matrices
A¯ = TAT−1 =
[
A¯o A¯on
A¯no A¯n
]
, C¯ = CT−1 =
[
I 0
]
(10c)
and ψ¯(z) = Tψ(T−1z).
The observer is proposed as follows:
˙ˆz = A¯zˆ + ψ¯(zˆ), 0 < t /∈ T (11a)
zˆ
+
o (tk) = zˆo(tk)− L (zˆo(tk)− yk) , k ∈ N (11b)
with diagonal correction gain matrix L. In the sequel it is assumed that the
state zˆ(t) is left-continuous and that for all k ∈ N there exists the right limit
zˆ
+(tk) = limt↓tk zˆ(t).
For the purpose of analyzing the observer convergence introduce the obser-
vation error
ǫ = zˆ − z, ǫ =
[
ǫo
ǫn
]
(12)
with dynamics
ǫ˙ = A¯ǫ+ ψ˜(ǫ), 0 < t /∈ T (13a)
ǫ+o (tk) = (I − L)ǫo(tk) + Lwk, k ∈ N (13b)
and
ψ˜(ǫ) = ψ¯(z + ǫ)− ψ¯(z). (13c)
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The preceding dynamics corresponds to an interconnection of the impulsive
system Σo and the non-impulsive one Σn
Σo :
{
ǫ˙o = A¯oǫo + A¯onǫn + ψ˜o(ǫ), 0 < t /∈ T
ǫ+o (tk) = (I − L)ǫo(tk) + Lwk, k ∈ N
(14a)
Σn : ǫ˙n = A¯noǫo + A¯nǫn + ψ˜n(ǫ), t ≥ 0. (14b)
This interconnection is schematically depicted in Figure 1 where Σo stands for
the hybrid system (14a) with innovation by measurement injection, and Σn for
the continuous dynamics (14b) without innovation. Note that in comparison to
Σn Σo
I − LLwk
tk ∈ T
Figure 1: Interconnection of the continuous and impulsive dynamical system
given in (14).
the study in [11] here an additional interconnection between the continuous and
impulsive dynamics has to be considered.
In the sequel the following assumptions on the functions ψ˜i(ǫ), i ∈ {o, n}
are considered.
Assumption 1 For i 6= j ∈ {o, n} the map ψ˜i(ǫ) is (Qi, Si, Ri) dissipative with
Qi  0, uniformly with respect to ǫj, i.e. for all ǫj it holds that[
ψ˜i
ǫi
]⊺ [
Qi Si
S⊺i Ri
] [
ψ˜i
ǫi
]
≥ 0. (15)
The following result for the dynamics (14b) of the unmeasured state ǫn is
crucial in the following analysis.
Lemma 1 Let Assumption 1 hold true and let Σ(A¯n, I, I) be (−Rn,−S
⊺
n,−Qn)-
ssd(κn). Then system (14b) with input ǫo and output ǫn is ssd(κn) with respect
to the supply rate ωn(ǫn, ǫo) = 2ǫ
⊺
nA¯noǫo and the storage function Sn = ‖ǫn‖
2 ≻
0. If in addition κn > λ
∗
no = ‖A¯no‖, then the system (14b) is ISS with respect
to ǫo.
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Proof The rate of change of the storage function Sn(ǫn) is given by
dSn
dt
= ǫ⊺n
(
A¯⊺n + A¯n
)
ǫn + 2ǫ
⊺
nAnoǫo + 2ǫ
⊺
nψ˜n(ǫ)
=
[
ǫn
ψ˜n
]⊺ [
A¯⊺n + A¯n I
I 0
] [
ǫn
ψ˜i
]
+ 2ǫ⊺nA¯noǫo
≤ −κn‖ǫn‖
2 +
[
ǫn
ψ˜n
]⊺ [
−Ri −S
⊺
i
−Si −Ri
] [
ǫn
ψ˜i
]
+ 2ǫ⊺nA¯noǫo
≤ −κn‖ǫn‖
2 −
[
ψ˜i
ǫi
]⊺ [
Qi Si
S⊺i Ri
] [
ψ˜i
ǫi
]
+ 2ǫ⊺nA¯noǫo
≤ −κn‖ǫn‖
2 + ωn(ǫn, ǫo).
This shows that (14b) is ssd(κn) with respect to the supply rate ωn. Further-
more, with λ∗no = ‖A¯no‖ it holds that
2ǫ⊺nA¯noǫo ≤ 2λ
∗
no‖ǫn‖ ‖ǫo‖ ≤ λ
∗
no
(
‖ǫn‖
2 + ‖ǫo‖
2
)
and thus
dSn
dt
≤ − (κn − λ
∗
no) ‖ǫn‖
2 + λ∗no‖ǫo‖
2.
Thus, for κn > λ
∗
no the function Sn is an ISS-Lyapunov function [12].  
The following analysis is divided into two steps: first sufficient conditions
on the maximum interval between measurements for which the convergence of
the observer is ensured are derived for the case that wk = 0 for all k ∈ N.
Secondly, sufficient conditions for the ISS of the observation error with respect
to the measurement uncertainty with a prescribed gain are established in terms
of the minimum interval (dwell-time) between measurements.
3.1 Convergence in absence of measurement uncertainty
Lemma 2 Let Assumption 1 hold true with Qo ≺ 0. Then for
̟o > max
λ∈σ(Mo)
λ (16)
with M = A¯o + A¯
⊺
o + Ro − (I + S
⊺
o )Q
−1
o (I + So) the system Σ(A¯o, I, I) is
(−Ro,−S
⊺
o ,−Qo)-ssd(−̟o) and the system (14a) with input ǫn and output ǫo
is piecewise ssd(−̟o) with respect to the supply rate ωo = 2ǫ
⊺
oA¯onǫn.
Proof By definition Σ(A¯o, I, I) is (−Ro,−S
⊺
o ,−Qo) ssd(-̟o) if[
A¯o + A¯
⊺
o +Ro −̟oI I + S
⊺
o
I + So Qo
]
 0.
Since by assumption Qo ≺ 0 it follows from the Schur complement [23] that this
holds true if
A¯o + A¯
⊺
o +Ro −̟oI − (I + S
⊺
o )Q
−1
o (I + So) ≺ 0,
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or equivalently if (16) is satisfied. Having ensured this, the piecewise dissipa-
tivity property of (14a) with respect to ωo follows as in the proof of Lemma 1.
 
Remark 1 Note that ̟o ∈ R in Lemma 2 can be positive and thus (16) can
always be satisfied. Nevertheless, ̟o > 0 corresponds to a negative dissipation.
Thus, in contrast to Lemma 1 for the continuous part of Σo no ISS property
with respect to ǫn can be established at this point.
Assumption 2 Motivated by Remark 1 in the sequel it is assumed that (16) is
satisfied with ̟o > 0.
Consider the storage function
So(ǫo) = ǫ
⊺
oǫo = ‖ǫo‖
2
Note that with Assumption 2 the continuous evolution of So along the solution
of (14a) is increasing with time. Anyway, during jumps the error norm ‖ǫo‖
will be reduced significantly according to (14a) and thus
So(ǫ
+
o (tk)) = [ǫo(tk)]
⊺ (I − L)⊺(I − L)ǫo(tk) (17)
≤ (1− γ)2So(ǫo(tk)) (18)
where 0 < (1− γ) < 1 is the maximum eigenvalue of the diagonal matrix I −L.
Accordingly, if it is ensured that the maximum increase of So between jumps
is smaller than the reduction during jumps, an overall error dissipation can be
established and a continuous and differentiable function σo can be constructed
that bounds So(ǫo) for all t ≥ t1. The construction of this function is addressed
next, and the different steps are illustrated in Figure 2.
The rate of change of So over the continuous solution parts of (14a) is given
by
dSo
dt
=
[
ǫo
ψ˜o
]⊺ [
A¯o + A¯
⊺
o I
I 0
] [
ǫo
ψ˜o
]
+ 2ǫ⊺oA¯onǫn
Under the assumptions of Lemma 2 it follows that
dSo
dt
≤ ̟o‖ǫo‖
2 + 2ǫ⊺oA¯onǫn.
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Accordingly, for t ∈ [tk−1, tk) it holds that
So(ǫo(t)) ≤ e
̟o(t−tk−1)So(ǫ
+
o (tk−1))
+ 2
∫ t
tk−1
e̟o(t−τ)ǫ⊺o(τ)A¯onǫn(τ)dτ
≤ (1− γ)2e̟o(t−tk−1)So(ǫo(tk−1))
+ 2
∫ t
tk−1
e̟o(t−τ)ǫ⊺o(τ)A¯onǫn(τ)dτ
≤ (1− γ)2e̟o(t−tk−1)So(ǫo(tk−1))
+
∫ t
tk−1
e̟o(t−τ)2λ∗on‖ǫo(τ)‖ ‖ǫn(τ)‖dτ
with λ∗on = ‖A¯on‖. Denote the function on the right-hand side of the preceding
inequality as so,k defined on the interval [tk−1, tk]. Using the variation of con-
stants formula it can be verified that so,k coincides at t = tk with the solution
of the system
σ˙o,k = −κo,kσo,k + βk2λ
∗
on‖ǫo‖ ‖ǫn‖
with initial condition (see Figure 2)
σo,k(tk−1) =
{
So(ǫo(t1)), k = 2
so,k−1(tk−1), else
and
−κo,k =
ln((1− γ)2)
tk − tk−1
+̟o, βk(t) =
(
1
(1− γ)2
) tk−t
tk−tk−1
.
By construction it holds that So(ǫo(t)) ≤ σo,k(t) for all t ∈ [tk−1, tk). Note that
for
T = max
k∈N
(tk − tk−1) < −
ln((1− γ)2)
̟o
(19)
it follows that κo,k > 0 for all k ∈ N since 0 < 1 − γ < 1 holds by assumption.
Furthermore, note that T can always be chosen so that (19) holds true. The
relation between the function So(ǫo), so,k and σo,k is illustrated in Figure 2.
Finally, under the condition that T satisfies (19), for t ≥ t1 it holds that
So(ǫo(t)) ≤ σo(t), (20)
where σo is the solution of
σ˙o = −κoσo + βλ
∗
on‖ǫo‖ ‖ǫn‖ (21a)
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So(ǫo)
so,k
σo,k
σo
So
So
So
so,2
so,3
σo,2
σo,3
σo
t1 t2 t3
t
Figure 2: Construction of the bounding function so,k, σo,k and σo for a possible
evolution of So(ǫo).
with initial condition σo(t1) = So(ǫo(t1)) and
κo = min
k∈N
κo,k = −
(
ln((1 − γ)2)
T
+̟o
)
(21b)
β = max
k∈N
βk =
1
(1 − γ)2
. (21c)
A sketch of a possible evolution of σo is given in Figure 2.
The function σo can be used to establish sufficient conditions for the asymp-
totic convergence of the observer (11) as summarized in the next theorem.
Theorem 1 Let λ∗on = ‖A¯on‖, λ
∗
no = ‖A¯no‖. For wk = 0 the observer (11)
exponentially converges if the conditions of Lemma 1 and 2 hold true, tk−tk−1 ≤
Tmax with Tmax given in (19) and for some κ > 0 and for all i ∈ {o, n} it holds
that
κi > λ
∗
no + βλ
∗
on + κ. (22)
Proof According to the preceding construction of the function σo and given
(20), if σo → 0 then ‖ǫ0‖ → 0.
Consider the Lyapunov function candidate given by the overall storage func-
tion
S(σo, ǫn) = σo + Sn(ǫn) ≻ 0. (23)
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Considering that condition (22) holds true it follows that
dS
dt
≤ −κoσo + 2βλ
∗
on‖ǫo‖ ‖ǫn‖
− κn‖ǫn‖
2 + 2λ∗no‖ǫo‖ ‖ǫn‖
≤ −κoσo + βλ
∗
on
(
‖ǫo‖
2 + ‖ǫn‖
2
)
− κn‖ǫn‖
2 + λ∗no
(
‖ǫo‖
2 + ‖ǫn‖
2
)
≤ −κoσo + βλ
∗
on (σo + Sn)
− κnSn + λ
∗
no (σo + Sn)
≤ − (κo − λ
∗
no − βλon∗)σo
− (κn − λ
∗
no − βλon∗)Sn
≤ −κS
implying that S(ǫ(t)) ≤ S(ǫ(0))e−κt and thus the exponential convergence of
the observer.  
After the derivation of sufficient conditions for the exponential convergence
of the impulsive observer in absence of measurement uncertainty the effect of the
impulsive perturbations introduced by this uncertainty is explicitly considered
in the following subsection.
3.2 Convergence with measurement uncertainty
Note that in the presence of measurement uncertainty in (14) instead of (21)
one has to consider the impulsive system
σ˙o = −κoσo + βλ
∗
on‖ǫo‖ ‖ǫn‖, t /∈ T (24a)
σ+o (tk) ≤ σo(tk) + γ‖wk‖, k ∈ N. (24b)
For a bounded perturbation the worst increase during jumps is given by
σ+o (tk) ≤ σo(tk) + γ‖w‖∞, k ∈ N. (24c)
Accordingly, the dissipation (23) of the interconnected system measured in the
storage function S is given by the impulsive system
S˙(ǫ(t)) ≤ −κS(ǫ(t)), t /∈ T (25a)
S+(ǫ(tk)) ≤ S(ǫ(tk)) + γ‖w‖∞, k ∈ N. (25b)
Given that the measurement uncertainty drives S away from the origin, a min-
imum dwell-time condition between impulses, i.e. a minimum interval between
measurements has to be established to ensure that the solution will converge
into a positively invariant set of prescribed size Smax = α‖w‖∞ with α > γ.
Theorem 2 Let the conditions of Theorem 1 be satisfied and
Tmin < tk+1 − tk < Tmax, k ∈ N (26a)
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with
Tmax = −
ln
(
(1 − γ)2
)
̟o + κ+ λ∗no + βλ
∗
on
(26b)
Tmin=−
ln
(
α−γ
α
)
κ
. (26c)
Then the observation error dynamics is ISS with respect to the measurement
uncertainty with gain α > γ, and ǫ in (14) converges into the positively invariant
set
B =
{
ǫ ∈ Rn | ‖ǫ‖ ≤
√
α‖w‖∞
}
.
Proof To ensure convergence of ǫ into the set B it is sufficient to show that
S(ǫ) converges into the set S = {s ∈ R | 0 ≤ s ≤ α‖w‖∞} and that this
set is positively invariant. For the positive invariance it is sufficient that for
S(ǫ(tk−1)) = α‖w‖∞ it follows that S(ǫ(tk)) + γ‖w‖∞ ≤ α‖w‖∞, or equiva-
lently
αe−κ(tk−tk−1) + γ ≤ α. (27)
This is ensured if tk − tk−1 satisfies tk − tk−1 > Tmin with Tmin given in (26).
This condition also ensures that for S(tk−1) > Smax
S(tk−1)e
−κ(tk−tk−1) + γ‖w‖∞ < S(tk−1) (28)
implying the attractivity of the set S.   Note that in addition to
the preceding result one can follow the steps outlined in the construction of the
function σo in (21) to construct a differentiable function s¯ that majorizes S(ǫ)
so that ‖ǫ(t)‖ ≤ S(ǫ(t)) ≤ s¯(t)∀ t ≥ t1 and satisfies the ISS relation (2)
˙¯s ≤ α¯(s¯(t1), t− t1) + γ¯(‖wk‖∞) (29)
with a class KL function α¯ and a class K function γ¯.
4 Illustration example
To illustrate the theoretical observer properties consider
x˙1 = µ(x1, x2), x1(0) = x10 (30a)
x˙2 = bx1 + cx2, x2(0) = x20 (30b)
µ(x1, x2) =
x1x2(x2 + a)(x2 − a)
1 + x42
(30c)
yk = x1(tk) + wk, k ∈ N (30d)
with constants a, b, c ∈ R and c < 0. Note that due to the non-monotonicity of
the function µ with respect to the unmeasured state x2 it can be easily shown
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that even with a continuous measurement of x1 system (30) is not globally
observable and additionally it is not locally observable in all extremal points of
µ(x1, ·). Nevertheless, under the condition c < 0 it is detectable for a continuous
measurement of x1.
The system has three equilibrium points given by
x1 = −
c
b
x2, x2 ∈ {−a, 0, a}
with only one being a local attractor and the other two being saddle points
(the origin is actually kind of a degenerated saddle point). For the subsequent
numerical evaluation the following parameters are considered
a = 2, b = 3, c = −1.
The phase portrait associated to the vector field is generated using the streamplot
function of matplotlib in Python and is shown in Figure 3 with the three
equilibrium points indicated by thick dots. Given the complex dynamics of the
−4 −2 0 2 4
−3
−2
−1
0
1
2
3
x1
x2
✉
✉
✉
Figure 3: Phase portrait associated to the dynamics (30) with three equilibrium
points indicated by the thick dots.
continuous part and the lack of observability, even for continuous measurements,
the example represents a challenging task for observer design.
In the following the measurement uncertainty is considered as a uniformly
distributed stochastic process truncated on the interval [−0.1, 0.1] and is gener-
ated in Python using the random.uniform function implemented in the numpy
package. The continuous part of the dynamics is solved using the dopri5
method implemented in the scipy.integrate package.
In Figure 4 the behavior of a pure simulation without innovation by measure-
ment injection is shown. It can be seen that the observer and system trajectories
converge to different equilibrium states and thus the observer does not converge.
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−6
−4
−2
0
0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
−2
−1
0
t
x2
x1
Figure 4: Simulation without innovation by measurement injection.
For the observer parameters
L = 0.8, Tmin = 0.63, Tmax = 1.09. (31)
the conditions of Theorem 2 are met with α = 3. The resulting convergence be-
havior is shown in Figure 5. It can be seen that the observer trajectory (dashed
line) converges into the desired neighborhood of the actual system trajectory.
Finally, Figure 6 shows the exponential convergence of the observer in ab-
sence of measurement uncertainty.
5 Conclusions
The design of a robust nonlinear dissipative observer with impulsive injection
of measurement information subject to bounded measurement perturbations is
presented. Sufficient conditions on the minimum and maximum time between
measurements are derived in terms of system parameters, correction gain and
ISS gain by combining notions and tools from impulsive and dissipative systems
theory. The effectiveness of the results is illustrated by numerical simulations.
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