Introduction
of estimates in the setting of Lipschitz domains and that is the core of our contribution. Using our results in the setting of Lipschitz domains we can then proceed along the lines of [LN4] and [LN7] to establish our results in Ahlfors regular NTA-domains.
To properly state our results we need to introduce some notation. Points in Euclidean nspace n are denoted by x = (x 1 , . . . , x n ) or (x , x n ) where x = (x 1 , . . . , x n−1 ) ∈ n−1 . Let E, ∂E, diam E be the closure, boundary, and diameter of E. Let · denote the standard inner product on n , |x| = (x · x) 1/2 , the Euclidean norm of x, and let dx be Lebesgue n-measure on n . Given x ∈ n and r > 0, let B(x, r) = {y ∈ n : |x − y| < r}. Given E, F ⊂ n , let d(E, F ) be the Euclidean distance from E to F . In case E = {y}, we write d(y, F ). Let h(E, F ) = max{sup n is open and 1 ≤ q ≤ ∞, then by W 1,q (O), we denote the space of equivalence classes of functions f with distributional gradient ∇f = (f x 1 , . . . , f xn ), both of which are q-th power integrable on O. Let
be the norm in W 1,q (O) where · L q (O) denotes the usual Lebesgue q-norm in O. Next let C ∞ 0 (O) be the set of infinitely differentiable functions with compact support in O. By ∇· we denote the divergence operator. Finally, given n ≥ 1 we let H k , for k ∈ {1, ..., n}, denote the k-dimensional Hausdorff measure on n . We first introduce the classes of operators of p-Laplace type which we consider in this paper. Definition 1.1. Let α, β ∈ (1, ∞) and γ ∈ (0, 1] be given. Let A = A(x) = {a ij (x)} where a ij (x) :
n → for i, j ∈ {1, ..., n}. We say that the function A belongs to the class M 0,γ (α, β) if
a ij (x)ξ i ξ j , (ii) |a ij (x)| ≤ α, (iii) a ij (x) = a ji (x), (1.1)
2)
hold whenever x, y ∈ n , ξ ∈ n , and i, j ∈ {1, 2, ..., n}.
Definition 1.2. Let p ∈ (1, ∞) and let A ∈ M 0,γ (α, β) for some (α, β, γ) as in Definition 1.1. Given a bounded domain Ω ⊂ n we say that u is (A, p)-harmonic in Ω provided u ∈ W 1,p (Ω) and (A(x)∇u(x) · ∇u(x)) p/2−1 (A(x)∇u(x) · ∇θ(x))dx = 0 whenever θ ∈ W 1,p 0 (Ω). (1.3)
As a short notation for (1.3) we write ∇ · ((A(x)∇u · ∇u) p/2−1 A(x)∇u) = 0 in Ω.
In fact, our main result will be proved assuming further regularity on the matrix A. We therefore also introduce the following class of matrix-valued functions A. Definition 1.3. Let α,α, β ∈ (1, ∞) and γ ∈ (0, 1] be given. Let A = A(x) = {a ij (x)} where a ij (x) :
n → for i, j ∈ {1, ..., n}. We say that the function A belongs to the class M 1,γ (α,α, β) if
a ij (x)ξ i ξ j , (ii) |a ij (x)| ≤ α, (iii) a ij (x) = a ji (x), (1.4) (i ) |∇a ij (x)| ≤α, (ii ) |∇a ij (x) − ∇a ij (y)| ≤ β|x − y| γ , (1.5)
Note that 6) holds for all α,α, β ∈ (1, ∞) and γ ∈ (0, 1].
Remark 1.4. Let G ⊂ n be an open set, suppose that p, 1 < p < ∞, is given and let A ∈ M 0,γ (α, β) for some (α, β, γ). Let F : n → n be the composition of a translation, a rotation and a dilation z → rz, r ∈ (0, 1]. Suppose that u is (A, p)-harmonic in G and definê u(z) = u(F (z)) whenever F (z) ∈ G. Thenû is (Â, p)-harmonic in F −1 (G) andÂ ∈ M 0,γ (α, β). In particular, the class M 0,γ (α, β) is invariant with respect to translations, rotations and the stated dilations. The same is true for the class M 1,γ (α,α, β).
Let Ω ⊂ n be a bounded domain and let ∆(w, r) = ∂Ω ∩ B(w, r) whenever w ∈ ∂Ω, 0 < r < r 0 . Given Ω we will in the following always let σ denote the restriction of the (n − 1)-dimensional Hausdorff measure to ∂Ω. Concerning the domains considered in this paper we will assume that Ω ⊂ n is either a bounded Lipschitz domain with constant N , or more generally, a bounded Ahlfors regular NTA-domain with constants C, M, r 0 . C is referred to as the Ahlfors constant and M and r 0 are referred to as the NTA-parameters. For the definition of NTAdomains and Ahlfors regularity we refer to Definition 2.1 and Definition 2.2 below. In particular, since a bounded Lipschitz domain is a special case of a Ahlfors regular NTA-domain we in the following let Ω ⊂ n be an Ahlfors regular NTA-domain with constants C, M, r 0 and we let w ∈ ∂Ω, 0 < r < r 0 . For 0 < b < 1, y ∈ ∂Ω we let Γ(y) = Γ b (y) = {x ∈ Ω : d(x, ∂Ω) > b|x − y|}.
(1.7)
In the following we not always indicate b and we will often omit it in our notation. Given a measurable function k on ∪ y∈∆(w,2r) Γ(y) ∩ B(w, 4r) we define the non-tangential maximal function N (k) : ∆(w, 2r) → for k as N (k)(y) = sup x∈Γ(y)∩B (w,4r) |k|(x) whenever y ∈ ∆(w, 2r).
(1.8)
We let L q (∆(w, 2r)), 1 ≤ q ≤ ∞, be the space of functions which are integrable, with respect to σ, to the power q on ∆(w, 2r). Furthermore, given a measurable function f on ∆(w, 2r) we say that f is of bounded mean oscillation on ∆(w, r), f ∈ BMO(∆(w, r)), if there exists A, 0 < A < ∞, such that ∆(y,s) |f − f ∆ | 2 dσ ≤ A 2 σ(∆(y, s)) (1.9) whenever y ∈ ∆(w, r) and 0 < s ≤ r. Here f ∆ denotes the average of f on ∆ = ∆(y, s) with respect to σ. The least A for which (1.9) holds is denoted by f BMO(∆(w,r)) . Moreover, given a measurable function f on ∂Ω we say that f ∈ BMO(∂Ω, r 0 ) and f BMO(∂Ω,r 0 ) ≤ A if f BMO(∆(w,r)) ≤ A whenever w ∈ ∂Ω, 0 < r < r 0 . Given p, 1 < p < ∞, A ∈ M 0,γ (α, β), for some (α, β, γ) as in Definition 1.1, w ∈ ∂Ω, 0 < r < r 0 , suppose that u is a positive (A, p)-harmonic function in Ω ∩ B(w, 4r), u is continuous inΩ ∩ B(w, 4r) and u = 0 on ∆(w, 4r). Extend u to B(w, 4r) by defining u ≡ 0 on B(w, 4r) \ Ω. Then there exists, see Lemma 2.7 below, a unique finite positive Borel measure µ on n , with support in ∆(w, 4r), such that n (A(x)∇u(x) · ∇u(x)) p/2−1 (A(x)∇u(x) · ∇θ(x))dx = − n θdµ (1.10) whenever θ ∈ C ∞ 0 (B(w, 4r)). Moreover, using Lemma 2.7 and Harnack's inequality for (A, p)-harmonic functions we can conclude that µ is a doubling measure in the following sense. There exists c = c(p, n, M, α), 1 ≤ c < ∞, such that µ(∆(z, 2s)) ≤ cµ(∆(z, s)) whenever z ∈ ∆(w, 3r), s ≤ r/c.
(1.11)
Assuming that Ω ⊂ n is an Ahlfors regular NTA-domain we say that µ is an A ∞ -measure with respect to σ on ∆(w, 2r), dµ ∈ A ∞ (∆(w, 2r), dσ) for short, if for some η > 0 there exists = (η) > 0 with the property that if z ∈ ∆(w, 2r), 0 < s < r and if E ⊂ ∆(z, s), then σ(E) σ(∆(z, s)) ≥ η implies that µ(E) µ(∆(z, s)) ≥ .
(1.12)
For more information about A ∞ measures see [CF] and [GR] . We are now ready to state our first results, Theorem 1 and Theorem 2. Theorem 1. Let Ω ⊂ n be a Lipschitz domain with constant N . Let p, 1 < p < ∞, and A ∈ M 1,γ (α,α, β), for some (α,α, β, γ), be given. Let w ∈ ∂Ω, 0 < r < r 0 , suppose that u is a positive (A, p)-harmonic function in Ω ∩ B(w, 4r), u is continuous inΩ ∩ B(w, 4r) and u = 0 on ∆(w, 4r). Extend u to B(w, 4r) by defining u ≡ 0 on B(w, 4r) \ Ω and let µ be as in (1.10). Then µ is absolutely continuous with respect to σ on ∆(w, 4r) and dµ ∈ A ∞ (∆(w, 2r), dσ). Moreover,
exists for σ-almost every y ∈ ∆(w, 4r) and for b, 0 < b < 1, fixed in the definition of Γ(y). Also there exist q > p and a constant c, 1 ≤ c < ∞, which both depend only on p, n, N, α,α, β, γ, such that
log |∇u| ∈ BMO(∆(w, r)), log |∇u| BMO(∆(w,r)) ≤ c,
Theorem 2. Let Ω ⊂ n be an Ahlfors regular NTA-domain with constants C, M, r 0 . Then the statements and conclusions of Theorem 1 remain true with one change: in this case there exist q > p − 1 and a constant c, 1 ≤ c < ∞, which both depend only on p, n, M, C, α,α, β, γ, such that the conclusions in Theorem 1 (i)-(iii) hold. Furthermore, ∆(w, 4r) has a tangent plane at σ almost every y ∈ ∆(w, 4r) and if n(y) denotes the unit normal to this tangent plane pointing into Ω ∩ B(w, 4r), then ∇u(y) = |∇u(y)|n(y).
Note that while Theorem 1 is contained in Theorem 2, Theorem 1 is actually used to derive estimates based on which we are able to prove Theorem 2. In particular, based on Theorem 1 we can derive Lemma 4.1 below which is crucial to our proof of Theorem 2.
To formulate our next theorem we need to introduce some additional notation.
Definition 1.5. Let Ω ⊂ n be a bounded domain. Then ∂Ω is said to be uniformly (δ, N, r 0 )-approximable by Lipschitz graph domains provided there exists, whenever w ∈ ∂Ω and 0 < r < r 0 , a Lipschitz graph Λ containing w, with constant at most N , such that h(∂Ω ∩ B(w, r), Λ ∩ B(w, r)) ≤ δr.
We let F(δ, N, r 0 ) denote the class of all domains Ω which satisfy Definition 1.5. Moreover, note that F(δ, 0, r 0 ) consists of all domains which are uniformly δ-approximable by planes in the Hausdorff distance sense, i.e., in this case Λ in Definition 1.5 must be a plane. Finally, for short we say that Ω and ∂Ω are uniformly δ-approximable by Lipschitz graph domains, provided Ω ∈ F(δ, N, r 0 ) for some (δ, N, r 0 ). Next we note that if Ω ∈ F(δ, N, r 0 ), and if Ω is an NTAdomain with constants M, r 0 , then there existsδ =δ(n, N, M ) > 0 such that ∂Ω separates B(w, r/2) in the sense that 13) whenever w ∈ ∂Ω, 0 < r < r 0 , and 0 < δ <δ. Here Λ, corresponding to δ, N, w, r, is defined as in Definition 1.5. Our next results can now be stated as follows.
Theorem 3. Let Ω ⊂ n be an Ahlfors regular NTA-domain with constants C, M, r 0 , which is uniformly (δ, N, r 0 )-approximable by Lipschitz graph domains. Given p, 1 < p < ∞, A ∈ M 1,γ (α,α, β), for some (α,α, β, γ), there existsδ =δ(p, n, C, M, N, α, β, γ) such that if 0 < δ <δ then the following is true. Let w ∈ ∂Ω, 0 < r < r 0 , and suppose that u, v are positive (A, p)-harmonic functions in Ω ∩ B(w, 4r), continuous onΩ ∩ B(w, 4r), with u ≥ v inΩ ∩ B(w, 4r) and u = 0 = v on ∆(w, 4r). Then there exists c ∈ [1, ∞), depending only on p, n, C, M, N, α,α, β, γ such that ifr = r/c, then
whenever x ∈ Ω ∩ B(w,r) and where ar(w) is a point of reference as defined in Definition 2.1 below.
Remark 1.6. Note thatδ in Theorem 3, does not depend onα. The reason for this that the upper bound on δ is used to ensure the validity of the inequality |∇u(x)| ≈ u(x)/d(x, ∂Ω), see Lemma 5.1 below, for functions u as in the statement of Theorem 3 and to establish this inequality we only need to assume A ∈ M 0,γ (α, β). Note that here A ≈ B means that A/B is bounded from above and below by constants which depend at most on p, n, C, M, N, α, β, γ Corollary 1. Let Ω ⊂ n , p and A be as in the statement of Theorem 3. Then there existŝ δ =δ(p, n, C, M, N, α, β, γ) such that if 0 < δ <δ then the following is true. Let w ∈ ∂Ω, 0 < r < r 0 , and suppose that u, v are positive (A, p)-harmonic functions in Ω ∩ B(w, 4r), continuous onΩ ∩ B(w, 4r), and u = 0 = v on ∆(w, 4r). Then there existĉ ∈ [1, ∞) and ∈ (0, 1], both depending only on p, n, C, M, N, α,α, β, γ, such that ifr = r/ĉ, then
In the special case when A(x) is constant and equals the identity matrix then the partial differential equation under consideration reduces to the p-Laplace equation ∇ · (|∇u| p−2 ∇u) = 0. For the p-Laplace equation and p-harmonic functions, Theorem 1 was proved in [LN2] and Theorem 2 is proved in [LN7] . Furthermore, in the case of p-harmonic functions in Lipschitz domains, Corollary 1 was proved in [LN1] and Theorem 3 was proved in [LN5] . Generalization of Corollary 1, in the case of p-harmonic functions, to Reifenberg flat and certain Ahlfors regular domains can be found in [LN4] . However, for the more general equations ∇ · ((A(x)∇u · ∇u) p/2−1 A(x)∇u) = 0 consider in this paper Theorem 1, Theorem 2, Theorem 3 and Corollary 1 are new. Still, our proofs of these results are based on an extension of the corresponding toolbox for p-harmonic functions, developed by the second author and John Lewis, to the (A, p)-harmonic functions studied in this paper. Note, as is briefly discussed above, that proofs of Theorem 3 and Corollary 1 in Reifenberg flat domains and for non-negative solutions to more general equations of p-Laplace type of the form ∇ · (A(x, ∇u)) = 0 can be found [LLuN] . However, the approach in [LLuN] explores properties of Reifenberg flat domains and is not applicable in general Lipschitz and Ahlfors regular NTA-domains. In fact, the main reason that we in this paper, compared to [LLuN] , have to restrict ourselves to a structurally more limited class of operators of p-Laplace type, and that we in addition assume more regularity of the coefficients compared to [LLuN] , is that our proofs explore certain Rellich type inequalities and fine properties of elliptic measure associated to certain linear operators. The latter is not necessary in the setting of Reifenberg flat domains.
The rest of the paper is organized as follows. In subsection 1.1 below we give, for the convenience of the reader, a brief outline of the proofs of Theorem 1 and Theorem 2. Section 2 is of preliminary nature and in this section we state the geometrical notions used in the paper as well some basic estimates for (A, p)-harmonic functions. In section 3 we develop estimates in the setting of Lipschitz domains and we here prove Theorem 1. Theorem 2 is proved in section 4. Section 5 is devoted to the proof of Theorem 3. Corollary 1 follows from Theorem 3 by an iteration argument for which we refer to 'Appendix : an alternative approach to deformations' in [LLuN] . In section 6 we give some concluding remarks and briefly discuss open research problems.
Outline of proof of Theorem 1 and Theorem 2
To outline the key steps in the proof of Theorem 1, let Ω, r 0 , N, p, A, w, r and u, µ be as in the statement of Theorem 1. In the following c will be a constant, 1 ≤ c < ∞, depending at most on p, n, N, α,α, β, γ and if we write A ≈ B then A/B is bounded from above and below by constants which, unless otherwise stated, depend at most on p, n, N, α,α, β, γ. To prove Theorem 1 the following are important steps.
Step I (Uniform non-degeneracy of |∇u| -'fundamental inequality' (Lemma 3.1))
whenever y ∈ Ω ∩ B(w, r/c).
(1.14)
The proof of (1.14) is based on a perturbation argument starting from the corresponding result for the p-Laplacian (see [LN1] ). The 'fundamental inequality' is very important in [LN] - [LN7] as well as in this paper.
Step II (Reverse Hölder-type inequality (Lemma 3.6)) Let k p−1 = dµ/dσ, where µ is as in (1.10). We then prove that there exists q > p such that
The proof of (1.15) is based on a Rellich-type inequalities and makes use of the symmetry and regularity of the matrix A.
Step III (Local strong non-degeneracy (Lemma 3.7)) A consequence of (1.15) and (1.14) is that there exists, given w ∈ ∂Ω and 0 < r < r 0 /c, a starlike Lipschitz domainΩ ⊂ Ω ∩ B(w, r), with center at a pointw ∈ Ω ∩ B(w, r), d(w, ∂Ω) ≥ c −1 r, and with Lipschitz constant bounded by c, such that cσ(∂Ω ∩ ∂Ω ∩ B(w, r)) ≥ r n−1 .
Furthermore, |∇u(y)| ≈ r −1 u(w) whenever y ∈Ω.
Step IV (A Carleson measure estimate for a related linear equation) Consider the linear partial differential equation
Consider now the operator L in the domainΩ ⊂ Ω ∩ B(w, r) introduced in Step III. Using
Step I,
Step III and partial integration we then prove that the measure
is a Carleson measure onΩ. Using this and Schauder type estimates for second derivatives we can use results in [KP] to conclude that the elliptic measure associated to L above is an A ∞ -measure with respect toσ and whereσ is the surface measure on ∂Ω.
Step V (Non-tangential convergence of the gradient) This is proved by contradiction. Indeed, assume that there exists a set F ⊂ ∆(w, 4r), σ(F ) > 0, such that ∇u does not have nontangential limits on F . Let y ∈ F be a point of density of F and consider t > 0 small such that cσ(∂Ω ∩ ∆(y, t) ∩ F ) ≥ t n−1 whereΩ ⊂ Ω is the starlike Lipschitz domain defined in Step III (Lemma 3.7) with w,w, r replaced by y,ỹ, t. Note that u y k is a weak solution inΩ to the equation
where F k is defined in (3.22) below. Using Fatou type theorems for the operator L,
Step III and
Step IV we then arrive at a contradiction.
Step VI Using Step V and standard arguments, based on the control of the non-tangential maximal function and Lebesgue's theorem on dominated convergence, we establish that
As a consequence we obtain the reverse Hölder estimate in Step II, with k replaced by |∇u|, and hence that log |∇u| ∈ BMO(∆(w, 2r)).
To briefly discuss the proof of Theorem 2 we note that to prove Theorem 2 we need to establish versions of Step II-Step III above. However, in this case the statements are weaker in the sense that in the setting of Theorem 2 we are only able to prove u(y)/d(y, ∂Ω) ≈ r −1 u(w) whenever y ∈Ω in Step III. Due to this fact we now have to be more careful when establishing the remaining steps. In particular in establishing Step II, instead of proving the estimate directly we have to prove, that by a comparison argument (from the Lipschitz case), µ ∈ A ∞ (dσ). Then by standard arguments we obtain Step II (see [CF] ), however only for q > p − 1.
We have two approaches to the proof of Step V,VI (Lemma 4.3), one more involved and one less involved. In fact the proof of Theorem 2 was conceived at the same time as the second author and John Lewis was finishing [LN7] where, among other things, Theorem 2 is proved in the special case of the p-Laplace operator. The original argument in [LN7] involved certain square function estimates along the lines of Lemma 2.5 in [LV] , an adaption, to our situation, of an argument valid in the case p = 2 and outlined in Appendix A.2 in [KT] as well as an application of Theorem 2.8 in [HMT] concerning the validity of the divergence theorem in Ahlfors type domains. In fact, the argument in Appendix A.2 in [KT] is of real-variable character and makes only modest use of the information that the function u is a solution to a partial differential equation. However, in the course of completing and revising [LN7] a much more simple argument was discovered which even seems to be new in the case p = 2 and which also substantially simplifies the corresponding arguments in [KT] . Since we believe that the more involved argument still contains some analysis that is of independent interest we have provided an outline in section 4 of
Step V using that argument, before we present the complete proof of Step V,VI using the final and more straightforward approach presented in [LN7] in the context of the p-Laplace operator.
We refer to the bulk of the paper for details.
Preliminaries
In this section we briefly introduce the geometric notions used in the paper and state a number of basic estimates concerning (A, p)-harmonic functions.
Definition 2.1. A bounded domain Ω is called non-tangentially accessible (NTA) if there exist M ≥ 2 and r 0 > 0 such that the following are fulfilled:
(i) corkscrew condition: for any w ∈ ∂Ω, 0 < r < r 0 , there exists a r (w) ∈ Ω satisfying M −1 r < |a r (w) − w| < r, d(a r (w), ∂Ω) > M −1 r,
(ii) n \Ω satisfies the corkscrew condition, (iii) uniform condition: if w ∈ ∂Ω, 0 < r < r 0 , and w 1 , w 2 ∈ B(w, r) ∩ Ω, then there exists a rectifiable curve γ : [0, 1]→Ω with γ(0) = w 1 , γ(1) = w 2 , and such that
We note that (iii) is different but equivalent to the usual Harnack chain condition given in [JK2] (see [BL] , Lemma 2.5). We choose this definition in order to emphasize the dependence of Ω on M. M and r 0 will be called the NTA-constants of Ω.
By a Lipschitz graph, Λ, with constant at most N, we mean, after a possible rotation, that
n is a bounded Lipschitz domain if there exists a finite set of balls {B(x i , r i )}, with x i ∈ ∂Ω and r i > 0, such that {B(x i , r i )} constitutes a covering of an open neighborhood of ∂Ω and such that, for each i,
in an appropriate coordinate system and for a Lipschitz function φ i : n−1 → . The Lipschitz constant of Ω is defined to be N = max i |∇φ i | ∞ . Note that if Ω is Lipschitz, then Ω is also NTA. Furthermore, let k be a non-negative integer and let ∈ (0, 1). If the functions {φ i } in (2.1) can be chosen to be C k, -smooth then we say that Ω is a bounded C k, -domain. Recall also that a bounded domainΩ ⊂ n is said to be starlike Lipschitz with respect tox ∈Ω provided
We shall refer to log R ∂B(0,1) as the Lipschitz constant forΩ. Observe that this constant is invariant under scaling aboutx. Given a domain Ω ⊂ n we let ∆(w, r) = ∂Ω ∩ B(w, r) whenever w ∈ ∂Ω, 0 < r < r 0 . Given Ω, σ denotes the restriction of (n − 1)-dimensional Hausdorff measure to ∂Ω. We next recall the notion of Ahlfors regular domains.
Definition 2.2. Let Ω ⊂ n be a bounded domain. We say that Ω and ∂Ω are Ahlfors regular provided that there exist r 0 > 0, C ≥ 1, such that
Recall that a Lebesgue measurable set Ω ⊂ n is a set of locally finite perimeter if the characteristic function for Ω, χ Ω , has locally bounded variation in n , e.g., see [EG] and [F] for details. In particular, we note, see sections 5.8 and 5.11 in [EG] , that if Ω ⊂ n is a bounded Ahlfors regular NTA-domain, then Ω is a set of locally finite perimeter and we let ∂ * Ω denote the reduced boundary of ∂Ω. Then the inwards directed measure theoretical unit normal, n = n(w), is well defined whenever w ∈ ∂ * Ω. Furthermore, σ(∂ * Ω \ ∂ * Ω) = 0 where ∂ * Ω is the measure theoretic boundary, e.g., see [EG] and [F] . Note that if Ω ⊂ n is a bounded domain that is both Ahlfors regular and NTA, then Ω satisfies the two sided corkscrew condition and hence ∂Ω = ∂ * Ω (see [DJ] or [HMT] Lemma 3.5). In particular, σ(∂Ω \ ∂ * Ω) = 0.
Convention concerning constants. Throughout the paper c will denote, unless otherwise stated, a positive constant ≥ 1, not necessarily the same at each occurrence, depending at most on p, n, M, N, C, α,α, β, γ. In general, c(a 1 , . . . , a m ) denotes a positive constant ≥ 1, which may depend at most on p, n, M, N, C, α,α, β, γ and a 1 , . . . , a m , and which is not necessarily the same at each occurrence. If A ≈ B then A/B is bounded from above and below by constants which, unless otherwise stated, depend at most on p, n, M, N, C, α,α, β, γ.
Estimates in NTA-domains
For the proof of the following lemmas concerning the boundary behavior of (A, p)-harmonic functions, for given p, 1 < p < ∞, A ∈ M 0,γ (α, β), for some (α, β, γ), we refer to [LLuN] . Note that in these lemmas the constant c depends at most on p, n, M, α, β, γ.
Furthermore, there existsσ =σ(p, n, α, β, γ) ∈ (0, 1) such that if x, y ∈ B(w, r), then
Lemma 2.4. Let Ω ⊂ n be an NTA-domain with constants M , r 0 and suppose that p, 1 < p < ∞, and A ∈ M 0,γ (α, β), for some (α, β, γ), are given. Let w ∈ ∂Ω, 0 < r < r 0 , and suppose that u is a non-negative continuous (A, p)-harmonic function inΩ ∩ B(w, 2r) and that u = 0 on ∆(w, 2r). Then
Furthermore, there existsσ =σ(p, n, α, β, γ) ∈ (0, 1) such that if x, y ∈ Ω ∩ B(w, r), then
Lemma 2.5. Let Ω ⊂ n be an NTA-domain with constants M , r 0 and suppose that p, 1 < p < ∞, and A ∈ M 0,γ (α, β), for some (α, β, γ), are given. Let w ∈ ∂Ω, 0 < r < r 0 , and suppose that u is a non-negative continuous (A, p)-harmonic function inΩ ∩ B(w, 2r) and that u = 0 on ∆(w, 2r). There exists c = c(p, n, M, α, β, γ), 1 ≤ c < ∞, such that ifr = r/c, then
Lemma 2.6. Let Ω ⊂ n be an NTA-domain with constants M , r 0 and suppose that p, 1 < p < ∞, and A ∈ M 0,γ (α, β), for some (α, β, γ), are given. Let w ∈ ∂Ω, 0 < r < r 0 , and suppose that u is a non-negative continuous (A, p)-harmonic function inΩ ∩ B(w, 4r) and that u = 0 on ∆(w, 4r). Extend u to B(w, 4r) by defining u ≡ 0 on B(w, 4r) \ Ω. Then u has a representative in W 1,p (B(w, 4r)) with Hölder continuous partial derivatives in Ω ∩ B(w, 4r). In particular, there exists ∈ (0, 1], depending only on p, n, α, β, γ, such that if x, y ∈ B(ŵ,r/2),
Lemma 2.7. Let Ω ⊂ n be an NTA-domain with constants M , r 0 and suppose that p, 1 < p < ∞, and
There exists a unique finite positive Borel measure µ on n , with support in ∆(w, 2r), such that whenever
Moreover, there exists c = c(p, n, M, α, β, γ), 1 ≤ c < ∞, such that ifr = r/c, then
Proof We refer to [ALuN1] .
Estimates in Lipschitz domains
In this section we develop all the necessary estimates in the setting of Lipschitz domains and we prove Theorem 1.
Non-degeneracy of |∇u|
In this section we prove the following result.
Lemma 3.1. Let Ω ⊂ n be a Lipschitz domain with constant N , let w ∈ ∂Ω, r > 0, and assume that (2.1) holds with x i , r i replaced by w, 4r. Let 1 < p < ∞ and assume that
To prove Lemma 3.1 we first state two preliminary lemmas. To do this we introduce, in the setting of a Lipschitz domain Ω ⊂ n with constant N , and for w ∈ ∂Ω, s > 0, as in the statement of Lemma 3.1, the cylinders
whenever s > 0. Using this notation we state the following lemma.
Lemma 3.2. Let Ω ⊂ n , φ, N , w and r be as in the statement of Lemma 3.1. Assume that Q(w, s) ⊂ B(w, 4r) for some s > 0. Let 1 < p < ∞ and assume that A 1 , A 2 ∈ M 0,γ (α, β), for some (α, β, γ). Assume that
continuous on the closure of Ω ∩ Q(w, s), and with u 2 = 0 on ∂Ω ∩ Q(w, s). Moreover, let u 1 be the (A 1 , p)-harmonic function in Ω∩Q(w, s/2) which is continuous on the closure of Ω∩Q(w, s/2) and which coincides with u 2 on ∂(Ω ∩ Q(w, s/2)). Then given ρ ∈ (0, 1/16), there exist c,c, θ, and τ , all depending only on p, n, N, α, β, γ, such that
and such that if y ∈ (Ω ∩ Q(w, s/4)) \ {x ∈ Ω : d(x, ∂Ω) < ρs}, then
Proof The lemma can be proved by arguing as in the proof of Lemma 3.1 in [LLuN] .
for some ξ ∈ ∂B(0, 1). Letε −1 = (cc) (1+ )/ where is as in Lemma 2.6. If
.
Proof See Lemma 3.18 in [LLuN] .
Proof of Lemma 3.1 We will base the proof of Lemma 3.1 on Lemma 3.2 and Lemma 3.3. To start the proof we let s be the largest number such that Q(w, s) ⊂ B(w, 4r). Then s is of the same magnitude as r. Using s we see that to prove Lemma 3.1 it is, by elementary geometry, enough to prove that there exist c = c(p, n, N, α, β, γ), λ = λ(p, n, N, α, β, γ), 1 ≤ c < ∞, 1 ≤ λ < ∞, such that
To prove (3.2) we first note, due to translation-and scale-invariance, see Remark 1.4, that we can without loss of generality let w = 0 and s = 1. To proceed we let ρ ∈ (0, 1/16) and δ ∈ (0, 1/8) be degrees of freedom to be chosen below. We let u 1 be the (A(0), p)-harmonic function in Ω ∩ Q(0, δ/2) which is continuous on the closure of Ω ∩ Q(0, δ/2) and which satisfies u 1 = u on ∂(Ω ∩ Q(0, δ/2)). Using the fact that A(0) is a positive definite and symmetric matrix we can, by a change of coordinates, recover the p-Laplace equation. Hence, from [LN1] we can conclude that there exist
Next, using Hölder continuity of A we set that
Let u 2 = u. From Lemma 3.2 we see there exist c , θ, τ depending only on p, n, N, α, β, γ, such that
/( ) where is as in Lemma 2.6, λ 1 as in (3.3) and put ρ = 1/(32c 1 ). Fix δ subject to c ε
−8 }. Then δ = δ(p, n, N, α, β, γ) and using (3.5) we see that
Using (3.3), (3.6) and Lemma 3.3 we can now conclude that
for some λ 2 = λ 2 (p, n, N, α, β, γ), whenever
Moreover if y ∈ (Ω ∩ Q(0, δ/c 1 )) ∩ {x ∈ Ω : d(x, ∂Ω) < 2ρδ} then we can also prove that (3.7) is valid at y by taking a smaller cylinder enclosing y, rescaling to unit scale, and repeating the above argument. This completes the proof of Lemma 3.1.
Pointwise estimates for second order derivatives
Lemma 3.4. Let Ω ⊂ n be a Lipschitz domain with constant N , and assume, in addition, that Ω is C 2,˜ -smooth for some 0 <˜ ≤ 1. Let w ∈ ∂Ω, r > 0, and assume that (2.1) holds with x i , r i replaced by w, 4r. Let 1 < p < ∞ and assume that A ∈ M 1,γ (α,α, β), for some (α,α, β, γ). Let u be a positive (A, p)-harmonic function in Ω ∩ B(w, 4r), continuous onΩ ∩ B(w, 4r), with u = 0 on ∆(w, 4r). Then u ∈ C(Ω ∩ B(w, 4r)) ∩ C 2, 1 (Ω ∩ B(w, r/c)), for some c, 1 , 0 < 1 < 1, depending only on p, n, N, α,α, β and γ. Furthermore,
there exists a neighborhoodÑ of ∂Ω and ε = ε(α,˜ , n) such that min
Proof Formally carrying out the differentiation in ∇ · (A(x)∇u · ∇u) p/2−1 A(x)∇u we obtain a partial differential equation in non-divergence form,
Using that A ∈ M 1,γ (α,α, β), for some (α,α, β, γ), and Lemma 2.6 we see thatb i ∈ C 0,ˆ , and a ij ∈ C 0,ˆ , for someˆ =ˆ (p, n, α, β, γ), 0 <ˆ < 1. We also haveã ij =ã ji , and
where λ(x) = |∇u(x)| p−2 . Next, using results from [GT] and Lemma 3.1 we see that u is a classical solution, in particular u ∈ C(Ω ∩ B(w, 4r)) ∩ C 2 (Ω ∩ B(w, r/c)) where c is as in Lemma 3.1. Furthermore, using Lemma 3.4 in [GT] we see that (i) holds. Given (i) we get the improved regularity from Schauder estimates (see [GT] ) and we can conclude that u ∈ C 2, 1 (Ω∩B(w, r/c)),
In particular, we also obtain (ii). Note that we can divide our equation with |∇u| p−2 , since |∇u| p−2 does not vanish anywhere in Ω ∩ B(w, r/c), to obtain a uniformly elliptic partial differential equation. In particular, using this observation we see that the Schauder constant and exponent does not depend on the C 2 norm of the boundary.
Remark 3.5. Note that the above result is true in Lipschitz domains since the constants in Lemma 3.4 do not depend on the C 2 norm of the boundary. However, in this case the C 2, 1 norm of u may become unbounded close to ∂Ω. In particular, if Ω ⊂ n is a Lipschitz domain with constant N , w ∈ ∂Ω, r > 0, and p, A, u are as in the statement of Lemma 3.4, then there exists c, depending only on p, n, N, α,α, β and γ, such that if x ∈ Ω ∩ B(w, r/c), then n i,j=1
Local strong non-degeneracy and a reverse Hölder estimate
Lemma 3.6. Let Ω ⊂ n be a Lipschitz domain with constant N , let w ∈ ∂Ω, r > 0, and assume that (2.1) holds with x i , r i replaced by w, 4r. Let 1 < p < ∞ and assume that A ∈ M 1,γ (α,α, β), for some (α,α, β, γ). Let u be a non-negative (A, p)-harmonic function in Ω ∩ B(w, 4r), continuous onΩ ∩ B(w, 4r), with u = 0 on ∆(w, 4r). Extend u to B(w, 4r) by defining u ≡ 0 on B(w, 4r) \ Ω and let µ be the measure, with support in ∆(w, 4r), associated to the function u as stated Lemma 2.7. Then µ is absolutely continuous with respect to σ on ∆(w, 4r) and dµ/dσ = k p−1 on ∆(w, 4r) where k ≥ 0. Furthermore, there exists a constant c = c(p, n, N, α,α, β, γ), 1 ≤ c < ∞, such that
Proof Recall the definition of Q(w, ·) in (3.1). By a simple covering argument, Lemma 2.7 and Harnack's inequality, we see that it is enough to prove that there exists a constant c = c(p, n, N, α,α, β, γ), 1 ≤ c < ∞, such that
for all s, 0 < s ≤ r/c. Furthermore, we can without loss of generality assume that Q(w, 8s) ⊂ B(w, r). To begin the proof of (3.9) we introduce , 4s) ). Then, using Lemmas 3.1 and 3.4 we see that locally the boundary of D(t) is of class C 2, 1 with Lipschitz constant bounded by ≤ cN . Hence, if we let n t , σ t denote, respectively, the unit outer normal and the surface measure on {x ∈ Ω ∩ Q(w, 4s) : u(x) = t}, then we can integrate by parts to conclude, for t > 0 small, that
where the second term is zero by Lemma 3.4. Note that on {x ∈ Ω ∩ Q(w, 4s) : u(x) = t} we have n t = −∇u/|∇u| and we introduce the measure µ t on {x ∈ Ω ∩ Q(w, 4s) : u(x) = t} through the relation
We also introduce k t through the relation k
. Using this notation we can conclude that , 4s) ). To prove (3.9) we first prove that there exists a constant c = c(p, n, N, α,α, β, γ), 1 ≤ c < ∞, such that
(3.12) holds for t small. To prove this, we claim that there exists a constant c as in (3.12) such that
Indeed, assume (3.13). Then we first see that 14) and then using Lemma 2.4, Lemma 2.5, Harnack's inequality and Lemma 2.7 we can conclude that the right hand side in (3.14) is dominated by the right hand side in (3.12). To prove (3.13) let θ ∈ C ∞ 0 (Q(w, 4s)) be such that θ ≡ 1 on Q(w, 2s) and |∇θ| < cs −1 . Then
Then, using the divergence theorem and (3.15), we see that
Carrying out the differentiation with respect to x n in I we see that
where
Here F xn indicates differentiation of F with respect to x n . Using that A ∈ M 1,γ (α,α, β) we can conclude that
To derive a bound of I 2 we first note that
and based on this decomposition we see that
where the integrals I 21 , I 22 and I 23 are defined using the terms on the right hand side in the decomposition above as integrands. From the ellipticity of A(x) and the definition of the test function we have
I 22 is zero because u solves the equation (see Lemma 3.4). Concerning I 21 we note, by an application of the divergence theorem, together with the fact that n t = −∇u/|∇u| on ∂(D(t) ∩ Q(w, 4s)) where θ = 0, that
Hence we obtain (p − 1)I = −I 1 − I 22 − I 23 − I 3 and putting all estimates together we have proved
Hence the proof of (3.13), and the proof of (3.12), are complete. We will now use (3.12) to prove (3.9) and to complete the proof of the lemma. Let ψ t be such that {x ∈ Ω ∩ Q(w, 4s) : u(x) = t} = {y : |y − w | < 4s, u(y , ψ t (y )) = t}. Using this notation we let dμ t (y ) = (k t (y , ψ t (y )))
and we simply note that (3.12) then reads
for t small. In particular, the Radon-Nikodym derivatives {dμ t /dy } satisfy a reverse L p/(p−1)
Hölder inequality on {y : |y − w | < 2s} for t > 0 small. Furthermore, the constants in (3.18) depend only on p, n, and N for small t > 0. Hence any sequence of these Radon-Nikodym derivatives has a subsequence which converges weakly in L p/(p−1) . Using these observations, lower semicontinuity of the norm in L p/(p−1) under weak convergence, that µ t → µ weakly, and letting t→0 we see that the Radon-Nikodym derivative of the pullback of µ on {y : |y − w | < 2s} satisfies a L p/(p−1) reverse Hölder inequality. Changing variables back we obtain (3.9).
Lemma 3.7. Let Ω ⊂ n be a Lipschitz domain with constant N , let w ∈ ∂Ω, r > 0, and assume that (2.1) holds with x i , r i replaced by w, 4r. Let 1 < p < ∞ and assume that A ∈ M 1,γ (α,α, β), for some (α,α, β, γ). Let u be a non-negative (A, p)-harmonic function in Ω ∩ B(w, 4r), continuous onΩ ∩ B(w, 4r), with u = 0 on ∆(w, 4r). Then there exist a constant c = c(p, n, N, α,α, β, γ), 1 ≤ c < ∞, and a starlike Lipschitz domainΩ ⊂ Ω ∩ B(w, r), with center at a pointw ∈ Ω ∩ B(w, r), d(w, ∂Ω) ≥ c −1 r, and with Lipschitz constant bounded by c, such that cσ(∂Ω ∩ ∆(w, r)) ≥ r n−1 .
Moreover, the following inequality is valid for all y ∈Ω,
Proof Having established Lemmas 3.1, 3.6 we can prove this lemma by proceeding as in the proof of Lemma 2.45 in [LN] .
A Carleson measure estimate
Lemma 3.8. Let Ω, N, A, α,α, β, γ, p, w, r and u be as in the statement of Lemma 3.7 and letΩ be the local non-degeneracy domain constructed in Lemma 3.7. Define, for y ∈Ω, the measure
Thenν is a Carleson measure onΩ and there exists a constant c = c(p, n, N, α,α, β, γ), 1 ≤ c < ∞, such that if z ∈ ∂Ω and 0 < s < r, theñ
Proof Given ε > 0 we let A ε = A ε (y) = {a ij (y)}, a ε ij (x) : n → and a ε ij ∈ C ∞ , for i, j ∈ {1, ..., n}, be such that a ε ij → a ij in C 1,γ as ε → 0. This can be achieve in a standard manner. Arguing as in the proof of Lemma 3.4, and using a bootstrap type argument, we obtain that a (A , p)-harmonic function inΩ with the same boundary data as u on ∂Ω is smooth inΩ. Let z ∈ ∂Ω and 0 < s < r. We next prove that if u ε is a (A ε , p)-harmonic function such that u ε = u on ∂(Ω ∩ B(z, 4s)) then u ε → u in the C 2 norm on compact subset ofΩ ∩ B(z, 4s) as ε → 0. Indeed, let K ⊂Ω ∩ B(z, 4s) be a compact set. Using Schauder estimates we obtain that ||u ε || C 2, 1 (K) ≤ L, where L does not depend on ε. Hence, using the Arzelà-Ascoli theorem we can find a sequence of ε i → 0 such that u ε i → v in C 2, 1 (K) as i → ∞. Using Lemma 3.2 we then obtain that u ε i → u uniformly in Ω ∩ B(z, 2s) and hence we see that u ε i , ∇u ε i , ∇ 2 u ε i converges pointwise to u, ∇u, ∇ 2 u. In particular, in the following we can assume, without loss of generality, that u is smooth inΩ ∩ B(z, 4s).
To proceed we first note, asΩ is a starlike Lipschitz domain with centerw, thatΩ can be represented as in (2.2) withx, R, replaced byw,R for some functionR with Lipschitz constant bounded by c = c(p, n, N, α,α, β, γ). We first consider the case when z ∈ ∂Ω and 0 < s < Hence the proof is complete in this case and we next consider the case when z ∈ ∂Ω and s ≥ 1 2 d(z, ∂Ω). In the following we let, for 0 < ε < 1 100
min ∂B(0,1)R ,Ω be the starlike Lipschitz domain which has the same center asΩ but with defining functionR − . In the following we letσ be the surface measure on ∂Ω and we letν be defined as in the statement of Lemma 3.8 but withΩ replaced byΩ . To proceed we first note that
To estimate the right hand side in (3.20) we introduce an associated linear equation. In particular, if we let ζ = u y k inΩ for some k ∈ {1, .., n} then Lζ = −∇ · F k where
and 
whenever y ∈Ω and for all ξ ∈ n \ {0}. Applying L, which is independent of k, to the function |∇u| 2 we see, if we let B :
In particular,
inΩ. Hence, introducing 27) we have that
Using that Lu = 0, and partial integration, we see that
Using Remark 3.5 and Lemma 3.7 we therefore see that
which is the desired estimate for I 1 . Concerning I 2 we have that
As above we get that
Combining our estimates we can conclude that
By combining the above display and (3.20), letting → 0 and using Fatou's lemma we can complete the proof of the lemma.
Proof of Theorem 1
We here prove Theorem 1.
Proof To start the proof we note that the statement that µ is absolutely continuous with respect to σ on ∆(w, 4r) follows from Lemma 3.6. Furthermore, if we let dµ/dσ = k p−1 on ∆(w, 4r), then k ≥ 0. To establish Theorem 1 we first prove (i). To do so we first note that Lemma 3.6 and Lemma 2.7 (ii) imply, see [GR] , [CF] , that there exist q > p and c, 1 ≤ c < ∞, both depending only on p, n, N, α,α, β, γ, such that if y ∈ ∆(w, 2r), s > 0, ∆(y, s) ⊂ ∆(w, 2r), then
To prove (i) we note that we can assume, without loss of generality, that max Ω∩B(w,4r)
Let Γ(y) be defined as in (1.7). Let y ∈ ∆(w, 2r) and let z ∈ Γ(y) ∩ B(y, r/8). Then, using Lemma 2.6 and Lemma 2.7 we obtain, with s = |z − y|, |∇u| whenever ρ ≤ r/8 and y ∈ ∆(w, 2r). (3.37) Using (3.35), (3.36), (3.34) and the Hardy-Littlewood maximal theorem we see that that if we put q = (q + p)/2, then
Using Lemma 2.6 and (3.35) we also see that |∇u(x)| ≤ cr −1 whenever x ∈ (Γ(y) ∩ B(w, 4r)) \ B(y, r/8) and y ∈ ∆(w, 2r). Thus N (|∇u|)(y) ≤ N r/8 (|∇u|)(y) + cr −1 whenever y ∈ ∆(w, 2r). Therefore, using (3.38) as well as Lemma 2.7 (ii) and (3.35) once again we can conclude that Theorem 1 (i) holds.
Next we prove by contradiction that ∇u has non-tangential limits for σ almost every y ∈ ∆(w, 4r). To do this we suppose that there exists a set F ⊂ ∆(w, 4r), σ(F ) > 0, such that if y ∈ F , then the limit of ∇u(z), as z → y in Γ(y), does not exist. Let y ∈ F be a point of density for F with respect to σ. Then
and we can conclude, for t > 0 is small enough, that
whereΩ ⊂ Ω is the starlike Lipschitz domain defined in Lemma 3.7 with w, w , r replaced by y,ỹ, t. Using Lemma 3.7 we also see that |∇u| ≈ C inΩ. Moreover, since u x k is bounded inΩ for 1 ≤ k ≤ n, we can conclude that if L is as in (3.21), then u x k is a weak solution to
Using (3.21), and the fact that |∇u| ≈ C inΩ, it follows that the operator L is uniformly elliptic inΩ with bounded and measurable coefficients and that F k ∈ L ∞ (Ω). Hence, using classical theory (see Theorem 8.30 in [GT] ) it follows that the equation (3.39) has, for given continuous boundary values onΩ, a unique weak solution which is continuous on the closure ofΩ. Let v be this unique continuous weak solution of (3.39) with is zero on ∂Ω. Then (3.41) inΩ and hence it follows, since v is bounded inΩ, from [CFMS] that u x k has non-tangential limits at almost every boundary point ofΩ with respect to the elliptic measure,ω(·,ỹ), associated with the operator L. We next use the the main result of [KP] to derive a contradiction. In particular, analyzing the proof of the main result in [KP] we see that it is enough to verify that
, whenever x ∈Ω,
in order to conclude thatω(·,ỹ) is mutually absolutely continuous with respect to the surface measure on ∂Ω,σ. We emphasize that while the main result in [KP] is stated under the assumption that d(x, ∂Ω) sup y∈B(x,d(x,∂Ω)/2) |∇b ij (y)| 2 is a Carleson measure onΩ the theorem could as well have been stated using the assumptions in (3.42). In particular, if we can verify the assumptions in (3.42) thenω(·,ỹ) is mutually absolutely continuous with respect toσ and hence we readily derive a contradiction to the statement that σ(F ) > 0. To verify (a) and (b) in (3.42) we first note that n i,j=1
Using the above display together with Lemma 3.8 we see that
is a Carleson measure with
whenever z ∈ ∂Ω. (3.43)
Next using Lemma 3.1, 3.7 and Remark 3.5 we also see that
In particular, we have verified (a) and (b) and we can conclude that ∇u has non-tangential limits a.e. on ∆(w, 4r).
To conclude the proof of Theorem 1 it only remains to prove that
since this conclusion and (3.34) prove statements (ii) − (iv) of Theorem 1. To prove (3.45) we can argue similarly to the proof at the end of Lemma 3.6. In particular, recall the definition of Q(w, ·) in (3.1), assume that Q(w, 8s) ⊂ B(w, r) and let
for small positive t. Again, using Lemmas 3.1 and 3.4 we see that locally the boundary of D(t) is of class C 2, 1 with Lipschitz constant bounded by ≤ cN . We let n t , σ t denote, respectively, the unit outer normal and the surface measure on {x ∈ Ω ∩ Q(w, 4s) : u(x) = t}, we note that on {x ∈ Ω ∩ Q(w, 4s) : u(x) = t} we have n t = −∇u/|∇u| and we introduce the measure µ t on {x ∈ Ω ∩ Q(w, 4s) : u(x) = t} through the relation
Let ψ t be such that {x ∈ Ω ∩ Q(w, 4s) : u(x) = t} = {y : |y − w | < 4s, u(y , ψ t (y )) = t}. Then µ t (Q(w, 4s)) = {y :|y −w |<4s}
(A∇u · ∇u) p/2 |∇u| −1 (y , ψ t (y )) 1 + |∇ψ t | 2 dy . (3.47) Now using Theorem 1 (i), the facts that we have proved that ∇u has non-tangential limits σ-a.e. on ∆(w, 4r) and that µ t (Q(w, 4s)) converges weakly to µ(Q(w, 4s)) as t → 0, we can use the Lebesgue dominated convergence theorem to conclude that ∂Ω∩Q(w,4s)
Since this argument can be repeated with Q(w, 4s) replaced by any Q(y, 4s), y ∈ ∆(w, 2r), Q(y, 8s) ⊂ B(w, 2r), the proof of (3.45) and Theorem 1 is complete.
Proof of Theorem 2
To prove Theorem 2 we will make use of the following lemma. Using Theorem 1, the lemma can be proved along the lines of Lemma 4.14 in [LN4] .
Lemma 4.1. Let Ω ⊂ n be a bounded Ahlfors regular NTA-domain with constants, C, M, r 0 . Given p, 1 < p < ∞, w ∈ ∂Ω, 0 < r < r 0 , assume that A ∈ M 1,γ (α,α, β) for some (α,α, β, γ). Suppose u is a positive (A, p)-harmonic function in Ω ∩ B(w, 4r), u is continuous in the closure of Ω ∩ B(w, 4r) and u = 0 on ∆(w, 4r). Then there exists a constantc =c(p, n, M, C, α,α, β, γ), 1 ≤c < ∞, such that the following is true. There is a starlike Lipschitz domainΩ ⊂ Ω ∩ B(w, r), with center at a pointw, d(w, ∂Ω) ≥c −1 r, and with Lipschitz constant bounded byc, such that
Moreover, if y ∈Ω thenc
We divide the proof of Theorem 2 into the following lemmas.
Lemma 4.2. Let Ω ⊂ R n , A, δ, M , C, p, w, r, u, α,α, β, γ and µ be as in the statement of Theorem 2. Then µ is absolutely continuous with respect to σ on ∆(w, 4r) and dµ ∈ A ∞ (∆(w, 2r), dσ). Let k p−1 denote the Radon-Nikodym derivative of µ with respect to σ on ∆(w, 4r), i.e., dµ/dσ = k p−1 σ-almost everywhere on ∆(w, 4r). Then there exist q > p − 1 and a constant c, 1 ≤ c < ∞, which both only depend on p, n, M, C, α,α, β and γ, such that
where N (·) is the non-tangential maximal function introduced in (1.8) and where Γ(y) is the non-tangential cone at y introduced in (1.7) relative to a fixed b, 0 < b < 1. Moreover ∆(w, 4r) has a tangent plane at σ almost every y ∈ ∆(w, 4r). If n(y) denotes the unit normal to this tangent plane pointing into Ω ∩ B(w, 4r), then
for σ almost every y ∈ ∆(w, 4r).
We first note that the statement that µ is absolutely continuous with respect to σ on ∆(w, 4r) and dµ ∈ A ∞ (∆(w, 2r), dσ), as well as Theorem 2 (i), follows from Lemma 4.2. The statement that ∇u(y) has non-tangential limits for σ-a.e y ∈ ∆(w, 4r) is proved in Lemma 4.3. Furthermore, Theorem 2 (iii) is a consequence of Theorem 2 (ii), see [GR] ,and [CF] . Moreover, to prove statement (ii) of Theorem 2 it is enough, as we see from (4.4) in Lemma 4.2, to prove statement (iv) of Theorem 2. However, statement (iv) of Theorem 2 is a consequence of (i) and (ii) in Lemma 4.3.
Proof of Lemma 4.2 Recall that u is extended to B(w, 4r) by defining u ≡ 0 on B(w, 4r) \ Ω and that µ is the measure associated to u as in the statement of Lemma 2.7. We let z ∈ ∆(w, 2r), 0 < s < r/c, where c is as in Lemma 2.5, and we let E ⊂ ∆(z, s) be a Borel set. Moreover, let κ > 0 be a degree of freedom to be fixed below, assume σ(E) ≥ κσ(∆(z, s)) and letΩ be as in Lemma 4.1 with w, r,w replaced by z, s,z. Let F = ∂Ω ∩ E. Furthermore, let c be the constant appearing in Lemma 4.1 and letũ be the (A, p)-capacitary function for the ring domainΩ \ B(z, s/(2c)), i.e.ũ = 1 on ∂B(z, s/(2c)) andũ = 0 on ∂Ω. Extendũ to n by the definingũ ≡ 0 on the complement ofΩ and letμ be the measure associated toũ, in the sense of Lemma 2.7, with support in ∂Ω. Then, using the version of Theorem 1, valid obviously in starlike Lipschitz rings, we can conclude thatμ is an A ∞ -measure on ∂Ω, with respect to the surface measure on ∂Ω. Hence, using this conclusion and Lemma 4.1 we see that if we choose κ sufficiently close to one, then σ(F ) ≥ s n−1 /c andμ(F ) ≥c −1 , for somec, 1 ≤c < ∞, independent of z and s. Next, using Harnack's inequality and the maximum principle we see that cu ≥ u(z)ũ inΩ \ B(z, s/(2c)). Furthermore, using these conclusions, Lemma 2.7 and a Vitali type covering argument we see that
for someĉ =ĉ(p, n, M, C, α,α, β, γ, κ) ≥ 1. Based on (4.7) we can conclude, see [CF] , that dµ ∈ A ∞ (∆(w, 2r), dσ). Moreover, using the same argument we can also conclude that µ is absolutely continuous with respect to σ on ∆(w, 4r). Furthermore, as µ is a (positive) measure on ∆(w, 4r) the Radon-Nikodym derivative of µ with respect to σ is non-negative. In particular, we let k be defined on ∆(w, 4r) and such that k p−1 is the Radon-Nikodym derivative of µ with respect to σ, i.e., dµ/dσ = k p−1 on ∆(w, 4r). It is well known, see [GR] , [CF] , that dµ ∈ A ∞ (∆(w, 2r), dσ) implies that there then exists c = c(p, n, M, C, α,α, β, γ) and q > p − 1, q = q (p, n, M, C, α,α, β, γ), such that if y ∈ ∆(w, 2r), s > 0, ∆(y, s) ⊂ ∆(w, 2r), then
Hence we see, in particular, that (4.4) holds for q = (q + p − 1)/2 and we can now complete the proof of the lemma by arguing as in the proof of the corresponding statement in Theorem 1. We omit further details.
Alternative A: Proof of (4.5) in Lemma 4.3 We here prove the statement concerning the existence of non-tangential limits of ∇u in Lemma 4.3, i.e., we prove (4.5). LetΩ be as in Lemma 4.1 and let E = ∂Ω ∩ ∂Ω. We define Ω * as the union of all straight lines from E to B(w, r/c) where c is such
Note that (4.1) is true withΩ replaced by Ω * and if y ∈ Ω * , then (4.2) holds. To prove the following lemma one can proceed, by using the type of partial integrations present in the proof of Lemma 3.6 and Lemma 3.8 above, as in the proof of Lemma 2.5 in [LV] .
Lemma 4.4. Let A, Ω ⊂ n , r 0 , M, C, p, w, r, u, c,Ω,w, be as in the statement of Lemma 4.1 and let¯ > 0 be given. Then there existsc =c(p, n, M, C, α,α, β, γ,¯ , u(w)/r, r), 1 ≤c < ∞ such that
where Ω * is as in (4.9).
To prove (4.5) of Lemma 4.3 we argue by contradiction and we suppose that there exists a set F ⊂ ∆(w, 4r), σ(F ) > 0, such that if y ∈ F then the limit of ∇u(x), as x → y with x ∈ Γ(y) ∩ B(w, 4r), does not exist. (4.10)
Assuming (4.10) we let y ∈ F be a point of density for F with respect to σ. Then
and we can conclude, if t > 0 is small enough, that
where Ω * ⊂ Ω is the starlike Lipschitz domain defined in (4.9) with w,w, r replaced by y,ỹ, t. Moreover, using Lemma 4.1 and (4.9) we see that
In (4.12) and (4.13) we have c = c(p, n, M, C, α,α, β, γ) ≥ 1. Before we proceed we note that if we knew that |∇u(z)| satisfied the conclusion of Lemma 3.1 for some λ whenever z ∈ Ω * , then we could argue as in the proof of Theorem 1 to derive a contradiction to the assumption in (4.10) that σ(F ) > 0. However, the problem in the current situation is that we do not a priori know whether or not the conclusion of Lemma 3.1 holds in Ω * . This fact forces us to develop a more involved argument compared to Theorem 1 in order to arrive at a contradiction to the statement in (4.10).
To proceed we in the following use the short notation η = t −1 u(ỹ). Moreover, givenz ∈ ∂Ω * ∩ ∆(y, t) ∩ F we let ν x z = (x −z)/|x −z|, we let l x z the straight line starting atz and ending at x ∈ n , and we let Cz denote the cone formed by all line segments connectingz to y ∈ B(ỹ, t/(100c)) in Ω * . We fix c 0 1 and we let k 0 ∈ Z + be the smallest integer such that 2 −k 0 ≤ t/c 0 . In the following we let > 0 be a parameter and we introduce, for k ≥ k 0 , the set
(4.14)
Our goal is to choose ε so that 15) and hence so that, in particular,
.15 is true, we see that
(4.16)
In particular, using (4.12) and (4.16) we see that if m 0 is large enough then there existsc such thatcσ
whereσ is the surface measure on ∂Ω * . Let z 0 ∈ E m 0 be a point of density of E m 0 , i.e.,
Then we can conclude, for s > 0 small enough, that
In the following we assume, as we may, that s 10 −7 t/c where c is as in Lemma 4.1. Next, let Ω * * be the domain we obtain by taking the union of all line segments which connect points z ∈ ∂Ω * ∩ E m 0 ∩ B(z 0 , s) to points in B(ỹ, s). Then Ω * * ⊂ Ω * , Ω * * is a Lipschitz domain and E m 0 ⊂ ∂Ω * * . For ρ > 0 small we let
Moreover, using Lemma 2.6, (4.13) and the definition of the set E m 0 we see that there exists c = c(p, n, M, C, α,α, β, γ, , η), 1 ≤ c < ∞, such that
Let now L be defined as in (3.21), (3.23) relative to u and D * 2 −m 0 −2 . Then, using (4.21) and (3.24) we see that L is uniformly elliptic in D * 2 −m 0 −2 and that for 1 ≤ k ≤ n, u x k satisfies (3.39) weakly in D * 2 −m 0 −2 . We can now argue as in Theorem 1 conclude that u x k has non-tangential limits a.e. w.r.t. the surface measure in D * 2 −m 0 −2 , hence contradicting the assumption on the set F . Let us now prove (4.15). Letz ∈ ∂Ω * ∩ ∆(y, t) ∩ F and x ∈ Cz. Then we see, using (4.13) and the fundamental theorem of calculus, that
Hence, there existsĉ =ĉ(p, n, M, C, α,α, β, γ) ≥ 1 such that
In particular, we can conclude that there existsΛ,Γ ≥ 1 depending only on p, n, M, C, α,α, β, and γ such that ifz ∈ ∂Ω * ∩ ∆(y, t) ∩ F , then there exists, for every k ≥ k 0 and everyŷ ∈ B(ỹ, t/(100c)),
Next, givenz ∈ F k for some k ≥ k 0 , letẑ 0 be a point as in the definition of F k , i.e.,ẑ 0 ∈ Cz, 2 −k−2 < |ẑ 0 −z| < 2 −k+2 and |∇u(ẑ 0 ) · νẑ 0 z | < η. Since our class of equations is invariant under rotations we may assume that νẑ 0 z = e n . Let x k (z) = xŷ k (z),ŷ ∈ B(ỹ, t/(100c)), be a point as in (4.24), where νŷ z = e n , and letẑ ∈ F k be a point on lŷ z which minimizes the distance to x k (z) among all points in F k . Then, we letẑ * ∈ lŷ z be the point, in betweenẑ and x k (z), which is closest to x k (z) and which satisfies (∇u(ẑ * ) · e n ) = 100 η. Assuming that 100 Γ −1 we see, by continuity, that such a point exists. Let P (x) denote the hyperplane which passes through x ∈ n and which is orthogonal to e n . Using Lemma 2.6 and (4.13) we see that there exists 0 < κ = κ (p, n, M, C, α,α, β, γ, ) 1 such that 25) and such that
where C(x k (z)) be the cylinder generate by connecting all points z 1 and z 2 which satisfy
and such that the line passing through z 1 , z 2 is parallel to the line defined by e n . We claim that if we choose 0 < = (p, n, M, C, α,α, β, γ) 1 sufficiently small, in particular we let 200 < Γ −1 /4, then there also exists 0 <κ =κ(p, n, M, C, α,α, β, γ) 1
and if the line passing through z 1 , z 2 is parallel to the line defined by e n , then (4.27) To see this, we let z 1 , z 2 be as in the statement of (4.27) and we first note that the conclusion in (4.27) is obvious in case z 2 / ∈ B(x k (z), κ2 1−k ). Hence we assume z 2 ∈ B(x k (z), κ2 1−k ) and we note that we can without loss of generality assume, by choosing κ smaller if necessary, that B(x k (z), 8κ2
−k ) ⊂ Ω * . Hence, applying Lemma 2.6 and using (4.13) we see that
and using (4.28) we see that (4.27) holds also in this case. Next, given z 1 and z 2 as in (4.27) we see, that by first integrating along the line connecting z 1 and z 2 then integrating in the disc B(ẑ * , κ2 −k ) ∩ P (ẑ * ) and using the fundamental theorem of calculus, Hölder's inequality, (4.13), that there exists a constantĉ =ĉ(p, n, M, C, α,α, β, γ) ≥ 1 such that
Using (4.29), the starlike Lipschitzness of Ω * and by covering F k with balls of radius ≈ 2 −k , we see that there existsΛ ≥ 4 and c, depending only on p, n, M, C, α,α, β, and γ, such that
where Summing (4.30) with respect to k, and using Lemma 4.4 with¯ = η/200, we see that
(4.31) (4.31) implies (4.15) and hence the proof is complete.
Alternative B: Proof of Lemma 4.3 In retrospective a natural and alternative framework/approach to the proof of (4.5) outlined above, and to the argument outlined in the case p = 2 in Appendix A.2 in [KT] , is to consider an argument by contradiction and appropriately designed blow-ups. This is implemented in the following proof of Lemma 4.3 where we argue by contradiction. Note that Lemma 4.3 consists of three statements: (4.5), ∆(w, 4r) has a tangent plane at σ almost every y ∈ ∆(w, 4r) and (4.6). We now suppose there exists a set F ⊂ ∆(w, 4r) with σ(F ) > 0, such that at least one of these statements is false for each y ∈ F. Under this assumption we let z ∈ F be a point of density for F with respect to σ, i.e.,
Using (4.32) and Ahlfors regularity we see that there exists c = c(p, n, M, C) ≥ 1 such that
if s > 0 is small enough, whereΩ ⊂ Ω is the starlike Lipschitz domain defined in Lemma 4.1 with w,w, r replaced by z,z, s. To get a contradiction we show that all three statements in Lemma 4.3 hold for σ almost every y ∈ ∂Ω ∩ ∆(z, s).
(4.34)
Hence, to prove Lemma 4.3 we see that it suffices to prove (4.34) whenever ∆(z, s) ⊂ ∆(w, 4r). Letσ denote the surface measure on ∂Ω and let E be the set of all y ∈ ∂Ω ∩ ∆(z, s) satisfying the following.
(a) y is a point of density for E relative to σ,σ, µ.
There is a tangent plane T (y) to both ∂Ω, ∂Ω at y.
(c) lim
In (4.35),â, denotes the (n − 1)-dimensional Lebesgue measure of the unit ball in n−1 . We claim that
The proof of (4.36) is essentially identical to the corresponding proof in [LN7] . Indeed, (a) of (4.35) forσ and σ almost every y is a consequence of the fact that σ,σ are regular Borel measures and differentiation theory (notice that on E, σ =σ since they are the restriction of the (n − 1)-dimensional Hausdorff measure), while (a) for µ and σ almost every y follows from Lemma 4.2 and differentiation theory. To prove (b) of (4.35) we need to show that there exists, for σ almost every y in ∂Ω ∩ ∆(z, s), a plane T (y) such that
where h is the Hausdorff distance andΩ = Ω,Ω. To prove this we firstly note, using Rademacher's theorem concerning the almost everywhere differentiability of Lipschitz functions, that (4.37) for σ almost every y ∈ ∂Ω ∩ ∆(z, s) holds forΩ =Ω. Secondly, there exists a tangent planeT (y) to ∂Ω at y (see A.1.95 in [KT] ). Since (4.37) holds forΩ =Ω, then using the fact thatΩ ⊂ Ω, and (a) of (4.35) forΩ, it follows thatT (y) = T (y), hence (4.37) is also valid whenΩ = Ω. Statement (c) of (4.35) follows forσ and for σ almost every y ∈ ∂Ω ∩ ∆(z, s) from a well known formula for surface measure of a Lipschitz graph and the Lebesgue differentiation theorem. Moreover, (c) and (a) in (4.35) forσ, as well as Ahlfors regularity of ∂Ω, implies (c) for σ, and for σ almost every y ∈ ∂Ω ∩ ∆(z, s). To get (d) of (4.35) for σ almost every y ∈ ∂Ω ∩ ∆(z, s), we use (c) in (4.35), Lemma 4.2, and the differentiation theorem for Radon measures. This completes the proof of (4.36). Armed with (4.35) and (4.36) we now follow [LN7] and use a blow-up argument to complete the proof of Lemma 4.3. Indeed, let z, s and E be as above (4.35) and consider y ∈ E as in (4.35). Using Remark 1.4 we see that the class M 1,γ (α,α, β) is invariant with respect to rotations and suitable dilations and that we can assume, without loss of generality, that y = 0 and that T = T (0) = {x ∈ n : x n = 0} where T (0) is the tangent plane in (4.35). Let {t m } be a decreasing sequence of positive numbers with limit zero, t 1 << s, and consider the following blow-ups of Ω andΩ at y = 0:
(4.38)
Furthermore, we let 42) whereσ is the Hölder exponent in Lemma 2.4. We assume as we may that H := {x : x n > 0} containsz, the center ofΩ. Then since Ω is an Ahlfors regular NTA-domain andΩ is starlike Lipschitz with respect toz, we find from (4.37) that
From (4.41)-(4.43) we see that a subsequence of {v m }, denoted {v m }, converges uniformly on compact subsets of n to a Hölder continuous function v with v ≡ 0 in n \H. Furthermore, v ≥ 0 and v is (A(0), p)-harmonic in H. Next using, for example, the boundary Hölder ratio proved in Lemma 2.8 in [LLuN] we see that there existsĉ ∈ [1, ∞) and ρ ∈ (0, 1], both depending only on p, n, α, such that log v(x) x n − log v(y) y n ≤ĉ |x − y| r ρ (4.44) whenever x, y ∈ H ∩ B(0, r) and r > 0. Hence, letting r→∞ we can conclude that v(x) = ζx + n , x + n = max(x n , 0), for some ζ ≥ 0. We assert that
To prove (4.45) we observe from Lemma 2.7 and (4.42) that the sequence of measures, {ν m }, corresponding to {v m } have uniformly bounded total masses on B(0, R). Also from Lemma 2.3 and (4.42) we see that {v m } is a uniformly bounded sequence in W 1,p (B(0, R)). Using these facts, Lemma 2.6 and Lemma 2.7 (i), we obtain that {ν m } converges weakly to a measure ν where ν is the measure associated with ζx + n in the sense of Lemma 2.7. Integration by parts shows that ν = ζ p−1 (A(0)e n · e n ) p/2 σ H where σ H , denotes (n − 1)-dimensional Hausdorff measure on H. Using this computation, weak convergence, (4.40), and (4.35) (d), we get that
In particular, (4.45) is true. From (4.45) and our earlier observations we see that t −1 u(tx) converges uniformly as t→0 to ζx + n on compact subsets of n and ∇u(tx) converges uniformly to ζe n as t→0 when x lies in a compact subset of H. Given 0 < β < 1, let K β = {x ∈ H : x n ≥ β|x|}. In view of these remarks and (4.45) we conclude that
whenever 0 < β < 1 is fixed and ω ∈ K β with |ω| = 1. Finally, using the uniform condition in Definition 2.1 it is easily seen that there exists, for given 0 < b < 1 and t > 0 small, β > 0 such that Γ b (0) ∩ B(0, t) ⊂ K β . From this observation, (4.46), and our earlier reductions we conclude the validity of Lemma 4.3.
Proof of Theorem 3
Lemma 5.1. Let Ω ⊂ n be an NTA-domain with constants M, r 0 and assume that Ω ∈ F(δ, N, r 0 ). Let 1 < p < ∞ and assume that A ∈ M 0,γ (α, β), for some (α, β, γ). Given w ∈ ∂Ω, 0 < r < r 0 , suppose that u is a positive (A, p)-harmonic function in Ω ∩ B(w, 4r), that u is continuous inΩ∩B(w, 4r), and that u = 0 on ∆(w, 4r). Then there exist δ
whenever y ∈ Ω ∩ B(w, r/ĉ).
Proof Using Lemma 3.1 the lemma can be proved along the lines of the proof of Lemma 3.8 in [LN4] .
Let Ω, w, r, u, v, A be as in 
where b ij (y, τ ), for 1 ≤ i, j ≤ n, is defined as in (3.23) with u replaced by u(·, τ ). Moreover, using (3.23) and the properties of A we see that
whenever y ∈ Ω ∩ B(w, 4r) and ξ ∈ n \ {0}. Using Lemma 3.1 we also see that
whenever y ∈ Ω ∩ B(w, 4r ), where r = r/ĉ andû ∈ {u, v}. We are now ready to state the next lemma.
Lemma 5.2. Let Ω ⊂ n be an Ahlfors regular NTA-domain with constants C, M, r 0 , let p, (w)
forû ∈ {u, v}.
Proof Using Theorem 1 we first see that Lemma 4.1 in [LN4] remains valid for (A, p)-harmonic functions whenever A ∈ M 1,γ (α,α, β), for some (α,α, β, γ). This essentially tells us that given a solution h in a Lipschitz domain G, vanishing continuously on ∂G∩B(w, 4r), w ∈ ∂G, we can construct a local starlike Lipschitz domainG, with arbitrarily large intersection with ∂G ∩ B(w, r), i.e. σ(∂G ∩ B(w, r) \ ∂G) < ε. Then, using this version of Lemma 4.1 in [LN4] , and our Lemma 5.1, we see that Lemma 5.2 can be proved along the lines of the proof of Lemma 4.14 in [LN4] . (z) whenever y ∈Ω,û ∈ {u, v}.
(5.6) Lemma 5.3. Let z ∈ ∂Ω, s, M,Ω andL be defined as above and let s be related to s as r is related to r in Lemma 5.2. There exists c, 1 ≤ c < ∞, depending only on p, n, N, C, M, α,α, β and γ, such that if e 1 , e 2 are positive solutions to the operatorL in Ω ∩ B(z, 2s ) and if e 1 , e 2 are continuous in B(z, 2s ) with e 1 ≡ 0 ≡ e 2 on B(z, 2s ) \ Ω, then c −1 e 1 (a s (z)) e 2 (a s (z)) ≤ e 1 (y) e 2 (y) ≤ĉ e 1 (a s (z)) e 2 (a s (z)) (5.7)
whenever y ∈ Ω ∩ B(z, s ) and where s = s /c. Moreover, if 0 < ρ < s, then the continuous Dirichlet problem forL in Ω ∩ B(z, ρ) always has a solution.
Proof To prove the lemma we use the ideas from [LN5] and we define, for y ∈Ω, the measure
|∇b ij (y)| 2 dy (5.8)
whereb ij is defined as in (5.3) relative u, v. Using (5.6) (ii) and arguing as in Lemma 3.4 we see that we can differentiate, with respect to y k , 1 ≤ k ≤ n, under the integral sign in the definition ofb ij (y). Doing this and using properties of the matrix A we conclude that (u y i y j (y)) 2 + (v y i y j (y)) 2 + (|∇u| + |∇v|) 2p−4 . (5.10)
From the assumptions in Theorem 3 we have that u(z) ≥ v(z) and using this, (5.6) (ii) and (5.10) we deduce that Using the above display, (5.6) (ii), and Lemma 3.4 we can proceed as in Lemma 3.8, and as in the proof of Theorem 1, to deduce that ν 1 (Ω ∩ B(ẑ, t)) ≤ c t n−1 (u(z)/s) 2p−4 , ν 2 (Ω ∩ B(ẑ, t)) ≤ c t n−1 (v(z)/s) 2p−4 , wheneverẑ ∈ ∂Ω, and 0 < t < s /4. From the above display and (5.11) we first see, ν as in (5.8), that ν(Ω ∩ B(ẑ, t)) ≤ c(ν 1 (Ω ∩ B(ẑ, t)) + (u(z)/v(z)) 2p−6 ν 2 (Ω ∩ B(ẑ, t))), and hence that ν is a Carleson measure on ∂Ω in the sense that ν(Ω ∩ B(ẑ, t)) ≤ ct n−1 (u(z)/s) 2p−4 , (5.12)
wheneverẑ ∈ ∂Ω and 0 < t < s /4. From (5.6) (ii), (5.4) and the fact that u(z) ≥ v(z) we also see that whenever ξ ∈ n and y ∈Ω. For 1 ≤ i, j ≤ n, and y ∈Ω we setb ij (y) = (u(z)/s) 2−pb ij (y). Let L = (u(z)/s) 2−pL , and defineν as in (5.8) relativeb ij . As in the proof of Theorem 1 we can now conclude that ifω(·,z) is the elliptic measure defined with respect toL andz inΩ, thenω(·,z) is an A ∞ -weight with respect to the surface measure on ∂Ω. In particular, we can complete the proof along the lines of the proof of Lemma 3.13 in [LN] .
Having established Lemma 5.3 we see that the proof of Theorem 3 can now be completed by repeating the argument of proof of Theorem 2.22 in [LN5] .
Concluding remarks
This paper suggests several research problems. One such problem is to generalize, in the flavor of [CFS] , [Fe] , [FS] , [FS1] , the results in [LN5] , [LN6] concerning free boundary regularity in general two-phase free boundary problems to the variable coefficient operators studied in this paper. An other problem concerns our regularity assumption on the matrix-valued function A in the definition of (A, p)-harmonic functions. As is made clear in the bulk of the paper, and this is in line with [LN] - [LN7] and [LLuN] , in our analysis we need certain non-degeneracy estimate of |∇u|, see Lemma 3.1, in the setting of Lipschitz domains. To have these estimates it is sufficient to assume that A ∈ M 0,γ (α, β) for some (α, β, γ) . An important instance where we use the stronger regularity assumption A ∈ M 1,γ (α,α, β), for some (α,α, β, γ), is when we in Lipschitz domains establish the reverse type Hölder inequality in Lemma 3.6 by way of a Rellich type inequality. Examining the proof of Lemma 3.6 one realizes that it is sufficient to assume that A ∈ M 0,γ (α, β) for some (α, β, γ) and that A is independent of the coordinate x n in which the Lipschitz graph is described. Another instance where we use the regularity assumption A ∈ M 1,γ (α,α, β) for some (α,α, β, γ) , is when we prove the Carleson measure estimate (Lemma 3.8). In particular, to establish this estimate we need certain pointwise estimates for the second derivative for the solution (Lemma 3.4). Lemma 3.8 allows us to use the main result in [KP] when analyzing the elliptic measure associated to certain linear equations. In this context, and as a general comment, we note that while there may be significant problems and obstacles down the road it is not unreasonable to try to understand to the extent the main results established in this paper remain valid assuming weaker regularity assumptions, but stronger structural assumptions like A being independent of the x n , on A. In fact, in the case p = 2 and in the case of equations ∇ · (A(x)∇u) = 0, assuming A to be only bounded, measurable, symmetric and positive definite, this kind of questions has a long and rich history, e.g., see [D] , [Fef] , [FKP] , [JK] , [JK1] , [K] , [KKPT] , [KP] and [KS] .
