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Abstract
Two proofs are given of the Gohberg–Heinig formula for the inverse of a Toeplitz matrix
with elements in a ring. The first, which is close in spirit to the original proof, uses Schur
complements and LU factorization. The second proof is new and uses state space techniques
from mathematical systems theory.
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0. Introduction
Let R be a ring with unit e. Throughout Tn = [ak−j ]nk,j=0 is a Toeplitz matrix
with entries from R. Two proofs will given of the following inversion theorem due
to Gohberg and Heinig [4,5] (also [7]). Here invertibility of Tn has to be understood
as invertibility in the ring R(n+1)×(n+1) of (n+ 1)× (n+ 1) matrices with entries
from R.
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Theorem 1. Let Tn = [ak−j ]nk,j=0 be a matrix with entries ak ∈ R for k = −n, . . . ,
0, . . . , n. Assume Tn and Tn−1 to be invertible, and let
X =


x0
...
xn

 , Z =


z−n
...
z0

 , (1)
Y = [y0 · · · y−n] , W = [wn · · · w0] (2)
be the first column, the last column, the first row, and the last row of T−1n , respec-
tively. Then x0 = y0, z0 = w0, both x0 and z0 are invertible, and the inverses of Tn
and Tn−1 are given by the following formulas:
T−1n =


x0 0 · · · 0
x1 x0 · · · 0
...
...
.
.
.
xn xn−1 · · · x0

 x−10


y0 y−1 · · · y−n
0 y0 · · · y−n+1
...
.
.
.
...
0 0 · · · y0


−


0 · · · 0 0
z−n
.
.
. 0
...
.
.
.
.
.
.
...
z−1 · · · z−n 0

 z
−1
0


0 wn · · · w1
...
.
.
.
.
.
.
...
0
.
.
. wn
0 0 · · · 0

 (3)
and
T−1n−1 =


x0 0 · · · 0
x1 x0 · · · 0
...
...
.
.
.
xn−1 xn−2 · · · x0

 x−10


y0 y−1 · · · y−n+1
0 y0 · · · y−n+2
...
.
.
.
...
0 0 · · · y0


−


z−n 0 · · · 0
z−n+1 z−n 0
...
...
.
.
.
z−1 z−2 · · · z−n

 z−10


wn wn−1 · · · w1
0 wn · · · w2
...
.
.
.
...
0 0 · · · wn

 .
(4)
Here and in the sequel we use the convention that for an element c ∈ R and a matrix
M with elements in R the product cM denotes the matrix of which the entries are
equal to those of M multiplied from the left by c.
We shall present two proofs of the above theorem. The first, which is given in the
first section, is close in spirit to the one in [5], and uses Schur complements and LU
factorization.
The second proof is very different, and uses elements from mathematical sys-
tem theory. To be more precise, assume for the moment that R is the ring L(U) of
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all linear transformations on the linear space U. In that case the entries of Tn can
represented in the form
a0 = IU − CAnB, ak = −CAn+kB (k = −n, . . . ,−1, 1, . . . , n) (5)
with A : X→ X, B : U→ X, C : X→ U being linear transformations. Here X is
an auxiliary linear space which one refers to as the state space, and IU is the identity
onU, that is, the unit of the ring L(U). The representation (5), which is of particular
interest when the state space X can be chosen to be finite dimensional, is known
from mathematical system theory; see, e.g., the notion of partial realization in [8] or
[2], p. 96.
Now let R be again an arbitrary ring with unit e. Then it is still possible to repre-
sent the entries ak of our Toeplitz matrix Tn in the form (5) by choosing A, B and C
to be matrices with entries inR and of sizes m×m, m× 1, and 1 ×m, respectively.
For instance, one can take m = 2n+ 1, and
A =


0 e 0 · · · 0
0 0 e 0
...
...
.
.
.
0 0 0 · · · e
0 0 0 · · · 0


, B =


0
0
...
0
e


, (6)
C = [−an · · · −a1 e − a0 −a−1 · · · −a−n]. (7)
Many other choices forA,B,C are possible. For instance, (5) remains true ifA,B,C
are as in (6) and (7) with only the entry 0 in the left lower corner of A being replaced
by e. Notice that in the latter case A is invertible inR(2n+1)×(2n+1), while the matrix
A in (6) is nilpotent.
When (5) holds with A,B,C being matrices over R and A being square, we will
say that the entries of Tn are in realized form. In the second section we shall use the
representation (5) to give a second proof of Theorem 1, and also to derive explicit
formulas for the entries xk , yj , zk , and wj appearing in (1) and (2); see Proposition
2 below.
1. First proof of Theorem 1
The Toeplitz structure of Tn allows us to represent Tn in two ways as a 2 × 2
block matrix, namely
Tn =
[
a0 R
Q Tn−1
]
, Tn =
[
Tn−1 R′
Q′ a0
]
.
Here R and Q′ are one row matrices and Q and R′ are one column matrices, all with
entries from R. Since Tn−1 is assumed to be invertible too, we have the following
LU and UL factorizations of Tn:
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Tn =
[
e R
0 Tn−1
] [
 0
0 T−1n−1
] [
e 0
Q Tn−1
]
, (8)
Tn =
[
Tn−1 0
Q′ e
] [
T−1n−1 0
0 ′
] [
Tn−1 R′
0 e
]
, (9)
where
 = a0 − RT−1n−1Q, ′ = a0 −Q′T−1n−1R′.
From (8), (9) and the invertibility of Tn we conclude that  and ′ are invertible.
Furthermore, by taking inverses in (8) and (9) one sees that −1 is the (0, 0) entry of
T−1n and (′)−1 is the (n, n) entry of T−1n . Thus
x0 = y0 = −1, z0 = w0 = (′)−1.
In particular, x0 and z0 are invertible.
Next we multiply the identities (8), (9) from the left and from the right by T−1n .
This operation changes the left hand sides of (8) and (9) into T−1n , and hence, using
the definitions of X, Y , Z and W , we get that
T−1n =


x0 0 . . . 0
x1
... E
xn


[
 0
0 T−1n−1
]


y0 y1 . . . yn
0
... E
0

 ,
T−1n =


zn
E
...
z−1
0 . . . 0 z0


[
T−1n−1 0
0 ′
]


0
E
...
0
wn . . . w1 w0

 .
Here E is the the n× n diagonal matrix with all diagonal entries equal to e (i.e., E
is the unit of the ring Rn). Thus
T−1n = XY +
[
0
E
]
T−1n−1[0 E], (10)
T−1n = Z′W +
[
E
0
]
T−1n−1[E 0]. (11)
Now let
V =


0 · · · · · · 0
e
.
.
. 0
.
.
.
.
.
.
...
0 · · · e 0

 , V
′ =


0 e · · · 0
...
.
.
.
.
.
.
0
.
.
. e
0 · · · · · · 0


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be the forward and backward shifts over R, respectively. Notice that
V
[
E
0
]
=
[
0
E
]
,
[
E 0
]
V ′ = [0 E] .
These identities together with (10) and (11) yield the following fundamental formula:
T−1n − VT−1n V ′ = Xx−10 Y − VZz−10 WV ′. (12)
Since V n+1 = 0, we get
T−1n =
n∑
k=0
V kXx−10 YV
′k −
n∑
k=1
V kZz−10 WV
′k. (13)
Writing the sums as matrix multiplications (and using V n+1 = 0) gives
T−1n = [X VX · · · V nX] diag(x−10 )


Y
YV ′
...
YV ′n


− [VZ V 2Z · · · V n+1Z] diag(z−10 )


WV ′
WV ′2
...
WV ′(n+1)

 .
This is precisely formula (3).
To derive (4) we use the following partitionings of Tn and T−1n :
Tn =


a0 a−1 . . . a−n
a1
... Tn−1
an

 , T−1n =


x0 y−1 . . . y−n
x1
... D
xn

 .
Thus Tn−1 and x0 are matricially coupled in the sense of [1] (see also Section III.4
in [3]), and hence we can use Corollary III.4.3 in [3] to show that
T−1n−1 = D −


x1
...
xn

 x−10 [y−1 · · · y−n] . (14)
Since D is the n× n matrix in the right lower corner of T−1n , formula (3) yields
D =


x1 x0 · · · 0
...
...
.
.
.
xn xn−1 x0

 x−10


y−1 · · · y−n
y0 · · · y−n+1
.
.
.
...
0 y0


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−


z−n 0
...
.
.
.
z−1 · · · z−n

 z−10


wn · · · w1
.
.
.
...
0 wn

 .
By using this in (14) we obtain (4). 
2. Second proof of Theorem 1 and an additional result
In this section the entries of Tn are given in the realized form (5). Furthermore, m
is the order of the matrix A in (5), and by Em we denote the unit inRm×m. We begin
with the following proposition which is of independent interest.
Proposition 2. Let the entries of Tn = [ak−j ]nk,j=0 be given in realized form (5).
Then Tn is invertible if and only if the matrix M = Em −∑nk=0 An−kBCAk is
invertible in Rm. In that case T−1n = [τkj ]nk,j=0 with τkj = CAkM−1An−jB. More-
over the elements xk, yk, zk and wk as defined in Theorem 1 can be represented
as
xk = CAkM−1AnB, k = 1, . . . , n, and x0 = e + CM−1AnB,
yj = CM−1An−jB, j = −1, . . . ,−n, and y0 = e + CM−1AnB,
zk = CAn−kM−1B, k = −1, . . . ,−n, and z0 = e + CAnM−1B,
wj = CAnM−1AjB, j = 1, . . . , n, and w0 = e + CAnM−1B.
Proof. First a general remark (cf., [3], p. 38). Assume that F and G are matrices
with entries in R; more precisely F ∈ R#×k and G ∈ Rk×#. Let Ek and E# be the
units in Rk×k and R#×#, respectively. Then E# − FG is invertible if and only if
Ek −GF is invertible and in that case (E# − FG)−1 = E# + F(Ek −GF)−1G.
This follows immediately from the matrix equality[
E# −F
0 Ek
] [
E# 0
G Ek −GF
] [
E# F
0 Ek
]
=
[
E# − FG 0
G Ek
]
.
Next notice that Tn = En+1 − FG, where F ∈ R(n+1)×m and G ∈ Rm×(n+1) are
given by
F =


C
CA
...
CAn

 , G =
[
AnB An−1B · · · AB B] . (15)
It follows that Tn is invertible if and only if M = Em −GF is invertible. Moreover,
in that case T−1n = En+1 + FM−1G, which gives the desired form of the entries of
T−1n . Note thatGF =
∑n
k=0 An−kBCAk , and henceM = Em −
∑n
k=0 An−kBCAk .

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Second proof of Theorem 1. Assume that Tn and Tn−1 are invertible. Observe that
Tn =
[
Tn−1 ∗
∗ ∗
]
, T−1n =
[∗ ∗
∗ z0
]
,
Tn =
[∗ ∗
∗ Tn−1
]
, T−1n =
[
x0 ∗
∗ ∗
]
.
From these identities and [3], Corollary III.4.3 it follows that x0 and z0 are invertible.
Next assume that the entries of Tn are given in the realized form (5). Since x0 =
e + CM−1AnB, we can use the general remark at the beginning of the proof of
Proposition 2 to show that the invertibility of x0 in R implies (actually is equivalent
to) the invertibility of M + AnBC in Rm×m. Similarly, since z0 = e + CAnM−1B,
the invertibility of z0 inR implies the invertibility of M + BCAn inRm×m. Finally,
from the definition of M it follows that
AM −MA = −An+1BC + BCAn+1. (16)
From the previous identity we get
A(M + AnBC)−1 = (M + BCAn)−1A. (17)
Using the general remark at the beginning of the proof of Proposition 2 we get
M−1 − (M + BCAn)−1 = M−1 −M−1(Em + BCAnM−1)−1
= M−1 −M−1(Em − B(e + CAnM−1B)−1CAnM−1)
= M−1Bz−10 CAnM−1.
This yields
M−1Bz−10 CA
nM−1 = M−1 − (M + BCAn)−1. (18)
Again using the general remark at the beginning of the proof of Proposition 2 we
have
M−1 − (M + AnBC)−1 = M−1 −M−1(Em + AnBCM−1)−1
= M−1 −M−1(Em − AnB(e + CM−1AnB)−1CM−1)
= M−1AnBx−10 CM−1,
which yields
M−1AnBx−10 CM
−1 = M−1 − (M + AnBC)−1. (19)
Now we are ready to prove the formula for T−1n . Put T−1n = [τkj ]nk,j=0. We have
to show that
τkj =
min{k,j}∑
#=0
xk−#x−10 y#−j −
min{k,j}−1∑
#=0
z−n+k−1−#z−10 wn−j+1+#. (20)
First notice that for k = 0 and for j = 0 the above formula follows directly from
the definitions of X and Y . Next, let us prove (20) for the case when j  k  1. Use
(17) to see that
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CAkM−1 −
k−1∑
#=0
CAk−#M−1A# +
k−1∑
#=0
CAk−#(M + AnBC)−1A#
= CM−1Ak −
k−1∑
#=0
CAk−1−#M−1A#+1 +
k−1∑
#=0
CAk−1−#(M + BCAn)−1A#+1.
Now use (18) and (19) to rewrite this as
CAkM−1 −
k−1∑
#=0
CAk−#M−1AnBx−10 CM
−1A#
= CM−1Ak −
k−1∑
#=0
CAk−#−1M−1Bz−10 CA
nM−1A#+1.
By multiplying this identity from the right by An−jB, and bringing the second term
from the left to the right hand side of the equality sign, it follows that
CAkM−1An−jB =
k−1∑
#=0
CAk−#M−1AnBx−10 CM
−1An+#−jB
+x0x−10 CM−1An+k−jB
−
k−1∑
#=0
CAk−1−#M−1Bz−10 CA
nM−1An+#+1−jB. (21)
Use the expressions for xk , yk , zk and wk in Proposition 2 to see that this proves (20)
for j > k. For j = k one derives (20) from (21) by observing that
e + CAkM−1An−kB =
k−1∑
#=0
CAk−#M−1AnBx−10 CM
−1An+#−kB
+x0x−10 (e + CM−1AnB)
−
k−1∑
#=0
CAk−1−#M−1Bz−10 CA
nM−1An+#+1−kB.
The formula for j < k follows in the same way, in fact one only has to replace k in
the upper summation bounds by j .
Next we compute T−1n−1. First recall that Tn−1 is the right lower n× n submatrix
of Tn. Hence the entries of Tn−1 are given in the realized form by
a0 = e − (CA)An−1B, ak = −(CA)An−1+kB (k = 0). (22)
Write T−1n−1 = [σkj ]n−1k,j=0. According to Proposition 2 we get that
σkj = (CA)AkM−1n−1An−1−jB (k, j = 0, . . . , n− 1), (23)
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whereMn−1 = Em−∑n−1j=0 An−1−jB(CA)Aj =M +AnBC. Next we compute for
k, j = 0, . . . , n− 1 that
τk+1,j+1 − σkj = CAk+1
[
M−1 − (M + AnBC)−1
]
An−1−jB
= xk+1x−10 y−(j+1), (24)
where the last equality follows from (19). From (24) and (20) we obtain that
σkj=
min{k+1,j+1}∑
#=0
xk+1−#x−10 y#−1−j −
min{k,j}∑
#=0
z−n+k−#z−10 wn−j+#
+ xk+1x−10 y−(j+1)
=
min{k,j}∑
#=0
xk−#x−10 y#−j −
min{k,j}∑
#=0
z−n+k−#z−10 wn−j+#,
which is the element wise representation of formula (4). 
To conclude we note that the method of proof presented in this section has a
continuous analog which was used in [6] to give a new proof of the continuous
analog of Theorem 1.
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