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Abstract
We extend and complement previous existence results in the literature to the following m−polyharmonic Kirchhoff
problem: 
M(‖u‖mr,m)∆
r
mu = f (x, u) in Ω,
u =
(
∂
∂ν
)k
u = 0, on ∂Ω, k = 1, 2, ....., r − 1,
(0.1)
where Ω ⊂ RN is a bounded smooth domain, r ∈ N∗, m > 1, N ≥ rm + 1, M is a Kirchhoff function and ‖ · ‖r,m is
the norm of W
r,m
0
(Ω). Our aim is to prove the existence of infinitely many solutions of (0.1) for some odd functions
f in u, without requiring any control on f near 0. The new aspect here consists in employing the Schauder basis of
W
r,m
0
(Ω). We will also weaken the analogue of Ambrosetti-Rabinowitz condition, the standard subcritical polynomial
growth and the strong mγ-superlinear conditions required in [6]. Similarly, we establish the existence of infinitely
many solutions for the problem
M(‖u‖mr,m)(∆
r
mu + a|u|
m−2u) = K(x) f (u) in RN ,
where a is a nonnegative real number ( which covers the mγ-zero mass case if a = 0), K is a continuous positive
weight function such that K ∈ L∞(RN) ∩ Lp(RN) with p ≥ 1 or K → 0 as |x| → ∞.
In analogy with the first eigenvalue of the m-polyharmonic operator, we introduce a positive quantity λM to find a
mountain pass solution, we discuss also the mγ-sublinear-polyharmonic problem under large growth conditions at
infinity and at zero in a bounded domain.
Keywords: Palais-Smale condition, Symmetric mountain pass theorem, Schauder basis, Krasnoselskii genus theory,
m-polyharmonic operator, Kirchhoff equations, Zero mass case.
PACS: Primary: 35J55, 35J65; Secondary: 35B65.
1. Introduction
In this paper, we consider the following nonlocal Kirchhoff-type problem:

M(‖u‖mr,m)∆
r
mu = f (x, u) in Ω,
u =
(
∂
∂ν
)k
u = 0, on ∂Ω, k = 1, 2, ....., r − 1,
(1.1)
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2where Ω is a bounded smooth domain in RN , r ∈ N∗, m > 1, N ≥ rm + 1, M ∈ C([0,+∞)) is a nonnegative function
and f ∈ C(Ω × R). To describe our results more accurately, let-us first introduce some notations and definitions. The
m−polyharmonic operator ∆rm is defined by
∆
r
mu =
−div
{
∆
j−1(|∇∆ j−1u|m−2∇∆ j−1u)
}
, if r = 2 j − 1
∆
j(|∆ ju|m−2∆ ju), if r = 2 j
j ∈ N∗,
which becomes the usual polyharmonic operator for m = 2, namely (−∆)r. Define the main r−order differential
operator by
Dru =
∇∆
j−1u if r = 2 j − 1,
∆
ju if r = 2 j,
j ∈ N∗.
Note that Dru is an N−vectorial operator when r is odd and N > 1, while it is a scalar operator when r is even.
In the sequel, if Ω is a bounded domain then Er,m = W
r,m
0
(Ω) and for Ω = RN , Er,m = W
r,m(RN) if a > 0
(respectively Er,m = D
r,m(RN) if a = 0). 1 In order to simplify the presentation we will denote the norm of Wr,m
0
(Ω)
(respectivelyWr,m(RN)) by ‖.‖ instead of ‖.‖Wr,m
0
(Ω) (respectively ‖.‖Wr,m(RN )). Then Er,m endowed with the norm which
is equivalent to the standard one:
‖u‖m =
∫
Ω
|Dru|
m, (respectively ‖u‖m =
∫
RN
(|Dru|
m
+ a|u|m)),
so it is well known that (Er,m, ‖.‖) is a separable, uniformly convex, reflexive, real Banach space (see [6]). We will
also use the Gagliardo-Nirenberg-Sobolev inequality
||u||Lp∗ (Ω) ≤ C‖u‖,∀u ∈ Er,m, (1.2)
where C is a positive constant and p∗ =
mN
N − rm
is the Sobolev critical exponent. Denote E∗r,m the dual space of Er,m
and q∗ =
p∗
p∗ − 1
the conjugate exponent of p∗.
If Ω is a bounded domain, M ∈ C([0,+∞)) and f ∈ C(Ω × R) satisfies the following large growth condition
| f (x, s)| ≤ C(1 + |s|p
∗−1) for all (x, s) ∈ Ω × R,
then the Euler-Lagrange functional associated to problem (1.1) given by
I(u) =
1
m
M̂(‖u‖m) −
∫
Ω
F(x, u), ∀u ∈ Er,m (1.3)
is well defined and I ∈ C1(Er,m) with
〈I′(u), v〉 = M(‖u‖m)
∫
Ω
|Dru|
m−2DruDrv −
∫
Ω
f (x, u)v, ∀u, v ∈ Er,m. (1.4)
So, u ∈ Er,m is a weak solution of (1.1) if and only if u is a critical point of I. Problem (1.1) is called nonlocal due to
the presence of the term
M
(∫
Ω
|Dru(x)|
m
)
or M
(∫
RN
|Dru|
m
+ a|u|m
)
,
which implies that the equation in (1.1) is no longer a pointwise identity. Recall now the Palais-Smale and the Cerami
compactness conditions which are essential to apply the minimax methods.
1Recall that Dr,m(RN ) is defined as the completion of C∞c (R
N ) with respect the norm ‖u‖m =
∫
RN
|Dru|
m .
3Definition 1.1. 1. We say that {un} is a Palais-Smale sequence (”(PS ) sequence” for short) of I if I(un) is bounded
and I′(un) → 0 as n → ∞ in E
∗
r,m;
2. we say that {un} is a Cerami sequence (”(C) sequence” for short) of I if I(un) is bounded and (1+‖un‖)‖I
′(un)‖E∗r,m
→ 0 as n → ∞;
3. we say that I satisfies the (PS ) condition (respectively the (C) condition) if any (PS ) sequence (respectively (C)
sequence) has a (strongly) convergent subsequence in Er,m.
Note that the (C) condition is weaker than the (PS ) condition, and which allows rather general minimax results (see
[3]).
In recent years, there has been an increasing interest in studying problem (1.1), which has a broad background
in many different applications, such as game theory, mathematical finance, continuum mechanics, phase transition
phenomena, population dynamics and minimal surface. The reader may consult [1, 6, 8, 12, 14, 15, 17, 24] and the
references therein. The most recent papers for Kirchhoff problems deal only with the non-degenerate case, that is
when M(τ) ≥ s > 0 for all τ ∈ [0,+∞) (see [8, 24]). Especially, by covering the degenerate case, Colasuonno-Pucci
established in an elegant paper the existence of infinitely many solutions by using minimax approach [6].
1.1. The mγ−Superlinear case on a bounded domain.
Assume that M : [0,+∞) → [0,+∞) a continuous function. We first relax the global structural assumption
imposed on M in [6] into the following:
(M1) : there exist τ0 ≥ 0 and γ ∈ (1,
p∗
m
) such that τM(τ) ≤ γM̂(τ), ∀τ ≥ τ0, where M̂(τ) =
∫ τ
0
M(z)dz.
As in [6] we assume:
(M2) : for each η > 0 there is mη > 0 such that M(τ) ≥ mη,∀τ ≥ η.
For the nonlinearity f we need the following growth conditions at infinity which are somehow related to [5, 11]:
(H1) : there exist s0 > 0 and C > 0 such that C| f (x, s)|
q∗ ≤ s f (x, s) − mγF(x, s), ∀|s| > s0 and x ∈ Ω,
where F(x, s) =
∫ s
0
f (x, t);
(H2) : lim
s→∞
f (x, s)
|s|p
∗−1
= 0, uniformly with respect to x ∈ Ω;
(H3) : lim
s→∞
F(x, s)
|s|mγ
= ∞, uniformly in Ω.
Note that for m , 2, the variational setting of (1.1) lacks an ordered Hilbert space structure which provokes some
mathematical difficulties to obtain infinitely many solutions when f (x, .) is an odd function. So, an adequate growth
condition at zero was required to exhibit the mountain pass geometry related to the abstract Theorem 2.2 stated in
[6] (see also [9]). In a very interesting paper [4], the authors developed a new variational method to obtain infinitely
many solutions for the m-Laplacian equation (i.e., r = 1 and M = 1) without any control on f at zero . Differently to
[6, 4, 9], we will apply the more general version of the symmetric mountain pass theorem, that is:
Theorem A. ([25]). Let E be a real infinite dimensional Banach space and I ∈ C1(E) satisfying the (PS ) condition
with I(0) = 0. Suppose E = E− ⊕ E+, where E− is finite dimensional, and assume the following conditions:
1. I is even;
2. for any finite dimensional subspace W ⊂ E there is R = R(W) such that I(u) ≤ 0 for u ∈ W, ‖u‖ ≥ R;
3. there exist α > 0 and ρ > 0 such that I(u) ≥ α for any u ∈ E+ with ‖u‖ = ρ;
then, I possesses an unbounded sequence of critical values.
4To do so, we shall employ a Schauder basis of Er,m (see Corollary 3 in [10]) to show that only the quasicritical
condition (H2) allows removal of any growth condition on f near zero. More precisely, let (ei)i∈N∗ be a Schauder basis
of Er,m, which means that each x ∈ Er,m has a unique representation x =
∞∑
i=1
aiei, where ai are real numbers. Set
E j = span(e1, e2, .., e j). As a consequence, the linear projection onto E j i.e., P j : Er,m → E j, P j(x) =
j∑
i=1
aiei is
continuous for all j ∈ N∗ (see [26]) 2. Therefore, F j = N(P j) (the kernel of P j) is a topological complement of E j,
that is E j ⊕ F j = Er,m.
Fix ρ ≥ 0 and set S ⊥j (ρ) =
{
u ∈ F j such that ‖u‖ = ρ
}
and β j := sup
S ⊥
j
(ρ)
∫
Ω
|F(x, u)|. The following lemma is crucial to
prove condition 3 of Theorem A.
Lemma 1.1. Assume that f ∈ C(Ω × R) satisfies (H2), then
1. β j → 0, as j → +∞.
2. Consequently, for all ρ ≥ 0, there exist j0 and α > 0 such that I(u) ≥ α, ∀u ∈ S
⊥
j0
(ρ).
The two main assumptions that appeared in a rich literature ensuring the (PS ) condition are the following (see also
[6, 9, 21, 25]):
(AR)γ there are constants θ > mγ and s0 > 0 such that s f (x, s) ≥ θF(x, s) > 0, ∀|s| > s0 and ∀x ∈ Ω;
(SCP) there exist C > 0 and p satisfying θ 6 p < p∗ − 1 such that | f (x, s)| 6 C(|s|p + 1), ∀(x, s) ∈ Ω × R.
In fact, (AR)γ is the analogue of the Ambrosetti-Rabinowitz condition related to the Kirchhoff function M and
requires the following severe restriction called the strong mγ-superlinear condition, which is also useful to provide
the mountain pass structure:
(SSL) there exists C > 0 such that F(x, s) ≥ C|s|θ, ∀x ∈ Ω and ∀|s| ≥ s0.
When M = 1 (and so γ = 1), some attempts were made to relax conditions (AR)1 and (SCP) (see [4, 5, 7, 11, 16,
18, 20, 22, 27] and the references therein). Obviously, (SCP) implies (H2), also (H2)-(AR)γ imply (H1) (see Appendix
(B). Therefore (H1)-(H2) are weaker than (AR)γ-(SCP). Moreover (H1) will no longer require (S S L) and so covers
a large class of nonlinearities having an asymptotical behaviour at infinity such as a|s|mγ−2s(ln(|s|)) or even a|s|mγ−2s
with a > 0 (see Appendix (B) for further comments).
Proposition 1.1. Assume that f and M verify (H1) − (H2) and (M1) − (M2) respectively, then
1) I satisfies the Palais-Smale condition if m ≥ 2. 3
2) I satisfies the Cerami condition if 1 < m < 2.
In addition we relax (S S L) into (H3) to improve some multiplicities results in [6, 9, 11] and also in [4] where
(AR)1 was assumed and our proof is more easier since we will not here use any cut-off argument.
Theorem 1.1. Let f ∈ C(Ω×R) be such that f (x, .) is an odd function for all x ∈ Ω. Assume that f satisfies (H1)-(H3)
and M verifies (M1)− (M2), then I admits infinitely many distinct pairs (u j,−u j), j ∈ N
∗, of critical points. Moreover,
I(u j) is unbounded.
2More precisely, P j are uniformly bounded, that is there exists C > 0 such that ‖P j(x)‖ ≤ C‖x‖ for each j ∈ N
∗ and all x ∈ Er,m .
3 A simple examination of the proof of Proposition 1.1 shows that I satisfies the Palais-Smale condition if m >
1
q∗
+ 1 which is verified for
m ≥ 2 and N > rm.
5Mountain pass solution: To provide the mountain pass structure in the more familiar setting in the literature in which
M = 1, we require that F(x, s) grows less rapidly than
λ1
m
|s|m near 0 and more rapidly than
λ1
m
|s|m at infinity, where
λ1 := inf
u∈Er,m
u,0
∫
Ω
|Dru|
mdx∫
Ω
|u|mdx
> 0, (1.5)
is the first ”eigenvalue” of ∆rm. By analogy with λ1, we set
λM := inf
u∈Er,m
u,0
M̂(‖u‖m)∫
Ω
|u|mγdx
, (1.6)
with 1 < mγ < p∗. Introduce now the following coercive condition on M
(M3) : there is a positive constant C such that Cτ
γ ≤ M̂(τ), ∀τ ≥ 0.
Then, we have (see the proof in Appendix (A)):
Lemma 1.2. (i) λM is positive if and only if M satisfies (M3);
(ii) if M = Cτγ−1, then λM is attained. However, under (M3) in general, λM is not attained.
In addition to (H1)-(H2) we only need the following large growth conditions at infinity and at zero:
(H′3) : lim sup
s→0
F(x, s)
|s|mγ
<
λM
m
< lim inf
s→∞
F(x, s)
|s|mγ
, uni f ormly in Ω.
However, we have to assume that (M1) is global, i.e. τ0 = 0 . So, we have
Theorem 1.2. Under (H1)-(H2)-(H
′
3), (M1) (with τ0 = 0) and (M3), the problem (1.1) has a nontrivial mountain pass
solution.
Also Theorem 1.2 holds if we substitute assumptions (M3) and (H
′
3) respectively by (M2) and the following strong
condition:
lim sup
s→0
F(x, s)
|s|mγ
= 0 and lim inf
s→∞
F(x, s)
|s|mγ
= ∞, uni f ormly in Ω.
1.2. The mγ−Superlinear case on Ω = RN .
There are few papers considering Kirchhoff type problems on RN see [12, 13, 17] and the references therein.
In particular [2] a ground state positive solution was obtained for the following problem:
−∆u = K(x) f (u) in RN , (1.7)
where N ≥ 3 and K ∈ L∞(RN) ∩ Lp(RN), for some p ≥ 1. Recently, Li-Li-Shi [17] studied the existence of positive
solutions for the following nonlinear Kirchhoff type problem:
−
(
b + λ
∫
RN
|∇u|2
)
∆u = K(x) f (u), in RN ,
u ∈ D1,2(RN),
where N ≥ 3, b > 0, λ ≥ 0 and K is a weight function satisfies:
K : RN → R be a nonnegative continuous function and K ∈ [Lp(RN) ∩ L∞(RN)] \ {0} for some p ≥
2N
(N + 2)
.
6For r ∈ N∗,m > 1, N > rm, we discuss the existence of infinity many solutions of the following nonlocal Kirchhoff
m-polyharmonic equation:
M(‖u‖m)(∆rmu + a|u|
m−2u) = K(x) f (u) in RN , (1.8)
where a is a nonnegative real number, M : [0,+∞)→ [0,+∞) is a continuous Kirchhoff function, f ∈ C(R) and K is
a continuous positive weight function satisfying
(Kp) : there exists p ≥ 1 such that K ∈ L
∞(RN) ∩ Lp(RN) or (K0) : K(x) → 0 as |x| → ∞.
We shall discuss two cases, if a > 0 we assume:
(h0): there exists C > 0 such that | f (s)| ≤ C|s|
m−1, ∀s ∈ [−1, 1].
If a = 0 which covers the mγ-zero mass case, we need more restriction growth condition at zero:
(h′0): there exists C > 0 such that | f (s)| ≤ C|s|
p∗−1.
Similarly to (H1)-(H3) and in both cases we assume
(h1): there exists C > 0 such that C| f (s)|
q∗ ≤ f (s)s − mγF(s), ∀s ∈ R;
(h2): f is quasicritical at infinity, i.e. lim
|s|→+∞
f (s)
|s|p
∗−2s
= 0;
(h3): f is mγ-superlinear at infinity in the sense that: lim
|s|→+∞
F(s)
|s|mγ
= +∞.
Our multiplicity existence result reads as follows
Theorem 1.3. Suppose that:
• M verifies (M1) and (M2);
• f is an odd function satisfying (h1)-(h3) and (h0) if a > 0 or (h
′
0) if a = 0;
• K is a positive weight function satisfying (Kp) or (K0);
then, IK admits infinitely many distinct pairs (u j,−u j), j ∈ N
∗, of critical points. Moreover, IK(u j) is unbounded.
Note that if f (s) > 0 for all s > 0, then (h3) implies (h
′
0); however from (h3) we have only f (s) > 0 for s > 0 large
enough. Observe that K(x) =
1
ln(|x|2 + 2)
satisfies (K0) but not (Kp).
1.3. The mγ−sublinear case in a bounded domain.
For 1 < mγ < p∗, assume that M and f satisfy respectively (M3) and the followingmγ−sublinear growth condition
at infinity:
(H′1) : lim sup
s→∞
f (x, s)
|s|mγ−2s
< λM .
Then, we have:
Proposition 1.2. Assume that f and M verify respectively (H′1) and (M3), then
1) I(u) → ∞ as ‖u‖ → ∞.
2) I satisfies the Palais-Smale condition.
If in addition we assume the following growth condition at zero:
(H′2) : lim inf
s→0
F(x, s)
|s|mγ
= ∞, uniformly in Ω,
and the following assumption on M:
7(M′2) : M̂(τ) ≤ βτ
γ, for all τ ≥ 0, where β is a positive constant.
We shall invoke the Krasnoselskii genus theory to prove the following multiplicity result:
Theorem 1.4. Assume that f (x, .) is an odd function for all x ∈ Ω satisfying (H′1) and (H
′
2) and M verifies (M
′
2) and
(M3), then I admits infinitely many distinct pairs (u j,−u j), j ∈ N
∗, of critical points.
Note that in Proposition 1.2 and Theorem 1.4 we may substitute (H′1) and (M3) only by the following strong assump-
tion
lim inf
s→∞
f (x, s)
|s|mγ−2s
= 0, uniformly in Ω.
Next, if we relax (H′2) into the following condition
(H′′2 ) :
λM
m
< lim inf
s→0
F(x, s)
|s|mγ
, uni f ormly in Ω.
Therefore, we shall apply the Ekeland variational principle to establish
Theorem 1.5. Assume that f satisfies (H′1) and (H
′′
2 ) and M verifies (M3), then I is bounded from below and c =
inf{I(u), u ∈ Er,m} < 0. Consequently, I has a nontrivial critical point.
The organization of the rest of this paper is as follows. In Section 2, we give proofs of Lemma 1.1, Proposition
1.1, Theorems 1.1 and 1.2. In Section 3, we prove Theorem 1.3. Section 4 is devoted to the proofs of Proposition 1.2,
Theorems 1.4 and 1.5. Finally in the Appendix we develop the proof of Lemma 1.2 and we give some constructives
examples of nonlinearities f and Kirchhoff functions M satisfying our assumptions.
In the following, | · | denotes the Lebesgue measure in RN andC (respectivelyCǫ ) denotes always a generic positive
constant independent of n and ǫ (respectively independent of n), even their value could be changed from one line to
another one.
2. Proofs of Lemma 1.1, Proposition 1.1 and Theorems 1.1- 1.2
2.1. Proof Lemma 1.1.
Proof of 1. We argue by contradiction. Suppose that there exist m0 > 0 and a subsequence (denoted by β j) such that
m0 < β j,∀ j ∈ N
∗. From the definition of β j, there exists u j ∈ S
⊥
j (ρ) such that
m0 <
∫
Ω
|F(x, u j)| ≤ β j. (2.1)
As ‖u j‖ = ρ, {u j} is bounded in L
p∗ (Ω), consequently there exist a subsequence (denoted by u j) and u ∈ Er,m such that
u j converges weakly to u and a.e in Ω. Fix k ∈ N
∗.
Since Fk = N(Pk) is the kernel of Pk and Pk ◦ Pk+1 = Pk, then F j ⊂ Fk for all j ≥ k. So as u j ∈ F j, then Pk(u j) = 0,
for all j ≥ k. Recall that Pk is a linear continuous operator, then Pk(u j) converges weakly to Pk(u) which implies
that Pk(u) = 0 and also u = 0 as u = lim
k→∞
k∑
i=1
aiei = lim
k→∞
Pk(u). Consequently, u j converges to 0 a.e in Ω, and
F(x, u j) → 0 a.e in Ω as F(x, 0) = 0. By the virtue of (H2), we have for every ǫ > 0 there is Cǫ > 0 such that
|F(x, s)| ≤ ǫ|s|p
∗
+ Cǫ , ∀(x, s) ∈ Ω × R. (2.2)
Hence, for each measurable set A ⊂ Ω such that |A| <
ǫ
Cǫ
(where |A| denotes the Lebesgue measure of A), we derive
from (2.2) the following ∫
A
|F(x, u j)| ≤ ǫ
∫
A
|u j|
p∗
+Cǫ |A| ≤ Cǫ.
8Taking into account that Ω is a bounded domain, then Vitali’s theorem implies that F(x, u j) → 0 in L
1(Ω) and in view
of (2.1), we obtain
0 < m0 ≤ 0.
Thus, we reach a contradiction and Lemma 1.1 follows. 
Proof of 2. Let ρ ≥ 0, then for all u ∈ S ⊥j (ρ), we have
I(u) ≥
1
m
M̂(||u||m) −
∫
Ω
F(x, u) ≥
1
m
M̂(||u||m) − β j.
As β j converges to 0, we can choose j = j0 large enough such that β j0 ≤
1
2m
M̂(‖u‖m), then I(u) ≥
1
2m
M̂(‖u‖m).
Therefore, condition 3 of Theorem A holds with E− = E j0 , E
+
= F j0 , ‖u‖ = ρ, and α =
m0ρ
m
2mγ
. 
Let-us first recall some known results which will be useful to prove Proposition 1.1. Consider the functional
ψ(u) =
1
m
‖u‖m, u ∈ Er,m, we have ψ ∈ C
1(Er,m) with Fre´chet’s derivative 〈ψ
′(u), v〉 =
∫
Ω
|Dru|
m−2Dru · Drv, ∀u, v ∈
Er,m, (respectively 〈ψ
′(u), v〉 =
∫
RN
|Dru|
m−2DruDrv + a|u|
m−2uv,∀u, v ∈ Er,m if Ω = R
N ). Set ϕ(t) = tm−1, t ≥ 0,
clearly we have 〈ψ′(u), u〉 = ϕ(‖u‖)‖u‖ and it follows from Ho¨lder’s inequality that ‖ψ′(u)‖E∗r,m = ϕ(‖u‖). Obviously, ϕ
is a normalization function and since Er,m is locally uniformly convex and so uniformly convex and reflexive Banach
space, then the corresponding duality mapping Jϕ is single valued (i.e., Jϕ = ψ
′) and satisfies the S + condition (see
Proposition 2 in [9], respectively Lemma 3.2 in [19]):
if un ⇀ u and lim sup
n→+∞
ψ′(un)(un − u) ≤ 0, then un → u. (2.3)
2.2. Proof of Proposition 1.1.
According to (M1) and (H1), there exists C0 > 0 such that
C| f (x, s)|q
∗
− C0 ≤ s f (x, s) − mγF(x, s), ∀(x, s) ∈ Ω × R, and −C0 ≤ γM̂(τ) − τM(τ), ∀τ ≥ 0. (2.4)
Since we assume that N > rm, we may easily see that
m >
1
q∗
+ 1 if m ≥ 2. (2.5)
Let {un} be a (PS ) sequence of I if m ≥ 2 ( respectively (C) sequence if 1 < m < 2). Two possible cases arise: either
un admits a subsequence which converges strongly to 0 in Er,m and so we have done, or there exist η0 > 0 and n0 ∈ N
such that ‖un‖
m ≥ η0 for all n ≥ n0. So according to (M2), there is mη0 > 0 such that
M(‖un‖
m) ≥ mη0 > 0,∀n ≥ n0. (2.6)
Step 1. {un} is bounded in Er,m. In fact, from (1.4) and (2.6), we have
mη0‖un‖
m ≤ M(‖un‖
m)‖un‖
m
=〈I′(un), un〉 +
∫
Ω
f (x, un)un.
Apply Ho¨lder’s inequality to the second term in the right-hand side and using (1.2), we obtain
mη0‖un‖
m ≤ 〈I′(un), un〉 + C
(∫
Ω
| f (x, un)|
q∗
) 1
q∗
‖un‖. (2.7)
9From (1.3) and (1.4), one has
mγI(un) − 〈I
′(un), un〉 =
[
γM̂(‖un‖
m) − M(‖un‖
m)‖un‖
m
]
+
∫
Ω
[
f (x, un)un − mγF(x, un)
]
. (2.8)
Taking into account that {un} is a (PS ) sequence if m ≥ 2 ( respectively (C) sequence if 1 < m < 2), then from
(2.4) we deduce ∫
Ω
| f (x, un)|
q∗ ≤ C(1 + ‖un‖), ( respectively
∫
Ω
| f (x, un)|
q∗ ≤ C). (2.9)
Combining now (2.7) with (2.9), it follows
‖un‖
m ≤ C(1 + ||un||
1
q∗
+1
) if m ≥ 2, ( respectively ‖un‖
m ≤ C(1 + ‖un‖) if 1 < m < 2).
Clearly, the (C) sequence un is bounded in Er,m if 1 < m < 2 and thanks to (2.5) the (PS ) sequence is also bounded if
m ≥ 2.
Step 2. We shall prove that the bounded sequence {un} has a strong convergent subsequence in Er,m. Indeed, there
exist a subsequence (denoted by un) and u ∈ Er,m such that un converges to u weakly in Er,m and strongly in L
1(Ω).
Also un and un − u are bounded in L
p∗ (Ω) and from (1.4), we get
M(‖un‖
m)
∫
Ω
|Drun|
m−2DrunDr(un − u) = 〈I
′(un), un − u〉 +
∫
Ω
f (x, un)(un − u). (2.10)
By the virtue of the condition (H2), one has for every ǫ ∈ (0, 1), there exists Cǫ > 0 such that
| f (x, s)| ≤ ǫ|s|p
∗−1
+Cǫ , ∀(x, s) ∈ Ω × R. (2.11)
As un converges strongly in L
1(Ω), there exists Nǫ such that
∫
Ω
|un − u| ≤
ǫ
Cǫ
, ∀n ≥ Nǫ . So, in view of (2.11) and
Ho¨lder’s inequality, we obtain∣∣∣∣∣
∫
Ω
f (x, un)(un − u)
∣∣∣∣∣ ≤ ǫ
∫
Ω
|un|
p∗−1|un − u| + Cǫ
∫
Ω
|un − u|
≤ ǫ
(∫
Ω
|un|
p∗
) p∗−1
p∗
(∫
Ω
|un − u|
p∗
) 1
p∗
+Cǫ
∫
Ω
|un − u|
≤ Cǫ, ∀n ≥ Nǫ .
Consequently,
∫
Ω
f (x, un)(un − u) converges to 0, and since I
′(un) → 0 in E
∗
r,m and (un − u) is bounded in Er,m, we
deduce from (2.10) that
M(‖un‖
m)
∫
Ω
|Drun|
m−2DrunDr(un − u) → 0.
Again using (2.6), yields
∫
Ω
|Drun|
m−2DrunDr(un − u) converges to 0. Invoking now the S + property (see (2.3)), we
conclude that {un} converges strongly to u in Er,m. 
2.3. Proof of Theorem 1.1.
We will show that the functional I satisfies all conditions of TheoremA. In fact, since f (x, .) is odd and F(x, 0) = 0,
I is even and I(0) = 0. According to Proposition 1.1, I satisfies the (PS ) condition if m ≥ 2 (respectively the (C)
condition if 1 < m < 2) and thanks to Lemma 1.1, condition 3 of Theorem A is well verified.
Lastly, it remains to show that condition 2 of Theorem A holds. In view of (H3) we have for all A > 0, there is
CA > 0 such that
F(x, s) ≥ A|s|mγ − CA, ∀(x, s) ∈ Ω × R.
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Using again (M1) we derive that
M̂(τ) ≤ C1τ
γ −C2, ∀τ ≥ 0, where C1 =
M̂(τ0)
(τ0)γ
and C2 > 0.
Consequently, we obtain
I(u) ≤
C1
m
||u||mγ − A‖u‖
mγ
Lmγ(Ω)
+CA −C2.
Let W be a fixed finite dimensional subspace of Er,m, as ||.|| and ‖u‖Lmγ(Ω) are equivalent norms onW, there is CW > 0
such that I(u) ≤ (
C1
m
− ACW )||u||
mγ
r,m +CA −C2. Choosing A =
2C1
mCW
, so we may find R = R(W) > 0 such that I(u) < 0
for all u ∈ W and ‖u‖ ≥ R. This completes the proof of Theorem 1.1. 
2.4. Proof of Theorem 1.2.
First of all observe that (M1) (with τ0 = 0) implies that for each τ1 > 0, we have
M̂(τ)
τγ
≤
M̂(τ1)
τ
γ
1
, ∀τ ≥ τ1. (2.12)
To prove Theorem 1.2, we shall verify the validity of the conditions of the standard mountain pass theorem [25]. Since
(M3) implies (M2), Proposition 1.1 holds. Consequently, I satisfies the (PS ) condition if m > 2 (respectively the (C)
condition if 1 < m < 2). By combining (H2) and (H
′
3) (at 0), we can find ǫ0 > 0 small enough and C0 > 0 such that
F(x, s) ≤ (
λM
m
− ǫ0)|s|
mγ
+ C0|s|
p∗ for all (x, s) ∈ Ω × R. Also recall that (M3) implies (i) of Lemma 1.2 which with
(1.2) implies
I(u) ≥
1
m
M̂(‖u‖m) − (
λM
m
− ǫ0)
∫
Ω
|u|mγ −C0
∫
Ω
|u|p
∗
≥
ǫ0
λM
M̂(‖u‖m) − C′0||u||
p∗
r,m, C
′
0 > 0.
Set ||u||r,m = ρ with 0 < ρ ≤ 1, thus using (M3), we deduce
I(u) ≥
Cǫ0
λM
ρmγ −C′0ρ
p∗ ≥ ρmγ(
Cǫ0
λM
−C′0ρ
p∗−mγ).
Choose ρ = inf(1, (
Cǫ0
2C′
0
λM
)
1
p∗−mγ ) and α =
Cǫ0
2λM
ρmγ > 0, then we have I(u) ≥ α for all ‖u‖ = ρ.
On the other hand, using (H′3) (at infinity) and 1.2, then for ǫ0 > 0 small enough, we can find a positive constant
C0 and ϕ ∈ Er,m \ {0} such that
|F(x, s)| ≥ (
λM
m
+ 2ǫ0)|s|
mγ − C0, ∀(x, s) ∈ Ω × R, (2.13)
and
λM
∫
Ω
|ϕ|mγ ≤ M̂(‖ϕ‖mr,m) ≤ (λM + mǫ0)
∫
Ω
|ϕ|mγ. (2.14)
Set v = tϕ, t ≥ 1 and using (2.13), we obtain
I(v) ≤
1
m
M̂(tm‖ϕ‖m) − (
λM
m
+ 2ǫ0)t
mγ
∫
Ω
|ϕ|mγ +C0|Ω|
≤
1
m
 M̂(tm‖ϕ‖m)
tmγ
− (λM + mǫ0)
∫
Ω
|ϕ|mγ
 tmγ − ǫ0tmγ ∫
Ω
|ϕ|mγ +C0|Ω|. (2.15)
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Using now (2.12) with τ1 = ‖ϕ‖
m, we obtain
M̂(tm‖ϕ‖m)
tmγ
≤ M̂(‖ϕ‖m), ∀t ≥ 1. (2.16)
So, from (2.14) and (2.15), we derive
I(tϕ) ≤
1
m
(
M̂(‖ϕ‖m) − (λM + mǫ0)
∫
Ω
|ϕ|mγ
)
tmγ − ǫ0t
mγ
∫
Ω
|ϕ|mγ +C0|Ω| ≤ −ǫ0t
mγ
∫
Ω
|ϕ|mγ +C0|Ω|.
Choose t large enough, we deduce that I(v) < 0. In conclusion, I satisfies the mountain pass geometry which ends the
proof of Theorem 1.2. 
3. Proof of Theorem 1.3.
We assume here that K satisfies (Kp). The case of K satisfying (K0) is similar and more easier; hence we omit the
proof here. First of all since we assume that K ∈ L∞(RN) we may assume that K satisfies (Kp) with p > 1.
The case of a > 0. From (h0) and (h2) we can find a positive constant C0 such that
| f (s)| ≤ C0(|s|
p∗−1
+ |s|m−1) and |F(s)| ≤ C0(|s|
p∗
+ |s|m), ∀s ∈ R. (3.1)
Consequently, the associate energy functional to problem (1.8)
IK(u) =
1
m
M̂(‖u‖m) −
∫
RN
K(x)F(u), ∀u ∈ Er,m, (3.2)
is well defined and IK ∈ C
1(Er,m) with
〈I′K(u), v〉 = M(‖u‖
m)
(∫
RN
|Dru|
m−2DruDrv + a
∫
RN
|u|m−2uv
)
−
∫
RN
K(x) f (u)v, ∀u, v ∈ Er,m. (3.3)
Clearly, (h2) implies that lim
s→+∞
F(s)
|s|p
∗ = 0. Thus, for every ǫ > 0, there exists sǫ > 0 such that
| f (s)| ≤ ǫ|s|p
∗−1 and |F(s)| ≤ ǫ|s|p
∗
∀|s| > sǫ .
Set p′ =
p
p − 1
the conjugate exponent of p (which appeared in assumption (Kp)). As p
′ > 1, (h0) implies that there
is Cǫ > 0 such that
| f (s)| ≤ Cǫ |s|
m−1
p′ , and |F(s)| ≤ Cǫ |s|
m
p′ , for all |s| ≤ sǫ .
Combining the above inequalities, we derive
| f (s)| ≤ ǫ|s|p
∗−1
+Cǫ |s|
m−1
p′ , ∀s ∈ R, (3.4)
|F(s)| ≤ ǫ|s|p
∗
+Cǫ |s|
m
p′ , ∀s ∈ R. (3.5)
Multiplying (3.4) by |s − s0| and applying Young’s inequality, then for s0 ∈ R that
| f (s)(s − s0)| ≤ ǫ(|s|
p∗
+ |s − s0|
p∗
+ |s − s0|
m) +Cǫ |s|
m
p′ , ∀s ∈ R. (3.6)
Inequalities (3.5) and (3.6) will be useful to prove Theorem 1.3 under the assumption (Kp) and a > 0.
Let (ei)i∈N∗ be a Schauder basis of Er,m (see the introduction of [10]). As in Lemma 1.1 we define
S ⊥j (ρ) = {u ∈ F j such that ‖u‖ = ρ} and β j := sup
S ⊥
j
(ρ)
∫
RN
K(x)|F(u)|,
(see the introduction for the definition of F j). We have
Lemma 3.1. Assume that f ∈ C(R) satisfies (h0) and (h2), then:
1. β j → 0, as j → +∞.
2. For all ρ ≥ 0, there exist j0 and α > 0 such that I(u) ≥ α, ∀u ∈ S
⊥
j0
(ρ).
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3.1. Proof Lemma 3.1.
Will give a brief proof of point 1 (please see the proof of Lemma 3.1 for more details). Suppose not, then there
exist m0 > 0, u j ∈ S
⊥
j (ρ) such that modulo a subsequence we have
m0 <
∫
RN
K(x)|F(u j)| ≤ β j. (3.7)
Also u j is bounded in L
p∗ (RN) and up to subsequence u j converges to 0 and so
K(x)F(u j) → 0 a.e in R
N .
For any measurable set A ⊂ Rn such that |A|
1
p <
ǫ
K∞Cǫ
, using (3.5) and Ho¨lder’s inequality we derive
∫
A
|K(x)F(u j)| ≤ ǫK∞
∫
A
|u j|
p∗
+ +K∞Cǫ
∫
A
|u j|
m
p′
≤ Cǫ + K∞Cǫ |A|
1
p
(∫
A
|u j|
m
) 1
p′
≤ Cǫ.
By the virtue of (Kp) we have K(x)|u j|
m
p′ ∈ L1(RN , and there is Rǫ > 0 such that
(∫
{|x|>Rǫ}
Kp(x)
) 1
p
≤
ǫ
Cǫ
. As above, we
have ∫
{|x|>Rǫ}
|K(x)F(u j| ≤ ǫK∞
∫
{|x|>Rǫ }
|u j|
p∗
+ Cǫ
∫
{|x|>Rǫ }
K(x)|u j|
m
p′
≤ Cǫ +Cǫ
(∫
{|x|>Rǫ }
Kp(x)
) 1
p
(∫
{|x|>Rǫ }
|u j|
m
) 1
p′
≤ Cǫ.
Apply now Vitali’s theorem to deduce that K(x)|F(u j)| → 0 in L
1(RN). Hence, we reach a contradiction from (3.7)
since 0 < m0 ≤ 0.
The proof of point 2 of Lemma 3.1 is similar to the same one of Lemma 1.1. 
We divide the rest of the proof into two steps:
Step 1. IK satisfies the Palais-Smale condition if m ≥ 2 (respectively (C) condition if 1 < m < 2). Let un be a
(PS ) sequence if m ≥ 2 ( respectively (C) sequence if 1 < m < 2). We shall first verify that un is bounded. Similarly
to the proof of Proposition 1.1 we may assume there exist η0 > 0 and n0 ∈ N such that ‖un‖
m ≥ η0 for all n ≥ n0.
Combining (3.2) with (3.3), so in view of (h1) and (M1), there exists C0 > 0 such that
C
∫
RN
K(x)| f (un)|
q∗ ≤
∫
RN
K(x)( f (un)un − mγF(un)) ≤ mγIK(un) − 〈I
′
K(un), un〉 −C0. (3.8)
Using again (3.3), then Ho¨lder’s inequality and (1.2) yield
M(‖un‖
m)‖u‖m ≤ 〈I′K(un), un〉 +C
(∫
RN
K(x)| f (un)|
q∗
) 1
q∗
‖un‖, (3.9)
where C = K
1
p∗
∞ . The last inequality together with (3.8) and (M2) imply
‖un‖
m ≤ C(1 + ‖un‖
1
q∗
+1
) if m > 2, ( respectively ‖un‖
m ≤ C(1 + ‖un‖) if 1 < m < 2).
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As in the proof of step 1 of Proposition 1.1, we deduce that un is bounded in Er,m. Consequently, there exist a
subsequence (noted again un) and u ∈ Er,m such that un ⇀ u in Er,m, un → u a.e. in R
N , also un and un−u are bounded
in Lp
∗
(RN) and Lm(RN).
Apply now (3.6) with s = un, s0 = u, we obtain
| f (un)(un − u)| ≤ ǫ(|un|
p∗
+ |un − u|
p∗
+ |un − u|
m) + Cǫ |un|
m
p′ .
Let A ⊂ Rn be measurable set such that |A|
1
p <
ǫ
K∞Cǫ
, integrate the above inequality over A, then from Ho¨lder’s
inequality, we have
∫
A
K(x)| f (un)(un − u)| ≤ Cǫ + K∞Cǫ |A|
1
p
(∫
A
|un|
m
) 1
p′
≤ Cǫ. (3.10)
Invoking now the assumption (Kp), we may choose Rǫ > 0 large enough such that
(∫
{|x|>Rǫ}
Kp(x)
) 1
p
≤
ǫ
Cǫ
, thus as
above we derive∫
{|x|>Rǫ}
K(x)| f (un)(un − u)| ≤ Cǫ +Cǫ
∫
{|x|>Rǫ}
K(x)|un|
m
p′ ≤ Cǫ + Cǫ
(∫
{|x|>Rǫ}
Kp(x)
) 1
p
(∫
{|x|>Rǫ}
|un|
m
) 1
p′
≤ Cǫ.
(3.11)
Since K(x) f (un)(un − u) → 0 a.e. in R
N , applying Vitali’s theorem it follows from (3.10) and (3.11) that∫
RN
K(x) f (un)(un − u) → 0. (3.12)
As I′K(un) converges to 0 in E
∗
r,m and (un − u) is bounded in Er,m, from (3.3) and (3.12), we have
M(‖un‖
m)
∫
RN
(
|Drun|
m−2DrunDr(un − u) + a|un|
m−2u(un − u)
)
→ 0.
Using again (M2), we derive
∫
RN
(
|Drun|
m−2DrunDr(un − u) + a|un|
m−2u(un − u)
)
→ 0 and by the virtue of the S + con-
dition (see (2.3)), we conclude that un converges strongly to u in Er,m. This completes the proof of step 1. 
Step 2. In view of the assumptions (h3) and (h0), we have for any A > 0 there are sA > 0 and CA > 0 such
that
F(s) ≥ A|s|mγ, ∀|s| > sA and |F(s)| ≤ CA |s|
m, ∀|s| ≤ sA.
Thus, we have
F(s) ≥ A|s|mγ −CA |s|
m, ∀s ∈ R. (3.13)
Using now (M1) (with τ0 = 0) then we can find C1 > 0 such that M̂(τ) ≤ C1τ
γ for all τ ≥ 1. Consequently, from the
above inequality and for ‖u‖ ≥ 1 we derive
IK(u) ≤
C1
m
‖u‖mγ − A
∫
RN
K(x)|u|mγ +CAK∞
∫
RN
|u|m.
Let W be a finite dimensional subspace of Er,m. Taking into account that
(∫
RN
K(x)|u|mγ
) 1
mγ
is a norm and since all
norms onW are equivalent, there is CW > 0 such that∫
RN
K(x)|u|mγ ≥ CW‖u‖
mγ and
1
CW
‖u‖m ≥
∫
RN
|u|m.
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Hence, for any u ∈ Er,m, we get
IK(u) ≤ (
C1
m
− ACW )‖u‖
mγ
+
K∞CA
CW
‖u‖m.
Choosing A =
2C1
mCW
, as mγ > m then we may find R = R(W) > 1 large enough such that I(u) < 0 for all
‖u‖ ≥ R, u ∈ W.
Thanks to Lemma 3.1 we may apply Theorem A to conclude our Theorem 1.3 when a > 0. 
The zero mass case a = 0. As above in view of (h′0) and (h2) we can find a positive constant C0 such that
| f (s)| ≤ C0|s|
p∗−1 and |F(s)| ≤ C0|s|
p∗ , ∀s ∈ R. (3.14)
Consequently, the associate energy functional to problem (1.8)
IK(u) =
1
m
M̂(‖u‖m) −
∫
RN
K(x)F(u), (3.15)
is well defined in Er,m = D
r,m(RN) and IK ∈ C
1(Er,m) with
〈I′K(u), v〉 = M(‖u‖
m)
∫
RN
|Dru|
m−2DruDrv −
∫
RN
K(x) f (u)v, ∀u, v ∈ Er,m. (3.16)
Using again (h′0) and (h2), then we can establish the analogue of inequalities (3.5) and (3.6) used above
|F(s)| ≤ ǫ|s|p
∗
+Cǫ |s|
p∗
p′ , ∀s ∈ R,
and
| f (s)(s − s0)| ≤ ǫ(|s|
p∗
+ |s − s0|
p∗ ) +Cǫ |s|
p∗
p′ .
Also note that inequality (3.13) (see the end of the proof of the case a > 0) becomes
F(s) ≥ A|s|mγ − CA|s|
p∗ , ∀s ∈ R.
Substituting (3.5), (3.6) and (3.13) by the above inequalities, therefore the proof of the case a = 0 is exactly the same
one of the case that a > 0. 
4. Proofs of Proposition 1.2, Theorems 1.4 and 1.5.
4.1. Proof of Proposition 1.2.
In view of (H′1) and for ǫ0 > 0 small enough, there exists C0 > 0 such that F(x, s) ≤ (
λM
m
− ǫ0)|s|
mγ
+ C0 for all
(x, s) ∈ Ω × R. According to (M3) we derive
I(u) ≥
1
m
M̂(‖u‖m) − (
λM
m
− ǫ0)
∫
Ω
|u|mγ − C0|Ω| ≥
ǫ0
λM
M̂(‖u‖m) − C0|Ω| ≥ C‖u‖
mγ − C0|Ω|.
Consequently, I(u) → ∞ as ‖u‖ → ∞. Then any (PS ) sequence is bounded. Since (H′1) implies (H2) as 1 < mγ < p
∗,
then from the proof of step 2 of Proposition 1.1 we deduce that any bounded (PS ) sequence has a strong convergent
subsequence. So I verifies the (PS ) condition. 
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4.2. Proof of Theorem 1.4.
Recall first some basic notations of Krasnoselskii’s genus, which can be found in [25]. Let E be a Banach space
and
Σ = {A ⊂ X − {0} : A is closed in X and symmetric with respect to 0}.
Definition 4.1. (See [25]) For A ∈ Σ, we say genus of A is n denoted by γ(A) = n if there is an odd map φ ∈
C(A,Rn\{0}) and n is the smallest integer with this property.
We invoke the following abstract theorem based on the Krasnoselskii genus theory to prove Theorem 1.4.
Theorem B. (See [25]) Let I ∈ C1(E) be an even functional satisfying the (PS ) condition. For c ∈ R and each n ∈ N∗,
set Kc = {u ∈ E : I
′(u) = 0, I(u) = c} and Σn = {A ∈ Σ : γ(A) ≥ n}, cn = inf
A∈Σn
sup
u∈A
I(u).
(i) If Σn , ∅ and −∞ < cn < 0, then cn is a critical value of I.
(ii) If there exists ̺ ∈ N such that cn = cn+1 = ... = cn+̺ = c ∈ R, and c , I(0), then γ(Kc) ≥ ̺ + 1.
We will verify the conditions of Theorem B.
Clearly, I is even with I(0) = 0 and from Proposition 1.2 I satisfies the (PS ) condition. We shall now prove that
for any n ≥ 2, n ∈ N, one has Σn , ∅. In fact, we can find φ1, φ2, ..., φn ∈ C
2r
c (Ω) satisfying ‖φi‖L2 (Ω) = 1 and
supp(φi) ∩ supp(φ j) = ∅ if i , j, 1 ≤ i, j ≤ n. Set
En = span{φ1, φ2, .., φn} = {u =
n∑
i=1
λiφi, λi ∈ R} ⊂ Er,m ∩ L
2(Ω),
and for 0 < σ < 1
S σn = {u ∈ En : ‖u‖L2(Ω) = σ} = {u ∈ En,
n∑
i=1
λ2i = σ
2}.
Consider the map h : S σn → S
n−1 defined by:
h(u) = (
λ1
σ
,
λ2
σ
, ...,
λn
σ
), u ∈ S σn ,
where S n−1 = {(β1, β2, ..., βn) ∈ R
n :
n∑
i=1
β2i = 1} is the sphere of dimension n − 1. Clearly h is an homeomorphic odd
map, which means that γ(S σn ) = n (see [25]), then S
σ
n ∈ Σn and the claim is well proved.
Therefore, cn is well defined and since point 1 of Proposition 1.2 implies that I is bounded from below, so −∞ < cn.
In order to apply TheoremB we have to prove that cn < 0. Fix n ∈ N
∗. Indeed, since all norms in En are equivalent,
there exists Cn > 0 such that
1
Cn
‖u‖ ≤ ‖u‖L2(Ω) ≤ Cn‖u‖Lmγ(Ω). (4.1)
According to (H′2) one has for every A > 0 there is sA > 0 such that
F(x, s) ≥ A|s|mγ,∀x ∈ Ω, |s| ≤ sA. (4.2)
Set Mn = max{‖φi‖L∞(Ω), 1 ≤ i ≤ n}, then for σ = inf(
1
2
,
sA
2nMn
) we have ‖u‖L∞(Ω) ≤
sA
2
, ∀ u ∈ S σn . Choose now
A = βC
2mγ
n , so by combining (M
′
2), (4.1) and (4.2) we deduce that
I(u) =
1
m
M̂(‖u‖m) −
∫
Ω
F(x, u) ≤
β
mC
mγ
n
(
C
2mγ
n ‖u‖
mγ
L2(Ω)
−
mA
β
‖u‖
mγ
L2(Ω)
)
≤
β(1 − m)C
mγ
n
m
σmγ < 0, ∀u ∈ S σn .
As m > 1, then
β(1 − m)C
mγ
n
m
σmγ < 0, thus sup
u∈S σn
I(u) < 0 and cn = inf
A∈Σn
sup
u∈A
I(u) < 0. In conclusion, from point 1 of
Theorem B we derive that cn is a critical value of I and since n is arbitrary, then point 2 of Proposition 1.2 implies that
I admits infinitely many nontrivial critical points. The proof is completed. 
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4.3. Proof of Theorem 1.5.
In view of Proposition 1.2, I satisfies the (PS ) condition and I is bounded from below. Also, we claim that
c = inf{I(u), u ∈ Er,m} < 0. Indeed, as f verifies (H
′′
2 ) at 0, so for ǫ0 > 0 small enough there exists s0 > 0 such that
F(x, s) ≥ (
λM
m
+ 2ǫ0)|s|
mγ for all (x, s) ∈ Ω × [−s0, s0]. (4.3)
Taking into account that Crc(Ω) = Er,m, and according to 1.2, there is φ ∈ C
r
c(Ω) \ {0} such that
M̂(‖φ‖m) ≤ (λM + mǫ0)
∫
Ω
|φ|mγ. (4.4)
Using now (2.12) (which is a consequence of (M3)), we derive
M̂(tm‖ϕ‖m)
tmγ
≤ M̂(‖ϕ‖mr,m), ∀t ≤ 1. (4.5)
Set t = inf(
s0
‖φ‖L∞(Ω)
,
1
2
). So tφ ∈ [−s0, s0] and by combining (4.3)-(4.5), we get
I(tφ) ≤
tmγ
m
(
M̂(‖φ‖m) − (λM + mǫ0)
∫
Ω
|φ|mγ
)
− ǫ0t
mγ
∫
Ω
|φ|mγ < 0. (4.6)
Therefore, c = inf{I(u), u ∈ Er,m} < 0, invoking Ekeland’s variational principle, we deduce that c is a nontrivial
critical value which achieves the proof of Theorem 1.5. 
Appendix.
Appendix (A)
We prove here Lemma 1.2 stated in Section 2.
Proof of (i): Assume that M satisfies (M3). As 1 < mγ < p
∗, Sobolev’s inequality implies
∫
Ω
|u|mγ ≤ C‖u‖
mγ
r,m, which
combined with (M3) yields λM > 0.
Conversely, if M does not satisfies (M3), then there is a sequence τi > 0 such that τ
−γ
i
M̂(τi) → 0. Consider
ϕ ∈ Er,m such that ‖ϕ‖ = 1, set ui = τ
1/m
i
ϕ, then ‖ui‖
m
= τi. So
M̂(‖ui‖
m)∫
Ω
|ui|mγ
=
M̂(τi)
τ
γ
i
×
1∫
Ω
|ϕ|mγ
→ 0.
Therefore, λM = 0. 
Proof of (ii): (a) We will first prove that if M = Cτγ−1, then λM is attained. without losing any generality, we
may assume that C = γ. Let
λM := inf
u∈Er,m
u,0
M̂(‖u‖m)∫
Ω
|u|mγ
= inf
u∈Er,m
u,0
C
γ
‖u‖mγ
‖u|
mγ
Lmγ(Ω)
= inf
{
‖u‖mγ, such that ‖u|Lmγ(Ω) = 1
}
.
Let un be a minimizing sequence, i.e, ‖un|Lmγ(Ω) = 1 and ‖un‖
mγ → λM , so un is bounded in the Er,m norm.
Therefore, as 1 < mγ < p∗, there is u ∈ Er,m and a subsequence (still denoted by un) such that un converges weakly to
u in Er,m, ‖un‖Lmγ(Ω) → ‖u‖Lmγ(Ω), and
λM = lim inf
n→+∞
‖u‖mγ ≥ ‖u‖
mγ
r,m.
Consequently, ‖u‖Lmγ(Ω) = 1 and so ‖u‖
mγ
r,m ≥ λM which implies that ‖u‖
mγ
r,m = λM .
Moreover, there exists a Lagrange multiplier µ such that
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mM(‖u‖m)
∫
Ω
|Dru|
m−2DruDrv = µmγ
∫
Ω
|u|mγ−1v, ∀v ∈ Er,m.
If v = u we have mλM = µmγ, that is λM = µmγ and so
M(‖u‖m)∆rmu = λM |u|
mγ−1 in Ω,
u =
(
∂
∂ν
)k
u = 0, on ∂Ω, k = 1, 2, ....., r − 1,
(b) In general λM is not attained if M satisfies (M3). The typical example is M̂(t) = t
γH(t), where H : R+ → R+ is
strictly decreasing with lim
t→∞
H(t) = l > 0 and tγH(t) is strictly increasing on R+. So, M is positive and satisfies (M3).
Set
E(u) =
M̂(‖u‖m)∫
Ω
|u|mγdx
.
The monotonicity of H involving E(αu) < E(u) for all α > 1, and u , 0. It means clearly that λM is not attained.
More exactly, one can find easily examples of H such asH(t) = 1+β(t+1)−1 (with β > 0) and which also satisfy (M1).
Appendix (B) Let-us first show that (H2)-(AR)γ imply (H1). In fact, as p
∗ − 1 =
1
q∗ − 1
, (H2) implies that there is
s′0 > s0 such that | f (x, s)|
q∗ ≤ s f (x, s), for all |s| ≥ s′0 and x ∈ Ω. From (AR)γ we have
0 < (1 −
mγ
θ
)s f (x, s) < s f (x, s) − mγF(x, s), for all |s| > s0 and x ∈ Ω.
Hence, (H1) follows from the above inequalities.
Now, we collect some remarks and constructive examples of nonlinearities f and Kirchhoff function to understand the
improvement brought by our assumptions.
1. Let γ1 ∈ (1,
p∗
m
), γ2 ≥
p∗
m
. Consider the degenerate Kirchhoff function M(τ) = τγ1−1 if τ ≥ 1 and M(τ) =
τγ2−1 if τ ≤ 1). We can see that M satisfies (M1) − (M2) but not the global assumption (M) required in [6].
2. Consider the following Kirchhoff function introduced in [6]:
M(τ) = aτγ1−1 + bτγ2−1 with a ≥ 0, b > 0 and 1 ≤ γ1 ≤ γ2 <
p∗
m
.
Then M satisfies (M1) − (M2) and also assumption (M3). Moreover M is degenerate if a = 0 or a , 0 and
γ1 , 1.
3. Since we assume γ <
p∗
m
, then (mγ − 1)q∗ ≤ mγ, so for (mγ − 1)q∗ − 1 ≤ α < 1 and a > γλM , then a simple
computation shows that f1(s) = a|s|
mγ−2s−|s|α−1s satisfies (H1) (and (H2)-(H
′
3)) but never (AR)γ and nor (S S L).
4. In [27], (AR)1 was relaxed into one of the following conditions (for m = 2 and M = 1): there are constants
θ > 2 and C > 0 such that
|θF(x, s) − s f (x, s)| ≤ C(1 + s2), ∀(x, s) ∈ Ω × R, (4.1)
or the global convexity condition
H(x, s) := s f (x, s) − 2F(x, s) is convex in s, ∀x ∈ Ω. (4.2)
However, the following nonlinearity f2(s) = |s|
mγ−2s lnq(|s|) with q ≥ 1 verifies (H1) − (H3) and (H
′
3) but does
not satisfies assumptions (4.1) and (4.2) if q > 1.
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