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Introduction
Electromagnetic waves carry energy and both linear and angular momenta. Whereas a contribution to the total angular momentum is realized by the spin of the photon, the fundamental physical quantity associated with polarization, an orbital angular momentum (OAM) component can also be present. Such contribution is often said to be "quasi-intrinsic" [1] , since it is independent of the axis of calculation for any beam endowed with a helical wavefront apertured symmetrically about the beam axis [2] . The OAM content of helical beams in the paraxial regime was first discovered by Les Allen et al. in 1992 [3] , although these waves have been known for much longer in terms of optical vortices and are now often referred to as vortex waves. OAM beams are characterized by an azimuthal phase dependence of the form exp (imϕ), where the integer m represents the topological charge of the vortex (or, more simply, the number of intertwined helices the wavefront is made of) and is related to the OAM carried by the beam along the propagation axis. For m = 0, due to the presence of the on-axis phase singularity, scalar OAM waves present a doughnut-shaped intensity profile with a central null.
It would seem natural to think that, being the OAM a global property of the beam in contrast to the spin angular momentum (SAM), the orbital and spin contributions to the total angular momentum of an electromagnetic wave are two distinct quantities. However, it has been argued 1 2π 
Associated with the subgroup algebra there is a generator,Ĵ z , and all elements of the given subgroup can be written symbolically as exp ϕĴ z , where ϕ parameterizes the rotation. A basis for the Lie algebra of SO (3) in standard matrix representation is provided by the three operators: 
which obey the commutation relations [J s , J v ] = ε sv k J k , where ε svk is the Levi-Civita pseudotensor and the Einstein summation convention has been considered; in (2), the subscripts 1, 2 and 3 denote Cartesian components x, y and z, respectively. Although the origin of these commutation relations is really geometric in nature, the generators acquire even more significance in quantum physics, where they correspond to measurable quantities [76] . In this respect, J = (J 1 , J 2 , J 3 ) can be seen as the vector angular momentum operator in units of .
Whereas the matrix representation is widely used to express the SAM operator, a differential representation is often preferable to (2) for describing the OAM operator. As suggested in [77] , analogies between quantum mechanics and scalar paraxial optics can be built in order to demonstrate heuristically that some cylindrical laser modes with a Φ m (ϕ) azimuthal phase dependence carry an OAM of m per photon along the propagation axis.
Let us consider an arbitrary coordinate system {x 1 , x 2 , x 3 } and a free-space monochromatic scalar wave of the form Ψ (x 1 , x 2 , x 3 , t) = ψ (x 1 , x 2 , x 3 ) e iωt , where ω = kc represents the angular frequency, k = 2π/λ the wavenumber, λ the wavelength and c the speed of light. Even if the full vector nature of the electromagnetic radiation is being neglected at present, Ψ (x 1 , x 2 , x 3 , t) can be understood as the amplitude of a linearly polarized electric field or vector potential, which satisfies the wave equation:
as follows from Maxwell theory. From (3), the scalar Helmholtz equation for the spatial coordinates dependent amplitude ψ (x 1 , x 2 , x 3 ) is soon derived:
We are now interested in solutions ψ to (4) that are eigenfunctions of theĴ z operator, namely:
where {x 1 , ϕ, x 3 } is a suitable coordinate system and the differential expression of theĴ z operator has been introduced. It is important to note that the condition of periodicity of the wavefunction in the azimuthal coordinate imposes integer values for the m index. In (5) , Φ m (ϕ) corresponds to the sought vortex term and u (x 1 , x 3 ) is a function obeying the reduced equation in the remaining two variables:
being h 1 , h ϕ and h 3 three ϕ-independent metric scale factors for the given coordinates [74] . It can be shown that (6) separates in five coordinate systems: circular cylindrical, spherical, prolate spheroidal, oblate spheroidal and parabolic [73] . While leaving to the appendix a formal proof of the equation separation in the latter four systems, let us focus in detail on the circular cylindrical case {ρ, ϕ, z}, for which equation (6) reads:
As pointed out above, it is common to look for solutions of the Helmholtz equation that are eigenfunctions of theP z operator, i.e. the generator of the translations along the z-axis:
where B (ρ) represents a function to be determined. The imposed condition implies a further reduction of equation (7): 
Scalar modes of the form:
where C B m is a suitable dimensional constant, are known as Bessel beams (BBs) and represent a complete set of orthogonal solutions to (3) . The transverse intensity and phase profiles of a representative BB are displayed in Figure 1 for different values of the topological charge m. As will be shown further on, BBs also satisfy the paraxial wave equation. Due to their divergencefree profile, the Bessel modes belong to the family of "non-diffracting" beams [79] , which are not square-integrable and thus carry infinite energy; for this reason, only truncated forms of such waves can be realized experimentally. Physical OAM waves that approximate the intensity distribution of these ideal beams are usually produced via computer generated holograms [80] or axicons [81] .
It is important to emphasize that, despite the leading role played by the circular cylindrical coordinate system in optics, BBs are not the only possible scalar OAM solutions and waves with a vortex term Φ m (ϕ) are also found by separating the Helmholtz equation in spherical, prolate spheroidal, oblate spheroidal and parabolic coordinates (see Appendix A for further details). In [82] , an estimation of the electromagnetic OAM has also been performed for Mathieu beams, which can be intended as a generalization of BBs to elliptic cylindrical coordinates; in this case, however, the Φ m (ϕ) term cannot be present due to symmetry considerations and this results in the appearance of a more complicated vortex structure with fractional OAM mean content.
The presence of a non-integer OAM per photon in connection with some sort of symmetry breaking is a fact, by the way, not new, that leads to possible extensions of the simple original definition of OAM waves in several interesting scenarios [83] [84] [85] [86] [87] [88] [89] [90] . As a related topic, it should be noted that the very concept of wave vorticity is not limited to the isotropic case, which has been taken as a working hypothesis in defining OAM beams as vortex solutions. In particular, a vortex is said to be isotropic when the phase increases linearly from 0 to 2πm around a circle enclosing the singularity [91, 92] ; in this case, the iso-intensity contour lines are exact circles and the usual Φ m (ϕ) term is found. However, vortices are in general anisotropic, meaning that the intensity contours close to the singularities are elliptical [93] [94] [95] [96] [97] [98] . The anisotropic vortex can be understood as a geometrical deformation of the isotropic one, with an angular dependence of the form:
where represents the vortex anisotropy, σ is the vortex skewness and ϕ 0 the vortex rotation angle. The possibility of representing anisotropic dislocations through a superposition of isotropic ones, as reported in [98] , provides an easy derivation of the expectation value and the uncertainty of the OAM. A further aspect to be mentioned lies in the non-existence of propagating solutions characterized by a term Φ µ (ϕ) with non-integer µ index: when programmed to have a noninteger phase dislocation of this form as a starting condition, electromagnetic beams evolve with the creation of a group of standard vortices which break the circular symmetry of the intensity profile. Such mechanism and all the related topics have been deeply explored and characterized [83, 84, 86, 87, 92] .
The study of the electromagnetic vortices and their dynamics and interactions belong to the rich field of the singular optics, to which reference should be made. In spite of all the possible generalizations that can be introduced in the definition of OAM waves as vortex solutions, only the original requirement, i.e. the presence of an on-axis isotropic vortex, will be taken into account, since a complete classification would fall beyond the scope of the paper.
Paraxial OAM waves
In the event that the angle between the wavevector k and the propagation direction (z-axis) is small and assuming a beam amplitude of the form ψ (ρ, ϕ, z) = f (ρ, ϕ, z) exp (−ikz), where f (ρ, ϕ, z) represents a slowly varying function of the z-coordinate, such that:
being ∇ 2 T the transverse Laplacian, equation (4) reduces to its paraxial version [99] :
The paraxial Helmholtz equation (13) is widely used in optics, where the above described requirements are usually met and it represents a complete enough approximation to handle transverse variations and diffraction effects of the optical beam profile [100] . The reported equation is of the Schrödinger type and proves to admit solutions with separable variables in seventeen coordinate systems [73] . A huge amount of publications regarding the analytical derivation of families of paraxial beams can be found in the literature . The most general set of solutions of (13) in circular cylindrical coordinates has been obtained and characterized recently [105, 107] ; closed form expressions are provided in terms of the confluent hypergeometric functions [78] . Among all special cases of the paraxial vortex waves, some cylindrical families are of particular relevance and will be analyzed by means of an intuitive ansatz approach [130] .
First, in order to simplify the notation, it is useful to introduce a set of dimensionless circular cylindrical coordinates { , ϕ, ζ} = {ρ/w 0 , ϕ, z/z R }, where z R = πw 2 0 /λ and w 0 corresponds to a characteristic length parameter for the beam. Equation (13) then becomes:
For cylindrical beams satisfying the requirements of the paraxial approximation it is useful to appeal to the following ansatz, which is eigenfunction of theĴ z operator by definition:
where µ (ζ) and φ (ζ) are two dimensionless functions which account for the diffraction effects, m ∈ Z represents the topological charge of the on-axis vortex and C is a constant. By inserting expression (15) into (14), a partial differential equation for the function u (r, ζ) is found which can be put in the form of a ζ-dependent Schrödinger equation:
with Hamiltonian given by:
where the following two operators have been introduced:
As will be shown further on, a simple characterization of the cylindrical paraxial OAM beams can be derived from the definitions:
which allow to rewrite equation (16) as:
It is interesting to note that bothP andQ are Hermitian operators with respect to the integration measure rdr, therefore the HamiltonianĤ (ζ) (term in braces in the above expression) is Hermitian if a, b ∈ R and µ 2 (ζ) corresponds to a real valued function of the ζ-coordinate: in this particular case, complete sets of orthogonal solutions are obtained for the stationary Schrödinger equation. These and other classes of solutions are derived from the choice of the parameters a, b and by establishing suitable functions µ (ζ), φ (ζ) which satisfy (19).
Bessel beams
With the choice a = b = 0, µ (ζ) = 1 and φ (ζ) = 0, equation (20) reads:
where the subscript B has been introduced; alternatively, going back to the original coordinate system:
For a paraxial beam of the form ψ B (ρ, ϕ, z) = g B (ρ, ϕ, z) exp (−ik z z), the following relation holds:
where
. Taking into account expression (15), we infer:
which, substituted in equation (22), gives:
Equation (25) corresponds exactly to (9) and, as mentioned above, its regular solution B (ρ) is provided by the Bessel function of the first kind J |m| (k ρ ρ), therefore leading to:
The paraxial modes Ψ B m (ρ, ϕ, z, t; k ρ ) = f B m (ρ, ϕ, z; k ρ ) e −ikz+iωt are nothing but the above discussed BBs (10) . By virtue of their completeness and of the fact that they satisfy both the exact and the paraxial wave equations, BBs are well suited for implementing non-paraxial extensions of known beams families which belong originally to the set of paraxial solutions [48] .
Laguerre-Gaussian beams
In order to solve equation (27) , it is convenient to start from the following assumption:
where LG 2r 2 and Θ (ζ) are functions to be determined. After some straightforward algebraic steps, equation (27) reduces to:
with the definitions LG = dLG (x) /dx and LG = d 2 LG (x) /dx 2 . Since an equation which holds for every ζ is needed, the coefficient with ζ-dependence must be set equal to a constant, a conventional choice being − (2p + |m| + 1), with p ∈ N: The equation is easily solved and gives:
Hence, expression (29) becomes:
whose regular solution is the generalized Laguerre polynomial L |m| p 2r 2 [78] and leads to:
In expression (33) , the definition w (z) = w 0 µ (z/z R ) has been introduced, w 0 corresponds to the waist of the Gaussian beam, z R is the Rayleigh distance (see Figure 2 ) and Θ (ζ) the Gouy phase [100] . The constant term C LG pm ensures correct dimension and normalization of the beam profile.
The cylindrical modes Ψ LG pm (ρ, ϕ, z, t) = f LG pm (ρ, ϕ, z) e −ikz+iωt are named Laguerre-Gaussian (LG) beams and represent another complete set of orthogonal paraxial OAM solutions of the scalar wave equation. The transverse intensity and phase profiles of a representative LG beam are displayed in Figure 3 for different values of the topological charge m. Unlike BBs, the LG modes diverge during propagation (in this regard, z R can be seen as the diffraction scale), they are spatially confined and carry a finite amount of energy, therefore can be physically realized, at least up to some degree of accuracy.
LG beams are shape-invariant modes: during free propagation, their intensity profile maintains the same shape and it is just scaled owing to diffraction and energy conservation. LG beam intensity (upper row) and phase (lower row) transverse profiles (ycoordinate versus x-coordinate) for p = 0.
The radius of the primary intensity maximum evolves with z according to the law:
where ρ LG max,0 = ρ LG max (0) vanishes for m = 0. At large distances, for m = 0, we infer ρ LG max (z) ∝ z. By replacing ρ with expression (34) in the square modulus of (33), we easily get:
being I LG max,0 = I LG max (0) the maximum intensity of the original profile. Therefore, for z z R , the asymptotic behavior I LG max (z) ∝ z −2 is obtained, as shown in Figure 4 . Let us now consider the decay of the intensity of a LG beam at a fixed radial coordinateρ (for m = 0, this also includes the case of the primary maximum atρ = 0); the square modulus of (33) is given by:
For large enough distances, the term which contains the Laguerre polynomial tends to a constant and so does the exponential one, thus implying an asymptotic behavior of the form
The same law also describes the far-field evolution of the LG beam power collected on a central surface of limited size placed at distance z, reported in Figure 5 .
Hypergeometric beams
By choosing a = −1/2, b = 0, µ (ζ) = √ −ζ and φ (ζ) = 0, equation (20) reduces to: If a field amplitude of the form:
is assumed, expression (37) becomes:
which holds true for any ζ under the following hypothesis:
where γ ∈ R. From (40), we get:
and finally, from (39) and (40):
This last equation admits a regular solution, given in terms of the Kummer hypergeometric confluent function 1 F 1 (|m| + 1 − iγ) /2, |m| + 1; ir 2 (see, for example, [78] ), which allows to obtain:
where the dimensional constant C H m (γ) is a function of the beam parameters and can be fixed by imposing the orthogonality condition.
The hypergeometric (HyG) beams Ψ H m (ρ, ϕ, z, t; γ) = f H m (ρ, ϕ, z; γ) e −ikz+iωt constitute the third complete family of orthogonal OAM solutions of the scalar wave equation in the paraxial regime; unfortunately, like BBs, they carry infinite energy and are not square-integrable [120] . The transverse intensity and phase profiles of a representative HyG beam are displayed in Figure  6 for different values of the topological charge m. Equation (43) differs from the standard formula found in literature by a minus sign in the argument of the Kummer function, which is due to the choice of a propagation term of the form exp (−ikz + iωt) instead of exp (ikz − iωt), showing the two cases an opposite sign in front of the z-derivative in the corresponding versions of the paraxial Helmholtz equation.
Hypergeometric-Gaussian beams
Taking into consideration the possibility of using complex parameters, we can set a = i/2, b = 0, µ (ζ) = ζ (ζ + i) and φ (ζ) = −ζ: Let us suppose the function u HG to be factorized as:
then (44) reduces to:
Following the usual procedure, it is required that:
where η ∈ R. A quick integration gives:
whereas the Kummer equation [78] arises from (46):
Expression (15) leads to:
The modes represented by Ψ HG m (ρ, ϕ, z, t; η) = f HG m (ρ, ϕ, z; η) e −ikz+iωt constitute the family of the hypergeometric-Gaussian (HyGG) beams, an overcomplete set of non-orthogonal paraxial OAM solutions of the scalar wave equation [116] . It can be proven that these configurations carry a finite power (and therefore can be experimentally approximated) as long as the condition η ≥ − |m| is satisfied.
The HyGG beams are not shape-invariant modes under free propagation; as far as the asymptotic behavior is concerned, the radius of the primary maximum of their intensity profile follows the same law as the LG case for m = 0, namely ρ HG max (z) ∝ z, which implies the usual decay of the intensity maximum at large distances,
Also the asymptotic evolution of the intensity at fixed ρ =ρ is found to be I HG (z) ∝ z −2|m|−2 , as for the LG beams.
Hypergeometric-Gaussian beams of the second kind
Another interesting family of cylindrical modes is found by choosing a = −i/2, b = 0, µ (ζ) = √ 1 − iζ and φ (ζ) = 0. In this case, equation (20) reads:
Let us suppose:
which implies:
Let now:
whose solution is given by:
Equation (54) has the same form as (46) , thus HG II r 2 = HG r 2 , expression (50). Finally:
Paraxial modes of the kind
(ρ, ϕ, z; η) e −ikz+iωt are known as hypergeometric-Gaussian type-II (HyGG-II) beams and, like the HyGG modes, represent an overcomplete set of non-orthogonal OAM solutions of the Helmholtz equation which are squareintegrable for η ≥ − |m|, condition under which they carry a finite amount of energy [115] .
The HyGG-II beams are not shape-invariant modes under free propagation (see Figure 7) . Following the standard convention, where a propagation term of the form exp (ikz − iωt) is considered, inducing a change of sign in the z-derivative in (13), the function µ (ζ) has the form √ 1 + iζ and equation (57) Despite their name, resembling the previous family, the HyGG-II beams show significant differences with respect to the other known solutions. First, the radius of their primary intensity maximum increases with z according to two possible asymptotic behaviors, depending on the choice of the η and m indices: when η = − |m| = 0, a square root law is found, ρ HG II max (z) ∝ √ z, whereas the usual linear behavior ρ HG II max (z) ∝ z is quickly reached by all the configurations in which η > 0 for every m or η ≥ 0 for m = 0 (the doughnut-shaped asymptotic profile is always present, except for the standard Gaussian wave η = m = 0). It is fundamental to understand that the square root divergence of the primary intensity maximum relative to the HyGG-II modes in the first subclass does not apply to the beam profile in its entirety, as can be inferred from the comparison reported in Figure 7 .
Since the η parameter must be greater than or equal to − |m| in order to ensure squareintegrability, the whole range − |m| < η < 0 where m is not zero can be explored: in this region, as a consequence of the very rippled and variable field pattern, the primary intensity maximum oscillates at different radii in the beam profile and it evolves alternating between the two possible above described laws as a function of the propagation coordinate, asymptotically stabilizing to the linear evolution in z (see Figure 8) .
In order to establish the decay law of the primary intensity maximum, the two asymptotic cases must be considered separately. If η = − |m| = 0, the argument of the Kummer function in (57), as well as that of the exponential, tends to a constant value for large z and so we
On the other hand, when η > − |m| a useful asymptotic expansion of the Kummer function can be employed [78] : Figure 8 . Evolution of the radial coordinate of the principal intensity maximum of some HyGG-II beams as a function of z, for w 0 = λ. Note that for − |m| < η < 0 unstable maxima of the intensity profile with different evolution in z are competing in a certain range of the propagation coordinate; since the plot only captures the principal maximum at each z, this results in a stair-like behavior. Figure 9 . Evolution of the integral of the intensity of some HyGG-II beams over a centered circular region with radius w 0 as a function of z, for w 0 = λ.
which applies for large |x|. Remembering that now ρ HG II max (z) ∝ z, the local far-field intensity reduces to:
where expression (58) was used. Since the second term in the sum under square modulus dominates over the first at large z, this enables us to obtain I HG II max (z) ∝ z −2 , which then holds true for every η ≥ − |m|.
Finally, at fixed radial coordinate and large enough z, it is easy to prove that I HG II (z) ∝ z −η−2|m|−2 , which also describes the power decay in a central region of the beam as a function of the propagation distance, displayed in Figure 9 . Of special interest is the case η = − |m|, corresponding to the best possible evolution, z −|m|−2 .
Bessel-Gaussian beams
In Section 3.1 it was said that BBs are not square-integrable; however, there exist paraxial solutions of the Helmholtz equation which consists in non-diffracting modes modulated by a Gaussian envelope. Such beams are known as Helmholtz-Gaussian (HzG) waves [114] . Although these modulated solutions lose the divergence-free behavior, they present the advantage of being square-integrable and therefore admit physical realization. In the case of a Bessel configuration, the corresponding HzG solutions are given by the Bessel-Gaussian (BG) beams Ψ BG m (ρ, ϕ, z, t; k ρ ) = f BG m (ρ, ϕ, z; k ρ ) e −ikz+iωt , achievable from expressions (15) and (20) through the choice a = −i, b = 1, µ (ζ) = 1 − iζ and φ (ζ) = ζ, which leads to:
With reference to Section 3.1:
Equation (60) is easily reduced to the following:
corresponding to Bessel equation in the variable (ρ/µ). Then, from (15):
Once again, due to the convention employed for the propagation term, equation (63) is not of the form usually reported in the literature: in order to obtain the standard expression, the whole procedure presented in Section 3 should be repeated starting from the assumption
The intensity distribution of the BG beams is strongly related to the value of the transverse momentum k ρ as well as to the beam waist w 0 of the Gaussian envelope [111] . The evolution of the radius of the maximum intensity follows the asymptotic law ρ BG max (z) ∝ z (for certain choices of the k ρ parameter a doughnut-shaped profile is also generated when m = 0, instead of the usual maximum at ρ = 0). At large distances,
. By exploiting the well-known relation [78] :
which holds for small |x|, it is possible to infer the decay law of the BG beams intensity in ρ =ρ at large z:
To conclude the section, a comparison of the longitudinal intensity profiles of some representative solutions belonging to each of the above described paraxial families is reported in Figure 10 . As it can be noticed, the energy distribution of these scalar waves as a function of the propagation coordinate varies considerably from beam to beam.
Vortex solutions of the vector wave equation
As shown in the two previous sections, exact and paraxial solutions of the scalar wave equation which are eigenfunctions of theĴ z operator can be easily derived by means of standard mathematical techniques; indeed, such scalar OAM solutions have been deeply explored in the literature. However, an electromagnetic field can hardly be described in terms of a pure scalar function of space and time, since only a full vector treatment allows to take into account the presence of complex polarization structures. Complete solutions of the vector wave equation that can be directly applied to boundary-value problems in electromagnetism have been derived for certain separable systems of cylindrical coordinates and for spherical coordinates: in this context, the electromagnetic field can be resolved into two partial fields, each derivable from a function satisfying the scalar wave equation [74, 131] .
Within any closed domain of a homogeneous and isotropic medium with zero conductivity and free-charge density, all vectors characterizing the electromagnetic field satisfy:
being and µ the inductive capacities of the medium. On using the following relation:
and assuming a time-harmonic dependence of the form exp (iωt), equation (65) becomes:
with k = µω 2 . Equation (67) represents the vector analog of (4). As emphasized by Julius A. Stratton in [131] , equation (67) can always be replaced by a system of three scalar equations, but it is only when ψ is expressed in rectangular components that three independent scalar equations are obtained:
The Laplacian in (68) can of course be written in different coordinate systems, but the vector character of the original equation is inevitably lost. Three independent vector solutions of (67) can instead be built as follows:
being g = g (x 1 , x 2 , x 3 ) a scalar function satisfying (4) and C a unit norm constant vector. The three vector functions above possess several interesting properties:
it is easy to prove that both M and N are solenoidal and, owing to this and to the fact of being each proportional to the curl of the other, can be employed to represent the electric and magnetic fields. Since a decomposition of any arbitrary vector wavefunction in terms of (69) is completely general, families of orthogonal vector solutions of the wave equation (65) are derived via (69) from sets of solutions of the scalar wave equation (3) in the various coordinate systems. Also the field polarization is now being considered and care must be taken to properly describe the action of the rotation group generators on the whole vector field.
As can be shown by expanding to first order an infinitesimal rotation about the z-axis (see Appendix B), the complete form of theĴ z operator for vector fields is provided by:
where S z corresponds to the third SO(3) generator in three-dimensional matrix representation. When the vector field is resolved into its Cartesian components, the explicit expression for S z is given by J 3 in (2) and equation (70) reduces to its more common form [132] :
Let {g m } = {Φ m (ϕ) u (x 1 , x 3 )} be a set of OAM scalar functions derived according to Section 2. A general vector solution of (67) can be constructed from {g m } via the superposition:
where a m , b m and c m represent suitable expansion coefficients and the vector fields in the set {M m , N m , L m } are provided by (69) with g = g m . Therefore, the transformation of ψ under an infinitesimal rotation about the z-axis leads back to the action of theĴ z operator on each basis function. In all the five separable coordinate systems for which the ϕ-coordinate exists, the following relations hold:
as explicitly shown in Appendix B. The importance of this last result lies in the fact that it is the only requirement of separability of the scalar Helmholtz equation which ensures the vector fields {M m , N m , L m } built from the OAM set {g m } to be eigenfunctions of theĴ z operator.
From (69), (70) and (73) we understand that the so-derived eigenfunctions cannot be simply considered as vector OAM waves, since their structure is in general more complex, also involving polarization and thus a SAM contribution. Furthermore, for all the three eigenfunctions in (73) , it is the vector field components which present the characteristic vortex term Φ m (ϕ), meaning that the phase evolution around the z-axis is accompanied by the evolution of the state of polarization. Such eigenfunctions are then named vector vortex beams (VVBs), bearing in mind that in this case the on-axis phase singularity is no longer exclusive and also polarization singularities may be present (see, for instance, [92, [133] [134] [135] [136] and references therein). The above described approach undoubtedly provides a rigorous method for understanding how the VVBs definition can be traced back to general symmetry arguments.
In order to give some instructive examples, let us suppose that the vector potential A can be represented by an expansion in characteristic vector functions, as in (72) . The electric field E in the Lorentz gauge is then expressed by:
the usual time-harmonic term exp (iωt) being implied. Considering a circular cylindrical coordinate system, for which the natural OAM scalar field basis {g m } is provided by BBs, and choosing the z-directed unit vector as C in (69), we get:
where all Bessel functions have argument (k ρ ρ), {u ρ , u ϕ , u z } represent the cylindrical system unit vectors and (10) has been employed together with some known properties of Bessel functions under the assumption m ≥ 0, for convenience. In Figure 11 , the norm and polarization plots of (75) are reported for some values of m, revealing two apparent deviations from the conventional OAM patterns: when m = 0, a null is present instead of the usual on-axis intensity maximum, whereas for m = 1 the central Figure 11 . Norm and polarization plots (y-coordinate versus x-coordinate) of the function M m defined in (75) 
null is replaced by a maximum. Both deviations are attributable to the mixing of spatial and polarization contributions, which also affects all the other modes, as evidenced by the circumstance that additional factors e ±iϕ appear once (75) is rewritten in terms of the Cartesian unit vectors. It should be noted that the presence of the on-axis intensity null in the m = 0 case results from a polarization singularity known as V point in singular optics [135] .
In [137] , Karen Volke-Sepúlveda et al. have shown that equations (74), (75) and (76) make it possible to describe a wide variety of vector solutions in different polarization states. For instance, a radially or azimuthally polarized beam can be obtained by setting a m = 0 and (74), respectively; here E 0 represents a constant proportional to the square root of the beam power and with electric field units. Such peculiar vector waves with circular symmetric structure can be seen as free-space transverse magnetic (TM) and transverse electric (TE) modes, as can be deduced from their electric field expressions:
where the subscripts R and A stand for radial and azimuthal, respectively, and the time dependence is now explicitly written. Both (77) and (78) 
being {u x , u y , u z } the Cartesian unit vectors. In particular, since equation (79) is obtained from the (m ± 1) term of (74), we find:
as can be inferred from (73) or explicitly verified using (71) . Whereas the two orthogonal xpolarized and y-polarized states are simple superpositions of the right-circular and left-circular ones, the most general field is given in terms of the Jones vector Cartesian components α and β [5] : For β = ±iα, equation (81) leads back to (79) . Any other choice of the polarization parameters α and β in (81) does not give rise to an eigenvector of theĴ z operator, as evidenced by the fact that the circular symmetry of both the beam energy and polarization is broken (see Figure 12 ). The angular momentum density for the various cylindrical solutions described above has been rigorously calculated in [137] , showing that its distribution is indeed not radially symmetric in the case of linearly polarized BBs. On the other hand, the presence of the ratio (k ρ /k z ) in all previous formulas makes it possible to extend the analysis to the paraxial regime k ρ k z , with which most of the literature is concerned. Under this approximation, the electric field E in (81) is found to be eigenvector of −i∂/∂ϕ, the orbital component of iĴ z , and the circular symmetry of the solution norm is restored, as it is shown in Figure 12 . Despite the analytic expressions for paraxial VVBs may be obtained more practically by non-separable combinations of spatial and polarization modes [48] , the above derivation could be in some circumstances preferable.
Finally, among the various paraxial and non-paraxial VVBs, vector beams presenting cylindrical symmetric states of polarization, often known as cylindrical vector (CV) beams or vortices, have been extensively analyzed due to their interesting properties such as the tighter waist upon focusing (a thorough review of the applications can be found in [138] ).
Conclusions
In this work, an in-depth overview on the exact and paraxial vortex solutions of the homogeneous wave equation has been presented. These solutions have been interpreted as eigenstates of thê J z operator, leading to a mixture of polarization and spatial modes in the case of a general vector vortex wave.
Whereas a scalar approach is often convenient to describe the transverse free-space modes of linearly polarized laser radiation in optics, the same does not hold for the radio frequency domain, where a full vector treatment is usually mandatory. In neither cases could the homogeneous wave equation probably be sufficient for the most realistic modeling of the OAM waveforms generated experimentally by means of resonators and antennas, for which only the complete Maxwell equations with real or equivalent source terms can ideally provide the highest level of accuracy. Nevertheless, it is unquestionably true that the homogeneous Helmholtz equation still represents the most affordable way for describing specific free-space solutions as well as for providing general basis sets to expand any arbitrary waveform. For instance, the scalar and vector OAM solutions analyzed in this paper could be easily interpreted as free-space generalizations of resonator and waveguide eigenmodes that are usually found in both laser theory and electromagnetics handbooks. The intensity, phase, polarization and propagation properties of such free-space beams are therefore considered as ideal reference models or, alternatively, as targets to be reproduced experimentally up to a certain degree of approximation via proper synthesis methods. Since many of the exact vortex solutions possess infinite transverse extension, are divergencefree and carry infinite energy, paraxial OAM waves with Gaussian envelope or truncated forms which take into account diffraction and finite-size effects must be preferred in order to ensure a more realistic description.
a Fuchsian ordinary differential equation with singularity in t = 0. Since the roots of the corresponding indicial equation are ± |m|, the two linearly independent solutions of (A.4) can be written in the following way:
From substitution of the power series in (A.4) we easily find k, d = 0, hence Θ (1) (t) = t |m| and Θ (2) (t) = t −|m| , where only the first represents a regular solution in t = 0. Then, expression (A.2) reduces to:
which is not defined for θ = π. A regularized version of the previous function over the whole sphere can be provided through the use of both Θ (1) and Θ (2) , for instance:
OAM waves of the form (A.6) and (A.7) may be called "helico-polar" modes, as they possess helical wavefronts and show a very simple dependence on the polar angle θ. It can be shown that these non-paraxial waves represent square-integrable solutions with respect to the spherical measure sin θdθdφ.
In order to prove that the well-known spherical multipoles correspond to generalizations of the above derived waves, the radial term R (r) in (A.2) is now reintroduced. Equation (A.1) becomes:
where the simplified notationẊ (x) = dX (x) /dx has been employed. Then, for r = 0 we find:
being L a constant term. To solve the first equation we set R = √ rR (r) e ikr , which leads to Bessel equation in kr:
and therefore:
represent the two linearly independent radial solutions, given in terms of Bessel functions of the first and second kind, respectively. After performing the substitution cos θ = t, the second equation in (A.9) is easily reduced to:
which admits solutions in terms of the generalized Legendre polynomials. Finally, by imposing the regularity of Θ at the boundary points, it can be proven that L = − ( + 1) for an integer ≥ |m| and equation (A.2) acquires the standard form:
where b (kr) corresponds to a linear combination of the two independent spherical Bessel functions: .14) and Y m are the spherical harmonics.
Appendix A.2. Prolate spheroidal coordinates
Let u (ξ, η) = A (ξ) B (η) be a function that satisfies (6) in the prolate spheroidal coordinate system {ξ, ϕ, η}. On using the explicit expressions of the metric scale factors [74] :
where 2ς is the distance between the foci of the family of confocal ellipses and hyperbolas, we obtain two forms of spheroidal wave equations:
with solutions given by [73] :
where S |m| n represents a spheroidal wavefunction, n ≥ |m| is an integer and the discrete eigenvalues τ = τ |m| n are analytic functions of ς 2 k 2 .
Appendix A.3. Oblate spheroidal coordinates
In the oblate spheroidal coordinate system {ξ, ϕ, η}, the metric scale factors read [74] : where {u 1 , u 2 = u ϕ , u 3 } correspond to the standard unit vectors of the considered system and a first order Taylor expansion in ε has been performed. Equation (B.1) can be rewritten in the following form:
On using some basic results of differential geometry, it can be shown that [74] : where B represents the basis change matrix from the curvilinear coordinate system {x 1 , ϕ, x 3 } to the Cartesian one, {x, y, z}. Therefore, S z exactly corresponds to the third SO(3) generator in three-dimensional matrix representation.
Since any arbitrary rotation of the vector function ψ can be expressed through the rotation operator, the following relation holds: (x 1 , x 3 ) representing a scalar function derived according to Section 2. Owing to the fact that the three metric scale factors do not depend on the azimuthal variable in the five considered systems, the partial derivative ∂/∂ϕ commutes with each component of the differential operators appearing in (69) , as can be shown explicitly by resorting to the formulas [74] : 
