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The dynamics of lattice gauge theories is characterized by an abundance of local symmetry con-
straints. Although errors that break gauge symmetry appear naturally in NISQ-era quantum sim-
ulators, their influence on the gauge-theory dynamics is insufficiently investigated. As we show, a
small gauge breaking of strength λ induces a staircase of long-lived prethermal plateaus. The num-
ber of prethermal plateaus increases with the number of matter fields L, with the last plateau being
reached at a timescale λ−L/2, showing an intimate relation of the concomitant slowing down of dy-
namics with the number of local gauge constraints. Our results bode well for NISQ quantum devices,
as they indicate that the proliferation timescale of gauge-invariance violation is counterintuitively
delayed exponentially in system size.
Lattice gauge theories form a powerful framework to
describe the properties of fundamental particles and ex-
otic emergent phases of matter [1–3]. Despite significant
results in computing static properties of gauge theories
[4], their out-of-equilibrium dynamics remains poorly un-
derstood. By definition, the dynamics of a gauge theory
is intrinsically governed by the gauge symmetry, which
generates local constraints that have to be fulfilled at
each point in space and time. As has been realized in re-
cent works, this abundance of local constraints can lead
to exceedingly slow dynamics, characterized by many-
body scars and many-body localization-like behavior,
which apparently can hinder thermalization throughout
long evolution times [5–9]. Despite such advances, the
question of how and when these locally constrained sys-
tems thermalize is still wide open [10, 11].
Here, we analyze the long-time dynamics of lattice
gauge theories when a small perturbation explicitly
breaks the gauge symmetry. Naively, one might expect
the system to simply thermalize, as it is now described by
a generic interacting many-body model without any par-
ticular local symmetry [12, 13]. Surprisingly, however, we
find the system to undergo a series of stable prethermal
plateaus, which can be well separated by many orders of
magnitude of evolution time (see Fig. 1). Our results are
based on numerically exact calculations of a Z2 lattice
gauge theory in one spatial dimension as well as analytic
arguments based on a Magnus expansion [14]. (As we
illustrate in the joint submission [15] for the example of
a U(1) gauge symmetry, our findings carry over to con-
tinuous gauge groups.) Importantly, we find the number
of plateaus to increase linearly with system size, with the
last plateau being shifted to larger times, indicating that
this phenomenon displays robustness against finite-size
effects.
Our findings are highly relevant for quantum simula-
tor experiments that seek to investigate gauge-theory dy-
Figure 1. (Color online). Spatiotemporal average of the
gauge-invariance violation
∑
j〈Gj〉 in the Z2 gauge theory
with L = 6 matter sites. As clearly seen in the insets with
rescaled time axes, three distinct timescales emerge: τo = 1/λ
for the first (onset) plateau, τi = 1/λ
2 for the second (inter-
mediate) plateau, and τf = 1/λ
3 for the third (= L/2) and
final plateau where the probability to locally find the sys-
tem in either gauge-invariant manifold is 1/2. The number of
plateaus directly depends on the number of local gauge sym-
metries, resulting in a delay of the final plateau that scales
exponentially in system size.
namics in table-top quantum devices such as those based
on trapped ions [16, 17], superconducting qubits [18, 19],
or ultracold atomic gases [20–23]. Without unrealistic
fine-tuning, experiments where the gauge theory emerges
from microscopic processes [20–23] will always be plagued
by residual gauge-breaking terms. It is currently not
clear in how far such terms compromise the target gauge-
theory dynamics [24–26]. As our results show, the in-
trinsic dynamics of the system itself can halt the loss of
gauge symmetry, such that the state retains a memory
of its initial gauge sector for very long times.
Moreover, the observed plateaus can be seen as a novel
scenario for prethermalization due to breaking of a local
symmetry. Most commonly, prethermalization appears
when the integrability of a model is slightly lifted, giving
rise to one long-lived plateau before the steady state is
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2reached [13]. Instead, in the present scenario of an in-
teracting many-body system that is close to a gauge the-
ory, an entire prethermalization landscape appears with
a multitude of plateaus.
Model and quench protocol.—We consider a one-
dimensional Z2 lattice gauge theory [27–29] inspired by
a recent cold-atom experiment [21]. The model is given
by the Hamiltonian
H0 =
L∑
j=1
[
Ja
(
a†jτ
z
j,j+1aj+1 + H.c.
)− Jfτxj,j+1], (1)
with L matter sites and periodic boundary conditions.
The matter fields are represented by hard-core bosons
with the ladder operators aj , a
†
j , residing on matter sites
j = 1, . . . , L and obeying the canonical commutation re-
lations [aj , al] = 0 and [aj , a
†
l ] = δj,l(1 − 2a†jaj). The
matter field on site j has a local charge Qj = 1− 2a†jaj .
The electric (gauge) field on the link between matter sites
j and j + 1 is represented by τ
x(z)
j,j+1, which is the x (z)
component Pauli matrix. The kinetic energy of the mat-
ter field couples to the Z2 gauge field with a strength Ja,
and the electric field has energy Jf .
The local symmetry generators of the Z2 gauge group
are
Gj = 1− (−1)jτxj−1,jQjτxj,j+1, (2)
with eigenvalues gj = 0, 2. Gauge invariance requires
[H0, Gj ] = 0, ∀j, i.e., ideally the generators Gj are con-
served quantities at each matter site. In analogy to QED,
this conservation is often referred to as a generalized
Gauss’s law.
In realistic cold-atom quantum simulators [30], there
exist microscopic processes that break gauge invariance.
Inspired by the main error terms in the experiment of
[21], we model these by the Hamiltonian
H1 =
L∑
j=1
[(
c1a
†
jτ
+
j,j+1aj+1 + c2a
†
jτ
−
j,j+1aj+1 + H.c.
)
+ a†jaj
(
c3τ
z
j,j+1 − c4τzj−1,j
)]
, (3)
where the constants cl are dependent on experimental
parameters [21]. (The salient phenomena discussed here
do not depend on the precise form of H1 [15].)
To mimic a typical quantum-simulator experiment, we
prepare our initial state |ψ0〉 in a product state in the
gauge-invariant sector Gj |ψ0〉 = 0, ∀j. Specifically, we
choose 2a†jaj |ψ0〉 = [1 + (−1)j ] |ψ0〉 and τxj,j+1 |ψ0〉 =
(−1)j+1 |ψ0〉. We then quench |ψ0〉 with the Hamiltonian
H = H0 + λH1, which for λ 6= 0 will drive the time-
evolved state |ψ(t)〉 = exp(−iHt) |ψ0〉 out of the initial
gauge-invariant sector.
Exact diagonalization results for staircase
prethermalization.—
As the main finding of our work, we show that dur-
ing time evolution the gauge-invariance violation and lo-
cal observables enter a series of prethermal plateaus at
timescales λ−s, with s = 0, . . . , L/2, with the last be-
ing the final steady-state plateau. This finding means
that full gauge noninvariance—when the wave function
is equally likely to be locally in the gauge-invariant sector
gj = 0 and gj = 2—sets in only at timescale τf = λ
−L/2.
Counterintuitively, full gauge noninvariance is thus de-
layed exponentially in system size.
Towards the end of this Letter, we will provide ana-
lytic explanations based on a Magnus expansion [14, 15].
Before proceeding to the analytic arguments, however, it
is instructive to illustrate this behavior using exact diag-
onalization calculations [31–34].
We set Ja = 1 and Jf = 0.54 as in [21], but our con-
clusions are independent of these values [15]. The spa-
tiotemporal average of the gauge-invariance violation,
ε(t) =
1
Lt
∫ t
0
dτ
L∑
j=1
〈ψ(τ)|Gj |ψ(τ)〉 , (4)
is shown in Fig. 1 at several values of λ for L = 6 matter
sites. Three (= L/2) distinct plateaus can be discerned,
each characterized by a clear time interval during which
the violation is effectively constant. These plateaus set in
at timescales τo = λ
−1 (onset), τi = λ−2 (intermediate),
and τf = λ
−3 (final). Once the final plateau has been
reached, the gauge-invariance violation is unity, indicat-
ing an equal probability of both eigenvalues gj = 0, 2 of
the gauge generator Gj .
In order to obtain further insight into the appearance
of the prethermal plateaus, we consider projectors onto
gauge-invariant supersectors, defined as the sets of gauge-
invariant sectors in H0 with a fixed number s of nonzero
gauge eigenvalues gj :
Ps =
∑
α{s}
∑
q
|α{s}, q〉〈α{s}, q|. (5)
Here, {|α{s}, q〉} are eigenstates of H0, where α{s} de-
notes a gauge-invariant sector where gj 6= 0 at s matter
sites, and q denotes all remaining good quantum num-
bers. Our conclusions remain the same for models with
a larger number of local gauge eigenvalues, such as the
U(1) gauge theory [15, 35].
Figure 2 presents the numerical expectation values
〈Ps(t)〉. (We have 〈Ps(t)〉 = 0 for all odd s, since
any H1 that conserves the boson number of the mat-
ter fields always breaks an even number of local Gauss’s
laws.) The projection onto the gauge-invariant sector
Gj |ψ〉 = 0, ∀j, given by 〈P0〉, remains robust around
unity up to a timescale of λ−1, when gauge-noninvariant
processes become relevant. During this period, popula-
tion in subspaces 〈Ps〉 with even s > 0, are building up as
∼ (λt)s. These scalings can be derived in time-dependent
perturbation theory (TDPT) [15].
3Figure 2. (Color online). Dynamics of the time-averaged
expectation values of the projectors onto gauge-invariant su-
persectors as defined in Eq. (5), for λ = 10−5 and L = 6
matter sites. The behavior is qualitatively the same for other
values of λ. The first prethermal plateau is dominated by
low-order gauge invariance-breaking processes quantified in
〈P2〉 and 〈P4〉. In the intermediate plateau, the initial gauge-
invariant supersector still dominates, while all other supersec-
tors assume comparable values. Only in the exponentially (in
system size) delayed final plateau does 〈P6〉 settle to the same
value as 〈P0〉. (〈Ps〉 = 0 for odd s because the error terms in
Eq. (3) induce simultaneous gauge-invariance breaking at an
even number of local constraints.)
At timescale τo = λ
−1, 〈P2〉 becomes large enough to
drive 〈P0〉 into a power-law decay (see insets of Fig. 2)
and into the onset plateau. At this moment, the vio-
lation of gauge invariance stabilizes, and 〈P0〉 as well
as 〈P2〉, 〈P4〉, and 〈P6〉 reach a constant value. This
plateau persists up to a timescale τi = λ
−2, where 〈Ps〉
with s > 0 begins to grow again. 〈P0〉 is driven into an-
other power-law decay to an intermediate plateau where
〈P2〉 and 〈P4〉 settle indefinitely, with their equilibration
to the same value being due to a symmetry in the spec-
tra of H0. Finally, at a timescale τf = λ
−3 = λ−L/2,
processes accessing 〈P6〉 begin to dominate and the lat-
ter grows again until it and 〈P0〉 equilibrate to an equal
value (also due to a symmetry in the energy spectra of
H0) in a final plateau. The latter ushers in the steady
state in which both gauge eigenvalues are locally equally
occupied.
This prethermalization effect also influences local ob-
servables, such as the spatiotemporal averages of the
staggered boson number
Nstag =
1
Lt
∫ t
0
dτ
∣∣∣ L∑
j=1
(−1)j 〈ψ(τ)| a†jaj |ψ(τ)〉
∣∣∣, (6)
and the electric field
mx =
1
Lt
∫ t
0
dτ
∣∣∣ L∑
j=1
〈ψ(τ)| τxj,j+1 |ψ(τ)〉
∣∣∣. (7)
As can be seen in Fig. 3 for L = 6 matter sites, both
observables show a clear three-stage plateau structure in
agreement with similar behavior in the gauge-invariance
(a)
(b)
Figure 3. (Color online). Dynamics of the spatiotemporally
averaged expectation values of (a) the staggered boson occu-
pation and (b) the electric field. A clear staircase of three
plateaus can be seen also for these local observables. (The
timescales are shifted with respect to  as in Fig. 1, because
the observables here do not commute with H0.)
Figure 4. (Color online). Dynamics of the spatiotemporally
averaged gauge-invariance violation of Eq. (4) for λ = 10−4
and L = 4, 6, and 8 matter sites (light to dark blue curves).
The number of plateaus, including the final steady state, de-
pends directly on the system sizes we can access in ED. Inter-
estingly, the sth plateau appears suppressed with system size,
except when s = L/2, where the plateau is saturated at unity,
indicating full violation of gauge invariance. The timescales
of the plateaus are λ−s, with s = 0, . . . , L/2 (see text).
violation in Fig. 1. Again, plateaus occur at timescales
λ−1, λ−2, and λ−3 = λ−L/2.
The observed staircase prethermalization behavior is
intrinsically connected to the number of matter sites L, or
better said, to the number of local constraints due to the
Gauss’s law generators Gj . To illustrate this point, we
consider the dynamics of the gauge-invariance violation
(see Eq. (4) and Fig. 1), for fixed λ = 10−4 and compare
L = 4, 6, and 8 matter sites. As shown in Fig. 4, the
4plateaus proliferate with system size. Whereas for L = 6
matter sites there are three plateaus, there are only two
plateaus for L = 4, and four plateaus for L = 8 matter
sites.
Analytic explanation.—We can understand the ap-
pearance of the prethermal plateaus as well as associated
timescales from analytic arguments. At times t  λ−1,
one can perform TDPT. It correctly predicts the ini-
tial increases of gauge-invariance violation and projec-
tor expectation values as even powers of tλ [15, 24].
The appearance of multiple plateaus as well as the as-
sociated timescales λs (s > 0) is, however, beyond the
predictive power of simple TDPT. Instead, we can ob-
tain the plateaus from a Magnus expansion [14], which
amounts to resumming infinite series of terms in the time-
dependent perturbative expansion.
For small λ, it is useful to separate out the dominant
gauge-invariant dynamics from the full time-evolution
operator U(t) = e−i(H0+λH1)t = e−iH0tU˜(t), with
U˜(t) = T {e−iλ ∫ t0 dτH1(τ)}. (8)
The time-ordering prescription T makes U˜(t) in general
difficult to evaluate. Nevertheless, the Magnus expan-
sion allows one to find an effective exponential form,
U˜(t) = eΩ(t), through a skew-Hermitian operator Ω(t) =∑∞
n=1 Ωn(t) expanded in powers of λ. For the following
discussion, the first two expansion terms suffice,
Ω1(t) = −iλ
∫ t
0
dt1H1(t1), (9a)
Ω2(t) = −λ
2
2
∫ t
0
dt1
∫ t1
0
dt2
[
H1(t1), H1(t2)
]
, (9b)
where H1(t) = e
iH0tH1e
−iH0t. In the Lehmann represen-
tation with respect to H0, we obtain
Ω1(t) = − iλ
∫ t
0
dt1
∑
α,β
∑
q,l
ei(Eα,q−Eβ,l)t1
× 〈α, q|H1 |β, l〉 |α, q〉 〈β, l| . (10)
Here, |α, q〉 , |β, l〉 are again eigenstates of H0, where α, β
are sectors with fixed gauge eigenvalues gj , while q, l de-
note all remaining quantum numbers within that gauge
sector, e.g., energy.
At this point, it is crucial to distinguish two qual-
itatively different contributions. First, if Eα,q 6=
Eβ,l, one obtains nonresonant terms Ω
nonres
1 (t) where∫ t
0
dt1e
i(Eα,q−Eβ,l)t1 = i[1 − ei(Eα,q−Eβ,l)t]/(Eα,q − Eβ,l).
At early times, these contributions to U˜(t) reproduce the
power-law increase of gauge invariance as in TDPT. At
a timescale much larger than the relevant energy gaps,
tJa  1, however, the bounded oscillations ei(Eα,q−Eβ,l)t
average away, leaving a constant gauge violation. This
leads to the pre-onset plateau seen in Fig. 4 for L = 8
as well as the feature in Fig. 1 at t ≈ 102/Ja, with both
occurring at timescale τpo = λ
0.
At this stage, the second contribution Ωres1 (t) stemming
from resonant processes Eα,q = Eβ,l becomes dominant.
For such terms, we have
∫ t
0
dt1e
i(Eα,q−Eβ,l)t1 = t. Thus,
Ωres1 (t) assumes the role of a time-independent Hamilto-
nian H
(1)
eff = iΩ
res
1 (t)/t ∝ λ, whose contribution to U˜(t)
generates a further increase of gauge violation, until the
system reaches a steady state with respect to H
(1)
eff . At
this point, which is beyond the validity of TDPT, the
system has reached the onset plateau, characterized by
timescale τo = λ
−1.
Following analogous considerations, Ω2(t) has two
qualitatively different contributions (see [15] for explicit
formulas). First, nonresonant contributions average to a
constant at times t  1/Ja, adding a subleading shift
to the pre-onset plateau. Second, resonances generate a
time-independent Hamiltonian H
(2)
eff = iΩ
res
2 (t)/t ∝ λ2.
Due to its parametric weakness, the dynamics generated
by H
(2)
eff remains irrelevant up to a timescale τi = λ
−2.
Once τi is reached, H
(2)
eff induces further excitations into
other gauge sectors, until the system again settles into a
steady state, now with respect to H
(1)
eff +H
(2)
eff . The next
plateau has been reached. The same reasoning can be re-
peated for all Ωs(t), giving rise to a series of plateaus at
timescales λ−s, with s ≤ L/2. With the final plateau at
τf = λ
−L/2, both eigenvalues of the local gauge generator
are equally likely. Importantly, the prethermal staircase
has delayed this full gauge violation to exponentially long
times in system size.
Our arguments rely on a separation of timescales, gen-
erated by the fact that applications of H1 either con-
nect states that are separated by large energy gaps corre-
sponding to high-frequency oscillations, or that they ac-
cess exactly degenerate states giving rise to a series of ef-
fective Hamiltonians whose strengths for small λ differ by
orders of magnitude [15]. We cannot assure this separa-
tion to persist in the thermodynamic limit, where typical
many-body spectra become dense (and where the Mag-
nus expansion may fail to converge). We can, however,
note the importance of these results for current quan-
tum simulations, which are concerned with rather small
systems of at most several dozens of sites [17, 23, 36].
Even more, we can see a strong difference from a simi-
lar setting where H0 respects a global symmetry, which is
then broken by some H1. In such a case, the conservation
is not of local gauge generators Gj , but of a total charge∑
j Gj (e.g., total particle number in a Bose–Hubbard
model with a global U(1) symmetry). In a typical situa-
tion, the global charges are free to move through the sys-
tem (in contrast to the breaking of a local gauge symme-
try, where the nonzero gauge eigenvalues are localized by
definition since H0 commutes with all Gj). Thus, global
charges gain kinetic energy and their spectrum spreads
into a broad energy band. Instead of finding many exact
5degeneracies corresponding to gauge violations localized
at different sites, H1 can then access states that lie at ar-
bitrary energetic distances within an energy band. These
translate into a broad range of accessible frequencies, as
well as the disappearance of resonant terms that generate
the H
(s)
eff . As a consequence, the separation of timescales
is no longer given in case of breaking a global symmetry
[15].
Summary.— Using exact diagonalization and ana-
lytic arguments based on a Magnus expansion, we have
shown the existence of a multitude of plateaus in the
dynamics of lattice gauge theories subjected to gauge
invariance-breaking errors. As shown in [15], our con-
clusions remain valid for various different initial states,
including those that lie in gauge-invariant sectors differ-
ent from Gj |ψ0〉 = 0, ∀j, as well as for U(1) gauge theo-
ries.
Our results lead to an intriguing and counterintuitive
conclusion: The dynamics of an error-prone lattice gauge
theory itself stabilizes gauge invariance and full gauge vi-
olation is delayed exponentially in system size, at least for
small-to-intermediate size gauge theories. This is a very
positive message to modern experimental implementa-
tions of lattice gauge theories in NISQ devices consisting
of a few dozen sites. Moreover, our work paves the way
for several immediate research questions. Will this be-
havior persist in the thermodynamic limit? Or is there a
maximal size Lmax at which the many-body energy levels
become too close for the Magnus expansion to converge?
And, assuming the former holds, how does this form of
constrained dynamics relate to many-body localization
dynamics in lattice gauge theories [7, 15]?
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