Abstract-The use of drone systems is increasing especially in dangerous environments where manned operations are too risky. Different entities are involved in drone systems' missions and they come along with their vast varieties of specifications. The behaviour of the system is described by its set of policies that should satisfy the requirements and specifications of the different entities and the system itself. Deciding the policies that describe the actions to be taken is not trivial, as the different requirements and specifications can lead to conflicting actions. We introduce an argumentation-based policy analysis that captures conflicts for which properties have been specified. Our solution allows different rules to take priority in different contexts. We propose a decision making process that solves the detected conflicts by using a dynamic conflict resolution based on the priorities between rules. We apply our solution to two case studies where drone systems are used for military and disaster rescue operations.
I. INTRODUCTION
Drone systems operations are taking hold, especially in hazardous environments where manned operations are too risky and for invigilation and exploration operations. The level of autonomy of drones is increasing as often it is impossible to have ground bases, connectivity, or interactions, without compromising the security and the accomplishment of the mission. The drone system behaviour is described by a set of rules that we call behavioural policies, and are composed of the various security requirements, the legislation and normative rules, and the actions to be executed.
Usually different parties, coalitions and alliances are involved in various missions. The mission requires a large scale of planning and coordination, and has to take into account the rules and agreements between the different parties. The agreements take into consideration the relations between the parties, their respective coalitions, and the mission's goals. Therefore, deciding the rules that represent the actions to be taken in particular cases is not trivial. Due to the heterogeneity of the rules and the entities involved, various conflicts, redundancies and gaps may arise.
We introduce an argumentation-based policy analysis that captures the different conflicting policies and solves them by introducing preferences between policies in drone systems scenarios. The used rules are of different types, e.g., legal, security, data access, and are sensitive to the applied context. Our policy analysis identifies and solves conflicts between rules. The proposed solution allows different rules to take priority in different contexts. Thus, it solves the detected conflicts by using a dynamic conflict resolution based on the rules' priorities. The result of the conflict resolution is used by the decision process which decides the policies to apply for particular contexts, and also provides an explanation for the taken decisions.
We show the use of our argumentation-based policy analysis with two scenarios of drone systems: military operations and natural disaster rescue operations. In both cases, different entities with their specific requirements are involved, and the drones need to take efficient and prompt actions. In the military operations the main actors are the military organisations and the coalitions between different countries, e.g., UK and U.S., but sometimes also nonmilitary organisations are involved, e.g., humanitarian ones. On the other hand, natural disaster rescue operations involve both military and non-military organisations, where the latter (e.g., civil protection) play an important role, and military organisations mainly provide the tools and the arrangements for the mission accomplishment. Deciding the policies to apply for every case is not easy, as the entities have different requirements. These organisations have various regulations between each other and the actions depend on the mission, the context, and the environment, e.g., the legal and normative rules depend by the type of use is made to the drones: military or humanitarian mission.
During military operations different parties and coalitions are involved. Usually the squad of involved drones communicate with each other. If the squad of drones is composed of drones from different countries, their communication should respect the conform regulations between countries. Different parties can be part of a joint mission, thus, the drones should send the information also to them. Deciding the policies that apply in this case is not easy, as the relations of the involved parties need to be taken into consideration.
In natural disaster rescue operations, the policies about sharing information are less restrictive because non-military organisations do not have strict security requirements. In this case, from the military organisations' point of view, sensitive information about the type of capabilities should not be revealed. The goal of the mission in this case is gathering information from rescue areas. Deciding the type of data to be shared and the policies to be applied is not easy as different drones and entities are involved.
Lately, research focused on unmanned aircrafts (e.g., drone systems) is increasing, especially with the expansion of their usage, e.g., drones packages delivery like Amazon's Prime Air [1] or Google's Project Wing [2] . Different studies have been made by Amazon [3] , [4] , Google [5] and NASA [6] concerning the safety and efficiency of design, management, operations of unmanned aircraft systems (UAS), their safe airspace access, and their communications and collaborations. The authors in [7] present a model of architecture for coordinating the access of UAS to controlled airspace and for providing navigation services between interested locations. The increasing autonomy on the airborne drones in joint collaborative operations between different parties and their impact is analysed in [8] .
An important challenge that arrises during the coordination and planning phases of drone systems, especially in collaborative scenarios, is the decision process of applicable actions for particular cases. The decision process is not a trivial task, due to the conflicting and redundant rules. We introduce a policy analysis that is able to capture and solve conflicting rules, and improve the efficiency of the used set of rules. The proposed analysis is based on argumentation based reasoning [9] , [10] and abductive reasoning [11] . Argumentation reasoning is a suitable technique for implementing decision making mechanisms [12] , [13] under conflicting and incomplete knowledge. The conflict resolution is made by introducing preferences between conflicting rules that is supported by our preference based argumentation reasoning. For implementing part of our analysis and conflict resolution we use the GorgiasB 1 [14] tool. This tool combines argumentation reasoning with preference-based rules and abductive logic programming. It is based on Gorgias [12] that is an argumentation framework that uses abduction with preference reasoning.
The introduced analysis is an extension of the one proposed in [15] , [16] where argumentation based analysis together with abductive reasoning are used for enabling data sharing in different contexts by enforcing the correct data sharing agreements, and during forensics investigations for attributing cyber attacks to attackers. Another interesting technique that uses an argumentation based analysis is introduced in [17] , where the authors present a method for goal conflict resolution by analysing competing hypotheses and beliefs of stakeholders. Argumentation reasoning is part of the non-monotonic reasoning, which permits to deal and solve conflicting rules. An interesting decision process for preference-based systems based on a non-monotonic reasoning is presented in [18] , [19] , where the authors present a defeasible decision process for energy saving techniques.
In this work, we show how to model and analyse the 1 GorgiasB http://gorgiasb.tuc.gr/ policies in drone systems scenarios with our argumentationbased policy analysis. We solve the conflicts between policies and decide the policies to be applied by using our dynamic conflict resolution. We introduce our policy analysis and conflict resolution based on argumentation in Section II. We show with two scenarios how various conflicts are captured and solved in Section III. In Section IV, we conclude and discuss some of the future challenges of drone systems.
II. ARGUMENTATION-BASED POLICY ANALYSIS
For capturing the policies conflicts and redundancies, we introduce a policy analysis based on argumentation and abductive reasoning [15] , [16] . This analysis is applied to drone systems behavioural policies and detects the conflicting policies, the redundant ones, and the cases that were not covered by the given set of policies. Identifying conflicting policies is not trivial, due to the different types of policies and to their context dependability, e.g., the security requirements state that the drone should share information with their ground bases, whenever it is possible, but in case the country that owns the drones is not a direct participant of the mission where its drones are involved, then the drones are forbidden to send any information to their country ground bases.
Our policy analysis captures context dependent conflicts and solves them thanks to the use of argumentation reasoning. Argumentation and abductive reasoning expressive power permits us to work with conflicting policies that have exceptions and preferences between them. For performing the redundancy analysis and finding gaps between policies we use abductive reasoning, in particular, an abductive constraints system called A-system 2 [20] . To identify and solve the policies conflicts and to apply the above reasonings to the drone systems policies we use the preference-based argumentation tool GorgiasB and its useful graphical user interface.
We first run the abductive reasoning analysis, that detects all the explicit conflicts, the redundancies and gaps in the given set of rules for the given pieces of information which might be incomplete. If any conflict, redundancy or gap is identified, then the drone systems administrator is notified for solving the inconsistencies or improving the efficiency of the set of rules. This analysis provides also explanations and the conflicting, redundant or missing cases, thanks to the use of abduction. The explanations are used by the systems administrator to solve the inconsistencies and improve the efficiency of the set of policies. Once the redundancies, gaps, and conflicts due to errors or misrepresentations are solved by the system administrator, the argumentation reasoning analysis is executed. This analysis detects all the conflicting rules, especially the context dependent ones. Argumentation reasoning permits the resolution of conflicts, by introducing preferences/priorities between conflicting rules and by explicitly specifying the context when a particular rule has to be considered stronger than another one.
A preference relation denoted by > is used to indicates the preferences between two policies. Given two conflicting policies 1 and 2 , where for the context and the information we have, 1 should be applied instead of 2 , we denote it with 1 > 2 . The introduced priorities between rules, that for the sake of simplicity we will call priority rules, together with the existing rules are checked again, and if any conflict is found, the process is re-iterated, and other priority rules are introduced.
III. USE CASES: POLICY ANALYSIS FOR DRONE SYSTEMS
In this section, we introduce two applications of the proposed policy analysis for drone systems. The scenarios are related between each other, as we assume that the same squad of drones can be used for different types of missions. In the below scenarios, we introduce the drone systems behavioural policies. We show how the conflicts and redundancies are captured using our argumentation-based analysis. As described in the previous section, our analysis tasks and the conflict resolution are performed using the Asystem and GorgiasB tools.
A. A Military Scenario for Drone Systems
Let's assume, we are dealing with squad of drones that are property of a military organisation of a particular country. The behavioural rules of the squad of drones depend on its owner, i.e., the country/entity that owns the drones and their policies and legislations. These rules describe how the drones should behave, act, interact, and exchange information between drones of the same squad, and other entities like other squads, drones, countries. The main actors of the behavioural rules are the drones = { 1 , 2 , ⋅ ⋅ ⋅ }, the squad of drones = {S 1 , S 2 ⋅ ⋅ ⋅ } where the drones are part, in this case 1 , 2 represent the countries that owns the squad of drones, the ground bases ℬ = { 1 , 2 , ⋅ ⋅ ⋅ } that communicate with the squad of drones, the ground bases are part of the country ground base denoted by { 1 , 2 , ⋅ ⋅ ⋅ }, where 1 , 2 are the countries that own the ground bases. We deal also with the notion of resources of a country, which include all the drones, squad of drones and bases of that country, denoted with ℛ = {R 1 , R 2 , ⋅ ⋅ ⋅ }, where 1 , 2 are the countries that own these resources. We denote with a particular object, when we do not want to specify its type (or it is not known).
Let's assume we are in a military scenario and we are dealing with an UK squad of drones. The drones' behavioural policies are as below:
1) The drones of the same squad can exchange encrypted information between each other.
2) The drones can send encrypted information to their ground base. 3) They do not send information to anybody else. The above policies can be written in a semi-natural language as below 3 , where on the right hand side we state the conditions that should hold for the left hand side action to be true or occur.
( , , , ) ← ∈ , ∈ R , ∕ = (3) More specifically, the first rule says that if drones 1 and 2 are from the same squad owned by , then they are permitted to send data to each other. The second rule says that a given UK drone can send data to a ground base , if the latter is an UK ground base. The third rule says that a given UK drone is not permitted (deny) to send data to non UK resources (bases or drones).
The squad of drones can be involved in military missions, we denote the missions with {ℳ 1 , ℳ 2 , ⋅ ⋅ ⋅ }. Different countries can take part of the same mission, where some of them provide the needed equipment for the mission accomplishment. The involved countries can also be in alliance between each other, e.g., the NATO alliance, or create a coalition between countries, e.g., when the mission is located in a non ally country, but special relations are created with it for permitting the performance of the mission in that territory. We denote by { , , ⋅ ⋅ ⋅ } the different alliances, and by { , , ⋅ ⋅ ⋅ } the different coalitions.
When in the mission are involved different countries, the drones should alter their data, denoted by , before sending them, in a way to avoid the disclosure of sensible information. The data are classified in three types, depending on their security level and how much they can compromise the mission, the country and the alliance security: low, medium, high. The type of disclosed data depends on the relation of the countries that are part of the mission.
Returning to the above example, let's assume that UK is taking part of mission ℳ with other allies countries, e.g., U.S., from the NATO alliance , and the mission is taking place in a non ally country , that is in a coalition with the NATO countries, . The previous rules for UK drones were to send all the information to UK resources and do not send any information to other entities. In this case, as UK is in a joint mission with U.S. and , for the accomplishment of the mission, UK drones need to share some information with these countries ground bases (the data are going to by altered). Suppose now, that in the middle of the mission, U.S. drones join the UK squad of drones. The UK drones should exchange information with the U.S. ones to coordinate the trajectory and divide the mission tasks. UK drones cannot share all types of information with U.S. drones and the information should be altered. The behavioural policies are described below. 4) In case the drones are part of a multi-country mission, then they send low and medium security type data to alliance bases, and the data are altered and encrypted. 5) In case the drones are part of a multi-country mission, then they send low security type of data to other coalition bases, and the data are altered and encrypted. 6) In case the drones are part of a multi-country mission and drones of other alliance countries are involved, then the drones can share low and medium type of data with their partner 4 allies drones, but by altering and encrypting the data. 7) In case the drones are part of a multi-country mission and drones of other coalition countries are involved with it, then the drones can share low type of information with their partner coalition drones, but by altering and encrypting the data. The above rules can be represented as described below.
In this case, our analysis finds that rules (4), (5), (6) and (7) are in contradiction with rule (3), as rule (3) is denying the access to all the entities that are not UK resources. Being on a multi-country mission is more specific than doing a mission alone and not sharing information can bring the non accomplishment of the mission. Hence, being in a multicountry mission brings the four last rules to take hold over rule (3) . When the squad of drones is on a mission with other countries, they can share altered information with their partner bases and drones. Thus, we introduce the following priority rules: (4) > (3), (5) > (3), (6) > (3) and (7) > (3).
Sometimes, a country is not part of a joint mission, but provides the necessary instruments, e.g., squad of drones, ground bases. In this case, for not revealing sensitive information to countries that are not directly involved with the mission and do not have clearance for accessing that information, the drones send information just to the mission participants, and not to their own bases. The decision of the policies to apply in this case is context dependent, as it depends on the type of regulations between the countries, the coalitions, and the regulations of the drones' owner country.
8) In case the squad of drones is involved in a mission
where their owner is not directly involved but provides technical support, the drones can send encrypted data to each other. 9) The above drones send encrypted and altered data of all security types (low, medium, high) to the ground allies bases that are part of the mission. 10) The above drones send encrypted and altered data of low security type to the coalition ground bases that are part of the mission. 11) They send encrypted and altered data to the partners alliance drones. 12) They send encrypted, altered and low security type data to the partners coalition drones. 13) They cannot send any data to their own bases, as they are not part of the mission. 14) They cannot send any data to any other subject.
Suppose that UK is providing a squad of drones to NATO for using them in an invigilating mission, ℳ, around a given area, where also a coalition country is involved in it with coalition . The UK drones should continue to send data between each other, as shown in rule (8) .
Our policy analysis is able to identify a redundancy between rule (8) and rule (1), as rule (8) is included in rule (1), because it is a specific case of it. Thus, we can remove rule (8) for avoiding redundancies and improving the efficiency of the decision process. As U.S. is part of the mission ℳ, the UK drones should send all their data to U.S. ground bases, as described in rule (9) . This policy is an extension of rule (4) and is in conflict with rule (3). In case the country is providing technical support to the mission but is not participating in it, then rule (9) has higher priority than rules (4) and (3), denoted as (9) > (4) and (9) > (3). The same reasoning applies to rule (11) that describes the type of data that UK drones can share with other alliances drones, that is an extension of rule (6) and contradicts rule (3). Thus, rule (11) is stronger than rules (6) and (3), denoted as (11) > (6) and (11) > (3).
( , ,
Rules (10) and (12) are contained correspondingly in rules (5) and (7), that describe how UK drones can share data with resources of coalition countries. The same holds for rule (14) that is contained in rule (3). Our policy analysis is able to capture these redundancies, and in this case, rules (10) , (12) and (14) can be removed.
The most interesting rule is the one saying that UK drones should not send information to UK ground bases, rule (13) . This rule is in contradiction with rule (2) that describes drones behaviour, and states that the drones should send their data to their ground bases. In this case rule (13) is stronger than rule (2), denoted with (13) > (2), as UK is not part of the mission.
An interesting case for the described scenario is when the drones that are part of the mission have sensitive information related to the drones safety and operation (this information can be of all types of security level). In this case, the drones should send the sensitive information to their bases when one of the involved countries in the mission grant this permission.
15) In case the drones of a squad are involved in a mission where their owner is not directly involved, then the drones are permitted to send sensitive data, related to their operation and safety, to their ground bases, when they have the permission, , from one of the countries or the alliance involved in the mission.
( , , ,
The above rule is in contradiction and stronger than rule (13), as we are dealing with sensitive data. Thus, rule (15) > rule (13) .
All the above conflicts are detected and solved using GorgiasB. Once the analysis and conflict resolution are made, the set of policies is ready to be tested.
B. A Disaster Rescue Operation Scenario for Drone Systems
In case of a disaster rescue operation different types of entities are involved, e.g., military organisations, humanitarian entities, civilian volunteers. The main goal is to help and rescue life in an efficient and swift way. Coordinating the different entities is not trivial, as they have their behavioural rules, and some of them have not collaborated before.
During a disaster rescue operation, especially in natural disasters, military entities and their equipments are involved. Therefore, as the mission does not have any security (national or military concern) the division of data in security types is not needed any more. The alteration of the data is still needed, as the data can be used or stolen by malicious users that can extract information about the drone systems capabilities. Thus, the squad of drones, used for gathering data about a certain area, share all security type of data with other drones or ground bases involved in the mission.
16) The drones of the same squad exchange encrypted information between each other. 17) The drones can send encrypted information to their ground base. 18) In case the drones are part of a rescue operation mission 5 , , and drones of other entities are involved with it, then the drones can share all type of data with their partner drones, by altering and encrypting them. 19) In case the drones are part of a mission, then they can send all type of data to other bases, by altering and encrypted them.
( 1 , 2 , ,
= (19) Our policy analysis identifies redundancies between rules (16), (17) and (1), (2) . Therefore, the knew rules are not needed and can be removed. Rules (18) and (19) are in contradiction with rule (3) and correspondingly with rules (6), (7) and (4), (5) . In case of a disaster rescue operation, rules (18) and (19) have higher priority than the others, (18) > {(3), (6), (7)} and (19) > {(3), (4), (5)}.
IV. CONCLUSION AND FUTURE WORK
The increasing use of drone systems, in particular in military scenarios, comes along with the need of extending the level of autonomy of these systems. Various entities can be involved in drone systems' missions, increasing the heterogeneity of the involved rules. Drone systems given the various rules of behaviour and actions, depending on the environment and the type of mission, should decide the rules to apply. Making this decision is not trivial, as the involved rules can be in conflict between each other, redundant, incomplete or not applicable. For solving this problem we propose an argumentation-based analysis that given the drone systems' rules analyzes them and solves their conflicts by putting priorities between rules. The decision making process uses these priorities to decide the rules to apply for particular contexts. We show how our argumentationbased analysis works in two scenarios: military operations and disaster rescue operations.
The introduced technique performs a dynamic conflict resolution, where depending on the contexts different priorities apply. In the future, we will combine our analysis with the behavioural analysis [21] , which will bring a great benefit to the efficiency of the set of behavioural policies of drone systems. We plan to increase the level of autonomy of drone systems decision making by using generative policies [22] , [23] . An interesting work is to construct policy analysis and analytics for drones systems that use generative policies.
