The entropy rate of a dynamic process measures the uncertainty that remains in the next information produced by the process given complete knowledge of the past. It is thus a natural measure of the difficulty faced in predicting the evolution of the process. The first question investigated here is whether stock price time series exhibit temporal dependencies that can be measured through entropy estimates. Then we study the extent to which the return of GP-induced financial trading rules is correlated with the entropy rates of the price time series. Experiments are conducted on end of day (EOD) data of the stocks making up the NYSE US 100 index during the period 2000-2006, with genetic programming being used to induce the trading rules.
Introduction
One fundamental issue which remains unclear for both financial econometricians and financial engineers is the relationship between the predictability and profitability of financial times series. The literature, so far, has reached no conclusion with regard to the proposition that a time series is profitable if it is predictable, and vice versa. While this proposition may sound obvious, it is not. What makes it subtle is that the two groups of researchers have employed different approaches to tackle the financial time series, and have caused predictability and profitability to be two separate entities. Financial econometricians are more concerned with predictability. For this purpose, formal statistical or information-theoretic approaches are applied to measure the predictability of financial time series. On the other hand, financial engineers or financial practitioners are more concerned with profitability. For that purpose, various heuristic trading algorithms have been used in an attempt to make proper market-timing decisions. There seems to have been a series of efforts made recently to bridge the gap between the two, but it is far from enough; more often than not what we see is that these two groups in the literature have developed without referring to or conforming to each other. This chapter, therefore, purports to shed some light on this issue by further crossreferencing the empirical evidence. In other words, we shall connect the empirical results on predictability more closely with the empirical results on profitability. The approach taken by us is, first, to determine the predictability of some sampled financial time series, and, second, to gauge the profitability of time series with different predictability. To do so, we need to choose one principal measure of predictability as well as a trading algorithm. For the former, we choose an information-based measure, i.e., an entropy-based measure, and for the latter we use genetic programming to induce trading algorithms.
Using entropy to measure the degree of randomness and the predictability of a series has a long history, that goes back almost to the very beginning of the development of communication and information theory. Its significance has been introduced to economists since the 1960s. In section 11.2, we shall give a brief review of the entropy measure and the associated estimator used in this paper. This set-up enables us to determine the degree of predictability of any time series coming later. In section 11.2.2, the reasonable behavior (performance) of this proposed measure (estimated entropy) is further illustrated with pseudo random series and financial time series. However, to show that there is no unique measure of predictability, in section 11.3 we further compare the results of our entropy-based measure with those from a well-known nonlinear dependence test, namely, the Brock, Dechert and Scheinkman (BDS) test (section 11.3.1), and the linear dependence test based on the familiar autocorrelation function (section 11.3.2). The purpose is to show that there are some discrepancies existing among different measures of predictability, which may become another obstacle to successfully establishing the connection between predictability and profitability.
Using genetic programming to evolve trading rules has gradually become a part of the practice of financial investment (22) . In this chapter, we continue this trend and use genetic programming to exploit the potential profitable opportunities. We start section 11.4 with a simple review of genetic programming. The idea of using genetic programming to test the profitability performance is first established in (4, 5), where the random trading rule, known as lottery trading, is first formulated as a benchmark. This chapter applies the same idea to gauge the profitability of different financial time series. The experimental designs and results are given in sections 11.4.1 and 11.4.2, respectively, followed by concluding remarks in section 11.5.
Entropy Estimation
Entropy estimation is a field of investigation that has been very active over the last 10 years, one of the reasons being the crucial practical importance of informationtheoretic techniques in the advances of neuroscience and, in particular, in the understanding of how the brain works. Methods for estimating the entropy rate can be roughly classified in two main classes (11):
• "Plug-in" (or maximum-likelihood) estimators that basically consist of evaluating the empirical distribution of all words of fixed length in the data, for instance
