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In this paper the asymptotic behavior of solutions of a predator]prey system is
determined. The model incorporates time delays due to gestation and assumes that
the prey disperses between two patches of a heterogeneous environment with
barriers between patches and that the predator disperses between the patches with
no barrier. Conditions are established for the permanence of the populations and
the global attractivity of a positive equilibrium. Q 1997 Academic Press
1. INTRODUCTION
The subject of the effect of dispersal of populations is a topic of
considerable ecological interest. Bibliographies can be found in the work
w xof Levin 7, 8 . In recent years, much attention has been given to the
asymptotic behavior of mathematical models which describe population
w xdispersal between patches 1]6, 9, 10 , in particular, the models for a single
species that disperses between patches of a heterogeneous environment
with barriers between patches and a predator for which the dispersal
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between patches does not involve a barrier. The permanence of such
w xmodels was discussed in 1 . The global stability of the models was studied
w xin 2 .
Population models with time delays have come into prominence. It is
generally recognized that some kind of time delays are inevitable in
population interactions and tend to be destabilizing in the sense that
longer delays may destroy the stability of positive equilibrium see Cushing
w x w x .11 , Kuang 22 , and the references cited therein . Time delay due to
gestation is among them. The effect of this kind of delays on the asymp-
totic behavior of populations has been studied by a number of papers see,
w x w xfor example, Freedman and Rao 12 , Kuang 23 , Freedman, So, and
w x.Waltman 24 . In this paper we incorporate time delays due to gestation
w xinto the predator]prey system investigated by 2 . Due to the existence of a
nonconstant periodic solution produced by the time delays and the popula-
w xtion dispersal 23, 2 , it is interesting to know when the populations are
permanent and when the global stability remains valid. In this study, we
show that the delays do not affect the permanence of the populations and
we establish sufficient conditions that guarantee the existence of a positive
global attractor.
The paper is organized as follows. In the next section we describe our
model in detail and present some properties of equilibria. Section 3
w xcontains our main results. By exploiting the main theorem in 16 we
obtain sufficient conditions that ensure the permanence of the popula-
tions. By combing the monotonicity of a subsystem with the principle of
differential inequality we establish sufficient conditions under which there
exists a positive equilibrium of the system which attracts all positive
 .solutions of system 1 . Section 4 gives a brief discussion.
2. THE MODEL AND PRELIMINARIES
In this paper we consider the following predator]prey system with
diffusion and time delays
xX t s x t f x t , x t q D x t y x t .  .  .  .  .  . .  .1 1 1 1 3 1 2 1
xX t s x t f x t , x t q D x t y x t .  .  .  .  .  . .  .2 2 2 2 3 2 1 2 1 .
xX t s x t ys x t q p x t y t q p x t y t , .  .  .  .  . .  .  . .3 3 3 1 1 1 2 2 2
 .where x t represents the prey population in the ith patch, i s 1, 2. Wei
think of patches with a barrier only as far as the prey population is
concerned. The predator population has no barrier between patches, and
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 .so x t represents the total predator population for both patches. t G 0 is3 i
a constant delay and D is a positive constant and denotes the dispersali
rate, i s 1, 2.
 .Remark. Our analysis that follows remains valid if the x t in the first3
 .  .  .two equations of 1 are replaced by x t y t and x t y t , respec-3 3 3 4
 .tively. We do not introduce these delays into system 1 only because their
biological significance seems unclear.
We now agree on certain notations that will be used throughout this
paper. Set
Rn s x s x , . . . x : x G 0, i s 1, . . . , n . 4 .q 1 n i
Let x, y g Rn . We writeq
x ) 0 if x ) 0 for all ii
y ) x if y ) x for all ii i
y G x if y G x for some i .i i
 4 q qw x 3 .Suppose t s max t , t and C ' C yt , 0 , R is the set of continu-1 2 q
w x 3 qous functions mapping yt , 0 into R . C is chosen as the initial valueq
 .space for system 1 .
 .We make the following assumptions for system 1 , all of which are
standard in modeling such phenomena:
 .  .H1 The functions f and p i s 1, 2 are continuously differen-i i
tiable.
 .  . 3H2 f 0, 0 ) 0; ­ f r­ x - 0 in int R ; there is a k ) 0 such thati i i q i
 .f k , 0 s 0, i s 1, 2.i i
 . 3H3 ­ f r­ x - 0 in int R , i s 1, 2.i 3 q
 .  . X .H4 p 0 s 0; p x ) 0 for x ) 0; i s 1, 2.i i i i
 .  . X .  .H5 s 0 ) 0; s x ) 0 for x ) 0; s x ª q` as x ª q`.3 3 3 3
 .Note that H5 reflects the fact that population x admits the density-3
dependent death rate in the absence of prey and that this death rate
increases as population x increases large populations will compete more3
.vigorously for food .
Define the function c as
sy1 p x q p x if p x q p x ) s 0 .  .  .  .  . .1 1 2 2 1 1 2 2
c x , x s , .1 2  0 if p x q p x F s 0 .  .  .1 1 2 2
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y1  . w .  .where s denotes the inverse function of s x , x g 0, q` . By H1 ,3 3
 .  . 2H4 , and H5 we see that c is nonnegative and continuous on R sq
 . 4x , x : x G 0; x G 0 and that1 2 1 2
­c
) 0, i s 1, 2 when c x , x ) 0. .1 2­ xi
Under the above assumptions, it is easy to see that for any initial value
q  .  .  .w g C with w ) 0, system 1 has a unique solution x t through 0, w
 .and x t ) 0 for all t ) 0. Such a solution is called as a positive solution.
 .We say that system 1 is permanent if there are positive numbers d and
M such that
d F lim inf x t F lim sup x t F M , i s 1, 2, 3 .  .i i
tªq` tªq`
 .for all positive solutions of system 1 . A positive equilibrium is said to be
globally attractive if it attracts all positive solutions.
At this time we fix x s l G 0 and consider the subcommunity consist-3
ing of prey x and prey x :1 2
xX s x f x , l q D x y x .  .1 1 1 1 1 2 1 2 .X l x s x f x , l q D x y x . .  .2 2 2 2 2 1 2
 .System 2 plays an important role in finding the positive equilibrium ofl
 .  .system 1 . In fact, positive equilibria of 1 are determined by the system
x s xU l .1 1
x s xU l .2 2
l s c x , x , .1 2
 U  . U  ..  .  .where x l , x l is the positive equilibrium of 2 . System 2 is also1 2 l l
fundamental for analyzing the global attractivity of positive equilibrium of
 .system 1 . In order to investigate properties of positive solutions of system
 .2 , we state some results concerning the general n}dimensional cooper-l
ative system
x s F x , 3 .  .Ç
1 n  .where F is C on R and has Jacobian matrix DF x with nonnegativeq
off-diagonal elements, i.e., ­ F r­ x G 0 for j / i.i j
 .LEMMA 1. For system 3 we ha¨e the following:
 .  .  .  .a Suppose that x t is the positi¨ e solution of system 3 . Then x t is
 .  .strictly increasing decreasing and con¨erges to an equilibrium of 3 pro-
  ..    .. . w x¨ided that F x 0 ) 0 F x 0 - 0 and it is bounded 14, 15 .
 .  .  . w .b Suppose that x t is the positi¨ e solution of 3 existing on 0, q` .
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X .   ..  .  .  .  .Then if m t F F m t , t G 0, and m 0 F x 0 , we ha¨e m t F x t for
X .   ..  .  .  .t G 0. Further, if m t G F m t , t G 0 and m 0 G x 0 , we ha¨e m t G
 . w xx t , t G 0 17 .
The following lemma is basic to the rest of the paper.
 .  .  .LEMMA 2. Let H1 ] H3 hold. Suppose further l G 0 such that f 0, li
 .) 0, i s 1, 2. Then system 2 has a unique positi¨ e equilibriuml
 U  . U  ..x l , x l with the following properties:1 2
 .  .a It attracts all positi¨ e solutions of 2 .l
 . U  .b x l is continuous and strictly decreasing with respect to l in thei
  . 4set D s l G 0 : f 0, l ) 0, i s 1, 2 for i s 1, 2.i
 .  . w xProof. Since system 2 is similar to 3.4 in paper 1 , one can adoptl
w xthe technique of 1 to prove the existence of positive equilibrium of
 .system 2 . But we include here a different proof for completeness andl
 .  .improved readability. Fix k ) k , i s 1, 2. Then H1 and H2 imply thati
there exists an h ) 0 such that
f x , l - yh for x ) k , i s 1, 2. .i i i
Define
 4V x , x s max x , x . .1 1 2 1 2
Calculating the upper right derivative of V along the positive solutions we1
have
DqV F ykh1
 .which implies that the positive solutions of 2 are uniformly ultimatelyl
bounded.
 .Since f 0, l ) 0, i s 1, 2, there exists a k# ) 0 such thati
f a, l ) 0 for 0 - a F k#, i s 1, 2. 4 .  .i
 .We now rewrite system 2 asl
xX s F x , x , l , i s 1, 2. 5 .  . li i 1 2
 .By 4 we have
F a, a, l ) 0, i s 1, 2, for 0 - a F k#. .i
  .  ..  .  .Let x t , x t the the solution of 5 initiating at a, a , 0 - a F k#.1 2 l
 .Then since 5 is cooperative and the solution is bounded, it follows froml
  .  ..Lemma 1 that x t , x t is increasing and converges to a positive1 2
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equilibrium as t ª q`. This proves the existence of a positive equilibrium
 .of 5 . The uniqueness and global attractivity of positive equilibrium ofl
 . w x5 follow from Theorem 6.1 and Theorem 6.2 of 1 .l
 U  . U  ..We show below that the positive equilibrium x l , x l is strictly1 2
 .decreasing with respect to l. Let 0 F l - l such that f 0, l ) 0,1 2 i i
  .  ..  .i s 1, 2. Suppose that u t , u t is the solution of system 5 initiating1 2 l1
 U  . U  ..at x l , x l . Then since1 2 2 2
F u 0 , u 0 , l ) F xU l , xU l , l s 0, i s 1, 2 .  .  .  . .  .i 1 2 1 i 1 2 2 2 2
 .   .  ..by H3 , it follows from Lemma 1 that u t , u t is strictly increasing1 2
 U  . U  ..  U  . U  ..and converges to x l , x l . Consequently, x l , x l )1 1 2 1 1 1 2 1
 U  . U  ..  U  . U  ..x l , x l . This shows that x l , x l is strictly decreasing.1 2 2 2 1 2
U  . ULastly, we examine the continuity of x l , i s 1, 2. Let 0 F l - l -i 1
 .l be such that f 0, l ) 0 for l F l F l . Then choose a ) 0 suffi-2 i 1 2
 .ciently small and b ) 0 sufficiently large such that F a, a, l ) 0,i
 .F b, b, l - 0, i s 1, 2, for l F l F l and such thati 1 2
a, a - xU l , xU l - xU l , xU l - b , b . .  .  .  .  .  . .  .1 2 2 2 1 1 2 1
Set
E s x , x : a, a F x , x F b , b . 4 .  .  .  .1 2 1 2
 .Then it is easily verified that E is positively invariant for system 5 . Letl
 .  .  . Ux t, x , l be the positive solution of 5 initiating at x . Since 5 is0 l 0 l
 U  U . U  U ..autonomous, one can easily show that x l , x l attracts the posi-1 2
 . Utive solutions of 5 uniformly. As a consequence, for any « ) 0, there isl
 U .  . Ua T ) 0 such that for any solution x t, x , l of 5 with x g E,0 l 0
 U .  U  U . U  U ..x t, x ,l lies in the «}neighbourhood of x l , x l for t G T. By0 1 2
the dependence of solutions on the parameter l, one can choose d ) 0
 .  U  U . U  U ..such that x T , x , l lies in the 2«}neighbourhood of x l , x l0 1 2
< U <  U  . U  ..for l y l - d . As a consequence of which, x l , x l lies in that1 2
< U < U  .  .neighbourhood for l y l - d . This shows that the x l i s 1, 2 arei
continuous. The proof of Lemma 2 is completed.
 .We now turn to analyzing positive equilibrium of system 1 .
 .  .LEMMA 3. Suppose that H1 ] H5 are satisfied and we ha¨e the follow-
ing:
 .  .  U  ..  U  ..1 ys 0 q p x 0 q p x 0 ) 0.1 1 2 2
 . U2 There exists a l ) 0 such that
min f 0, lU , f 0, lU s 0 4 .  .1 2
lim ys l q p xU l q p xU l - 0. 4 .  .  . .  .1 1 2 1Ulªl y0
 .  .Then there exists a unique positi¨ e equilibrium e , e , e of system 1 in1 2 3
region 0 - x - lU.3
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 .Proof. The positive equilibrium of system 1 is determined by the
following system of equations:
F x , x , x s 0 6 .  .1 1 2 3
F x , x , x s 0 7 .  .2 1 2 3
x s c x , x . 8 .  .3 1 2
 . USince f 0, x ) 0, i s 1, 2, for 0 F x - l , by Lemma 2 there exists ai 3 3
 U  . U  ..  .  . Uunique solution x x , x x in Eqs. 6 and 7 when 0 F x - l .1 3 2 3 3
U  .Furthermore, x x is strictly decreasing with respect to x for i s 1, 2.i 3 3
Set
G x s x y c xU x , xU x . .  .  . .3 3 1 3 2 3
 .  .  .Apparently G x is strictly increasing. We note from 1 and 2 that3
 .  .UG 0 - 0 and lim G l ) 0. Thus we may conclude that there existslª l y0
U  .a unique 0 - x - l such that G x s 0. This proves Lemma 3.3 3
It should be noted that Lemma 3 may be improved by adopting the
w xtechnique of 6 . We do not pursue this because it is sufficient for our
purpose.
3. MAIN RESULTS
The objective of this section is to establish sufficient conditions for the
permanence of the populations and global attractivity of a positive equilib-
 .rium of system 1 .
 .  .THEOREM 1. Let H1 ] H5 hold. Suppose further that D ) 0, i s 1, 2,i
and that
ys 0 q p xU 0 q p xU 0 ) 0. 9 .  .  .  . .  .1 1 2 2
 .Then system 1 exhibits permanence.
 .Proof. We begin by showing that the positive solutions of system 1 are
eventually bounded. Due to the positivity of the solutions, we have
xX - x f x , 0 q D x y x , i s 1, 2; j / i , 3. .  .i i i i i j i
Comparing this system with
xX s x f x , 0 q D x y x , i s 1, 2; j / i , 3 .  .i i i i i j i
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and using the same type of argument as in the proof of Lemma 2, we know
that there exists a k ) 0 such that for any positive solution1
  .  .  ..  .  .x t , x t , x t of system 1 , we have x t - k , i s 1, 2, for all1 2 3 i 1
sufficiently large t. Hence, the first two components of positive solutions of
 .   .. 1 are eventually bounded, and therefore, so is p x t y t q p t y1 1 1 2
..  .t . This, together with the assumption that s x ª q` as x ª q`,2 3 3
implies that there exists a k ) 0 independent of the choice of positive2
.  .solution such that x t - k for all sufficiently large t. This shows that3 2
 .the positive solutions of system 1 are eventually bounded.
We next show that the positive x -axis and the nonnegative x y x3 1 2
 .plane repel the positive solutions of system 1 uniformly. To this end, we
set
C s w s 0, 0, w g Cq 4 .1 3
C s w s w , w , 0 g Cq . 4 .2 1 2
Let CU s C j C . It is equivalent to show CU is a uniform repeller. We1 2
w xverify below that the conditions of Theorem 4.1 in 16 are satisfied. First,
U  .it is evident that C is invariant one assumption of that theorem . Let
 .  .  . Ux t be a solution of system 1 through t , w with w g C . Then if0
 .  . X  .  .w g C , x t s x t s 0 for t G t , and x t s yx s x . It follows from1 1 2 0 3 3 3
 .  .  .  .H5 that x t ª 0, 0, 0 as t ª q`. If w g C , since x t s 0 for t G t ,2 3 0
 .  U  . U  . .Lemma 2 implies that x t ª x 0 , x 0 , 0 as t ª q`. Hence,1 2
v x s 0, 0, 0 , xU 0 , xU 0 , 0 . 4 .  .  .  . .D 1 1
UxgC
Clearly, it is isolated and has an acyclic covering, and therefore, condition
 . w xiii of Theorem 4.1 in 16 is satisfied.
  .  .  ..  .We now claim that for any solution u t , u t , u t of system 1 , it is1 2 3
 .impossible that u t ª 0 as t ª q`. Otherwise, using Lemma 2 one can3
  .  ..  U  . U  ..  .easily know that u t , u t ª x 0 , x 0 as t ª q`. Then by 9 ,1 2 1 2
X  .  .u t ) 0 when t is sufficiently large, a contradiction, since u t ª 0 as3 3
t ª q`. This proves the above assertion. At this time, it is clear that no
 .  .  U  . U  . .positive solution of system 1 tends to 0, 0, 0 or x 0 , x 0 , 0 as1 2
 . w xt ª q`. Consequently, the condition 4.2 of Theorem 4.1 in 16 is
fulfilled. The other conditions of that theorem are clearly satisfied, and
therefore, CU is a uniform repeller. As a consequence, there exists an
  .  .  ..  .« ) 0 such that for any positive solution u t , u t , u t of system 1 ,1 1 2 3
 .   .  .  ..u t ) « for all sufficiently large t and u t , u t , u t lies outside of3 1 1 2 3
region
x , x , x g Rq : 0 F x F « , i s 1, 2 4 .1 2 3 3 i 1
when t is sufficiently large.
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Since D ) 0, it is easy to see that when « F x F k and 0 - x F k ,1 1 2 1 3 2
there exists an « ) 0 such that xX ) D « r2 if 0 F x F « . It follows2 1 1 1 1 2
  .  .  ..that the positive solution u t , u t , u t cannot enter into the region1 2 3
x g Rq : 0 F x F « , « F x F k , 0 F x F k 43 1 2 1 2 1 3 2
when t is sufficiently large. In the same way, one can show that there exists
an « ) 0 such that the positive solution cannot enter into the region3
x g Rq : 0 F x F « , « F x F k , 0 - x F k 43 2 3 1 1 1 3 2
when t is sufficiently large. Summarizing the discussions we see that
 .  .  .u t ) « , u t ) « , and u t ) « for all large t. Since the « , i s3 1 1 2 2 3 i
1, 2, 3, are independent of the choice of positive solution, we have actually
 .verified that 1 is permanent. The proof of Theorem 1 is completed.
 .  .  .THEOREM 2. Suppose that system 1 satisfies H1 ] H5 and we ha¨e
the following:
 .  .  U  ..  U  ..a ys 0 q p x 0 q p x 0 ) 01 1 2 2
 .  .b f 0, h ) 0 for i s 1, 2 andi
ys h q p xU h q p xU h - 0, .  .  . .  .1 1 2 2
 U  . U  ..where h s c x 0 , x 0 .1 2
 .  .Then system 1 has a unique positi¨ e equilibrium e , e , e .1 2 3
  .  .  ..  .Proof. Let x t , x t , x t be a positive solution of system 1 . It is1 2 3
evident that
xX - F x , x , 0 , i s 1, 2. .i i 1 2
 .  U  . U  ..Since the positive solutions of system 5 tend to x 0 , x 0 as t ª q`,0 1 2
Lemma 1 leads to
lim sup x t F xU 0 , i s 1, 2. .  .i i
tªq`
 .  .It follows from the last equation of system 1 that lim sup x t F h.t ªq` 3
 .Consequently, there is no positive equilibrium e , e , e when x ) h. In1 2 3 3
view of Lemma 3, we see that there exists a unique equilibrium when
0 - x F h and therefore, the proof of Theorem 2 is completed.3
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THEOREM 3. Under the assumptions of Theorem 2, the positi¨ e equilib-
 .  .rium e , e , e attracts all positi¨ e solutions of system 1 pro¨ided that1 2 3
 .  .  U  ..  U  ..a ys 0 q p x h q p x h ) 01 1 2 2
 .   ..  .  U  .b s s x - x for e - x F h, where s x s c x x ,3 3 3 3 3 1 3
U  ...x x .2 3
Proof. Define
u s lim inf x t ¨ s lim sup x t , i s 1, 2, 3, .  .i i i i
tªq` tªq`
  .  .  ..  .where x t , x t , x t is a positive solution of system 1 . We wish to1 2 3
show that u s ¨ s e , i s 1, 2, 3. Suppose, for the sake of contradiction,i i i
that ¨ ) e . Then by the proof of Theorem 2 we see ¨ F h. It follows3 3 3
that one can choose « ) 0 small enough such that1
f 0, ¨ q « ) 0, i s 1, 2 .i 3 1
ys 0 q p xU ¨ q « q p xU ¨ q « ) 0. 10 .  .  .  . .  .1 1 3 1 2 2 3 1
 .Apparently there is a T ) 0 such that x t - ¨ q « for t ) T . It1 3 3 1 1
 .follows from H3 that
xX ) x f x , ¨ q « q D x y x .  .1 1 1 1 3 1 1 2 1
X x ) x f x , ¨ q « q D x y x .  .2 2 2 2 3 1 2 1 2
for t ) T . By Lemma 1 and Lemma 2 we obtain1
lim inf x t G xU ¨ q « , i s 1, 2. 11 .  .  .i i 3 1
tªq`
 .By 10 , one can choose « ) 0 small enough such that2
¨# ' c xU ¨ q « y « , xU ¨ q « y « ) 0. 12 .  .  . .1 3 1 2 2 3 1 2
 .In view of 11 , there is T ) T such that2 1
x t ) xU ¨ q « y « , i s 1, 2, for t ) T . .  .i i 3 1 2 2
  .  ..By the monotonicity of c we have c x t , x t ) ¨# for t ) T . It1 2 2
 .  .follows from the last equation of system 1 that lim inf x t G ¨#.t ªq` 3
Restrict « ) 0 small enough such that ¨# y « ) 0. Then choose3 3
 .T ) T such that x t ) ¨# y « for t ) T . It is evident that we have3 2 3 3 3
xX - x f x , ¨# y « q D x y x .  .1 1 1 1 3 1 2 1
xX - x f x , ¨# y « q D x y x .  .2 2 2 2 3 2 1 2
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for t ) T . By Lemma 1 and Lemma 2, one obtains3
lim sup x t F xU ¨# y « , i s 1, 2. .  .i i 3
tªq`
Clearly, for any « ) 0, there is a T ) T such that for t ) T , we have4 4 3 4
x t - xU ¨# y « q « , i s 1, 2. .  .i i 3 4
Set
¨U s c xU ¨# y « q « , xU ¨# y « q « . .  . .1 3 4 2 3 4
 . UArguing as before, one can obtain lim sup x t F ¨ . It is easilyt ªq` 3
U   ..verified that ¨ ª s s ¨ as « ª 0, i s 1, . . . , 4. Since e - ¨ F h, by3 i 3 3
 .   ..assumption b of Theorem 3 we have s s ¨ - ¨ . It follows that3 3
¨U - ¨ when all the « are sufficiently small. We reach a contradiction,3 i
since
lim sup x t F ¨U - ¨ s lim sup x t . .  .3 3 3
tªq` tªq`
Thus we must have ¨ F e .3 3
Replacing ¨ by e and repeating the above arguments, one can obtain3 3
lim inf x t G c xU e q « y « , xU e q « y « ' ¨#. .  .  . .3 1 3 1 2 2 3 1 2
tªq`
 U  . U  ..Since ¨# ª c x e , x e s e as « and « tend to zero, we must1 3 2 3 3 1 2
 .have u G e . As a consequence of which, we must have lim x t s e .3 3 t ªq` 3 3
 .Using this and arguing as before we may conclude lim x t s e ,t ªq` i i
i s 1, 2. The proof is completed.
  ..  .Remark. s s x can be used to test the stability of 1 , just as3
Liapunov functionals do. The reason for this is that this function gives
estimates on the eventual upper bound and the eventual lower bound of
  ..the predator. When s s x - x for e - x F h, the eventual upper3 3 3 3
 .bound and eventual lower bound of x t coincide with e , and the global3 3
attractivity follows.
COROLLARY 4. Suppose the assumptions of Theorem 3 are satisfied except
X .  xthat the condition on s is replaced by y1 - s x F 0 for all x g 0, h .
Then Theorem 3 remains ¨alid.
  ..Proof. Since s s e s e , by the mean value theorem we have, for3 3
e - x F h,3 3
s s x y e s s s x y s s e .  .  . .  .  .3 3 3 3
s s X s u s X u x y e .  .  . . 3 3
- x y e3 3
proving the corollary.
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To illustrate our main results, we consider the model
¡ Xx s x r y a x y a x .1 1 1 11 1 13 3
X~x s x r y a x y a x . 13 .2 2 2 22 2 23 3
X¢x s x yr q a x t y t q a x t y t y a x . .  . .3 3 3 31 1 1 32 2 2 33 3
 .We assume that all the parameters occurring in system 13 are positive
 U  . U  ..  .constants. For this system, x x , x x , c x , x , and h are simplified1 3 2 3 1 2
to
xX x s r y a x ra .  .1 3 1 13 3 11
xU x s r y a x ra .  .2 3 2 23 3 22
c x , x s yr q a x q a x ra . .  .1 2 3 31 1 32 2 33
 .By applying Corollary 4 to system 13 , we obtain
THEOREM 4. Assume that
 .a h ) 0; r y a h ) 0, i s 1, 2i i3
 .  .  .b yr q a r y a h ra q a r y a h ra ) 03 31 1 13 11 32 2 23 22
 .c a a ra q a a ra - a .31 13 11 32 23 22 33
 .Then system 18 has a positi¨ e equilibrium which attracts all positi¨ e solu-
tions.
4. DISCUSSION
In this paper we have analyzed a predator]prey system with prey
dispersal in a two}patch environment and with time delays due to
w xgestation. By exploiting the main theorem in 16 we obtained the suffi-
cient conditions for the permanence of populations. By combining the
monotonicity of the subsystem of the preys with the principle of differen-
tial inequality, we established the sufficient conditions under which there
exists a unique positive equilibrium which attracts all positive solutions of
the system.
w xTheorem 1 may be thought of as an extension of 18]21 , where the
uniform persistence of populations with no diffusion was discussed. Refer-
w xences 4, 9 considered the models with population dispersal and time
delays. But they require that the terms with time delays be of special forms
so that the models can be transformed into systems of ordinary differential
 . w xequations. System 1 is more general than those in 4, 9 in the sense that
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it cannot be transformed into the system of ordinary differential equations.
 . w xSystem 1 is also more general than that of 2 because it incorporates
time delays due to gestation.
The next step in the study of these models would be to incorporate time
delays into the self-regulated terms. We leave this for future work.
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