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INTRODUCTION
Thanks to the advancement of high-throughput technologies, we can now measure simultaneously the concentrations of thousands of molecular species in a biological system, such as mRNAs [22] and metabolites [18] . These high-throughput data are snapshots of a biological system and are informative to infer what has happened in the system. The analysis of the high-throughput data to uncover underlying biological mechanisms, e.g. gene regulatory networks (see [12] for an overview) or metabolic networks [6, 20] is one of the challenges in systems biology.
Computational reconstruction of gene regulatory networks from transcriptome data has been deeply investigated by different approaches. These reverse engineering methods fall into three broad categories: (1) information theory models [24, 5, 19] with a variety of measures of pairwise mutual information between genes; (2) Bayesian and graphical networks [10, 25] that maximize a scoring function over some alternative network models to find the best model fitting the data; (3) differential and difference equations [11, 4] that explain the data by a system of mathematical equations. All the work on the gene regulatory network reconstruction until now aims to find only pairwise interactions (concerning with two genes).
Different from gene regulatory networks that mainly concern with pairwise interactions, metabolic networks are composed mainly of reactions that often consist of from 2 to 6 metabolites (substrates/products). Thus, the metabolic network reconstruction should aim to find groups of metabolites that each involves in the same reaction. Up to now, there have been efforts to reconstruct metabolic networks that use methodologies of gene regulatory network reconstruction [6, 20] . As a consequence, they can only detect pairwise interactions but not interactions of more than two metabolites.
In this work, we develop a computational method net-reconstruct for the metabolic network reconstruction that can uncover not only pairwise interactions but also interactions involving more than two substrates/products, for example, triple interactions, quartic interactions, etc. In this method we use the interaction mutual information [9] to capture multiple interactions. The key idea is to propose a novel view on the interaction mutual information that can be appropriately use to reconstruct reactions involving more than two substrates/products.
When applying on the synthetic perturbation data of full-random networks (all structures, kinetic laws and parameter values are randomly generated, [2] ) as well as of a semi-random networks, the human red blood cell metabolism ( [14, 20] ), our method gave promising results of interaction subsets that are close to the validated metabolic reactions. The interaction subsets with highest mutual information found from our method often correspond to metabolic reactions in the original networks, also many original reactions have been found in the results of our software. When evaluating accuracy at the level of pairwise interactions, the results of our method agreed with those of recent research on reconstruction methods.
METHODS

Mutual information between two variables
Mutual information measure is more general than Pearson's correlation coefficient (P P C) to capture dependency between two variables. While P P C accounts only for linear or monotonic relationships, the mutual information takes into account all types of dependence. Given 
(we use the superscript number 2 to emphasize that the mutual information here is for 2 variables) If X and Y are independent, the mutual information M I (2) (X, Y ) = 0; if they are perfectly dependent, M I (2) (X, Y ) approaches infinity. The mutual information M I (2) (X, Y ) can also be interpreted in terms of information entropy [8] as
From Eq. 2.3 and Eq. 2.4 we can interpret the meaning of M I (2) (X, Y ) as it measures the reduction the uncertainty of X due to the knowledge of Y , or vice versa [3] . The above interpretation of Shannon entropy can be visualized by the Venn diagram in Figure 2 .1, where M I (2) (X, Y ) is the intersection of two entropy circles H(X) and H(Y ), and H(X, Y ) is the union of two sets H(X) and H(Y ) [3, 13] .
Mutual information for more than two variables
The mutual information M I (2) can detect interactions (edges) between two variables in a network. However, in most biological networks, each node (variable) may interact (link) with some others in the same or different mechanisms. Metabolic networks are an example of such networks, where each metabolite may interact with some others in different reactions. In this section, we present an extension of M I (2) that allows capturing the interactions of three variables.
The generalization of mutual information of three variables from that of two variables is not trivial [3, 13] . One of those generations is i nteraction mutual information [9] that has received much attention but with controversial interpretations, defined as follows:
(X,Y,Z)<=0 (Note: (1) we use again the superscript 3 to emphasize the mutual information of 3 variables; (2) some authors used the similar formulas but with the opposite sign.)
From Eq. 2.6, similarly to the interpretation of M I (2) , the mutual information M I (3) common to three variables can be understood as it measures the reduction of M I (2) of two variables due to the knowledge of the third variable [3] . We can generalize the "reduction" interpretations of M I (2) (Eq. 2.3) and of M I (3) (Eq. 2.6) as follows. Suppose that H(X) is the primary mutual information of one variable, we can view that M I (2) is reputedly the secondary mutual information for two variables (since it is defined as the reduction of the primary mutual information after introducing a new variable), and M I (3) is as the ternary mutual information for three variables (also defined as the reduction of the secondary mutual information after introducing a new variable). Noting that, the extension is not only for the number of variables (from 2 to 3) but also the physical meaning or interpretation like the second order derivative and higher order derivatives of functions in calculus.
There have been many interpretations and usages of the ternary M I (3) ( [17] ). In this work, we propose a novel interpretation of M I (3) in order to capture interactions of more than two variables. Indeed, if three variables involve in a mechanism (such as a metabolic reaction), they are cohesive and thus the information on one variable often relates to the information on dependence of the other two. Therefore, the secondary mutual information M I (2) of two variables in general decreases after the introduction of the other variable, and so M I (3) of these three variables will be a positive number (since M I (3) measures the r eduction of M I (2) ). The higher the dependence among three variables, the higher the M I (3) is. This explanation agrees with the work of [13] , in which the authors said that there is a redundance among three variables if mutual information of these three variables is positive, i.e. M I (3) > 0 (in fact, in the paper they defined the mutual information for three variables by the same formulas of M I (3) but with the opposite sign). Figure 2 .2a illustrates the case that three variables involve in the same mechanism, and thus M I (3) is positive. Figure 2 .2b illustrates the case that three variables do not involve in the same mechanism, but each two of them involves in the same mechanism. In this case, M I (3) is negative or equal to zero.
Using mutual information to detect multiple metabolite interactions
In metabolic networks, if three metabolites participate in a reaction, their concentrations often change simultaneously (cohesively) when the reaction is active. If they only appear in a unique reaction, they are completely dependent and M I (3) has usually a high value. If they appear in several different reactions at the same or different time, they are partially dependent and M I (3) has usually a lower value. Thus, we can use M I (3) to capture the triple metabolite interactions.
Naturally, we can think of higher order mutual information to capture the multiple interactions for more than 3 variables, such as M I (4) is a measurement of the reduction of M I (3) common to three variables after the introduction of the fourth variable. However, the reduction of M I (3) does not make sense in the metabolic network reconstruction. In this method we detect such multiple interactions by recursively building them up starting from the set of triple interactions. If four metabolites X, Y, Z, T involve in the same reaction, there is a quartic interaction among them, and each of the four triples (X, Y, Z), (Y, Z, T ), (X, Z, T ) and (X, Y, T ) corresponds to a triple interaction.
Algorithm
Given a metabolome dataset, we want to reconstruct from it multiple interactions. The proposed algorithm is similar to the Apriori in [1] to find frequent itemsets. First, we find the set L 2 of pairwise interactions between metabolites by using M I (2) (Subsection 2.1) with a threshold of minimal pairwise mutual information min threshold 2 . Second, we join L 2 with itself to build a set of candidates of triple interactions L 3 , then apply M I (3) (Subsection 2.2) to keep only triple interactions that M I (3) is greater than a minimal ternary mutual information min threshold 3 (Subsection 2.2). Third, we find the set of quartic interactions L 4 and those of higher order interactions L 5 , L 6 , etc. as described in Subsection 2.3. The final result is the set union L = L 2 ∪ L 3 ∪ . . . Table 1 describes in more detail the proposed algorithm to reconstruct metabolic networks from metabolome data. In this algorithm, we use the procedure "join" that joins a supersubset L i with itself like the Apriori algorithm: two subsets in L i will be joined to generate a candidate of L i+1 if they share i-1 variables. We used the k-nearest neighbor statistic-based method in [16] and MI-libraries provided the authors to estimate M I (2) and M I (3) .
Datasets
Similarly to the gene regulatory network reconstruction, we use i n silico generated metabolome data from random metabolic network models to evaluate the method. It is known that metabolic networks often consist of three components: stoichiometries (which contain the network structure), kinetic equations, and parameters therein. We used Matlab RM BN T oolbox program developed by [2] to generate fully random metabolic networks with all three components randomly generated (kinetic laws are randomly selected from a library of 17 kinds of kinetic equations), then we used Matlab's built-in ordinary differential equation solver ode15s to generate perturbation or time course data from the model.
Usually, ode15s generates time course data points from a metabolic model until reaching the steady state, after that data is unchanged. This kind of data can be used to infer underlying networks. However, the use of these data is not always informative in all reconstruction Table 1 . Algorithm net-reconstruct for inferring metabolic reactions .
* The procedure join(L k , L k ) is completely the same as in the original Apriori algorithm. Table 2 . Stoichiometry of a simple randomly generated metabolic network. An entry (i, j) of the stoichiometry matrix is 1 or -1 if metabolite M i appears in the left or right side of reaction r j , respectively. An entry (i, j) of the interaction matrix is 1 if there exists a reaction that both i and j participated in.
Algorithm for inferring metabolic reactions
Input: (1) A matrix X N ×T , measurements of N metabolites in T experiments; (2) threshold 2 , threshold 3 (for finding L 2 and L3 ) Output: L = L 2 ∪ L 3 ∪ . . . (see Subsection 2.4) 1 L 1 ← {all metabolites M 1 , M 2 , . . . , M N } 2 L 2 ← join(L 1 , L 1 ) * 3 forall C ∈ L 2 4 if M I (2) (C) < threshold 2 5 L 2 ← L 2 \ C 6 L 3 ← join(L 2 , L 2 ) 7 forall C ∈ L 3 8 L temp ← {all 2-subsets of C} 9 if ¬(L temp ⊆ L 2 ) ∨ (M I (3) (C) < threshold 3 ) 10 L 3 ← L 3 \ C 11 k ← 3 12 while L k = φ 13 L k+1 ← join(L k , L k ) 14 forall C ∈ L k+1 15 L temp ← {all k-subsets of C} 16 if not (L temp ⊆ L 2 ) 17 L k+1 ← L k+1 \ C 18 Return L = L 2 ∪ L 3 ∪ . . . ∪ L k+1
Stoichiometry
methods, especially when the data contain many unchanged values. People often collect data at steady state by as many as possible perturbation experiments, and as many kinds of perturbation experiments as they can. These perturbation data are very informative for network reconstruction.
In our work, we use both kinds of data. However, with some metabolic models, the time course data contains constant values, so we use perturbation data only in those cases. The time course data is easily generated by running ode15s on the metabolic model. With the perturbation data, the generation is quite complicated. We generate simulated perturbation metabolome data of metabolic networks following the ways described in [6] . The data points were collected from different runs for each variability type (biological/environment, enzymatic variabilities). We slightly modified the function W riteODEFunction in SBM LT oolbox [15] , incorporated with random metabolic networks generation RM BN T oolbox [2] for different types of perturbation experiments.
In addition to the datasets prepared by ourselves, we also use available datasets of red blood cell metabolism in [20] . In the website, they provide both perturbation as well as time course data. Table 3 . A part of a dataset generated from a random metabolic network model. This dataset will be input to our program. We have developed a computational method net-reconstruct that uncovers multiple metabolite interactions: pairwise interactions, triple interactions, quartic interactions, etc., from metabolome data. For pairing interactions, like previous network reconstruction methods, net-reconstruct produces the mutual information matrix representing the confidence of pairing interactions. Moreover, our method can additionally uncover other multiple interactions that all together contribute to make a progress toward the reconstruction of complete metabolic networks.
RESULTS AND DISCUSSION
Reconstruction of multiple interactions
To illustrate the advantages of the method, we carry out an experiment on the perturbation metabolome data of a randomly generated metabolic network (see Subsection 2.5). Table 2 shows stoichiometry and interaction matrix of a small randomly-generated metabolic network that consists of 7 metabolites (denoted by M1, M2, ..., M7) and 4 reactions (denoted by r1, r2, r3, r4). After generating the random network, we use the MATLAB ode15s to generate perturbation data, which is input to our program. Table 3 shows a apart of the input data.
Applying the proposed method to the above metabolome data (100 perturbation data points), minimum thresholds threshold 2 = 0.04 for pairing mutual information M I (2) and threshold 3 = 0.04 for ternary mutual information M I (3) , we obtained multiple interactions presented in Table 4 . We have matched multiple interactions with the four original reactions, and the matched reactions are presented in the last column. Among eleven pairing interactions, only two are false positive. Especially, among three triple interactions with the highest M I (3) , two of them are confirmed to be true positive. We also found that two of four original reactions (r 2 and r 3 , marked with * ) have been completely reconstructed by the method. The remained ones have been partially reconstructed in different multiple interactions.
We also applied the proposed method to the i n silico metabolome data of red blood cell metabolism (RBC) published by [20] . The RBC model consists of 39 metabolites and 44 reactions. The datasets can be downloaded at http://menem.com/∼ilya/wiki/index.php/ RBC Metabolic Network. Table 5 shows multiple interactions found by the method on the data RBC set2 0 0 (1000 data points). Both mutual information M I (2) and M I (3) tend to increase when the number of data points increased. In this experiment, we used the parameters threshold 2 = 2.7 and threshold 3 = 3.5. We found 28 pairing interactions, among them 16 are confirmed by reactions of the RBC model. Especially, in reconstructed 17 triple interactions, we confirmed 8 ones concerning with a reaction or two adjacent reactions when checking them on the list of RBC reactions. For example, {RU5P, R5P, X5P} concern with two adjacent reactions ru5pi (RU5P, R5P) and tki (R5P, X5P, GAP, F6P), {PG3, PG2, PEP} concern with pgm (PG3, PG2), en (PG2, PEP), and {FDP, DHAP, GAP} is completely matched with a reaction ald (FDP, GAP, DHAP), etc. The notation ru5pi (RU5P, R5P) describes that the reaction ru5pi consists of two metabolites RU5P and R5P.
On the use of secondary mutual information M I (2) in metabolic network reconstruction
It is confirmed that the mutual information-based methods (M I (2) ) can capture pairing interactions well as correlation-based methods in gene regulatory reconstruction [23] . We aim to experimentally verify this characteristics in the case of metabolic network reconstruction. In our experiments we use the implementation of some methods done by [23] , in which there are two broad categories: correlation-based and mutual information-based methods. The correlation-based methods include Correlation, Partial Correlation, and Graphical models. The mutual information-based methods include Mutual Information (Mutual Info.), Conditional Mutual Information (Cond. MI), and Mutual Information and Data Processing Inequality (MI DPI). Their detail description can be found in [23] .
We evaluate the accuracy of these methods on 3 kinds of metabolome datasets. First, we generate random networks with 10 metabolites and different network complexities (5 reactions, 10 reactions and 20 reactions, see Section 2.5). For each network topology, we run all methods 10 times with the same parameters and the final prediction results are averaged. Second, we use previously generated RBC datasets [20, 7] to evaluate these six methods. The last metabolome dataset is randomly generated from the S.cerevisiae glycolysis model [21] . From Table 6 , we can observe that the mutual information-based methods generally achieved comparable accuracy. Different from reconstruction of gene regulatory networks where the accuracy on time course data often lower then that on perturbation data, we can see in these experiment results their accuracies are not considerably different. Different from existing reconstruction methods, our method can capture triple interactions by using ternary mutual information M I (3) . As can be seen in Table 4 and Table 5 , the ternary mutual information M I (3) allows us to detect many triple interactions that matched the real ones in the considered metabolic networks. We aim to experimentally verify that it can function well for metabolic networks with different complexities. In the experiments, we consider three random networks having 10 metabolites, but the first one has 5 reactions, the second has 10 reactions and the third has 20 reactions. Figure 3 .3 shows the receiver operating characteristic of these three networks. The area under the curve of the three networks are 0.85, 0.82 and 0.77, respectively. As we can see, the reconstruction accuracy decreases when the complexity of networks increases. Although the third network is much more complicated than the others, the proposed method's performance is not significantly different.
From the found triple interactions, we can infer quartic or higher interactions using the Apriori property (see M ethods). As can be seen in Table 5 , the quartic interactions (or higher ones) can, however, only partially match the original reactions. There are two reasons of why it is very hard to detect those complete interactions. Firstly, the number of k-subsets from n metabolites is C k n and it increases exponentially when k increase. For example, the number of triplets in RBC with 39 metabolites is C 3 39 = 9139, and the number of quartets is C 4 39 = 82251. Secondly, metabolic networks are often complex, i.e. a reaction may consists of some metabolites, and a metabolite is usually controlled by some reactions. Moreover, reactions are often active at the same time. However, M I (3) can detect groups of metabolites that are highly cohesive, i.e. they often concern with a reaction or two adjacent reactions or a set of closed reactions.
CONCLUSIONS
The computational reconstruction of pairwise interactions in networks from high-throughput profiling data is one of difficult problems in systems biology. Nevertheless, the multivariate interaction reconstruction is more difficult. We proposed a novel interpretation of ternary from the view of interactions of variables and then illustrated that it is a very good measure to capture the multivariate interactions that involve the same mechanism.
We developed a method based on (secondary and ternary) mutual information to capture reactions involving two or more than two substrates/products such as pairwise interactions, triple interactions, quartic interactions, those often involve with the same reaction or close adjacent reactions. When applying the proposed method to i n silico metabolome data, the reconstruction accuracy is high. We can conclude that secondary and ternary mutual information are an interesting measurement relevant for detecting multivariate interactions.
