Abstract. The zero set of a momentum mapping is shown to have a singularity at each point with symmetry. The zero set is diffeomorphic to the product of a manifold and the zero set of a homogeneous quadratic function. The proof uses the Kuranishi theory of deformations. Among the applications, it is shown that the set of all solutions of the Yang-Mills equations on a Lorentz manifold has a singularity at any solution with symmetry, in the sense of a pure gauge symmetry. Similarly, the set of solutions of Einstein's equations has a singularity at any solution that has spacelike Killing fields, provided the spacetime has a compact Cauchy surface.
Introduction
A momentum mapping is the conserved quantity associated with a symmetry group acting on phase space. The purpose of this paper is to study the level sets of a momentum mapping and, especially, the zero set. The main results of the paper show that these level sets have cone-type singularities at any point (in phase space) which itself has some symmetries.
Level sets of momentum mappings are important in several contexts.
a) The Topology of Hamiltonian Systems with Symmetry
The momentum mapping is conserved by a given Hamiltonian system with symmetry, so knowledge of the level sets and their bifurcations can help in understanding the qualitative features of its flow, as has been emphasized by Smale (1970) . In this context, one can reduce a Hamiltonian system with symmetry, looking at the orbit space of a level set of the momentum mapping. This general * This work was partially supported by the National Science Foundation. The second author was supported by a Killam Visiting fellowship at the University of Calgary during the completion of the paper procedure, due to Marsden and Weinstein (1974) generalizes the classical elimination of 2k variables when k integrals in involution are known as well as Jacobi's elimination of the node in celestial mechanics.
b) Constraints in Classical Relativistic Field Theories
Under certain general conditions, the constraints in Lagrangian field theories can be phrased as saying that an appropriate momentum mapping vanish (see Gotay et al., 1980) . This idea first arose in general relativity and (classical Lorentzian) gauge theory. The present paper grew out of our work in general relativity (Fischer et al., 1980) and gauge theory (Arms, 1980) . The study of the space of all solutions to a classical relativistic field theory is thus closely related to the study of the zero set of an associated momentum mapping 1 . This space of classical solutions plays a key role in perturbation theory about a given solution. If this solution is a point of symmetry for the gauge group generating the constraints, then first order perturbation theory must be supplemented by second order conditions in order to approximate solutions to the nonlinear equations.
Most of the work on classical field theory assumes that the space of solutions forms a manifold, or has restricted attention to points where that assumption holds. This is true, for example, in Marsden and Weinstein (1974) , in the work of Gotay et al. (1978) on the Dirac theory of constraints, in Segal (1978) on Yang-Mills theory and in most perturbation work in field theory. In general relativity however, Brill and Deser (1973) questioned this assumption, and found that it sometimes fails. In fact it fails exactly when there is symmetry, i.e. exactly in the cases of interest, for the known solutions which are perturbed are symmetric. Similar phenomena for more general situations in general relativity were obtained in a series of papers of Choquet-Bruhat et al. see Fischer et al. (1980) and references therein. For gauge theories similar results are due to Moncrief (1977) and Arms (1979a Arms ( , 1980 .
c) Perturbative Quantum Theory
The breakdown of classical perturbation theory near a solution with symmetry has a quantum analogue that arises if one quantizes the fluctuations about a given symmetric classical background solution. Even at first order, the quantized form of the linearized constraints does not adequately capture the content of the nonlinear constraints. Using the method of Dirac, one must restrict the linearized constraints by certain second order quantum constraints in order to exclude some physically spurious quantum states. An example was worked out by Moncrief (1978) it was shown that without the second order conditions, states which violate the correspondence principle would be allowed.
A similar phenomenon will occur in the path integral quantization of small fluctuations about a symmetric classical background. One would find it essential to expand certain projections of the constraints (which appear in the classical action integral) to higher than linear order to accurately approximate their contribution to the quantum theory. This paper describes the structure of the singularities in the zero sets of momentum mappings that occur at points of symmetry when the group giving rise to the momentum mapping is compact or admits a local slice. We emphasize zero levels rather than general level sets both for simplicity and because this covers most of the examples of interest. In perturbation theory, it is assumed that the linearized equations in a field theory such as relativity are a good approximation to the original nonlinear equation i.e., the solution set of the nonlinear equations when linearized, is diffeomorphic to the solution set of the linearized equations. In this paper we show that at points with symmetries the nonlinear zero set is diffeomorphic to the zero set of a homogeneous quadratic form given by the second order perturbation equations. Moreover, this zero set is the product of a manifold of solutions with the same degree of symmetry and a cone of solutions for which one or more of the symmetries has been broken. An important consequence for perturbation theory is that while second order conditions must be imposed on the first order perturbations, there are no additional higher order obstructions to completing the perturbation expansion.
The method of proof involves a function borrowed, via the work of Atiyah et al. (1978) on gauge theory, from the Kuranishi Theorem on deformation of complex structures. However, the proof itself makes no reference to that work. What is directly and extensively used is the machinery of groups of symplectomorphisms (canonical transformations) acting on a symplectic manifold (phase space) which has an additional metric structure. The relevant machinery is reviewed in Sect. 2 for a more leisurely discussion, see Chaps. 3 and 4 of Abraham and Marsden (1978) . The main results of the paper are contained in Theorems 1-5 in Sects. 3-6. Section 7 resumes the present discussion and Sect. 8 gives some specific examples.
The critical or bifurcation points that occur are proved to be non-degenerate in a suitable sense (see Theorem 2), so it may be possible to develop a corresponding global Morse theory. [Local Morse theory does in fact appear in the preceding work by Fischer et al. (1979) , but those methods are not pursued here.] The present paper deals only with the local structure of the singularities.
Background and Notation
We recall some concepts and list the notations that will be used throughout the paper. We let (P, ω) be a given symplectic manifold (possibly infinite dimensional in which case ω is only required to be a weak symplectic form). Let G be a Lie group with Lie algebra g. Assume G acts symplectically on P the action is denoted by (g,x)t-*g x = Φ g (x) . Let be an Ad*-equivariant momentum mapping. This means two things. First, J satisfies the identity
where < , > is the natural pairing between g* and g, dJ(x): T x P-»g* is the derivative of J, υe T X P, the tangent space to P at x, ξe g and ξ p is the infinitesimal generator of the group action corresponding to ξ. Second, the following diagram commutes:
p Φs >P 9* Ads-i '9*
where Ad*-1 is the co-adjoint action of G on g*. For further information on momentum mappings consult, for example, Abraham and Marsden (1978, Chap. 4) . We shall also make the following hypotheses and notations throughout the paper :
1. There is a (weak) Riemannian metric <^ , ^> on P and a complex structure $ x : T X P^T X P satisfying $ 2 = -Id, JJ is symplectic and
The condition that $ is symplectic is equivalent to requiring that Jί is « , » -skew.
(We do not assume that P is a Kahler manifold possibly this assumption, would give additional information.) 2. The group action commutes with Jί:
and hence preserves « , » as well. (Conversely, if the action preserves « , » it must commute with Jί.) 3. For x 0 eP, assume that the G orbit of x 0 is a closed submanifold of P. This, together with our assumption that « , » is invariant implies that there is a G-slice at x 0 (see Palais, 1957 The slice S XQ can be chosen as follows. We claim that the « , » -orthogonal
Indeed, this follows from (1), (2) 
Thus the two decompositions T Xo P = kπdJ(x Q )® ranged J(x 0 )* and can be intersected to produce Moncrίefs decomposition (see Moncrief, 1975b; Arms et al, 1975) :
Remark. If J(x 0 ) φ 0 then analogues of (7) and many results below remain true. If G J(Xo) = {geG\ Ad*-ιJ(x 0 )=J(.x 0 )} = G, then all the results remain valid. If G J(Xo) φ G, we do not know if Theorem 3 below is valid. We provide a brief glossary of symbols preceeding the bibliography to aid the reader.
The Relationship between Regular Points and Symmetries
Let £f XQ be the identity component of the isotropy group I XQ and s xo its Lie algebra i.e.
We will call non-zero elements of s xo infinitesimal symmetries of x 0 . 
To deal with the structure of J~ 1 (0) near a point x 0 at which $ xo Φ {0}, we shall follow the Liapunov-Schmidt procedure from bifurcation theory. This proceeds as follows :
Let IP :g*->rangedJ(x 0 ) be the ( , ) XQ orthogonal projection associated to the decomposition (5) . Let 
Identification of the Degeneracy Space of d 2 f(x Q )
In Sects. 5 and 6 we shall prove that ^π5 Xo can be identified with the zero set of a homogeneous quadratic map. That proof, however, proceeds independently of a detailed knowledge of the possible degeneracy of d 2 f(x 0 ). On the other hand, the structure of this set depends on this degeneracy space.
For x in a neighborhood of x 0 , let I x = {geG\g x = x} and 5^. be the component of the identity, and let * x be its Lie algebra thus
From the slice theorem it follows that there is a neighborhood V of x 0 such that if xe V then <? x is conjugate to a subgroup of £f XQ . Denote by N XQ those XE V such that £f x is conjugate to £f XQ itself, i.e. N XQ consists of elements of the same symmetry type as x 0 (or elements of the same "orbit type"). It is well known that N XQ is a smooth manifold near X Q (see, for instance, Hermann, 1968) . It is clear that G x 0 CN XQ , but in many examples N XQ is strictly larger. 
^n^ is a manifold (if S XQ is chosen sufficiently small) with (The third summand in Moncriefs decomposition (1).)
Proof. By (6) range ( 
Proof. By Ad* equivariance
Differentiating (13) in g at g = Id and evaluating at x 0 gives (a). Part (b) follows at once from (a). Π
Remark. Strictly speaking, (a) does not make sense without a connection. However, any one may be used, or a coordinate calculation will suffice. Our main interest is getting (b) which makes sense independent of a connection.
Lemma 4. (S-invariance of d 2 J(x 0 ).)For ζ£* XQ and u,ve T XQ P we have
Proof. From $*TΦ g =TΦ g *$ we get T$*Tξ P =Tξ p°$ (see Abraham and Marsden (1978) , Proposition 4.1.28). Let dξ p (x 0 ):T XQ P-+T XQ P be the intrinsic derivative ofξ p at the zero x 0 . Then we get 3! dξ p (x 0 ) u = dξ p (x 0 ) lίu. From (1) we get
[each side of this equation is well defined independent of a connection since ζp(xo) = ϋ]. Therefore,
Since Jί is symplectic, this becomes Proof, (a) follows from equivariance and (b) follows from (a). We shall prove (c). By equivariance, for #eG and μeg*, Differentiating in g :
.e. Proof. PJ maps jV XQ to Pg* o by Lemma 5(a). Since J^on < if lp = (PJ)~1(0), the lemma will be proved if we can show that IP J is a submersion. Now the projection map is given by The degeneracy space of / at a critical point x is defined to be
Here is our second main result : 
for all ξe* x , and u 9 veT XQ (<# v The conclusion that ^nS XQ is a cone x J^X Q r\S XQ follows from the parametrized Morse lemma; cf. Bott (1954) .
Example. Let H:IR
2 -»IR be a smooth hamiltonian with a critical point at the origin. Suppose H has all its orbits periodic of the same period. Then H has a nondegenerate critical point at (0, 0). This follows from the corollary to Theorem 2 by using G = S^ acting by the flow of X H . In fact, as we will see in Lemma 17 below, there are symplectic coordinates near (0, 0) in which H is homogeneous quadratic thus H is a harmonic oscillator.
Quadratic Momentum Mappings
Theorem 3 below proves that if / is quadratic then there is a diffeomorphism of a neighborhood of x 0 that maps ^nS Xo to the set of zeros of u\-*(I -lP)d 2 J(x 0 )(u,u) for ueT XQ S XQ . Moreover, this diffeomorphism respects the information derived in Theorem 2 (see Theorems 4 and 4').
The case treated in this section applies to some interesting quadratic examples, such as gauge theories, as we shall see in Sect. 8. The proofs really only require that (Id -IP)/ restricted to S XQ is quadratic. This observation is applied to the constraint equations in general relativity near a spacetime having k spacelike Killing symmetries (the supermomentum constraint is quadratic, but the Hamiltonian constraint is not).
The following elementary example shows that in general, zero sets of quadratic maps need not have conical singularities thus, even when J is quadratic, it is not obvious that /"ΉO) has conical singularities. The components of the momentum mapping are linked together in a nontrivial way by Ad*-equivariance. These extra properties actually rule out singularities of higher order than quadratic.
The key to the constructions in this section is the Kuranishi map used by Atiyah et al. (1978) . We are grateful to L. Nirenberg and I. Singer for suggesting its consideration 2 . Kuranishi (1965) originally used this map (called F below) in a study of deformations of complex structures.
Our assumptions are as in Sect. Proof. We need to show that xe^jpoF(x) -x 0 ekerdJ(x 0 ) .
Now
But from the definition of G we have dJ(x 0 )°dJ(x 0 ) to G = P and so
. D
We now explicitly choose S xo to be the affine slice; i.e. S Xo is a ball in {x 0 }+ker(Λ7(x 0 )oJF). Note that this proof also shows that ^nS^ is a manifold; cf. Lemma 2. Lemmas 9-12 do not use the fact that J is quadratic; indeed, Q(h) can be replaced by the remainder R(h) in the Taylor expansion. Now we shall use the fact that J is quadratic. [As we already remarked, it is noteworthy that we only need to assume that (Id -F)°J is quadratic.] Our main result of this section is as follows. Proof. From Lemma 12, we need to show that for
Keep in mind that (Id-P)J(x) = (Id-P)β(ft). By Lemma 10, F(x)-x 0 eker dJ(x Q ) so letting P be the orthogonal projection onto ker dJ(x 0 ), we have
Since (Id -P)J is quadratic, this becomes Proof. We already know that for xeS x n^, u=F(x)-x 0 eker(JJ(x 0 )°JJ)nker(dJ(x 0 )) by Lemmas 10 and 11. Now suppose that xe«Λ^. 0 . Then by definition of F and Jϊ-invariance,
J(x 0 )(dJ(x o γ °G°Q(h), v), O Now Jf XQ is an affine space, so he T XQ^VXQ . Thus by Lemma 5, G°Q(h)eQ* Q . Thus by Lemma 3(b)(ii), the second term vanishes. The first term vanishes by Lemma l(b).
Thus F maps J^n^ into the stated space. Since these spaces are tangent at x 0 and F is a local diffeomorphism, the result follows. Π Theorem 4 can be generalized as follows : let Jf C ^X Q be a Lie subgroup with Lie algebra ί). Define £/.# = {xeP\dJ(x)*ξ = Q for all ξefy, an affine subspace through x 0 , let &^ = £/^πS XQ and let C XQ be the cone in Theorem 3. 
Theorem 4'. We have F(jtf#) = jtf#, F(^^) = &*> and so F(g&#n<#)
The first term vanishes by assumption. Since ί) C s xo , the argument in the proof of Theorem 4 shows that the second term vanishes as well. Thus JF( j^) C si#. Since DF(x 0 ) = Id, we have local equality. The remaining assertions follow from Lemma 11 and Theorem 3. Π
General Momentum Mappings
We shall now obtain the conical structure of J~ 1 (Q) without the assumption that J is quadratic. The methods of this section do not rely on those in the previous one. However, the methods here have the disadvantage that they are more difficult to implement in the infinite dimensional case. The examples given in Sect. 8 use the results of the previous section rather than this one. In particular, the method used here relies on the Darboux theorem a version of this theorem that is useful in infinite dimensional problems is technically quite complicated (see Marsden, 1980 , Sect. 1).
The strategy in this section is to show that j = (ld-!P)J\( ( £ v Γ(S XQ )
is the momentum map for the action of ^X Q . This action has a fixed point at x 0 and the Darboux Theorem can be used to find symplectic coordinates in which the action is linear and hence in which j is quadratic.
Lemma 13. ^pr\S XQ is a symplectic submanifold of P.
Proof. In Lemma 2 we showed that ^^S XQ is a manifold. It suffices to show that the symplectic form restricted to T, Co ( 
Lemma 14. Let RcP be a symplectίc submanίfold and H C G a subgroup leaving R invariant. Then the momentum map of the H action on R is j = π l)°J°iR where i R : R^P is inclusion, and π^ : cj*-»ί)* is the natural projection. If the momentum map J of the action is Ad*-equivariant, then so is j.
This is a straightforward verification from the definition of momentum mappings (1). 
Discussion
This section discusses several ways of interpreting and using the results obtained.
a) Bifurcations
Following Smale (1970), we define a bifurcation point of a map / : M-+N to be a point y 0 e.N such that f~l(y) changes topological type as y varies in some neighborhood of y 0 [see Marsden (1978) for a discussion of this definition]. If some uniformity condition on the derivative of / is made (e.g. if M is compact) then no regular point can be a bifurcation point (by the implicit function theorem). Theorem 1 shows that for momentum maps, the only candidate bifurcation points are images of points with symmetry group of dimension ^ 1.
In topology and mechanics one is interested in how the level sets of the momentum map fit together. The reason is simply that any Hamiltonian system leaves these sets invariant, so a knowledge of the topology of those sets can yield information about the flow. Complications in the topology occur precisely at bifurcation points, by definition. In determining this complication, the structure of J~1(μ 0 ) at the bifurcation point μ 0 is the crucial information needed. Our theorems determine precisely the local structure of J~ 1 (0) when 0 is a bifurcation point.
b) Linearization Stability
Let F:M->N be a smooth map and let x 0 eM and y Q eF(x 0 }. Let T XQ F : T XΌ M-*T yo N denote the tangent (derivative) of F. A vector /zekerT Xo F is called integrable if it is tangent to a C 1 curve x(λ) in F~1(y Q ). We call F linearization stable at x 0 if every /ιekerT Xo F is integrable. This notion arose from perturbation theory in general relativity and was first introduced in Fisher and Marsden (1973) . The work was motivated by Brill and Deser (1973) . The connection with symmetries was made by Moncrief (1975a) . If one seeks solutions x of F(x) = y 0 near to x 0 , and if F is linearization stable at x 0 , these solutions can be obtained in the form x = x 0 + λh -f 0(λ 2 ) for any hekQΐT XQ F. If 3/Q is a regular value of F, then F is linearization stable at X Q by the implicit function theorem. Suppose, however, that y 0 is not a regular value of F. Then if /ιekerT XQ F is integrable, it satisfies the necessary second order condition for any /e T yo N that annihilates the range of T XQ F. (The second derivative on / is well defined since (I, T XQ F hy=0.) This is obtained by differentiating F(x(λ)) = y Q twice.
Theorems 3 and 5 imply that if F = J is an Ad*-equivariant momentum mapping (associated with a group admitting a slice), and J(χ 0 ) = 0, then the above second order condition is not only necessary for integrability, of /zekerrfJ(x 0 ), but is sufficient as well. This is basically another way of saying that the singularities in the set J" 1^) are homogeneous quadratic.
c) Reduction
Singularities can occur when one reduces a Hamiltonian system with symmetries. Suppose that (P, ώ) is a symplectic manifold and that G acts on P and has an Ad*-equi variant momentum map J :P->g*. The first step in reduction (see Marsden and Weinstein, 1974 reconstructed from the dynamics on (N Xo n<<ί)/G««yΓ ;Co n# as in Abraham and Marsden (1978, pp. 304-305) . But the flow on Λ^on# isjust the Hamiltonian flow of the Hamiltonian ff|(^on^). Thus, while bifurcations can occur in the full space #, reduction can still be done to obtain a Hamiltonian system on points with the same symmetry type as x 0 . This procedure is useful, for example, when passing from the general Einstein equations to obtain a Hamiltonian structure for homogeneous cosmologies (cf. Jantzen, 1979) .
d) Constraints in Field Theories
The reduction procedure or the topological program in mechanics naturally leads one to study the level sets J~l(μ) of a momentum mapping. Here it plays the role of a conserved quantity in a mechanical system. However, in relativistic field theories, the zero set of a momentum map can often be identified with the constraint set in the sense of the Dirac theory of constraints. For relativity, the relevant group is the group of diffeomorphisms of spacetime and for gauge theories it is the group of bundle automorphisms (covering the identity if the theory is not coupled to gravity). In fact, in Gotay et al. (1980) it is shown that this is the case for a wide variety of field theories (essentially any theory which is first class in the sense of Dirac) 3 . Thus, the results of this paper can be used to analyze the singularities that occur in spaces of solutions of relativistic field theories. How to do this for gauge theory and relativity will be outlined in the next section. It may be useful to attempt to resolve the singularities in the constraint sets by realizing them as projections of smooth Lagrangian submanifolds. It is not clear how to do this in detail, but the work of Kijowski and Tulczyjew (1979) may provide the correct context.
Examples
This section gives three applications of the general theory. Very likely there are several more of considerable interest. For example, bifurcations of the zero set of total angular momentum seem to play a role in the studies of Brown and Scriven (1980) .
a) Angular Momentum of N particles
Let P= T*IR ). Consider the usual action of SO (3) on P. The associated momentum map is the total angular momentum J of the system. In terms of standard coordinates (xj a) , P( α) ), α=l, ...,ΛΓ, we have
The level surfaces of the momentum map will have singularities exactly at the points admitting nontrivial isotropy groups. The only point invariant under the full SO(3) action is clearly x (α) = 0, p (Λ) =0. Other points having nontrivial isotropy groups have the form x (α) = α fl n, p (fl) = β a n, where n is a unit vector in R 3 and α fl and β a are constants (not all zero). Each such point is invariant under the circle action of rotations about the axis h. The "degeneracy manifold" of points admitting such 1 -dimensional isotropy groups is 2N + 2 dimensional. Note that each such point has J = 0. We can expect that a cone of solutions of the equation J = Q branches from each such symmetric point (for the case N> 1) since one can clearly have two or more particles each with nonvanishing individual angular momentum, but J = 0 by cancellation. is the gauge covariant divergence of η using the connection A. In fact, J is the momentum map for the action of the group ^ of bundle automorphisms of B on P. This is the group G in the general theory; its Lie algebra is g, the g-valued functions on M. The dual g* is the g* valued densities thus J : P-+g*. The adjoint operators dJ(A, η)* and dJ (A, η) + are elliptic and so one can construct a slice using keΐ(dJ(A,η)°$). In fact, all of the assumptions of Sect. For noncompact M, symmetries often are associated with a gauge group generating a momentum map representing a total energy-momentum tensor or charge. Such symmetries need not lie in the group generating the constraints, so need not indicate singularities in the space of solutions. (For example, in general relativity, Minkowski space is a regular point in the space of solutions of Einstein's equations.) For Yang-Mills fields however it is interesting to impose the constraint that the color charge q vanish for non-compact M, say M = R 3 . This is suggested by the classical limit of a quantized Yang-Mills theory with the property of "confinement".
Consider then a classical Yang-Mills theory on M = 1R 3 with the constraint g = 0 added on, where
[This procedure is to be done in the appropriate weighted Sobolev spaces to properly capture the asymptotic behavior; cf. Cantor (1979) .] There is now a singularity in the space of all solutions at the trivial "vacuum" solution A = Q, η -0 the constraint q = 0 leads to the second order condition M to be placed on first order perturbations, as in the compact case. Thus it seems that an appropriate free field approximation to the nonlinear theory is not the usual linearized Yang-Mills equations, but rather these equations supplemented by the above second order condition.
c) The Constraint Equations in General Relativity
We shall use the methods of Theorem 3 to study the conical singularities in the constraint equations of general relativity. (Id-P)JR = (Id-P)Φ is quadratic in (g,π) . This is because (Id -P) projects to the span of {(Q,X a )\a= 1, . . ., k} and so only the supermomentum component / is involved in (Id -P)Φ. Thus one can effect the last step in Sect. 5 : 5. F maps *nS (gθfπo) locally 1-1 onto C (ί?o>πo) . The proof of Theorem 3 needs not only (Id -P)Φ to be quadratic but also crucially uses JΓ invariance and gauge invariance of (Id -P)D 2 Φ(# 0 ,π 0 ). The Jin variance results from a direct computation using the expression for ^X-/(g,n) given above. The gauge invariance also can be proven directly see Fischer et al. (1979) for the general proof of gauge invariance of D 2 Φ. This reference also explains how to remove the gauge condition S^o πo) .
Theorems 4 and 4' also carry over for this example. One of the crucial facts in this regard is Lemma 5, which can be interpreted as a covariance property. In particular, it entails that φ*F(g, π) = F(φ*g, φ*π) for a diffeomorphism φ such that φ*g 0 = g 0 , φ*π 0 = π 0 . For this example these may be proved by a direct calculation.
These results describe, for example, the structure of the space solutions near Bianchi IX models, such as the Taub universe (k = 4), the Kasner solution (fe = 3) or the Gowdy solutions (fc = 2), cf. Jantzen (1979) . In Arms et al. (1980) we shall generalize these arguments to allow a time-like Killing field as well as several spacelike Killing fields. The flat space time T 3 x IR is an especially interesting bifurcation point.
