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Twisted bilayer graphene (TBG) at twist angles θ ≈ 1° has recently attracted a great deal of
interest for its rich transport phenomenology. We present a theoretical study of the local optical
conductivity, plasmon spectra, and thermoelectric properties of TBG at different filling factors
and twist angles θ. Our calculations are based on the electronic band structures obtained from
a continuum model that has two tunable parameters, u0 and u1, which parametrize the intra-
sublattice inter-layer and inter-sublattice inter-layer tunneling rate, respectively. In this Article we
focus on two key aspects: i) we study the dependence of our results on the value of u0, exploring the
whole range 0 ≤ u0 ≤ u1; ii) we take into account effects arising from the intrinsic charge density
inhomogeneity present in TBG, by calculating the band structures within the self-consistent Hartree
approximation. At zero filling factor, i.e. at the charge neutrality point, the optical conductivity is
quite sensitive to the value of u0 and twist angle, whereas the charge inhomogeneity brings about
only modest corrections. On the other hand, away from zero filling, static screening dominates
and the optical conductivity is appreciably affected by the charge inhomogeneity, the largest effects
being seen on the intra-band contribution to it. These findings are also reflected by the plasmonic
spectra. We compare our results with existing ones in the literature, where effects i) and ii) above
have not been studied systematically. As natural byproducts of our calculations, we obtain the
Drude weight and Seebeck coefficient. The former displays an enhanced particle-hole asymmetry
stemming from the inhomogeneous ground-state charge distribution. The latter is shown to display
a broad sign-changing feature even at low temperatures (≈ 5 K) due to the reduced slope of the
bands, as compared to those of single-layer graphene.
I. INTRODUCTION
Twisted bilayer graphene (TBG)1–8 is a system con-
sisting of two graphene sheets stacked one on top of each
other, with a relative rotation of the crystal axes quanti-
fied by the twist angle θ.
The physics of the two-dimensional (2D) electron sys-
tem roaming in TBG with twist angles θ . 3° is dom-
inated by a triangular moire´ pattern of periodicity ≈
a/θ[rad], where a ≈ 0.246 nm is the lattice constant of
monolayer graphene. In this case, the energy spectrum is
well described by a continuum model7 which accounts for
the long-range moire´ modulations of the inter-layer tun-
neling amplitudes. At twist angles of≈ 1°, the continuum
model7 predicts the existence of a pair of remarkably flat
bands, with a bandwidth of less than 20 meV, close to
the charge neutrality point (CNP), where the Fermi level
of an undoped sample lies. These bands exhibit a linear
dispersion around the moire´ Brillouin zone (MBZ) cor-
ners, with a twist-angle-dependent Fermi velocity ~vF(θ).
The largest angle θ? satisfying ~vF(θ?) = 0 is called the
first magic angle (or simply magic angle)7.
For systems with twist angles close to the magic one,
the bandwidth of the flat bands reaches its minimum, en-
suring a large density of states and strengthened electron-
electron (e-e) interactions. In this regime (θ ∼ 1.05°),
a plethora of intriguing phenomena have been recently
observed, including superconductivity9–12, correlated in-
sulating states10–15, ferromagnetism10,16, charge-ordered
states17,18, and a quantized anomalous Hall effect19,20.
The unique features of the low-energy spectrum of
TBG also manifest in its optical properties, as showed
experimentally e.g. in Refs. 21 and 22. In Ref. 21, in par-
ticular, the dispersion relation of collective excitations in
TBG with θ ≈ 1.35° has been directly measured through
scanning near-field optical microscopy. This work un-
veiled the crucial role of the interlayer tunneling am-
plitude in the determination of the optical and plas-
monic properties of TBG. More precisely, the electronic
band structures calculated using continuum models are
influenced by two important parameters: i) the inter-
layer tunnelling rate u0 in the AA regions (which will
be therefore dubbed “intra-sublattice” tunnelling) and
ii) the inter-layer tunnelling rate u1 in the AB/BA re-
gions (which will be therefore dubbed “inter-sublattice”
tunnelling). Comparing theoretical results with exper-
imental data21, it was suggested that u0 can be much
smaller than u1 in significant areas of real samples. For
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2the sake of clarity, we remind the reader that in the liter-
ature the cases u0 = u1 or u0 . u1 are often studied. In
the seminal work by Bistrizer and MacDonald (Ref. 7),
the authors took u0 = u1 = 110 meV, while the authors
of Ref. 23 took u0 = 79.7 meV and u1 = 97.5 meV. A
more recent work24, based on extensive density functional
theory simulations including lattice relaxation, suggests
u0 = 76.1 meV and u1 = 103.1 meV. Finally, the au-
thors of Ref. 25 considered a greatly simplified contin-
uum model for TBG, which has u0 = 0. In this so-called
“chirally-symmetric” continuum model, the low-energy
bands near the CNP are rigorously flat (i.e. they have
zero bandwidth) at the magic angle. As we show below,
the values of u0 and u1 strongly influence the optical
properties of TBG. Optical experiments are therefore a
very useful tool to measure these parameters.
In this Article we present a thorough investigation of
two main physical quantities, namely the local optical
conductivity σ(ω) and energy loss function L(q, ω) of
TBG for different filling factors and twist angles. We
work at temperatures T > Tc, where Tc is the maximum
critical temperature at which any of the aforementioned
exotic phases occurs9–20. Our theory is believed to be
accurate also at low temperatures, provided that θ is not
precisely the magic angle, or, at θ = θ?, that the filling
factor |ξ| is larger than one—see Eq. (14) below. The
calculation of optical properties and collective modes of
broken symmetry states26 is well beyond the scope of the
present Article and is deferred to future publications.
The optical conductivity is a proper linear response
function relating the electrical current to the total elec-
tric field (i.e. the sum of the external electric field and
the average electric field generated by the electron them-
selves) applied to an electron system. It encodes the
response of the electron system to a spatially-uniform
oscillating field and is therefore of primary importance
to interpret far-field optical experiments. When e-e in-
teractions are neglected, it can be calculated as a sum
over allowed transitions according to Kubo formula27,
once the single-particle eigenstates and eigenenergies of
the system are known. Interactions modify this result in
essentially two ways. First, they modify the set of eigen-
states that one should use. Indeed, one should add to
the non-interacting Hamiltonian a mean-field potential
that takes into account the impact on one electron of the
presence of all the other electrons. Second, they add new
contributions to the response function stemming from dy-
namical exchange and correlation effects. In the frame-
work of many-body diagrammatic perturbation theory27,
these can be viewed as arising from irreducible diagrams
containing at least one interaction line. (Since σ(ω) is a
proper response function reducible diagrams do not con-
tribute to the perturbative series.)
With reference to the mean-field theory of linear re-
sponse (see, for example, Sect. 4.7 of Ref. 27), we perform
our calculations at the level of time-dependent Hartree
theory, commonly known, for historical reasons, as Ran-
dom Phase Approximation (RPA). This requires to cal-
culate eigenstates and eigenenergies according to the self-
consistent Hartree mean-field theory and then feed these
results to the Kubo formula. The next degree of ap-
proximation is the time-dependent Hartree-Fock (TDHF)
approximation, which requires the calculations of the
Hartree-Fock orbitals and the evaluation of the contri-
butions arising from proper diagrams containing one in-
teraction line. Results of the TDHF approximation as
applied to TBG will be the subject of a forthcoming pub-
lication.
The energy loss function L(q, ω) measures the amount
of energy that the system is able to absorb from an ex-
ternal scalar perturbation with wave vector q and an-
gular frequency ω. It is particularly useful to charac-
terize collective modes that couple to the charge den-
sity, since these appear as well defined peaks in the en-
ergy loss function. As explained in Sect. III, its calcu-
lation requires, in principle, the knowledge of the non-
local conductivity σGG
′
αβ (q, ω). In this work we resort
to the local approximation that is appropriate for wave-
lengths much larger than the moire´ periodicity and only
requires the knowledge of the local conductivity σαβ(ω) ≡
limq→0 σ00αβ(q, ω).
As a natural byproduct of the calculation of the intra-
band contribution to σ(ω), we obtain an approximate
expression for the Seebeck coefficient (or thermopower)
S. The latter measures the coupling between electri-
cal and thermal phenomena in TBG. Our approximation
captures the band structure contribution to S, while ne-
glecting the largely unknown energy dependence of the
scattering mechanisms in TBG.
In this Article we focus on the impact of two key phys-
ical effects on σ(ω) and L(q, ω) for TBG with varying
filling factor:
i) As discussed above, recent experiments have high-
lighted the fact that u0 needs not to be equal or
comparable to u1. In this work, we fix u1, and
study the role of u0 in the range 0 ≤ u0 ≤ u1;
ii) It has been emphasized28,29 that intrinsic (i.e. not
due to e.g. Coulomb impurities) spatial inho-
mogeneities are important in magic-angle TBG.
In other words, due to the moire´ periodicity, the
ground-state electron density n(r) is not homoge-
neous in space. Technically speaking, therefore,
the results of the single-particle band models in-
troduced e.g. in Refs. 7 and 23 need to be iterated
self-consistently in the Hartree approximation27 to
see how they are altered by e-e interactions, as
functions of the filling factor. Here, we therefore
compute the corresponding “Hartree conductivity”
by using the self-consistently calculated bands and
eigenstates for a range of filling factors and different
twist angles. These calculations take into account
the role of static screening in reshaping the bare
bands and rearranging in space the single-particle
Bloch eigenstates of electrons moving in TBG.
Moreover, starting from the magic angle, we will study
3the role of the twist angle θ in the window θ? . θ .
2°, where the physics of TBG is dominated by the
moire´ modulations of the inter-layer tunneling ampli-
tudes. This regime (and not only the regime θ ≈ θ?) is
interesting in its own right30 since it displays a markedly
different behavior with respect to standard single-layer
graphene.
We show that, at zero filling, the optical conductiv-
ity and loss function are strongly dependent on θ and
u0, while they are insensitive to Hartree self-consistency.
Conversely, away from zero filling, the Hartree potential
gives strong corrections to both optical conductivity and
loss function, especially in the low-frequency domain.
We hasten to emphasize that the optical and plasmonic
properties of TBG have been investigated in a number
of pioneering previous works30–34. The local optical con-
ductivity has been previously calculated by the authors of
Refs. 30–32 for twist angles θ & 1.5°. These calculations
have been carried out by means of the non-interacting
continuum model introduced in Ref. 7. Similarly, the
loss function of TBG has been calculated in Refs. 32–34,
for angles near the magic one, and by means of the non-
interacting band models introduced in Refs. 7 and 23.
These works did not take into account neither Hartree
self-consistency nor the inter-layer tunnelling asymmetry
u0 6= u1.
Our Article is organized as following. In Sect. II we
review the continuum model we have used in this work
and briefly summarize the main steps that are needed to
incorporate Hartree self-consistency into the theory. In
Sect. III we describe in detail the procedure we have used
to calculate the optical conductivity and the loss func-
tion, briefly commenting on two important byproducts
of the general theory, i.e. the Drude weight and Seebeck
coefficient. Our main numerical results are presented in
Sect. IV. A summary of our main findings and a brief set
of conclusions are reported in Sect. V. Finally, a number
of useful technical details is contained in Appendices A-
F.
II. ELECTRONIC BAND STRUCTURE
The continuum description of electrons roaming in
TBG adopted in this work was first derived in Refs. 7 and
23. We refer the reader to these works and Appendix A
for all relevant technical details.
Layer, sublattice, spin, and valley are the four discrete
degrees of freedom characterizing single-electron states
in TBG. As shown in Refs. 7, 23, and 28, valley and
spin degrees of freedom are accounted for by a fourfold
degeneracy factor. The single-particle Hamiltonian of
TBG is therefore written in the layer/sublattice basis
{|1A〉, |1B〉, |2A〉, |2B〉}, where it takes the form
Hˆ0 =
Hˆ(1) Uˆ
Uˆ† Hˆ(2)
 . (1)
FIG. 1. (Color online) Moire´ Brillouin zone of twisted bilayer
graphene. The continuum model is a k · p expansion around
the K` point of layer `. The blue (red) lines are edges of
the Brillouin zone of layer 1 (2). The energy band structures
showed in Figs. 2 and 8 are computed along the K-Γ-M -K
path highlighted here.
The state |`τ〉 refers to layer ` = 1, 2 and sublattice index
τ = A,B, Hˆ(`) is the intra-layer Hamiltonian for layer `,
and the operator Uˆ describes inter-layer tunneling. For
small twist angles, the moire´ length scale a/θ is much
larger than the lattice parameter of monolayer graphene.
This allows us to safely replace Hˆ(`) by its k·p expansion,
i.e. by the following massless Dirac fermion Hamiltonian
whose origin is the valley K(`) of layer `:
Hˆ(`) = vD [R`(θ/2)(pˆ− ~K`)] · (σx, σy) . (2)
Here, (σx, σy) is a vector of ordinary 2×2 Pauli matrices,
pˆ is the momentum operator, vD =
√
3|t|a/(2~) ' 0.87×
106m/s is the Fermi velocity of monolayer graphene—
corresponding to the standard nearest-neighbor hopping
energy of |t| = 2.7 eV adopted in tight-binding models
of graphene—and K` is the position of graphene’s valley
K` measured from the MBZ center Γ (see Fig. 1), i.e.
K1,2 =
8pi
3a
sin
(
θ
2
)(
−
√
3
2
,±1
2
)
. (3)
Finally, the 2× 2 rotation matrix
R1,2(θ/2) = cos(∓θ/2)1 2×2 − i sin(∓θ/2)σy , (4)
1 2×2 being the identity matrix, accounts for the orien-
tation of graphene’s original Brillouin zones. In these
formulas, the upper (lower) sign applies to ` = 1 (` = 2).
The operator Uˆ appearing in Eq. (1) is the inter-layer
4tunneling term, given by
Uˆ =
u0 u1
u1 u0
+ e−i 2pi3 +iG1·rˆ
 u0 u1ei 2pi3
u1e
−i 2pi3 u0
+
+ei
2pi
3 +iG2·rˆ
 u0 u1e−i 2pi3
u1e
i 2pi3 u0
 ,
(5)
where u1 and u0 are the inter-layer inter- and intra-
sublattice hopping energies, respectively, and {G1,G2}
are primitive vectors of the moire´ reciprocal lattice,
G1,2 =
8pi
a
√
3
sin
(
θ
2
)(
±1
2
,
√
3
2
)
, (6)
as illustrated in Fig. 1.
In Ref. 7 the inter- and intra-sublattice hopping ener-
gies were fixed to the same value, u1 = u0 = 110 meV,
known from the theory of aligned (i.e. Bernal stacked)
bilayer graphene. In more recent publications23,24,35, it
was noticed that a difference between u0 and u1 can
effectively account for lattice corrugations occurring in
TBG sheets. Moreover, in a recent experimental work21,
the measured inter-band collective excitations in TBG
have been well reproduced by a model with a much
smaller intra-sublattice hopping energy u0 than the one
in Ref. 23. Inter-sublattice and intra-sublattice hopping
energies, indeed, may also be affected by extrinsic fac-
tors such as strain originated in the sample fabrication
procedure.
Given these facts, in this work we consider the inter-
sublattice hopping energy u0 as a free parameter of the
model, ranging from u0 = 0 as in Ref. 25 to u0 = u1 as in
Ref. 7. For a fixed value of the inter-sublattice hopping
energy u1, the magic angle is very weakly dependent on
u0 (see Ref. 25). In this work, we set u1 = 97.5 meV, as
in Ref. 23, which yields a magic angle θ? ' 1°, slightly
varying with u0.
A. Self-consistent Hartree theory
The single-particle problem posed by Eqs. (1)-(6) can
be solved and one can find energy bands and correspond-
ing Bloch states7,23.
It is, however, well known23,28 that the charge density
distribution in TBG is fairly inhomogeneous. And such
inhomogeneities create an inhomogeneous electric poten-
tial that depends on the filling factor. To incorporate
this effect into the theory, we need to diagonalize the
following Hamiltonian
Hˆ = Hˆ0 + VˆH[nG] , (7)
where
VˆH[nG] = 1 4×4
∑
G 6=0
2pie2
ε¯(0)|G|nGe
iG·rˆ , (8)
is the Hartree potential27 and ε¯(0) is a suitable static
dielectric function (see Sect. III C). Here, 1 4×4 is the
4×4 identity matrix in the basis {|1A〉, |1B〉, |2A〉, |2B〉},
the sum runs over the non-zero moire´ reciprocal lattice
vectors G, whereas nG is the Fourier component of the
ground-state electron density corresponding to the recip-
rocal lattice vectorG. The problem posed by Eqs. (7)-(8)
needs to be solved self-consistently, i.e. one needs to solve
the Hartree equation(
Hˆ0 + VˆH[nG]
)
|kν〉 = kν |kν〉 , (9)
together with the self-consistency closure
nG =
g
A
∑
k,ν
fkν〈kν|e−iG·rˆ|kν〉 . (10)
Here, the factor g = 4 accounts for the spin/valley degen-
eracy, A is the 2D electron system area, ν is a band index,
fkν = {1 + exp[(kν − µ)/(kBT )]}−1 is the Fermi-Dirac
distribution function, and µ is the chemical potential.
The derivation of Eq. (8) is reported in Appendix B.
At a given temperature T , the chemical potential can
be found by the usual equation ensuring particle-number
conservation:
δn+ n0 = g
∑
ν
∫
MBZ
d2k
(2pi)2
fkν . (11)
Here, the electron (hole) density δn > 0 (δn < 0) is
simply the electron density measured from the CNP,
i.e. δn = 0 at CNP, and the quantity n0 is the total
electron density at CNP. The latter can be conveniently
expressed in units of the following “elementary density”,
corresponding to the contribution to the total density
coming from a fully occupied energy band:
nb =
g
Ωu.c.
, (12)
where
Ωu.c. =
√
3
2
[
a
2 sin(θ/2)
]2
(13)
is the area of the moire´ unit cell. The low-energy contin-
uum model predicts the existence of an infinite number of
moire´ mini-bands above and below the CNP. If we retain
a number Nbands of energy bands above the CNP and
Nbands energy bands below the CNP, the density at the
CNP is n0 = Nbandsnb. The “filling factor” is therefore
given by the dimensionless ratio:
ξ ≡ δn
nb
. (14)
At zero filling, δn = 0 and µ ≈ 0 (µ is not exactly zero at
zero filling because particle-hole symmetry is not exact).
In particular, the chemical potential is within the flat
bands when |ξ| < 1 and temperature is small.
5Because the denominator in Eq. (8) grows with |G|, in
solving the equations self-consistently we can limit the
sum over G to the first hexagonal shell spanned by the
primitive vectors in Eq. (6). Contributions to the sum
coming from outer shells with larger values of |G| are
strongly suppressed28.
In writing the eigenvalue equation (9) and the self-
consistency closure (10), we have implicitly assumed that
e-e interactions do not break the discrete translational
symmetry of the original problem defined by Hˆ0. We
have therefore chosen the eigenstates to be of the Bloch
form
|kν〉 = eik·r|ukν〉 , (15)
where |ukν〉 is the periodic part of the Bloch function. For
future reference, we introduce the k-dependent Hamilto-
nian
Hˆ(k) ≡ e−ik·rˆHˆ0eik·rˆ =
Hˆ(1)(k) Uˆ
Uˆ† Hˆ(2)(k)
 , (16)
where Hˆ(`)(k) ≡ e−ik·rˆHˆ(`)eik·rˆ are easily obtained from
Hˆ(`) by replacing p with p+ ~k in Eq. (2).
III. OPTICAL CONDUCTIVITY, DRUDE
WEIGHT, SEEBECK COEFFICIENT, AND
ENERGY LOSS FUNCTION
In this Section, we define the key quantities we have
calculated in this work, i.e. the optical conductivity σ(ω),
the Drude weight D, the Seebeck coefficient S, and the
energy loss function L(q, ω).
A. Optical conductivity and Drude weight
The optical conductivity σαβ(ω) is the linear-response
function relating the electrical current flowing in the di-
rection α in response to the total electric field applied in
the direction β. In crystals it can be separated into an
intra-band and an inter-band contribution
σαβ(ω) = σ
intra
αβ (ω) + σ
inter
αβ (ω) . (17)
Both contributions can be calculated by using the Kubo
formula (see Appendix C). The intra-band contribution
has a simple Drude-type frequency dependence and is
given by
σintraαβ (ω) = G0
iW(0)αβ
~ω + iη
, (18)
where G0 ≡ 2e2/h is the conductance quantum, η is a
small positive infinitesimal (with dimensions of energy)
and W(0)αβ can be calculated from
W(p)αβ ≡ −pig
∑
ν
∫
d2k
(2pi)2
f ′kν(kν − µ)p〈ukν |∂kαHˆ(k)|ukν〉〈ukν |∂kβ Hˆ(k)|ukν〉 , (19)
by setting p = 0. In Eq. (19), the factor (kν−µ)p with p
a non-negative integer has been introduced for later con-
venience, f ′kν denotes the derivative of the Fermi distri-
bution with respect to its argument, and the factor g = 4
accounts for the aforementioned fourfold valley/spin de-
generacy. The quantityW(0)αβ is proportional to the Drude
weight Dαβ , i.e.
Dαβ ≡
∫ ∞
−∞
dωRe[σintraαβ (ω)] =
e2
~2
W(0)αβ . (20)
The inter-band contribution to the optical conductivity
is given by
σinterαβ (ω) = −ipigG0
∑
ν 6=ν′
∫
d2k
(2pi)2
fkν − fkν′
kν − kν′
〈ukν |∂kαHˆ(k)|ukν′〉〈ukν′ |∂kβ Hˆ(k)|ukν〉
~ω + iη + kν − kν′ . (21)
For 2D systems, the optical conductivity is in general a 2× 2 matrix with respect to the Cartesian indices. Since
6the Hamiltonian in Eq. (1) has a D3 point group
23, which
we assume to be present also when e-e interactions are
taken into account in the Hartree approximation (7), it
follows that σαβ(ω) = σ(ω)δαβ , where σ(ω) ≡ σxx(ω) =
σyy(ω) and δαβ is the Kronecker symbol. The same holds
for all the other relevant properties, i.e. σintraαβ (ω) =
σintra(ω)δαβ , σ
inter
αβ (ω) = σ
inter(ω)δαβ ,W(p)αβ = W(p)δαβ
and Dαβ = Dδαβ .
B. Seebeck coefficient in the relaxation time
approximation
Integrals of the type written in Eq. (19) are also useful
to calculate the Seebeck coefficient S, which describes
the electrical response to a thermal gradient.
Indeed, the Seebeck coefficient can be written as36
S = − 1
eT
I(1)
I(0)
, (22)
where
I(p) ≡ − e
2
~2
g
∑
ν
∫
d2k
(2pi)2
f ′kντkν(kν − µ)p
× 〈ukν |∂kxHˆ(k)|ukν〉〈ukν |∂kxHˆ(k)|ukν〉 . (23)
Here, τkν is the momentum-dependent relaxation time.
In the Relaxation Time Approximation (RTA), where the
dependence of τkν on k is neglected by setting τkν ≡ τ ,
Eq. (22) reduces to
SRTA = − 1
eT
W(1)
W(0) . (24)
The RTA neglects the energy and momentum dependence
of the scattering time, but correctly captures the intrinsic
(i.e. band structure) contribution to the Seebeck coeffi-
cient.
C. Energy loss function and plasmons
The energy loss function (or, briefly, loss function)
L(q, ω) is proportional to the probability of exciting the
2D electron system by applying a scalar perturbation of
wave vector q and energy ~ω. The loss function can
be directly measured e.g. via electron-energy-loss spec-
troscopy37 and displays peaks where self-sustained charge
oscillations— i.e. plasmons—can be excited. It also car-
ries information on inter-band transitions and Landau
damping. As mentioned in Sect. I, collective excitations
of 2D electron systems can also be probed by scattering-
type near-field optical microscopy. We refer the reader
to Ref. 21 for results of this experimental technique as
applied to TBG.
In a crystal, the loss function is formally defined by38
L(q, ω) = − Im{[−1(q, ω)]G=0,G′=0} . (25)
Here, GG′(q, ω) is the dielectric function of the crys-
tal27 viewed as a matrix with indices G, G′ in the space
of reciprocal lattice vectors, q lies inside the first Bril-
louin zone, and inversion has to be understood as matrix
inversion.
The dielectric function can in turn be expressed as
GG′(q, ω) =
= δGG′ + Lq+G,ω
i(q +G)α(q +G
′)βσGG
′
αβ (q, ω)
ω
.
(26)
Here, Lq+G,ω is the Coulomb interaction potential re-
lating charge density fluctuations ρ(q+G, ω) to the self-
induced electrical potential φ(q+G, ω), i.e. φ(q+G, ω) =
Lq+G,ωρ(q+G, ω), and σ
GG′
αβ (q, ω) is the non-local con-
ductivity. We refer the reader to Appendix D and ref-
erences cited therein for details on the derivation of
Eq. (26).
In the following we calculate the loss function in the
local approximation. This amounts to neglecting the off-
diagonal G 6= G′ terms in the space of the reciprocal
lattice vectors and taking the limit q → 0 in the non-
local conductivity, i.e.
GG′(q, ω) ≈ δGG′
[
1 + Lq+G,ω×
× i(q +G)α(q +G)β limq→0 σ
GG
αβ (q, ω)
ω
]
.
(27)
By following this procedure and making use of the
isotropy of the system (discussed in Sect. III A), we can
express L(q, ω) solely in terms of the local conductivity
limq→0 σ00αβ(q, ω) = δαβσ(ω) and the interaction poten-
tial Lq,ω:
L(q, ω) ≈ − Im
 11 + iq2Lq,ω σ(ω)
ω
 . (28)
In a 2D system sandwiched between two half-spaces filled
with a dielectric with a frequency-dependent permittiv-
ity ε¯(ω), the interaction potential appearing in Eq. (28)
reads as following:
Lq,ω =
2pi
qε¯(ω)
. (29)
In the main text of this Article we present numerical
results for the case of a frequency-independent permit-
tivity, i.e. we set ε¯(ω) = ε¯(0) ∀ ω, thereby neglecting
extrinsic dynamical screening effects, which change from
dielectric material to dielectric material. In Appendix E,
however, we discuss the plasmonic properties of TBG en-
capsulated between two hexagonal Boron Nitride slabs,
where the frequency dependence of ε¯ in the mid-infrared
is significant.
7IV. NUMERICAL RESULTS
In this Section we present our main numerical results.
As stated in Sect. II, in this work we set the inter-
sublattice hopping energy to u1 = 97.5 meV. Most of
our calculations below have been carried out at a twist
angle θ = 1.05°, which is close to the magic angle23,25,28.
Dependencies on the twist angle are presented in
Sect. IV C below.
All our numerical results have been obtained by setting
T = 5 K and ε¯(0) = 4.9.
A. Dependence on the filling factor
In this Section we discuss dependencies of the various
quantities introduced in Sect. III on the filling factor.
Here, we set the intra-sublattice hopping energy at the
value23 u0 = 79.7 meV.
In Fig. 2 we plot the moire´ bands of TBG for three
values of the filling factor. In the absence of the Hartree
potential, the band structure (black dashed lines) is in-
dependent of the filling and is composed of flat bands
close to zero energy and higher energy dispersive bands
with positive (conduction bands) and negative (valence
bands) energy, in agreement with the results of Ref. 23.
At zero temperature and zero filling (µ = 0), the valence
flat band and lower-energy valence bands are fully occu-
pied. The conduction flat band and higher-energy bands,
on the other hand, are completely empty.
When the Hartree potential is taken into account,
all the energy bands (solid red lines in Fig. 2) exhibit
a filling-factor-dependent distortion with respect to the
bare bands. In the corners of the MBZ, i.e. in the vicin-
ity of the K points, the distortion due to the Hartree
potential is negligible and virtually filling independent,
whereas it becomes prominent in the neighbourhood of
the MBZ’s center, i.e. the Γ point. When ξ = −3/4 [see
Fig. 2(a)], the bands’ distortion is moderate throughout
the MBZ (this is valid also for higher and lower energy
bands). At zero filling (ξ = 0) [see Fig. 2(b)] and for
ξ = +3/4 [see Fig. 2(c)], however, the flat bands display
a substantial upward bending, up a value larger than
∼ 5 meV at the Γ point [see Fig. 2(c)]. We point out
that such distortion is of the same order of the flat-band
bandwidth. The strong impact of Hartree corrections on
the flat bands of TBG was already discussed in Ref. 28.
Higher and lower energy bands are also affected by the
Hartree potential by a virtually rigid upward energy shift,
with little shape distortion.
In Fig. 3 we show how the real space density n(r) de-
viates from the density n0 at the CNP, i.e. we plot the
quantity
δn(r) ≡ n(r)− n0 , (30)
where n0 was defined in Eq. (11) and
n(r) ≡
∑
G
nGe
iG·r . (31)
The sum over G in the Eq. (31) runs over the vectors in
the first hexagonal shell spanned by the primitive vectors
in Eq. (6), whereas nG was defined in Eq. (10). For a full
derivation of Eq. (31) we refer the reader to Appendix B.
Numerical results in Fig. 3 refer to ξ = +3/4.
In panel (a) of Fig. 3 we plot the non-interacting den-
sity profile δnn.i.(r), which is calculated by neglecting the
Hartree potential. It displays spatial fluctuations across
the primitive cell on the order of . 20× 1012 cm−2. On
the other hand, when the Hartree potential (i.e. screen-
ing) is taken into account as in panel (b), the ampli-
tude of density oscillations is significantly reduced to
. 3×1012 cm−2. In the two panels we have set the center
of the diverging color map (i.e. the value corresponding to
the white color) to δnn.i. = δn ' 2.07×1012 cm−2, corre-
sponding to the average value of the density throughout
the primitive cell. Indeed, a simple integration of Eq. (30)
over the unit cell of TBG yields
1
Ωu.c.
∫
u.c.
dr δn(r) = δn = ξnb, (32)
where δn was defined in Eq. (11) and the last equality
follows from Eq. (14).
The effect of the Hartree potential on the optical
conductivity originates from the distortion of both en-
ergy bands and wavefunction amplitudes, through the
matrix elements of the velocity operator (i.e. vα,νν′ =
~−1〈ukν |∂kαHˆ(k)|ukν′〉) in Eqs. (19) and (21). Fig-
ure 4(a) shows the dependence of W(0)—the Drude
weight in units of e2/~2—on the filling factor, with (solid
red lines) and without (dashed black lines) Hartree self-
consistency. If the chemical potential is within the flat
bands, i.e. if |ξ| < 1, the value of W(0) is strongly modi-
fied by the Hartree potential. W(0) is nearly particle-hole
symmetric when the Hartree corrections are neglected,
but becomes strongly asymmetric when Hartree correc-
tions are accounted for. In particular, W(0) reaches its
local maxima at filling factors ξ ' ±0.7, with a value of
∼ 7 meV, in the absence of Hartree corrections. When
the Hartree potential is accounted for, the maximum for
electron doping (at ξ ' +0.7) is W(0) ' 13 meV, and
for hole doping (at ξ ' −0.7) is W(0) ' 5 meV. Close
to the CNP, W(0) ' 2 meV both if the Hartree correc-
tions are accounted for or neglected. Note that W(0) is
finite at the CNP because of finite-T effects. As we shall
see later, close to charge neutrality, the Hartree potential
only yields modest corrections to the optical properties
of TBG28.
To give a better physical picture of our results, and
to help the comparison with other electronic systems, we
can express the Drude weight in the following alternative
forms
D ≡ pie
2|δn|
meff
≡ pie
2v2effN(µ)
2
, (33)
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FIG. 2. (Color online) TBG energy bands for different filling factors are plotted along the K-Γ-M -K path in the MBZ (see
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where meff and veff are an effective mass and velocity,
respectively, and N(µ) is the density of states per unit
area, evaluated at the chemical potential. Comparing
with the formulas in Sect. III we get
meff =
pi~2|δn|
W(0) (34)
and
veff =
√
2W(0)
pi~2N(µ)
. (35)
In Fig. 4 we show plots of these quantities as functions of
carrier density. As expected, we clearly see that veff 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vD in a wide range of carrier densities.
Fig. 5 shows the Seebeck coefficient calculated in the
RTA from Eq. (24), as a function of the filling factor,
calculated using the Hartree bands (red curve) and the
bare bands (black dashed curve). The thermoelectric
effect, quantified by the Seebeck coefficient, is one of
the main photocurrent generation mechanism in mono-
layer graphene at room temperature39, and played an
important role in both the study of fundamental phe-
nomena in graphene40 and the realization of graphene-
based photodetectors39,41. Our calculations (see Fig. 5)
demonstrate that, due to the much slower carrier velocity,
TBG maintains a significant thermoelectric effect even at
cryogenic temperatures ≈ 5K, making low-temperature
photocurrent spectroscopy a useful technique to study
TBG close to the transition to correlated states.
In Fig. 6 we display the real part of the inter-band
optical conductivity as calculated from Eq. (21). The
imaginary part can be straightforwardly obtained from
the Kramers-Kronig relation27.
The quantity Re[σinter(ω)] is related to the inter-band
optical absorption at an incident photon energy ~ω. If
the matrix elements vα,νν′ are non-zero for symmetry rea-
sons, peaks are expected in Re[σinter(ω)] when the photon
energy matches a vertical inter-band transition, i.e. when
kν − kν′ + ~ω ≈ 0 in Eq. (21). Multiple distinct peaks
of Re[σinter(ω)] are visible in Fig. 6, two of which are
highlighted explicitly. At the very bottom of the two
panels, for ~ω . 10 meV, the darker spot close to the
CNP stems from a weak inter-flat-band contribution to
the optical conductivity. Increasing ω, Re[σinter(ω)] de-
creases until ~ω ' 40 meV, where it reaches its absolute
maximum. The position of this peak is pretty much iden-
tical and filling-independent in both panels, whereas its
intensity is slightly different in the two panels, with a
filling-dependent intensity for the case of the results ob-
tained with the Hartree self-consistency, panel b). The
optical transitions associated with this peak are due to
electrons with momenta close to the Γ point in the MBZ
that are excited by photons from the valence flat band
to the first non-flat conduction band. This optical tran-
sition is highlighted with a solid arrow in panel (a) of
Fig. 2. Part of the spectral weight of this peak is also
due to transitions from the first non-flat valence band to
the conduction flat band. The second notable peak in
Re[σinter(ω)] occurs at ~ω ' 95 meV and is associated
to optical transitions between the same bands involved
in the previously discussed peak, albeit for electrons in
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to optical absorption, is plotted as a function of the photon energy ~ω and carrier density δn (or, equivalently, filling factor ξ).
Data in this plot refer to θ = 1.05°, u0 = 79.7 meV, u1 = 97.5 meV, T = 5 K, and ε¯(0) = 4.9. Solid and dashed white lines are
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K in the MBZ, respectively. These energies are associated to the optical transitions marked in panel (a) of Fig. 2. Panel (a)
Re[σinter(ω)] as calculated from Eq. (21) with Hˆ(k) taken as the non-interacting Hamiltonian (1). Panel (b) Re[σinter(ω)] as
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11
the vicinity of the corners of the MBZ, as showed by the
dashed arrow in panel (a) of Fig. 2.
The effect of the Hartree self-consistency on the inter-
band contribution Re[σinter(ω)] to the optical conductiv-
ity is mostly appreciable in the vicinity of its peaks. The
intensity of the strongest peak becomes filling-dependent
when the Hartree corrections are taken into account, with
higher intensity at negative values of ξ, i.e. for hole dop-
ing. The second most-intense peak, which, as stated
above, originates from transitions occurring near the K
point in the MBZ, is not affected in its intensity by the
Hartree corrections. Nonetheless, switching from nega-
tive to positive filling factors, the energy at which the
peak occurs varies slightly. This can be understood by
recalling that, as discussed above, the non-flat bands are
rigidly shifted by the Hartree potential, whereas the flat
bands are unaffected by VH in the vicinity of the K point
in the MBZ.
In Fig. 7 we illustrate the dependence of the loss func-
tion on the filling factor, for the same values of ξ as in
Fig. 2 and for the same parameters u0, θ, and T . L(q, ω)
encodes both inter- and intra-band contributions, as al-
ready discussed for the conductivity σ(ω). The grey-scale
plots in Fig. 7 have been calculated by employing the
fully self-consistent Hartree model, Eq. (7). For each of
the columns in Fig. 7, the upper panel displays L(q, ω)
in a range of energies and wave vectors where inter-band
plasmons are excited33. Conversely, the lower panels are
a zoom at small ω and q. In the latter, ordinary intra-
band plasmons27 are clearly visible, whose dispersion re-
lation admits a simple analytical description. The plas-
mon peaks, indeed, stem from zeroes of the longitudinal
dielectric function, Eq. (26). Plasmon dispersions origi-
nating from intra-band processes are easily extracted by
plugging the value of the intra-band optical conductivity
(18) into Eq. (26). After straightforward manipulations,
we reach the usual27 2D intra-band plasmon dispersion
relation
~ωpl(q → 0) =
√
2e2W(0)q
ε¯(0)
. (36)
In the lower panels of Fig. 7 we have also plotted the
previous equation using the values of W(0) computed
both with and without Hartree corrections. Away from
the CNP—panels (a) and (c) of Fig. 7—the loss func-
tion has a clearly distinguishable peak dispersing as pre-
dicted by Eq. (36). The two analytical dispersion rela-
tions are different because they depend on the value of
W(0), which, as we have seen before, is modified by the
Hartree potential with respect to the bare value when
TBG is doped away from the CNP. Recalling that the
grey-scale plots refer to the fully self-consistent Hartree
theory, it is no surprise to see that the intra-band plas-
mon mode observed as a peak in L(q, ω) at small q and ω
is centred around the dispersion relation calculated with
the fully self-consistent Hartree value ofW(0), i.e. around
the solid white line.
A completely different behavior is observed at the
CNP. In this case the loss function displays a well de-
fined plasmon branch which, however, does not follows
the approximate analytic plasmon dispersion Eq. (36).
This is readily explained by remembering that the ana-
lytic plasmon dispersion presented above describes collec-
tive excitations arising from intra-band processes. At the
CNP, the Fermi surface shrinks down to a single point,
and intra-band collective modes can originate only from
finite-temperature effects (i.e. thermally-excited quasi-
particles). Albeit the present calculations are carried out
at a finite temperature, T = 5 K, the intra-flat-band
plasmon branch due to thermally excited quasiparticles
is not a clearly distinguishable component of the low-
energy loss function. Rather, the low-energy plasmon
branch visible at the CNP stems from optical transitions
between the flat bands. This follows from simple en-
ergetic considerations. Since the characteristic energy
scale of this plasmon is . 20 meV, the inter-band pro-
cesses from which it originates are bound to occur in the
manifold of nearly-flat bands. This is justified by observ-
ing that exciting electrons onto the higher energy bands
would require an energy ~ω > 20 meV. We note that
at ξ = 0 the two analytical dispersion relations shown at
the bottom of panel (b) are almost identical. This is be-
cause W(0)—as previously mentioned—is unaffected by
the Hartree potential at the CNP.
For any of the values of the filling factor, there is also
another quite noticeable peak in L(q, ω) at energies ~ω ≈
100 meV. This an inter-band plasmon, analogous to the
one measured in Ref. 21 at θ = 1.35°. It starts off at a
finite wave vector ≈ 5 µm−1 and its position in the ω-q
plane is just weakly affected by the filling factor ξ.
The optical transitions responsible for this inter-band
plasmon are the ones occurring at the energy highlighted
by the dashed white line in panel (b) of Fig. 6. At
θ = 1.05° and for the values of the parameter u0 cho-
sen in this Section, this inter-band plasmon originates
from processes occurring near the corners of the MBZ.
We finally wish to stress that electron-hole attraction
effects (i.e. excitonic effects), which are missed by the
RPA theory we are employing in this work, may alter
our results on inter-band plasmons, even at relatively
small values of q. Much more work is needed to quantify
such excitonic effects in TBG, the minimal theory that
captures these effects being the TDHF approximation,
briefly mentioned in Sect. I.
B. Dependence on the intra-sublattice inter-layer
tunneling energy u0
In this Section we present numerical results for σ(ω)
and L(q, ω) obtained by changing the intra-sublattice
inter-layer hopping energy u0. As in Sect. IV A, the inter-
sublattice inter-layer hopping energy has been fixed at
u1 = 97.5 meV, the twist angle at θ = 1.05°, and the
temperature at T = 5 K. We here study the dependence
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FIG. 8. (Color online) TBG energy bands for different values of u0 are plotted along the K-Γ-M -K path in the MBZ. Data
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on u0 only at the CNP, i.e. at ξ = 0.
It is known19 that for, u0 = 0, the flat bands’ band-
width at the magic angle is exactly zero throughout the
whole MBZ. Since θ = 1.05° is close to but not exactly
the magic angle, the flat bands’ bandwidth is non-zero
even at u0 = 0. It is also known
19 that TBG at small
values of u0 hosts large (i.e. on the order of ≈ 100 meV)
energy gaps between the flat bands and the neighbouring
conduction/valence bands. The latter therefore provides
a rough estimate of the energy scales at which optical
transitions occur. This is going to be quite evident both
in the optical conductivity and loss function calculated
at u0 = 0.
In Fig. 8 we display the energy bands of TBG at differ-
ent values of u0. At u0 = 0 meV, the Hartree corrections
on the band structure are negligible and the energy gap
between the flat bands and their neighbouring bands is
on the order of ≈ 100 meV. At u0 = 48.2 meV, again,
the Hartree potential leaves the bare energy bands al-
most unchanged. In this case, however, the energy gap
between the flat bands and their neighbouring bands is
≈ 120 meV near the K point and ≈ 75 meV near the Γ
point. Finally, at u0 = u = 97.5 meV, the Hartree po-
tential manifests as an upward bending of the flat bands,
most noticeably near the Γ point, whereas the energy gap
between flat bands and neighbouring bands is . 5 meV
at the Γ point and ≈ 75 meV at the K point. We remind
the reader that TBG bands at u0 = 79.7 meV, which is
the value predicted for corrugated TBG23,24, and ξ = 0
can be found in panel (b) of Fig. 2.
An important remark is now in order. Even though
the Hartree contribution distorts the bare bands, the en-
ergy gaps between flat bands and neighboring conduc-
tion/valence bands are virtually the same as in the case
of the bare bands. This is another manifestation of the
previously noted fact that, close to zero filling, the opti-
cal properties are qualitatively unaffected by the Hartree
potential. Conversely, the value of u0 dramatically al-
ters the energies at which optical transitions with large
spectral weight occur.
In Fig. 9 we show W(0), i.e. the Drude weight in units
of e2/~2, and the real part Re[σinter(ω)] of the inter-
band optical conductivity. We note that W(0) is an in-
creasing function of u0. This follows from the fact that
W(0), whose microscopic expression can be obtained from
Eq. (19) by setting α = β, depends on the derivative of
the bands with respect to k, i.e. on |〈kν|∂kαHˆ(k)|kν〉|2 =
|∂kαkν |2. Now, as shown in Fig. 8, the flat bands at
u0 = 0 vary more smoothly throughout the MBZ with
respect to the bands evaluated at finite u0. In the latter
case, we note a sudden variation of the band dispersion
in the vicinity of the Γ point. Once again, since we are at
the CNP, the quantity W(0) calculated in the fully self-
consistent Hartree approximation is practically indistin-
guishable with respect to the bare result, as evident from
panel (a) of Fig. 9. In panel (b) of Fig. 9 we therefore plot
the real part Re[σinter(ω)] of the inter-band contribution
to the optical conductivity calculated in the Hartree ap-
proximation. We clearly see that Re[σinter(ω)] shows a
very interesting dependence on u0, with its peaks shifting
sensibly with it. As in Fig. 6, the solid white line is the
energy separation between the valence flat band and the
first non-flat conduction band at the point Γ, whereas
the dashed white line is the energy separation between
the same pairs of bands, albeit evaluated at the K point
in the MBZ. The position of the peak corresponding to
the optical transition at the Γ point decreases mono-
tonically with u0 from a maximum of ~ω ' 120 meV
at u0 = 0 meV to a minimum of ~ω ' 5 meV at
u0 = u = 97.5 meV. These energy values are recov-
ered also by looking at the band structures in Fig. 8. A
similar, monotonically decreasing behavior is followed by
the peaks associated to the optical transitions near the
K point in the MBZ. In this case, the position of the
peak is ~ω ' 150 meV at u0 = 0 meV and ~ω ' 70 meV
at u0 = 97.5 meV. As a final note on the inter-band
optical conductivity, we stress that the intra-sublattice
hopping energy is responsible also for sensible shifts in
the position of optical transitions at higher energies, up
to hundreds of meV (see Fig. 9).
The loss function, evaluated for different values of u0,
is showed in Fig. 10. As before, the upper panels display
L(q, ω) at energy scales which are suited to inspect col-
lective excitations originating from inter-band processes.
Inter-band plasmon branches are clearly visible at ener-
gies ~ω > 50 meV and are analogous to the ones ex-
perimentally measured in Ref. 21. The position of these
branches in the ω-q plane is fairly sensitive to the value of
the parameter u0. An inter-band plasmon with charac-
teristic excitation energy ~ω ≈ 140 meV at u0 = 0 meV
drops down in energy to ~ω ≈ 80 meV at u0 = 97.5 meV.
As before, at excitation energies . 20 meV there is
a quite evident plasmon branch, which originates from
inter-flat-band optical transitions. Starting from u0 = 0,
the corresponding peak in the loss function is well defined
up to u0 = 48.2 meV, whereas it rapidly broadens in the
limit u0 = u1 = 97.5 meV, as shown in the corresponding
upper panel. The lower panels of Fig. 10 illustrate the
loss function at small q and ω. The analytical plasmon
dispersion Eq. (36) is not shown because, as discussed in
the previous Section, it is suited to describe intra-band
plasmons. At charge neutrality, such intra-band excita-
tions can arise only from finite-temperature effects, and
in the present case (T = 5 K) it is pratically impossible
to clearly identify their contribution to the loss function.
C. Dependence on the twist angle
We now move to the discussion of the optical conduc-
tivity and loss function of TBG as functions of the twist
angle θ. It is known7,8 that TBG’s low-energy bands dis-
perse linearly, akin to the ones of monolayer graphene,
albeit with a renormalized Fermi velocity. The linear en-
ergy dispersion of TBG is, however, observed over a range
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FIG. 9. (Color online) Panel (a) Drude weight in units of e2/~2 as a function of u0, for θ = 1.05°, u1 = 97.5 meV, T = 5 K,
ξ = 0, and ε¯(0) = 4.9. Color coding and line styles have the same meaning as in panel (a) of Fig. 4. Panel (b) The quantity
Re[σinter(ω)] (in units of G0), related to the optical absorption, is plotted as a function of ~ω and u0. Results in this panel
have been obtained by employing the Hartree self-consistent approximation and refer to θ = 1.05°, u1 = 97.5 meV, T = 5 K,
and ξ = 0. Solid and dashed white lines are placed at energies equal to the gap between the valence flat band and the first
non-flat conduction band at the point Γ and K in the MBZ, respectively. These lines are associated to the optical transitions
marked in Fig. 2(a).
of energies which decreases very rapidly as a function of
θ.
The dependence of σ(ω) on θ, down to θ & 2.0°, has
been studied in Ref. 30. For this reason, we will focus
on θ . 2.0°. We set ξ = 0, u1 = 97.5 meV, and u0 =
79.7 meV. As in the previous Sections, T = 5 K.
The dependence of the band structure of TBG on θ
has been extensively discussed in the literature7,8,35. The
bandwidth of the “flat bands”, i.e. the bands closer to the
CNP at 1.05°, increases very rapidly with θ, becoming30
≈ 500 meV at θ ≈ 2.5°, i.e. the two “flat” bands extend
over a total energy range of ≈ 1 eV. In light of this, from
now on we will refer to these bands as first conduction
and valence bands.
In Fig. 11 we show the Drude weight in units of e2/~2,
i.e.W(0), and the real part Re[σinter(ω)] of the inter-band
optical conductivity as functions of θ. The quantityW(0)
is a monotonically decreasing function of the twist angle,
approaching an asymptotic value at large θ, which can
be calculated analytically. A straightforward calculation,
indeed, shows that, at the CNP, the value ofW(0) for lin-
ear energy bands is W(0) = gkBT log(2), independent of
the Fermi velocity. The value of kBT ≈ 0.4 meV, cho-
sen in our numerical calculations, is much smaller than
the bandwidth of the valence and conduction bands, es-
pecially so for the case of θ & 1.2° (see Fig. 11). The
quantity W(0), thus, converges to the asymptotic limit
gkBT log(2) when the value of kBT is much smaller than
the energy scale over which the bands are linear. On the
other hand, at smaller twist angles—and generally speak-
ing when kBT is larger than or comparable to the energy
range over which the first valence and conduction bands
are linear—W(0) increases. In panel (a) of Fig. 11, it is
evident that already at T = 5 K, the Drude weight of
TBG (in units of e2/~2) has values quite different from
the ones expected for a material with linearly-dispersing
energy bands. This effect is expected to be enhanced by
temperature, i.e. the value of W(0) is expected to con-
verge to gkBT log(2) at larger twist angles.
As we discussed earlier, the real part Re[σinter(ω)] of
the inter-band optical conductivity shows peaks at en-
ergies ~ω at which the denominator in Eq. (21) is min-
imal, i.e. when ~ω + kν − kν′ ≈ 0. The energies at
which those peaks occur increase monotonically with the
twist angle. In panel (b) of Fig. 11 we have marked with
solid and dashed lines the excitation energies of the op-
tical transitions occurring near the Γ and K points of
the MBZ, respectively. Around θ ≈ 1.55° these lines
cross, meaning that the energy distance between the va-
lence band and the second conduction band is wider at
Γ than at K. As in the case of variable intra-sub-lattice
hopping energy, the positions of the peaks of the optical
conductivity change with θ, in a wide range of energies.
Fig. 11(b) shows that these modifications occur up to
energies ~ω ' 300 meV.
The loss function of TBG at three different twist an-
gles is showed in Fig. 12. In its lower panels, a low-
energy, low-momentum plasmon branch can be identi-
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FIG. 10. 2D plots of the loss function L(q, ω) for different values of the intra-sublattice hopping energy u0 at θ = 1.05°,
u1 = 97.5 meV, T = 5 K, ξ = 0, and ε¯(0) = 4.9: (a) u0 = 0 as in Ref. 19; (b) u0 = 48.2 meV; (c) u0 = u1 = 97.5 meV as
in Ref. 7. In all the panels, the lower sub-panel is just a zoom over a smaller region of the energy-momentum plane. Data
displayed in this figure have been obtained by employing the self-consistent Hartree approximation at the CNP (ξ = 0).
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moire´ Brillouin zone, respectively. These lines are associated to the optical transitions marked in Fig. 2(a).
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fied. Once again, this originates from inter-band transi-
tions because, at the CNP and at T = 5 K, intra-band
plasmon modes are practically absent. This inter-band
plasmon branch appears however as a rather broad peak
in the loss function, i.e. it is strongly damped. With the
help of the upper panels, we see that it is found at ex-
citation energies ~ω . 20 meV in the case of θ = 1.05°.
For θ = 1.35° and θ = 1.65°, on the other hand, the low-
energy, low-momentum branch does not extend to large
momenta and energies, progressively disappearing as q
and ω increase. At higher energies, various peaks in the
loss function can be identified. The clearest ones are: one
at excitation energies ~ω ≈ 100 meV for θ = 1.05°, one
at ~ω ≈ 50 meV and ~ω ≈ 170 meV for θ = 1.35°, and,
finally, one at ~ω ≈ 250 meV for θ = 1.65°.
In Figure 13 we show again the twist-angle dependence
of the loss function, but in this case for u0 = 0 meV,
corresponding to the idealized chirally-symmetric con-
tinuum model25. It is evident that reducing u0 leads
to a much stronger and more dispersive (and therefore
propagating) inter-band plasmon mode, at energies of
≈ 150− 250 meV. This suggests that one can gain infor-
mation about the value of u0 by measuring the inter-band
plasmon dispersion. The energy of the inter-band plas-
mon shifts towards higher energies with increasing angle,
in agreement with the upward shift observed for all the
optical transitions in panel (b) of Fig. 11. Also its in-
tensity seems to decrease monotonically with increasing
angle.
Since plasmon modes delicately depend on θ, u0, and
ξ, care needs to be exercised when grey-scale plots of the
loss function obtained for different sets of parameters are
compared with each other. For example, as showed in
Ref. 21, for θ = 1.35° and u0 = 0, a clear inter-band
plasmon mode emerges at energy ~ω & 100 meV.
Numerical results for the loss function of TBG en-
capsulated between two hexagonal Boron Nitride crystal
slabs, where the frequency-dependence of ε¯(ω) cannot be
neglected, are reported in Appendix E.
V. SUMMARY AND CONCLUSIONS
We have calculated the optical conductivity and en-
ergy loss function of twisted bilayer graphene, for a wide
range of microscopic parameters. In particular, we have
focussed on the dependence of these properties on the
intra-sublattice inter-layer tunneling rate u0 and ground-
state charge density inhomogeneity.
Away from the charge neutrality point, we have showed
that the low-frequency components of the optical con-
ductivity, i.e. the ones governed by the Drude weight
e2W(0)/~2, are sensibly modified by the Hartree potential
in Eq. (8). In particular, we found a significant enhance-
ment of the particle-hole asymmetry ofW(0). Conversely,
the high-frequency components of the optical conductiv-
ity are pretty much unaffected by the Hartree potential,
and their dependence on the filling factor is also very
weak. The loss function reflects all these facts: the low-
frequency peaks are well described, away from the charge
neutrality point, by the function in Eq. (36) and depend
directly on W(0). Conversely, the high-frequency peaks
arising from inter-band transitions are virtually indepen-
dent of the filling factor.
As a byproduct of our calculations, we obtained the
Seebeck coefficient in the Relaxation Time Approxima-
tion. Our result suggests that a strong thermoelectric
effect should persist down to temperatures of ≈ 5 K.
Photocurrent mapping techniques at cryogenic tempera-
tures may therefore prove in the near future to be valid
tools to study the onset of the transition to broken sym-
metry states.
At filling factor ξ = 0, i.e. at the charge neutrality
point, we have evaluated σ(ω) and L(q, ω) for different
values of the intra-sublattice inter-layer tunneling energy
u0. The Drude weight e
2W(0)/~2 is a monotonically in-
creasing function of u0, which is practically insensitive to
the Hartree potential (8). The (real part of the) inter-
band contribution to the optical conductivity is not af-
fected by the Hartree potential as well, whereas it shows
a very interesting dependence on u0. The position of the
peaks in Re[σinter(ω)] associated to optical transitions
between flat bands and neighbouring bands decreases
monotonically with u0. It is important to keep in mind
that u0 can be modified by extrinsic factors such as strain
present in the samples, resulting in a sensible alteration of
the optical properties of TBG. Similarly, the peaks in the
energy loss function that are related to inter-band optical
transitions are strongly affected by the value of the intra-
sublattice inter-layer hopping energy. This is agreement
with recent experimental work21. Indeed, the authors of
Ref. 21 noted that a good match between experimental
results and theory was possibile only when the value of u0
used for theoretical predictions was substantially smaller
than that reported in the literature23,35.
Finally, we have also studied the dependence of σ(ω)
and L(q, ω) on the twist angle θ, again at the CNP. We
have showed that the low-frequency ω ' 0 component
of the optical conductivity, determined by W(0), can be
approximated by the value obtained for linear-dispersing
energy bands only if the value of kBT is much smaller
than the energy range over which the valence and con-
duction bands are linear. This condition does not hold
true in TBG with θ . 1.2° already at T = 5 K, showing
that a description of TBG based on a linear approxima-
tion of the energy bands in not sufficient at angles close
to the magic one. The (real part of the) inter-band op-
tical conductivity has peaks at energies which increase
monotonically with the twist angle.
In the future, we plan to extend our theory to in-
clude excitonic effects and to study the dependence of
the polarization function (i.e. internal screening) on u0
and Hartree self-consistency.
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FIG. 12. 2D plots of the loss function L(q, ω) for different values of the twist angles θ at ξ = 0, u0 = 79.7 meV, u1 = 97.5 meV,
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Appendix A: Derivation of the continuum model
In this Appendix we present a brief derivation of the continuum model7,23 we have used in this work to describe
electrons roaming in the TBG moire´ superlattice, starting from its tight-binding description.
The basis of Bloch states used in the tight-binding description is built from the pz atomic orbitals of Carbon. These
Bloch states are defined by
|k, `, τ〉 = 1√N
∑
n
ei(tn,`+dτ,`)·k|n, `, τ〉 . (A1)
Here, |n, `, τ〉 are localized atomic orbitals centered at the point dτ,` + tn,`, i.e.
〈r|n, `, τ〉 = φ(r − dτ,` − tn,`) , (A2)
where φ(r) is the wavefunction of a pz orbital centered at the origin. The atomic orbitals are assumed to be orthog-
onalized according to
〈n, `, τ |n′, `′, τ ′〉 = δn,n′δ`,`′δτ,τ ′ . (A3)
In Eq. (A1), N is the number of Carbon lattice sites in each layer, dτ,` is the basis vector of the sublattice τ in layer
`, whereas the symbol tn,` is a shorthand for
tn,` = n1t˜1,` + n2t˜2,` with n1, n2 ∈ N . (A4)
The vectors t˜1/2,` are primitive translation vectors of the graphene lattice in layer `, and the sum over n should be
intended as ∑
n
[· · · ] =
∑
n1,n2∈N
[· · · ] . (A5)
The operators in the main text are written in the basis |k〉 ⊗ |`, τ〉, with layer and sublattice indices ordered as
{|1A〉, |1B〉, |2A〉, |2B〉}.
In the two-center approximation, and retaining only the nearest-neighbour contributions, the intra-layer Hamilto-
nian of graphene in layer ` takes the form
Hˆ
(`)
intra = −t
∑
〈m,n〉
∑
τ,τ ′
|m, `, τ〉〈n, `, τ ′|(1− δτ,τ ′) , (A6)
with the energy t being given by
− t ≡
∫
dr φ∗(r)V (r − dτ,1)φ(r − dτ,1) =
∫
dr φ∗(r)V (r − dτ,2)φ(r − dτ,2) , (A7)
V (r) being the spherically-symmetric potential of a Carbon atom centered at the origin. The sum over 〈m,n〉 runs
over neighbouring orbitals, i.e. the states |m, `, τ〉 and |n, `, τ ′〉 in Eq. (A6) correspond to neighbouring orbitals. At
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fixed layer index `, the procedure to obtain the k·p intra-layer Hamiltonian Eq. (2) from the tight-binding Hamiltonian
Eq. (A6) is described and explicitly carried out in Chapter 1 of Ref. 42, to which we refer. The core of this procedure
is the calculation of the Taylor expansion of the matrix elements 〈k, `, τ |Hˆ(`)intra|k, `, τ ′〉 around k ≈ k`D, with k`D being
the wave vector at which the Dirac cone of layer ` is centered. To obtain the matrix elements 〈k, `, τ |Hˆ(`)intra|k, `, τ ′〉
explicitly, one has to choose the vectors t˜1/2,` and dτ,`. In this Article we have chosen the primitive translation vectors
t˜1/2,` = R`(θ/2)
(
∓a
2
,
a
√
3
2
)
, (A8)
where R`(θ/2) is defined in Eq. (4). In addition, the basis vectors are
dτ,` =

a√
3
R1(θ/2)
(
−
√
3
2 ,
1
2
)
, if layer = 1 and sub-lattice = B .
− a√
3
R2(θ/2)
(
−
√
3
2 ,
1
2
)
, if layer = 2 and sub-lattice = A .
0 , otherwise .
(A9)
The choice of these translation and basis vectors is such that in the limit θ → 0 one obtains AB-stacked bilayer
graphene. With this choice, a straightforward calculation leads to
〈k, `, τ |Hˆ(`)intra|k, `, τ ′〉 = teik·(dτ′,`−dτ,`)
[
1 + e−ik·t˜1,` + eik·(−t˜1,`+t˜2,`)
]
. (A10)
We now move on to discuss the inter-layer term, i.e. Eq. (5) in the main text. In the tight-binding framework we
should describe the energy involved in the tunneling of electrons between orbitals in different layers. We require this
energy to be dependent on the distance r between the two orbitals and on the sublattice index of the initial and final
states (τ ′ and τ , respectively), but not on the initial and final layers. The inter-layer tunneling energy will be denoted
by the symbol hτ,τ ′(r). The knowledge of an explicit form of hτ,τ ′(r) is not crucial for the following calculations, as
argued below and in Ref. 7. In practice, such explicit form of hτ,τ ′(r) can be obtained by approximating the transfer
integrals between different orbitals φ(r) mediated by the spherically-symmetric atomic potential V (r). An empirical
approximation in the Slater-Koster form can be found in Ref. 23. In the following, however, we will not use an explicit
form of hτ,τ ′(r).
Given the previous discussion, the inter-layer hopping term can be written as
Hˆ
(`,`′)
inter ≡
∑
n,n′
∑
τ,τ ′
hτ,τ ′(dτ,` + tn,` − dτ ′,`′ − tn′,`′)|n, `, τ〉〈n′, `′, τ ′|+ H.c. . (A11)
Introducing the Fourier tranform of the inter-layer tunneling energy,
hτ,τ ′(q) ≡
∫
dre−iq·rhτ,τ ′(r) , (A12a)
hτ,τ ′(r) =
1
NΩu.c.
∑
q
eiq·rhτ,τ ′(q) , (A12b)
and the well known identity,
1
N
∑
n
ei(q−k)·tn =
∑
G
δq−k,G , (A12c)
we can express the matrix element 〈p, `, τ |Hˆinter|k, `′, τ ′〉 in the following form:
〈p, `, τ |Hˆinter|k, `′, τ ′〉 = 1N 2Ωu.c.
∑
n,n′
∑
q
ei(q−p)·(tn,`+dτ,`)ei(k−q)·(tn′,`′+dτ′,`′ )hτ,τ ′(q) =
=
1
Ωu.c.
∑
q
∑
G`
∑
G`′
δq−p,G`δk−q,G`′ e
i(q−p)·dτ,`ei(k−q)·dτ′,`′hτ,τ ′(q) =
=
1
Ωu.c.
∑
G`
∑
G`′
δk−G`′ ,p+G`e
iG`·dτ,`eiG
`′ ·dτ′,`′hτ,τ ′(p+G`) =
=
1
Ωu.c.
∑
G`
∑
G`′
δk+G`′ ,p+G`e
i(G`·dτ,`−G`
′ ·dτ′,`′ )hτ,τ ′(p+G`) .
(A13)
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The inter-layer Hamiltonian in the Bloch basis is thus
expressed as a sum over the reciprocal lattice vectors
of monolayer graphene G` and G`
′
of a phase factor
ei(G
`·dτ,`−G`
′ ·dτ′,`′ ) multiplied by the Fourier transform
of the inter-layer potential hτ,τ ′(p+G
`). A drastic sim-
plification can be performed7, by truncating the (infi-
nite) sums over reciprocal lattice vectors in the previ-
ous equations. The truncation is justified as long as the
inter-layer potential hτ,τ ′(p + G
`) is small enough. In
practice it is possible to show7 that for a low-energy
description of TBG, only a very small number of re-
ciprocal lattice vectors can be retained. The vectors
which one ought to retain depend on the initial choice
of t˜1/2,` and dτ,`. Once the vectors G
` and G`
′
to re-
tain are known, a simple substitution onto Eq. (A13)
gives the phase factors ei(G
`·dτ,`−G`
′ ·dτ′,`′ ) and values of
hτ,τ ′(p + G
`) as in Eq. (5) of the main text. The last
piece of information needed is the analytical form of the
inter-layer tunneling potential hτ,τ ′(p + G
`). It turns
out, as anticipated above, that this is actually quite ir-
relevant. Since the continuum model is an approxima-
tion around p ≈ k`D, one can make the identification
hτ,τ ′(k
`
D + G
`) ≈ hτ,τ ′(p + G`), so that the values u1
and u0 discussed in the main text are just
u0 ≡ hτ,τ (k`D +G`) = hτ,τ (k`D), (A14a)
u1 ≡ hτ,τ ′(k`D +G`) = hτ,τ ′(k`D) τ 6= τ ′, (A14b)
where the second equality in both of the previous equa-
tions holds true because the vectors G` retained in the
summation satisfy that property. This implies that in-
stead of the full analytical form of hτ,τ ′(r) one just needs
a tiny number of characteristic energy scales. These
can be obtained both through tight-binding approxima-
tions23 or density functional calculations24. The inter-
layer term in the main text, Eq. (5) is just Eq. (A13) trun-
cated to the retain only the three most relevant terms.
Replacing the definitions in Eqs. (A14) and (A9) into the
truncated sum yields directly Eq. (5) of the main text.
Appendix B: Derivation of Eq. (8)
The Hartree potential in the real space representation is
V H(r) ≡ 〈r|Vˆ H|r〉 =
∫
d2r′
e2
ε¯(0)|r − r′|n(r
′) , (B1)
where n(r) is the density at position r and the integral over r′ is performed over the whole 2D electron system area.
The Fourier expansion of the Coulomb interaction reads as following
e2
ε¯(0)|r − r′| =
1
A
∑
q
vqe
iq·(r−r′) , (B2)
where
vq =
2pie2
ε¯(0)|q| = e
2Lq,ω=0 . (B3)
As discussed previously, the eigenstates of TBG are Bloch waves
ψν(r,k) = 〈r|kν〉 = 1√
A
∑
G
uG(k, ν)e
i(k+G)·r . (B4)
The density at position r is just the sum over the occupied states, namely
n(r) =
∑
kν
fkνψ
†
ν(r,k)ψν(r,k) =
1
A
∑
kν
fkν
∑
G,G′
u†G(k, ν)uG′(k, ν)e
i(G′−G)·r
=
1
A
∑
kν
fkν
∑
G,G
u†G(k, ν)uG+G(k, ν)e
iG·r ≡
∑
G
n(G)eiG·r,
(B5)
where we have introduced the quantity
n(G) = 1
A
∑
ν
∑
k
fkν
∑
G
u†G(k, ν)uG+G(k, ν) , (B6)
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i.e. the Fourier component of the electron density at wave vector G. Now, substituting Eqs. (B2), (B3) and (B5) onto
Eq. (B1), and carrying out simple algebraic manipulations, we find
V H(r) =
∫
d2r′
e2
ε¯(0)|r − r′|n(r
′) =
1
A
∑
q
∫
dr′vqeiq·(r−r
′)n(r′) =
1
A
∑
q
∑
G
∫
dr′vqeiq·(r−r
′)n(G)eiG·r′
=
∑
q
eiq·r
∑
G
vqn(G)δq,G =
∑
G
vGn(G)eiG·r =
∑
G
2pie2
ε¯(0)|G|n(G)e
iG·r ,
(B7)
where we have used that
1
A
∫
d2re−iq·r = δq,0 . (B8)
Eq. (8) follows from (B7), after recalling that
V H(r) = 〈r|Vˆ H|r〉 . (B9)
Appendix C: Proof of Eqs. (18)-(21)
The electrical conductivity σαβ(r, r
′, ω) of an electron system is defined as the linear response function connecting
the electrical current at position r to the total applied electric field at position r′, i.e.
Jelα (r, ω) =
∫
dDr′σαβ(r, r′, ω)Etotβ (r
′, ω) , (C1)
where Jelα (r, ω) is the α-th Cartersian component of the electrical current at position r and frequency ω, E
tot
β (r
′, ω)
is the β-th Cartesian component of the total applied electric field at position r′ and frequency ω, and dDr′ denotes
the measure of integration in D-dimensional space. From now on, Greek letters will denote Cartesian indices and the
Einstein summation convention over repeated Greek indices is understood.
By Fourier transforming both members of Eq. (C1) we obtain
Jelqα(ω) =
∑
q′
σαβ(q, q
′, ω)Etotq′β(ω) , (C2)
where we defined
Jelqα(ω) =
∫
dDr e−iq·rJelα (r, ω) , (C3)
Etotqβ (ω) =
∫
dDr e−iq·rEtotβ (r, ω) , (C4)
σαβ(q, q
′, ω) =
1
V
∫
dDr e−iq·r
∫
dr′ eiq
′·r′σαβ(r, r′, ω) , (C5)
and V is the electron system volume in D spatial dimensions.
We now consider a system of non-interacting electron of mass m and charge −e < 0, whose dynamics is controlled
by the Hamiltonian (in first quantization)
Hˆ(t) =
∑
i
[
1
2m
(
pˆi +
e
c
A1(rˆi, t)
)2
− eφ0(rˆi)
]
, (C6)
where rˆi, and pˆi are the position and momentum operators of the i-th electron, respectively, φ0(r) is an external,
static, scalar electric potential, and A1(r, t) is a time-dependent vector potential perturbation. We note that any
time-dependent scalar perturbation can be written as a vector potential using a gauge transformation27.
In the spirit of linear response theory27, we can expand the Hamiltonian with respect to the perturbation as
Hˆ(t) = Hˆ0 + Hˆ1(t) +O(A21) , (C7)
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where
Hˆ0 =
∑
i
[
1
2m
pˆ2i − eφ0(rˆi)
]
, (C8)
is the unperturbed Hamiltonian, and
Hˆ1(t) =
∑
i
e
2mc
{pˆi,α;A1α(rˆi, t)} =
∫
dDr A1α(r, t)
∑
i
e
2mc
{pˆi,α; δ(rˆi − r)} =
∫
dDr
e
c
A1α(r, t)Jˆ
p
α(r) (C9)
is the perturbation Hamiltonian. Here, Jˆpα(r) is the paramagnetic current density operator
Jˆpα(r) =
∑
i
[
1
2m
{pˆi,α; δ(rˆi − r)}
]
. (C10)
The physical particle current density operator at a position r is instead given by
Jˆα(r) =
∑
i
[
1
2m
{
pˆi,α +
e
c
A1,α(r, t); δ(rˆi − r)
}]
= Jˆpα(r) +
e
mc
A1,α(r, t)nˆ(r) , (C11)
where the particle density operator is given by
nˆ(r) =
∑
i
δ(rˆi − r) . (C12)
The expectation value of the current operator is therefore
Jα(r, t) ≡ Tr[ρˆ(t)Jˆα(r)] = Tr[ρˆ0Jˆpα(r)] +
∫ ∞
0
dτ
∫
dDr′
e
c
A1β(r
′, t− τ)χJˆpα(r),Jˆpβ (r′)(τ) +
e
mc
A1,α(r, t) Tr[ρˆ0nˆ(r)]
=
∫ ∞
0
dτ
∫
dDr′
e
c
A1β(r
′, t− τ)χJˆpα(r),Jˆpβ (r′)(τ) +
e
mc
A1,α(r, t)n(r).
(C13)
Here ρˆ(t) is the density operator of the many-body system, ρˆ0 is its equilibrium value, and we used the notation of
Ref. 27.
By Fourier transforming with respect to space and time, making use of Jelqα(ω) = −eJqα(ω), and A = −(ic/ω)E,
and comparing with (C2), we finally find:
σαβ(q, q
′, ω) =
ie2
ωV
[
χJˆpqαJˆp−q′β
(ω) +
δαβ
m
〈nˆq−q′〉
]
, (C14)
where the Fourier transforms of the density and current density operators are give by, respectively,
nˆq =
∑
i
e−iq·rˆi (C15)
and
Jˆpqα =
∑
i
1
2m
{
pˆi,α; e
−iq·rˆi} = ∑
i
1
2m
{pˆi,α; nˆq} . (C16)
The paramagnetic current-current response function in Eq. (C14) can be written, at the non-interacting level, as
χJˆpqαJˆp−q′β
(ω) =
∑
mn
fm − fn
m − n + ~ω + iη 〈m|Jˆ
p
qα|n〉〈n|Jˆp−q′β |m〉 , (C17)
where {|m〉} is a complete set of eigenstates of Hˆ0 and m are the corresponding energies. In a crystal, Bloch
translational invariance implies that the wave vectors q and q′ can differ at most by a reciprocal lattice vector: the
conductivity can therefore be written as
σGG
′
αβ (q, ω) ≡ σαβ(q +G, q +G′, ω) , (C18)
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with q in the first Brillouin zone and G, G′ reciprocal lattice vectors. Choosing a base of eigenstates on Hˆ0 in the
Bloch form |kν〉, Eq. (C14) can be recast in the form
σGG
′
αβ (q, ω) =
ige2~
V
∑
k,ν,ν′
[
−fkν − fk+qν′
kν − k+qν′
] 〈kν|Jˆpq+Gα|k + qν′〉〈k + qν′|Jˆp−q−G′β |kν〉
kν − k+qν′ + ~ω + iη +
ie2
V mω
TG,G
′
αβ (q) , (C19)
where
TGG
′
αβ (q) = mg
∑
k,ν,ν′
fkν − fk+qν′
kν − k+qν′ 〈kν|Jˆ
p
q+Gα|k + qν′〉〈k + qν′|Jˆp−q−G′β |kν〉+ δαβ〈nˆG−G′〉 . (C20)
To find Eqs. (C19)-(C20) we used the following mathematical identity:
1
m − n + ~ω + iη =
1
m − n
[
1− ~ω + iη
m − n + ~ω + iη
]
η→0
=
1
m − n
[
1− ~ω
m − n + ~ω + iη
]
. (C21)
Using that
Jˆ
(0)
0α =
1
m
pˆα =
i
~
[
Hˆ0; rˆα
]
(C22)
and the canonical commutator [rˆα; pˆ
(0)
β ] = i~δαβ , one can show that
lim
q→0
T 00αβ (q) = 0 . (C23)
The local conductivity, defined as
σαβ(ω) ≡ lim
q→0
σ00αβ(q, ω) , (C24)
can be therefore expressed as:
σαβ(ω) =
ie2g
~
∑
ν
∫
dDk
(2pi)D
[−f ′kν ]
〈kν| ~m pˆα|kν〉〈kν| ~m pˆβ |kν〉
~ω + iη
+
ie2g
~
∑
ν 6=ν′
∫
dDk
(2pi)D
[
−fkν − fkν′
kν − kν′
] 〈kν| ~m pˆα|kν′〉〈kν′| ~m pˆβ |kν〉
kν − kν′ + ~ω + iη .
(C25)
Here, we separated the terms of the sum with ν = ν′ and used the limit limq→0
fkν−fk+qν
kν−k+qν = f
′
kν . The matrix elements
appearing in Eq. (C25) can be conveniently expressed as
〈kν| ~
m
pˆα|kν′〉 = 〈ukν | ~
m
[pˆα + ~kα]|ukν′〉 = 〈ukν |∂kαHˆ(k)|ukν′〉 , (C26)
where |ukν〉 are the periodic parts of the Bloch wavefunctions and Hˆ(k) ≡ e−ik·rHˆ0eik·r. This yields Eqs. (18)-(21)
in the main text.
Appendix D: Proof of Eq. (26)
In a generic, not-translationally-invariant, electronic system the dielectric function relates the externally applied
electric potential with the total electric potential (i.e. the sum of the external potential and the Hartree potential)
− eφext(q, ω) = −e
∑
q′
(q, q′, ω)φtot(q′, ω) . (D1)
The dielectric function (q, q′, ω) can be related27,43 to the proper density-density response function χ˜(q, q′, ω),
(q, q′, ω) = δqq′ − e2Lq,ωχ˜(q, q′, ω) , (D2)
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where we have assumed that the interaction potential does not couple different wave vectors (i.e. the dielectric
environment, which alters the e-e interaction in vacuum, has translational invariance). The proper density-density
response function relates the charge density ρ(q, ω) to the external potential via,
ρ(q, ω) = e2
∑
q′
χ˜(q, q′, ω)φext(q′, ω) . (D3)
Using the continuity equation, iq · Jel(q, ω) − iωρ(q, ω) = 0 and Eext = −iqφext(q, ω) in Eq. (C2) we obtain the
following relationwhip between χ˜(q, q′, ω) and σαβ(q, q′, ω):
χ˜(q, q′, ω) =
−i
e2ω
qαq
′
βσαβ(q, q
′, ω) . (D4)
In a crystal, all the response functions can connect wave vectors that differ at most by a reciprocal lattice vector.
We can therefore define
GG′(q, ω) ≡ (q +G, q +G′, ω) = δq+Gq+G′ − e2Lq+G,ωχ˜(q +G, q +G′, ω) =
= δGG′ + Lq+G,ω
i(q +G)α(q +G
′)βσαβ(q +G, q +G′, ω)
ω
,
(D5)
where q lies in the first Brillouin zone and G, G′ are reciprocal lattice vectors. Using Eq. (C18) in the previous
equation we immediately get Eq. (26) in the main text.
Appendix E: Loss function of TBG encapsulated in hexagonal Boron Nitride
In a 2D system sandwiched between two half-spaces filled with a dielectric with a frequency-dependent permittivity
ε¯(ω), the interaction potential appearing in Eq. (28) reads as following
Lq,ω =
2pi
qε¯(ω)
. (E1)
Since high-quality samples of TBG are always encapsulated in hexagonal Boron Nitride (hBN), which is an hyperbolic
uniaxial dielectric44, we here take
ε¯(ω) =
√
εz(ω)εx(ω) , (E2)
where εz(ω) and εx(ω) are the out-of-plane and in-plane dielectric permittivities of hBN. These have the following
frequency dependence44 (i = x, z)
i(ω) = i(∞) + si~
2ω2i
~2ω2i − i~2γiω − ~2ω2
, (E3)
with parameters given in Table I. Note that with the parametrization (E3) of the frequency dependence of the
permittivities i(ω), we have ε¯(0) = 4.9, in agreement with the value used in the main text.
In writing Eq. (E2) we have neglected finite-thickness effects and assumed that TBG is encapsulated between two
semi-infinite hBN crystal slabs. Finite-thickness effects can be accounted for by introducing suitable q-dependent
form factors21,45 in Eq. (E1).
The loss function of TBG encapsulated in hBN evaluated for different values of ξ, u0 and θ is shown in Figs. 14, 15,
and 16, respectively. As before, the upper panels display L(q, ω) at energy scales which are suited to inspect collective
excitations originating from inter-band processes. Inter-band plasmon branches are clearly visible at energies ~ω >
50 meV in any of the three figures, and are analogous to the ones experimentally measured in Ref. 21. Qualitatively,
the inter-band plasmons of hBN-encapsulated TBG have similar features with respect to those calculated by neglecting
the frequency dependence of ε¯(ω), as in the main text. For the most part, the filling factor ξ leaves their position in
the ω-q plane unaltered. Conversely, both the inter-layer hopping amplitude and the twist angle have a higher impact
on the inter-band plasmons. The inter-layer hopping amplitude, in particular, shifts the characteristic frequency of
the inter-band plasmon from ~ω ≈ 140 meV at u0 = 0 down to ~ω ≈ 80 meV at u0 = 97.5 meV.
In Figs. 14, 15 and 16 we have clearly highlighted the hBN reststrahlen bands in the energy intervals 94 meV ≤ ~ω ≤
102 meV (lower reststrahlen band) and 170 meV ≤ ~ω ≤ 200 meV (upper reststrahlen band). These bounds can be
easily found by looking at the (four) frequencies at which the product εx(ω)εz(ω) changes sign. Inside the reststrahlen
bands εx(ω)εz(ω) < 0. Since we have considered semi-infinite hBN crystal slabs, no Fabry-Pe´rot hyperbolic phonon
polariton modes46 appear in the energy loss function inside the reststrahlen bands.
25
i = x i = z
si 2.001 0.5262
i(∞) 4.9 2.95
~ωi (meV) 168.6 94.2
~γi (meV) 0.87 0.25
TABLE I. The parameters entering the bulk hBN dielectric functions in Eq. (E2). These values have been extracted from
Ref. 44.
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FIG. 14. (Color online) 2D plots of the energy loss function L(q, ω) of TBG encapsulated in hBN, for different values of the
filling factor ξ at θ = 1.05°, u0 = 79.7 meV, u1 = 97.5 meV, and T = 5 K: (a) hole doping, ξ = −3/4; (b) CNP, ξ = 0; (c)
electron doping, ξ = +3/4. In all the panels, the lower sub-panel is just a zoom over a smaller region of the energy-momentum
plane. All 2D plots displayed in this figure have been obtained by using the self-consistent Hartree approximation. The white
solid (dashed) lines are the analytical intra-band plasmon dispersions calculated through Eq. (36), making use of eigenvalues
and eigenvectors of the self-consistent Hartree (bare) Hamiltonian in Eq. (7) (Eq. (1)), respectively. The blue dashed lines
denote the bounds of the hBN reststrahlen bands. The upper edge of the upper reststrahlen band is outside of the range of
values of ~ω shown in this figure.
Appendix F: Computational details
The band structure calculations have been carried out by employing a plane-wave expansion of the Hamiltonian
(7). At each wave vector k, we have used a basis of 271 plane waves lying in the first 10 hexagonal shells spanned
by the moire´ reciprocal lattice vectors. The total number of states in the basis was thus 271 × 4 = 1084, where the
factor of 4 comes from sublattice and layer indexes. We have computed the full spectrum but retained only half of it,
i.e. ≈ 500 energy bands around the CNP.
The self-consistent solutions of Eqs. (9)-(10) have been obtained with an absolute tolerance of 10−8 and a relative
tolerance of 10−5. The self-consistency equations (9)-(10) have been solved explicitly with a Broyden iteration47 (as
in our calculations, a simple Anderson mixing iterative procedure did not converge to any solution).
For the optical conductivity and loss function, the integrals were performed over a mesh of 60× 60 = 3600 equally
spaced points in the MBZ. The value of η was taken to be η = 5 meV.
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FIG. 15. (Color online) 2D plots of the loss function L(q, ω) of TBG encapsulated in hBN, for different values of the intra-
sublattice hopping energy u0 at θ = 1.05°, u1 = 97.5 meV, ξ = 0, and T = 5 K: (a) u0 = 0 as in Ref. 19; (b) u0 = 48.2 meV;
(c) u0 = u1 = 97.5 meV as in Ref. 7. In all the panels, the lower sub-panel is just a zoom over a smaller region of the energy-
momentum plane. Data displayed in this figure have been obtained by employing the self-consistent Hartree approximation at
the CNP (ξ = 0). The blue dashed lines denote the bounds of the hBN reststrahlen bands.
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