Consider the Hales-Jewett theorem. The k-dimensional version of it tells us that the combinatorial space U M,Λ = {η | η : M → Λ} has, under suitable assumptions, monochromatic k-dimensional subspaces, where by a k-dimensional subspace we mean there exist a partition N 0 , N 1 , · · · , N k of M such that N 1 , · · · , N k = ∅ (but we allow N 0 to be empty) and some ρ 0 :
introduction
In [4] , Graham, Rothschild and Spencer compile a list of six major theorems in Ramsey theory, one of them being the Hales-Jewett theorem. 1 The original proof of the Hales-Jewett theorem [5] , proceeded by double induction and hence did not give any primitive recursive bounds. In [8] , Shelah presented a completely new proof of the Hales-Jewett theorem using simple induction, and using it, he showed that the Hales-Jewett numbers belong to the class E 5 of the Grzegorczyk hierarchy.
The first author's research has been supported by a grant from IPM (No. 98030417). He thanks Shahram Mohsenipour for many helpful discussions. The second author's research has been partially supported by the European Research Council grant 338821. This is publication 1182 of second author. 1 See Section 2 for undefined notions. 1 Consider the k-dimensional Hales-Jewett theorem. Roughly speaking, it says that given a positive integer k, a finite set Λ of alphabets and a finite set C of colors, we can find m such that if we color U m,Λ = {η | η : m → Λ} into C colors, then there are pairwise disjoint non-empty subsets N 1 , · · · , N k of m and ρ 0 : N 0 → Λ, where N 0 = m \ 0<l<k+1 N l , such that the coloring is constant on {η | η ↾ N 0 = ρ 0 and ∀0 < l < k + 1, η ↾ N l is constant }.
In this paper we prove some related partition theorems and obtain upper bounds for them. Suppose k, Λ and C are as above and E is one of the equivalence relations E N or ≡ α , for α ∈ Λ, given in Section 3. Then we show that there exists an integer m such that if we color U m,Λ into C colors, then there are N ⊆ m of size k, a one-to-one function f : N → M and a function ρ : m \ range(f ) → Λ such that for all
we may take f to be the identity function and ρ to be the constant function α. When E is ≡ α , we are able to show that the least such m belongs to class E 4 of the Grzegorczyk hierarchy, while when E is E N , then we show that the least such m belongs to the class E 5 .
We then compare our results with those of the Hales-Jewett numbers and show that they are close to each other. As an application we obtain an alternative proof that the Hales-Jewett numbers belong to the class E 5 of the Grzegorczyk hierarchy.
The paper is organized as follows. In Section 2, we present some definitions and known results that will be used for the rest of the paper. Then is Section 3 we prove our new partition theorems. Finally in Section 4, we connect our results to the Hales-Jewett numbers and using them obtain an alternative proof for the Hales-Jewett theorem.
Some preliminaries
This section is devoted to some preliminary results that will be used for the rest of the paper. Let us start by fixing some notation that will be used through the paper. (1) i, j, k, l, m, n denote natural numbers. (2) Λ denotes a finite non-empty set of alphabets, whose elements are usually denoted by α, β, · · · . (3) C denotes a finite non-empty set; the set of colors.
(4) Given a natural number n, we identify it by n = {l | l < n}. (5) M, N, · · · denote finite non-empty linear orders. 
2.1. The Grzegorczyk hierarchy. For each n ∈ N, define the function E n by E 0 (x, y) = x + y,
). Observe that each E n is primitive recursive . Let E 0 be the class of functions, whose initial functions are the zero function, the successor function, and the projection functions and is closed under composition and limited recursion (that is, if g, h, j ∈ E 0 and f is defined by primitive recursion from g and h, has the same arity as j and is pointwise bounded by j, then f belongs to E 0 as well). The class E n is defined similarly except that the function E n is added to the list of initial functions. E n is called the n-th Grzegorczyk class. We refer to [1, Apendix A] and [7] for more details on the Grzegorczyk hierarchy.
2.2.
Van der Waerden numbers. Given natural numbers m, r, the Van der Waerden number W (r, m) is defined to be the least n such that for any coloring d : n → r, there exists a d-monochromatic arithmetic progression of length m. By a celebrated theorem of Van der Waerden, such an n always exists. Van der Waerden's original proof was based on double induction on r and m and hence it did not give any primitive recursive bounds on W (r, m). In [8] , Shelah showed that W (r, m) is primitive recursive and indeed, W (r, m) ∈ E 5 . The result of Shelah was later improved by Gowers [3] , who proved the following.
In this paper, we will work with the following generalization of Van der Waerden numbers. Definition 2.3. Let W C (h, m) be the minimal n such that if d : U h,n → C is a C-coloring of U h,n , then we can find d > 0 and a sequence m e | e < h of natural numbers such that for each e < h, m e +d·m < n and d is constant on
2.3. The Hales-Jewett numbers. The Hales-Jewett theorem is considered as one of the fundamental results in Ramsey theory. In the words of [4] , "the Hales-Jewett theorem strips van der Waerden's theorem of its unessential elements and reveals the heart of Ramsey theory. It provides a focal point from which many results can be derived and acts as a cornerstone for much of the more advanced work".
In order to state the theorem, we need some definitions. Recall that U M,Λ = {η | η : M → Λ}. The notions of line and m-dimensional subspace play an important role in the Hales-Jewett theorem. By Hales-Jewett [5] , HJ C (m, Λ) is finite. It is worth to note that in the statement of the Hales-Jewett theorem, the convexity requirement is not needed, but the proofs of it usually give convex subspaces (cf. the proof of Theorem 4.1).
The original proof by Hales and Jewett was not primitive recursive. In [8] , Shelah showed that the functions HJ C (m, Λ) is primitive recursive, and indeed HJ C (m, Λ) ∈ E 5 .
We will need the following lemma, which shows that the numbers HJ C (m, Λ) can be bounded by HJ C (1, Λ).
2.4. Ramsey numbers. Ramsey's theorem [6] says that if m, l > 0 and C is a finite set of colorings, then there exists a natural number n such that if d :
In this paper, we consider the following version of Ramsey numbers as well.
Definition 2.10. For m, l > 0, and a finite set C of colorings, let RAM(m, < l, C) be the least n such that for any C-coloring f :
Let also RAM(< l, C) = RAM(l, < l, C). Proof. We give a proof for completeness. Let n = R(2l, l, l C), and let f : [n] <l+1 → C. Define a coloring d : [n] l → l C by
where u ↾ k consists of the first k elements of u. Let A ∈ [n] 2l be such that d ↾ [A] l is constant. Let B consists of the first l + 1 elements of A. Then one can easily check that, for each 0 < k < l + 1, f ↾ [B] k is constant. The result follows.
Some new partition theorems
In this section we introduce some new partition relations and find primitive recursive bounds for them. These partition relations are then used in the next section to obtain an alternative proof of the Hales-Jewett theorem. We refer to [9, Section 8], [10, Section 8] and [11] for some related results.
Let M be a finite linear order and let π ∈ Sym(M), where Sym(M) is the set of permutations of M. Then π inducesπ ∈ Sym(U M,Λ ), defined byπ(ρ) = ρ • π. Furthermore, if H is a subgroup of Sym(M), then H induces an equivalence relation E H,M on U M,Λ defined by
When H = Sym(M), we simply write E M for E H,M . ( Given α ∈ Λ, u ⊆ M andβ ∈ |u| Λ, we define η α,β,u ∈ U M,Λ , by
if a is the l-th element of u. The next lemma shows that every η ∈ U M,Λ is of the above form. Proof. Let u = {a ∈ M | η(a) = α}. Let also {a 0 , · · · , a |u|−1 } be an increasing enumeration of u, and defineβ : |u| → Λ byβ(l) = η(a l ). Then u andβ are as required.
When writing some η ∈ U M,Λ as η = η α,β,u , we always assume that it also satisfiesβ(l) = α, for l < |u|, in particular, u = {a ∈ M | η(a) = α}. (1) Let η 1 = η α,β 1 ,u 1 and η 2 = η α,β 2 ,u 2 . We say η 1 and η 2 are αisomorphic, denoted η 1 ≡ α η 2 , if there exists an order preserving bijection h : u 1 → u 2 such that h(a) = b implies η 1 (a) = η 2 (b).
(2) Suppose N ⊆ M and α ∈ Λ. Then Par C,α (M, Λ, N) is the statement: if d : U M,Λ → C is a C-coloring of U M,Λ , then for η 1 , η 2 ∈ U N,Λ ,
where ̺ : M \ N → Λ is the constant function α. 
We can identify f (u) by a function f (u) : U |u|,Λ → C, which is defined, for eachβ ∈ |u| Λ, by
It follows that range(f ) ⊆ k<m U U k,Λ ,C , and hence
Let N ∈ [n] m be such that, for each 0 < l < m, f ↾ [N] l is constant. Let also ̺ : n \ N → Λ be the constant function α. We show that if η 1 , η 2 : N → Λ and η 1 ≡ α η 2 , then d(η 1 ∪ ̺) = d(η 2 ∪ ̺).
Let u 1 , u 2 ⊆ N,β 1 : |u 1 | → Λ andβ 2 : |u 2 | → Λ be such that Proof. Let {a 1 0 , · · · , a 1 |u 1 |−1 } and {a 2 0 , · · · , a 2 |u 2 |−1 } be the increasing enumerations of u 1 and u 2 respectively. For l < |u 1 |, we havē β 1 (l) = η 1 (a 1 l ) = η 2 (h(a 1 l )) = η 2 (a 2 l ) =β 2 (l), as required.
Thus |u 1 | = |u 2 | andβ 1 =β 2 . But then f (u 1 ) = f (u 2 ), in particular, (β 1 , d(η α,β 1 ,u 1 )) ∈ f (u 2 ), which means
The theorem follows.
The next theorem show that f 13 Λ (m, C) is primitive recursive as well. Theorem 3.6. If |Λ| = k, then f 13 Λ (m, C) ≤ m k , where m k is defined by recursion as m 0 = m and for l < k m l+1 = RAM(< m l , |C| (|Λ| m l ) ).
In particular f 13
By downward induction on l ≤ k we choose a pair (N l , ρ l ) such that:
. For l = k, let N k = M and let ρ k be the empty function. It is evident that clauses (a) k and (b) k hold and clause (c) k is vacuous as [h, h) = ∅. Now suppose that the pair (N l+1 , ρ l+1 ) has been chosen. Let c l :
By Lemma 3.4, m l+1 = RAM(< m l , |C| (|Λ| m l ) ) ≥ f 13 Λ,α l (m l , C), and hence we can find a set N ∈ [N l+1 ] m l such that for η 1 , η 2 ∈ U N,Λ ,
Set N l = N and define ρ l : M \ N l → Λ by
Let us show that the pair (N l , ρ l ) satisfies clauses (a) l , (b) l and (c) l .
The first two clauses are clear from the construction, so let i ∈ [l, h) and suppose η 1 , η 2 : N l → Λ are α i -isomorphism. For j = 1, 2, set
We now show that Par C (M, Λ, N 0 ) holds as witnessed by the identity function id : N 0 → M and ρ 0 : M \ N 0 → Λ. Thus suppose that η 1 , η 2 ∈ U N 0 ,Λ and η 2 E N 0 η 1 . We have to show that c(η 1 ∪ρ 0 ) = c(η 2 ∪ρ 0 ). Let π ∈ Sym(N 0 ) be such that η 1 = η 2 • π.
Claim 3.7. There exists a unique ν ∈ U N 0 ,Λ such that
(1) For every α ∈ Λ,
Proof. We define ν 0 , · · · , ν k as follows:
If ν l is defined and l < k − 1, then ν l+1 will satisfy (c)(α) and (c)(β) and ρ l is the unique < N 0 -increasing function from
It is easy to carry the induction. Finally ν = ν k is as required, which is easily seen to be unique as well.
Note that for each l < k, and by the choice of the pair (N l , ρ l ),
and hence
By symmetry c(η 2 ∪ ρ 0 ) = c(ν ∪ ρ 0 ) and hence
Iterated Ramsey bounds for HJ C (m, Λ)
In this section we relate the results of the previous section to the Hales-Jewett theorem. The main technical result of this section is the following theorem which gives an upper bound for the Hales-Jewett numbers using the function f 13 Λ . Theorem 4.1. HJ C (n, Λ) ≤ f 13 Λ (|Λ| · W C (n, |Λ|), C).
Proof. Let n 1 = W C (n, |Λ|), n 2 = |Λ| · n 1 and n 3 = f 13 Λ (n 2 , C). We have to show that HJ C (n, Λ) ≤ n 3 . We may assume that |Λ| > 1.
So assume c : U n 3 ,Λ → C is a C-coloring of U n 3 ,Λ . By the choice of n 3 , we can find N ∈ [n 3 ] n 2 and ρ * : n 3 \ N → Λ such that for any
Let {α 0 , · · · , α h }, where h > 0, enumerate Λ with no repetitions. Let c 1 : U h+1,n 1 → C be defined by c 1 (η) = x iff Proof. Let A e | e < h + 1 be a partition of N such that for each e < h, |A e | = η(e). This is possible since, e<h η(e) ≤ h · (n 1 − 1) < n 2 = |N|. Define ρ : N → h by
Then ρ is as required. The above two claims show that c 1 is well-defined. By the choice of n 1 , we can find some d > 0 and a sequence m e | e < h of natural numbers, such that for each e < h, m e + d · n < n 1 , and c 1 is constant on H = { m e + d · i e | e < h | i 0 < n, · · · , i h−1 < n}. Let x ∈ C be this constant value. Let {N e,0 | e < h} ∪ {N i,1 | i < n} be a collection of pairwise disjoint subsets of N such that each N e,0 has size m e , each N i,1 has size d and such that for all i < j < n, N i,1 < N j,1 . Define F : U n,Λ → U n 3 ,Λ by One can easily show, using the definition of F , that there exists a sequence i e | e < h of natural numbers such that η ↾ h = m e + d · i e | e < h . It then follows that c 1 (η) = x, and hence c(F (v)) = x, as required.
We are now ready to relate the results of the paper to the Hales-Jewett numbers.
Theorem 4.5. HJ C (m, Λ) ≤ m k , where k = |Λ| and the sequence m l : l ≤ k is defined by recursion as m 0 = |Λ| · W C (m, |Λ|), and for l < k, m l+1 = RAM(< m l , |C| (|Λ| m l ) ).
Proof. By Theorems 3.6 and 4.1.
Thus we have a new proof of the following result of Shelah [8] .
Theorem 4.6. HJ C (m, Λ) ∈ E 5 .
Proof. First let m = 1. Then by Lemmas 2.2, 2.11, and Theorem 4.5 we have HJ C (1, Λ) ∈ E 5 . It then follows from Lemma 2.8 that HJ C (m, Λ) ∈ E 5 holds for all m ≥ 1.
