We directly extend Kurchans' work on the fluctuation theorem to general finite state space Markov jump processes and general Langevin dynamics. All systems are treated in a unified manner and we show that this directly reproduces (and corrects) the results of Lebowitz and Spohn in the Langevin case. For the jump process the quantity, for which the fluctuation theorem holds, is different from the ones previously studied by Lebowitz and Spohn. It is also pointed out that the fluctuation theorem, for the quantities considered here, can not be viewed as the result of a simple relation ship between the measure of a path and the measure of the corresponding time inverted path. Such relationship only holds on average and we must interpret the fluctuation theorem as the result of time reversal of the whole ensemble of paths. For the case of Langevin dynamics we give the Stratonovich differentials of the considered quantity, enabling us to interpret it as work over temperature.
Introduction
Since the numerical work of Evans et al. [1] inspired Gallavotti and Cohen to derive their fluctuation theorem (FT) [2] for thermostated Hamiltonian systems, there have been several extensions to different types of systems [3, 4, 5] . The fluctuation theorem relates the probability of producing a certain average amount of some quantity in a large time span, to the probability of absorbing the same average amount in the same time span. The quantity for which this is valid has in previous works been related to the entropy production in specific systems [2, 3, 4, 5] . More precisely, if we denote the time average of this quantity byσ and let the system evolve for a time T , the FT states:
We will follow Lebowitz and Spohn [4] (LS) and derive a symmetry, denoted the Gallavotti-Cohen (GC) symmetry, in the logarithmic moment generating functional ofσ. Through convexity this directly gives the FT. The quantity considered in this paper is a direct extension of what Kurchan considered for Langevin dynamics with inertia [3] (K) and we will show that it also covers purely diffusive Langevin systems as well as general Markov jump processes. For the jump process the GC symmetry is shown to be valid through the use of Perron Frobenius theorem, and the quantity studied here is different from what have previously been studied in LS. Since the extension to Langevin dynamics is straight forward, we bypass any need for an a priori opinion on what is to be considered as being the entropy production. Through this we arrive at the same result for systems with inertia as was derived in LS, while there is a discrepancy in the result for a purely diffusive system (to be discussed below). In LS and [5] (M) the FT is viewed as deriving from a relation between the probability measure of a path and the probability measure of the time inverted path. For the quantity considered here this is not possible, and the corresponding relation only exists when averaged over all possible paths. We will show how the quantity, for which the FT is valid, naturally arises through considering time inversion on the whole ensemble of paths. This then directly gives the GC symmetry and thus the FT. Following previous authors we first consider a general finite state Markov process where the validity of the GC symmetry can be proven by Perron-Frobenius theorem. Through an operator correspondence this result is directly transferable to Langevin dynamics, given that this is well defined (the conditions are not given). We further give the Stratonovich differentials for which the GC symmetry is valid, which enables us to provide a physical interpretation.
The finite state Markov jump process
First consider the finite state Markov jump process with a fully connected phase space. Interesting in its own right, it will also yield a direct way of extending the results to the case of Langevin dynamics.
Let the possible states of the system be labeled by the index n. The jump rates, ω(n, n ′ , t), are defined through the requirement that if the system is in state n ′ at time t, the probability that the system is in state n at time t + δt equals ω(n, n ′ , t)δt + Ø(δt 2 ). Letting µ(n, t) denote the probability of the system being in state n at time t, the master equation
Since we are considering stochastic systems it is of interest to measure averages over possible realizations of the stochastic dynamics. The simplest such average is of a quantity that is only dependent on the present state of the system, and not its history. If we take a(n, t) to be such a quantity, the average of this, at time t, is simply given by
In what follows we will be more interested in measuring how some quantity is "produced" during a realization of the stochastic dynamics. We thus consider averages over the possible paths taken by the system in time, rather than simply averages over the states. To this end we introduce n(t) = n(t ∈ [0, T ]) as the time evolution, between times 0 and T , of a specific realization of the stochastic dynamics. The function n(t) will take on constant values for all but a discrete set of times, at which the system jumps from one state to another. Assume that some quantity q is produced at a rate ∂q(n, t) when the system is in the state n, and that the amount ∆q(n, n ′ , t) is produced when the system jumps from state n ′ to n. If we let ∆q(n, n, t) = 0, the total production rate of the quantity q can be written asq (t) = lim ∆tց0 1 ∆t ∆q(n(t + ∆t), n(t), t) + ∂q(n(t), t).
This applies in the sense that upon integration over time we have
where we have defined K∆t = t − t ′ and t k = t ′ + k∆t. One convenient way of expressing the averages of the production rates considered above is to express them in a vector-operator notation. The operators are taken to act on a vector space spanned by the orthogonal and normalized basis vectors |n , representing the different physical states n. In this vector space we represent a probability measure, µ(n, t), by a vector |µ(t) = n µ(n, t)|n . Introducing the evolution operatorΩ(t), through its representation in the |n -basis, n ′ |Ω(t)|n = w(n ′ , n, t) for n = n ′ , and n|Ω(t)|n = −
we can write the master equation (1) as
This has the formal solution
where the time ordering, T, acts on the time index inside the integrals in the power-series expansion of the exponential. To be able to apply the operator language to the production rates (2) we introduce, for every production rateq(t), a corresponding operatoṙ
We can now write the gain in q through the transition n(t) → n(t + ∆t), weighted with the probability of the transition taking place in the time interval [t, t + ∆t], as Prob[n(t + ∆t)|n(t)] t+∆t t dsq(s) = n(t + ∆t)|q(t)|n(t) + Ø(∆t).
Using this and (3) we can write, for any function f (·) with a power series expansion,
Here we have introduced the left eigenvector S| = n n| ofΩ, which corresponds to the steady state right eigenvector.
As a special case it is interesting to consider the simplest version of a production rate; the production of a quantity that is a function of only the state of the system at time t. Again we take a(n, t) to be such a quantity and incorporate it in the above formalism by definingâ(t) through ∆a(n, n ′ , t) = a(n, t) − a(n ′ , t) (the amount gained through a transition) and ∂a(n, t) = ∂ ∂t a(n, t) (the rate of gain while inactive). In the operator language this can be written in the familiar forṁ
Thus (4) can be seen as a generalization of the standard expression (6) to quantities that are dependent on the full history of a realization and not just dependent on the present state.
Time inversion and the fluctuation theorem
In this section we will consider time inversion on the ensemble of realizations of the stochastic dynamics. Contrary to what was done in LS and M, where the time inversion was done on individual paths, we will invert the whole ensemble of paths in one go. This will give rise to a symmetry that can not be derived from a simple relationship between the forward and backward time path measures as was the case in LS and M. From here on we will assume the time evolution operator and all production rates to be time independent. Since it elucidates the significance of the manipulations below we will keep the time index on our operators for now. We will further introduce the invertible mapping θ between physical states of the systems (i.e. θ : {n} → {n}) and a reference measure e −H(n) . We assume H(n) to be finite, and invariant under θ. The significance of θ will become clear when we consider dynamically irreversible systems below, and specific choices of H(n) will make physical sense.
The effect of reflecting the time axis in (5) is simply to reverse the time ordering, but since everything is time independent this has no effect on the actual value of (5). Thus letting T ′ represent time ordering with respect to −t we can write
where we have assumed all matrix elements to be real. By introducing a few operators;
we can write (7) as
Here · ′ indicates that we are using the left measure S|R and the right measureR −1 |µ(0) . This is the expression corresponding to the time inversion of individual paths in LS and M. Of special interest is the new production rateσ H . It naturally arises through the time inversion and we note that it has the nice propertŷ
From the above we therefore directly get
which is essentially the GC symmetry. To write it in a more familiar form we consider the logarithmic moment generating functional
We first note that by the Hölder inequality, e H (λ) is a concave function of λ. Using our operator language we can write (9) as
Since we have assumed that the phase space is fully connected we know that n|L λ |n ′ > 0 for all n, n ′ . Perron-Frobenius theorem now tells us that there is a unique positive eigenvector with a real maximal eigenvalue ν max (λ). Since the eigenvector is positive there is alway a non-zero overlap with both S| and |µ(0) . This gives
We could also have chosen to use (9) to write (10) as
where we in the last step have used that since θ is a mapping between physical states and since H(n) is finite, the overlap between the maximal eigenvector ofL 1−λ and the vectors S|R andR −1 |µ(0) must be non-zero. This gives the GC symmetry
valid for time independent dynamics. From the definition ofσ H ;
we see that the production rateσ H is defined through σ H production through the transition n ′ → n:
σ H production while inactive in state n: ∂σ H (n, t) ≡ 0.
In the case of the system being non-dynamically reversible, i.e. ω(n, n ′ ) = 0 not guaranteeing ω(n ′ , n) = 0, we would like to choose θ such that w(n, n ′ ) = 0 guarantees that w(θn ′ , θn) = 0. One example where we have a natural definition of θ implying this, is for a system containing kinetic degrees of freedom. E.g. consider the case where x is a degree of freedom and v is a degree of freedom corresponding to the rate of change of x. Then the fact that the transition (x, v) → (x + ∆x, v) takes place, normally indicates that the transition (x + ∆x, v) → (x, v) never occurs. On the other hand the transition (x + ∆x, −v) → (x, −v) would normally take place with a finite rate. Thus (13) is well defined if we choose θ to be the mapping θ : (x, v) → (x, −v). This choice of θ is what we will call time reversal of the kinetic degrees of freedom and it will be essential when considering Langevin dynamics with inertia.
As discussed in previous papers (see for example LS) the symmetry (11) and the concavity of e H (λ) implies (through a Legendre transform) what has been called the fluctuation theorem for the average production ratē
It further implies σ H ≥ Ø(1/T ), which shows that the average production of σ H is positive in the long time limit. In the linear regime around equilibrium the GC symmetry also gives the fluctuation dissipation theorem and the Onsager reciprocity relations. Since all this is explained in LS, and depends only on the symmetry and concavity of the logarithmic moment generating functional, we do not repeat the corresponding derivations for σ H . The freedom in choosing H(n, t) can be used to cancel any part of the dynamics that is coming from conservative driving. E.g. consider the case when θ = 1 and the jump rates are of the form
We assume that D parameterizes the driving in such a way that we have ω neq (n, n ′ , 0) = 1, resulting in a conservative system for D = 0. By choosing H(n) = H eq (n) we can viewσ H as a measure of the driving away from equilibrium. The choice of H eq (n) is obviously arbitrary and can only be fixed by our definition of "no driving". Similar considerations will be made for Langevin dynamics.
Langevin dynamics
The derivation of the GC symmetry (11) for Markov jump processes was done in the operator formalism introduced in Section 2. Since the same formalism can be used when considering Langevin dynamics, we automatically have the GC symmetry valid (given that there exists a unique stationary measure) for the stochastic differential corresponding to (12). We therefore do not need to re-derive the GC symmetry for Langevin dynamics, but are instead left with interpreting (12) as a stochastic differential. In doing this we will be able to view σ H as being produced along a realisation of the stochastic dynamics. We would further like to think of the delta-correlated noise in our Langevin equations as originating from taking the limit of zero correlation time in a system with a finite noise correlation time. Thus we will use Stratonovich differentials [6, 7] when trying to make physical interpretations. On the other hand it is easier to work with Itô differentials, and therefore we will translate back and forth between the two [7, 8] .
In light of the discussion following (13) and since we here include the possibility of kinetic degrees of freedom, we will choose θ to represent time reversal of these. The noise is assumed to be invariant under time reversal, and not to correlate between the kinetic and non-kinetic degrees of freedom.
Consider a set of real fields {φ α (t)} α , evolving according to
Here we have used • to indicate that we are working with the Stratonovich convention. The noise terms dw α , are uncorrelated standard Wiener processes and repeated indices are summed over. Through defining the positive semi-definite and symmetric matrix
we can write the Fokker-Planck equation corresponding to (14) as
In the above we have used the short hand notation ∂ α = ∂/∂φ α and defined, what we will interpret as the total "force" acting in the field,
As in the case of a finite state space, the time evolution of the probability measure can be written in a vector-operator language. We do this by representing the measures with
and define the operator fieldsφ α and their canonical conjugatesp α througĥ
It follows that the above operators satisfy the canonical commutator relation [p α ,φ β ] = ıδ αβ . The master equation can thus be written as
. This is in the same form as our previous master equation for the jump process, and the operator which satisfies GC symmetry is then, according to (12),σ
For the jump process it was easy to interpret an operators as corresponding to a production rate (see (4)). In the present case this proves slightly more difficult but can be achieved through moving over to a dynamical pathintegral formalism. By definition we can express the conditional probabilities as a simple matrix element;
To be able to interpret (16) as arising from a stochastic differential we would like to write the matrix element (c.f. (5) with f (x) = exp(−λx) anḋ
as the product
where dσ H (φ) is our sought after stochastic differential. Inserting the identity operator, as represented in the eigen-basis ofp α , just to the right of φ + dφ|, and working to first order in dt we have (17) equal to
Here we have used: X : (φ, p) to denote the function arrived at by commuting allp α to the left of allφ α in X(φ,p), and then making the substitution from operators to c-fields
In the above • indicates that we are using the Itô interpretation of stochastic differentials. Letting ∂ θα = ∂/∂(θφ) and using the canonical commutator relationship several times we arrive at
We have here used that Ξ αβ (φ) is invariant under θ and connects only degrees of freedom of the same type. To give an interpretation of the above as a stochastic differential we need to eliminate the p α dependence. This can be done by noting that exp[−λdt :σ H : (φ, p)] is linear in p α at first order in dt. Thus it is possible to eliminate the p α dependence by completing the square in dS(φ, p) and integrating out p α in (19). This is done with the variable change
We are then left with an expression like (18), which is of the desired form. Thus we can identify
α is forwards differentiation of the noise with respect to time. Below we will carry this through explicitly both for systems with inertia and purely diffusive systems, and translate the above into Stratonovich differentials.
System with inertia
We will here consider a system with inertia and show how the above formalism gives the results of LS, for a particular choice of H(φ). This choice of H(φ) is not unique but the one that enables a straight forward physical interpretation. We consider the field φ α = (ψ α , π α ) evolving according to
Here π (ψ) is considered a kinetic (non-kinetic) degree of freedom, and β(ψ) is the inverse temperature. The reason for including ǫ is that if we set ǫ = 0 from the start, then the correlation matrix becomes singular and the general derivation of dσ H is not valid. On the other hand since we have chosen θ to represent time reversal of the kinetic degrees of freedom, the parts of dσ H singular in the limit ǫ ց 0 cancel and dσ H remains well defined. Applying the general expression (20) to the above system, and integrating out the (p ψ,α , p π,α ) dependence we are left with, in the ǫ ց 0 limit,
Above the short hand notations ∂ ψ,α = ∂/∂ψ α and ∂ π,α = ∂/∂π α have been used. This is the general expression (in terms of Itô differentials) for a general (θ invariant) H(φ). As mentioned above this gives the result of LS for a special choice of H(φ). To see how this comes about we now split the force into a conservative part and a part originating in the external driving
Without the external driving the equilibrium state would be ∝ e −Heq(φ)
Taking H(ψ) = H eq (ψ) we have
where π α dt = dφ α by definition. This is the same result as in LS and K 1 for the same type of system. In LS, this result was achieved through first stating what the entropy production should correspond to and then proving the GC symmetry. The above development generalizes Kurchans argument and shows that the above differential arises naturally when considering the time inversion of the whole ensemble of paths (c.f. (8)). As pointed out in LS this is readily interpreted as work done by the external mechanical force 2 and the temperature gradient, divided by temperature. It was further shown in LS that it can be interpreted as the Gibbs entropy flow to the thermal and mechanical reservoirs.
Purely diffusive system
For a purely diffusive system we have no kinetic degrees of freedom and the matrix Ξ αβ (φ) is taken to be invertible. From our general expression (20) we have :σ :
where we have defined (c.f. (15))
By completing the square and integrating out p α we have the sought after differential
Translating this back into a Stratonovich differential we are left with
Thus the GC symmetry is valid for this quantity and for any finite choice of H(φ). By analogy with the system with inertia we now split the force into a conservative part and a part representing the external mechanical drive,
With no external drive the equilibrium state is ∝ e −Heq(φ) and we consider the case H(φ) = H eq (φ), for which we have
The GC symmetry is thus valid for the above quantity. There is no a priori definition of work in the purely diffusive systems. Since the above differential corresponds directly to what was defined as work over temperature dissipated to the heat and mechanical reservoirs for systems with inertia,
we are now tempted to take the above as being the corresponding definition for purely diffusive systems. The quantity for which the GC symmetry was stated to be valid for in LS was
We believe this to be incorrect and that the correct differential is (21). The treatment in LS is based on a symmetry in a generator 3 L λ which is claimed to satisfy
In LS this generator is not linear in λ which contradicts the fact that
is linear in λ (σ L&S represents the forward differentiation with respect to time). Thus the L λ given in LS can not be the correct one. It was further argued that their version of the GC symmetry could be seen as deriving from a simple relation ship between the path measure of a realisation, generated by L 0 , compared to the path measure for the same realisation, generated by L λ . This was done through the use of the Cameron-Martin-Girsanov formula, but since L λ does not in general generate a proper probability conserving stochastic process 4 the formula does not apply. We further note that since the GC symmetry impliesσ Heq ≥ Ø(1/T ), we have a lower positive bound on what in LS was interpreted as work over temperature, 
Conclusion
We have extended the work of Kurchan by showing that the version of the fluctuation theorem that he considered for Langevin dynamics with inertia can be extended to general Markov jump processes and to purely diffusive Langevin dynamics. All three types of systems can thus be treated in a unified manner. Through this we were able to recreate (and correct) the results of LS. We have further extended this work by introducing a reference measure e −H and showing that any finite choice of H, such that H is invariant under θ, gives rise to a quantity σ H for which the GC symmetry holds. The results of LS then corresponds to choosing H as the equilibrium energy function. We have also seen that the total production of σ H along a path was not directly related to the measure of the forward time path over the measure of backward time path. This was true for the quantity considered for jump processes in LS but since the quantity considered for Langevin dynamics corresponds to our σ Heq , this notion does not transfer to this case. Instead such relationship only exists on average (see equation (8)).
In this work we have only tried to give physical interpretations for the case when H is the equilibrium energy function. This is not the only possible choice, but it is not clear to the authors to what extent there exists any other physically relevant choices of θ and H.
