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Abstract 
We address the scheduling problem for algorithms which can be described by a system of 
uniform recurrence equations, when the computation domain is a bounded convex polyhedron. 
We study an affine schedule, first introduced by Darte and Robert, and we show that it is 
asymptotically time-optimal. Moreover we study the difference between its makespan and the 
optimal one, and we show that, in a special case, it is bounded by a logarithmic function of the 
domain size. @ 1998 Published by Elsevier Science B.V. All rights reserved 
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1. Iutroduction 
With the availability of parallel computers, a new class of scheduling problems has 
emerged. Most of the algorithms are given by sequential programs. Thus it is not useful 
to execute them on parallel architectures without exploiting their parallelism. A good 
method to extract the parallelism from an algorithm is to schedule all the tasks, that 
is to say to associate an execution date to each operation of the algorithm, such that 
the result is unchanged. All the tasks that have the same execution date can then be 
executed in parallel. 
Most of the works on this subject have been done on algorithms having some 
regularity. Such algorithms can be described using systems of recurrence quations. 
A fundamental particular case, the systems of uniform recurrence quations, was in- 
troduced by Karp et al. [8]. On the semi-infinite domain N”, they studied the com- 
putability of such systems. When the system is computable, there exists an earliest 
schedule, in which all computations are made as soon as possible. The determination 
of the earliest schedule is unfortunately a NP-hard problem in general [l]. Therefore 
some heuristics have been developed like linear and affine schedules. Several methods 
to construct such schedules have been developed (for instance [3,5]). Karp et al. [S] 
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proposed a piecewise linear schedule that was nearly as good as the earliest schedule 
when the system only consisted of a single equation. In the case of several equations, 
a piecewise atfine schedule, whose difference with the earliest schedule is bounded by 
a logarithmic function, has been proposed [9]. In the case of bounded polyhedric do- 
mains, the best linear schedule is nearly as good as the optimal schedule when there is 
only one equation [2]. When there are several equations, and under some assumptions, 
Gao et al. [7] have shown a similar result for an affine schedule. 
However, afline schedules do not always exist. In that case methods to find mul- 
tidimensional affine schedules have been developed [4,6]. Such schedules correspond 
to a particular class of polynomial schedules. Feautrier’s method [6], that consists of 
applying the affine form of Farkas lemma [lo], is not restricted to uniform recurrences, 
but can also be applied to affine recurrences. 
In this paper, we assume that there exists an affine schedule and we show that 
in this case the heuristic proposed by Darte and Robert [3], provides a schedule 
which is asymptotically time-optimal, under much weaker assumptions than the ones 
of Gao et al. 
The paper is organized as follows: In Section 2 we introduce the terminology and 
definitions. Section 3 is dedicated to the proof and Section 4 gives concluding remarks. 
2. Preliminaries 
We address the problem of scheduling algorithms that can be described by systems 
of uniform recurrence equations: 
Definition 1. A system of uniform recurrence quations (SURE) is a set of m equa- 
tions of the form 
wp)=fiw,(p - h),**., Up - h)) 
where Ui and Q:,,..., qZ are variables defined for all integral points in a polyhedron 
P = (p 1 Ap < b}, (called the computation domain), the 8, are fixed vectors of Z”, and 
fi is a strict function whose computation time is a constant integer. 
Assumption 2. We suppose that P is a n-dimensional bounded convex polyhedron. 
Example 3. System of uniform equations: 
{ 
Ul(P) = fl(U2(P - (1, l))), 
~2(P)=f2w(P), Ul(P - G-1))). 
A multidimensional cyclic scheduling problem is another way to describe such equa- 
tions, mainly focusing on the dependence constraints: with each equation of the system 
(of the form G(p) = fi(. . . , l.$( p - hi,), . . .), 1 <i <m), is associated a generic task I; 
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Fig. 1. Example of an RDG. 
and precedence constraints of the form ($, q, hij ). I; has the same computation time 
as the function fi. For each integral point p in P, the m tasks ti(p) corresponding to 
the m generic tasks q must be executed. The scheduling problem consists of finding 
a starting time Si(p), for every task ti(p), such that the precedence constraints are 
satisfied. 
2.1. RDG and UDG, earliest schedule 
Generic tasks and precedence constraints can be modelized by a valued multigraph. 
Definition 4. We call reduced dependence graph (RJIG), the multigraph G = (V,E) 
defined as follows: 
- V is the set of generic tasks; 
- With each precedence constraint (r, q, 13) corresponds an edge u, directed from T 
to lj, valued by an integral vector H(u)= 8, called the height of u, and by a 
positive integer L(u), called the length of u, corresponding to the processing time 
di of the generic task T. 
The origin T (resp. end q) of u=(q, q) will be denoted by Z(u) (resp. O(u)). 
An example of a RDG, corresponding to the example of SURE, is given Fig. 1. 
Assumption 5. In the following we will assume that the RDG is strongly connected. 
The RDG is an efficient modelization of the dependence constraints, however it does 
not take the computation domain into account. To do this, we have to consider another 
model, the unfolded dependence graph (UDG). 
Definition 6. The unfolded dependence graph of G on the domain P is the graph 
whose vertices are all the tasks ti(p), and whose edges correspond to the prece- 
dence constraints between the tasks. The edges are valued by the computation time 
of the task from which they are directed. This valuation is called the length of the 
edge. 
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Fig. 2. Example of a UDG. 
Fig. 2 shows the UDG corresponding to the RDG of Fig. 1, for the polyhedron P 
defined by the following matrix A and vector b: 
A=(:+) b=(;). 
Definition 7. The earliest schedule is the schedule in which all the tasks are executed 
as soon as possible. 
The starting time of ti(p) in the earliest schedule is the length of the longest path 
directed to ti(p) in the UDG. Thus the computation of the earliest schedule implies to 
expand entirely the precedence graph on P. Though such an expansion is not feasible 
in practice, the earliest schedule is a good reference to evaluate the performance of a 
given schedule. 
We are interested in the asymptotic performance of schedules. So, starting from P, 
we define a polyhedron family 8, that is the set of the polyhedra Ps defined by 
where 6 is a vector multiple of b, sticiently large (whose value will be defined later). 
We denote by Tg(G) the unfolded graph of G when the domain is the set of integral 
points in PD. 
2.2. Aftine schedules 
Definition 8. An afine schedule is a schedule characterized 
and UE Q”. The task ti(p) is executed at the date yp + ui. 
by two vectors YE Q”, 
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A necessary and sufficient condition for two vectors y and v to characterize an a&e 
schedule is that, for all edge u of G with 4 =1(u) and q = O(U), yH(U)+Vj-vi ~Yu). 
Assumption 9. We assume that there exists an affine schedule. 
We consider the aIhne schedule ,!?, characterized by the two vectors i, and 6, proposed 
by Darte and Robert [3], which consists of choosing 9 and 6 equal to the value of y 
and v in an optimal solution of the following linear program: 
’ Ig = min(x + x’)/?& 
A’x = y, 
n(B): ( 
A’x’ = -y, 
V'u~~=I(u), Tj=O(u), 
_YH(U)+Vj - Vi>L(U), 
x,x',v20. 
Let us denote by $ and np, the respective makespans of the earliest schedule and 3, 
for the polyhedron PP. The aim of this paper is to show that: 
So we are only interested in the cases where /I is large. 
Assumption 10. In the following, it will be assumed that jI > 1. 
Let qm and qmti be two integral points of P’ such that yqmax 2 yq and $qmin < jjq for 
every integral point q of Pp. Ap is the difference between the latest date corresponding 
to the end of the execution of a task in 9: 
Y4m + my{& + 4) 
and the earliest date corresponding to the beginning of the execution of a task in ,6?: 
jqmin + my{ Cj}. 
Thus we have: 
A/3 = 9(qmax - qtin) + my{ fit + 4 - fij}. (1) 
But the computation of n,s is not an easy problem. It is indeed necessary to solve 
an integer program to find qm and qmin. Therefore we use 2~. Ig is much easier to 
compute than AB, and the difference between both values is not very large as shown 
by the following lemma. 
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Lemma 11. There exists a number K, independent of /?, such that 
Proof. Once jj and 6 are fixed, the linear program n(p) becomes: 
I 
Lg = min(x + n’)& 
Q(B) : 
A’x = p, 
A’x’ = -9, 
I X,X'>O. 
Let us develop the dual of Q(p): 
dQ(P) : 
If3 = ma Y(P - 41, 
Ap& Aq&. 
Let p’ and q’ be the values of p and q in an optimal solution of de(p). Let umin = 
mini{&}, urnax =mai{&}, and d,, =maxi{di}. Now qmax and qh are the values of 
p and q in an optimal solution of the integer version of dQ(/?). Thus jqmax < jp' and 
j&n 2 jq’. Moreover we have: 
max(6i + di - Cj} <u,, + d,, - urnin. 
i,j 
Therefore, from Eq. (1 ), we have: 
A/I < 9( p’ - q’) + o,, + d,, - vmin 
and 
LetK=u,,+d,,-vi,,. K is then independent of /I. 0 
Let us develop the dual of II( 
/ 
Ig = max 5 L(Uj)Zj, 
j=l 
5 H(uj)Zj = P - 49 
j=l 
dn(p): ( c 
Uj E PRED(i) 
zj=ujEs~cc~i~zj ” ‘i’m9 
Ap <Pi, 
Aq < @, 
,z>o. 
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Let h, 4 and z^ be the values of p, q and z in an optimal solution of &I(l). As P1 is 
bounded, j, $ and 2 are necessarily &rite. From the linear programs n(b) and &7(b), 
one can easily check that the following properties are verified: 
Property 12. 
- $ is independent of /3. 
- @ and /?q” are the respective values of p and 4 in an optimal solution of &I(/?). 
- @$,&,JE) defines an optimal solution of &I(p). 
- /?g=fiili. 
3. Asymptotic optimal@ 
From previous results [4], we know that nb =O(n,*). We now show that ,$ is 
asymptotically optimal for the polyhedron family 9, that is to say 
II* 
lim -& = 1, 
B-+m AB 
a result that was a conjecture by Darte and Van Dongen. 
We suppose, without loss of genera!fty, that the size of ma&, A and vector h is 
minimal, that is, if there exists A’ and b such that P1 = {p 1 A’p 6 b }, then the number 
of lines of A’ is greater than the number of lines of A. 
Definition 13. With every line p of the matrix A is associated a generating hyperplane 
of Ps defined by the following equation: 
A,p = pb, .
A point p is said to be an interior point of Ps if it is a point of PB that is not on 
any generating hyperplane, that is to say if Ap <ph. 
We first show that the result is true when i and 4 (the values of p and q in an 
optimal solution of &I( 1)) are not on the same generating hyperplane of PI, and later 
in the other case. 
3.1. fi and 4 are not on the same generating hyperplane 
In this section we suppose that @ and 4 are not on the same generating hyperplane 
of P,. This implies that I, the middle of [i, 41 is an interior point of P,. 
We have to compare AB with AB. * To do this, we shall determine a lower bound of 
AZ: this makespan being the length of the longest path in G(G), we build a path in 
Q(G) to obtain this bound. We construct a path of G, keeping the guarantee that this 
path will actually correspond to a path of Q(G). 
The construction that we propose uses an optimal solution of dII(B). 
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dZI(B) can be interpreted the following way. If we suppose that we have a circuit 
C of G, then we can determine its characteristic vector z (zj is equal to the number of 
times that C passes through the edge Uj). z will then be a solution of dZI(/3). However 
the constraints of dZI(j?) are not sulhcient. Since z is only a positive flow of G. 
We shall present our construction method in a simple case, and then we shall extend 
it to all other cases. 
3.1.1. I=0 
To simplify the presentation, we suppose here that I = 0. Therefore I = j?Z and I is 
the middle of [/Ii, /Ii]. Moreover, as I is an interior point of P,, we have b > 0. 
We will construct a path passing through &(I), where z0 is any generic task. This 
path can be decomposed into two sub-paths: the extremity of the l?rst will be q(I) 
and this vertex will also be the origin of the second sub-path. We will show how 
to construct the first sub-path, the second sub-path being constructed using symmetric 
arguments [9]. 
The proof is structured as follows: we first introduce some concepts that will help 
us to build the path of Tg(G) from paths of G. We then present a path pa of G that 
corresponds indeed to a path of I”(G) if a/j3<x/2, where rc is a certain proportion. 
There are in fact two cases: if rc = 1 then we show that Ab = Ai + 0( 1). If this is not 
the case, we present a recursive construction for a path of T(G), using pa, that allows 
us to show that AB = Ai + O(ln /I). 
We now establish a property showing that the paths of G that we will construct 
correspond actually to some paths of Tg(G), that is to say that all the vertices of these 
paths are in Pp. 
Definition 14. Let C be a path of G from a generic task z to a generic task Zj, and 
p, a point of Z”. C is said to be B-admissible to p if there exists a corresponding 
path in T,(G), whose extremity is tj(p). C is said to be P-admissible from p if there 
exists a corresponding path in Tg(G), whose origin is ti(p). 
We now define a new valuation on the edges of G which will help us to obtain a 
sufficient condition of /I-admissibility. 
Definition 15. Given an edge u of G, we call absolute height of u, and we denote by 
H(u) the smallest vector, multiple of b such that: 
-H(u) <AH(u) <H(u). 
Remark 16. The absolute height always exists because b>O. 
The absolute height is a measure of the tendancy of the edge u to go out of Pp. The 
absolute height of a path will be the sum of the absolute heights of its edges. 
Remark 17. The absolute height is independent of 11811. 
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We have the following property: 
Lemma 18. Let C be a path of G, and p an integral point of Ps, such that Apd@-- 
g(C). Then C is /l-admissible to and from p. 
Proof. We show the p-admissibility to p. We have to check that the path corresponding 
to C, whose extremity is t:(p), is actually in Tg(G), that is to say that any vertex tl(q) 
of this path is such that qEPB. To prove this, we show that, for any vertex E of C, 
the sub-path C’ going from 3 to the extremity of C verifies A(p - H(C’)) < /?8. We 
have 
A( p - H(C’)) = Ap - AH( C’). 
Now, by definition of the absolute height, AH(C’) 2 - H(C’), we have 
A@-H(C’))<Ap+E(C’). 
Since by hypothesis, Ap </?6 - H(C), we have 
A(p-H(C’))6&R(C)+H(C’). 
Now C’ is a sub-path of C, thus H(C’) <H(C) 
A(p - H(C’))& 
and finally we obtain 
The /?-admissibility from p can be shown using symmetric arguments [9]. q 
Let 6 = (2,o) be the sub-graph of G that only contains the edges that are actually 
used in f, and that contains also &. As f is a positive flow of G, it is a positive linear 
combination of some circuits of G. Let g be the set of these circuits, h their number 
(W = {Cl ,..., ch}) and OI (I= l,..., h) the numbers defined by the decomposition of 5: 
h 
i = C tjCj. 
I=1 
Since G is strongly connected, there exists a circuit @ passing through l&,, then through 
a vertex of cl, then through a vertex of ~2,. . . , Cp can be decomposed into h sub-paths 
@a-+r, going from TO to a vertex of cl, @r4, going from the same vertex of cl to 
a vertex of cz,..., @h_r+h, going from a vertex of ch__l to a vertex of Ch, and @h+e 
going from the same vertex of ch to TO. Fig. 3 shows an instance of a graph 6 and 
a circuit @. 
A straightforward consequence of Property 12 is: 
Property 19. P C:=, W(Q) = AD. 
We denote by CL,, the path of G that starts from l&, passes through @O-I, travels 
[c&r] times through the circuit cl, passes through @r-,2, travels through [c&J times 
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--__ 
I \ 
--__ 
t 6 
Fig. 3. Example of a graph C?;. 
the circuit c2 and so on. After the [c&J travels through CJ,, the path returns to I&, using 
@h+O. 
We now define & as the lowest vector, multiple of b such that 
6 always exists because b >O. 
We define a proportion rt which will allow us to establish a sufficient condition for 
the existence of a point p in Pp such that ,ua is ,kdmissible from and to p. 
Let A4 be the set of the directions k such that 
h 
c @(Cl ))k > 0. 
I=1 
Then we define rc as follows: 
Lemma 20. If a/b < 42 then there exists at least an integral point p in Pp such that 
pL, is P-admissible from and to p. 
Proof. From Lemma 18, a sufhcient condition for pa to be /?-admissible from and 
top is 
Therefore pcl is P-admissible from and to p if 
B~S(P& 
because p = I = 0 is a solution. Now, 
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This leads us to the following condition: 
This condition is verified if and only if it is verified for every k. If k @n/i, then 
(E(c~))R = 0 for all cl E 59. The condition becomes 
This is always verified because of the definition of 8 and because /I is assumed to be 
greater than 1. If k EM, the condition becomes 
Now, by definition, 
82 &T(Cl) +&a). 
I=1 
Thus, a sulhcient condition for the preceding inequality to be verified is that, for all 
direction k E 44: 
This last condition is necessarily verified if 
.E<E 
8‘2’ I3 
If rr = 1 then the difference between the makespan 
is bounded by a constant, independent of /I. 
Theorem 21. Ifn= 1, then ,4,<Az +0(l). 
Proof. Let us apply Lemma 20 with CI = p/2. There 
of 8 and the optimal makespan 
exists an integral point p in Pp 
such that ~~12 is /Sadmissible from and to p. Thus there exists a path in Tg(G), whose 
length is &r/2) and whose extremity is &(p), and a path in T,(G), whose length is 
L(~B/z) and whose origin is tt,,(p). Concatenating these two paths, we obtain a path 
whose length is 2L&2). Thus Ai >2L&,2). Moreover, 
B 
mql/2) = L+ 2”’ L(Q). 
I=1 L 1 
Therefore, 
q/q/2) + O(l)> 5 %(cr), 
I=1 2 
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and, from Property 19, 
Thus Ig < 2L(pb/z ) + 0( 1). Moreover, from Lemma 11, _4~ < 1~ + K. Thus 
n,~nB+K~2L(~B/2)+K+o(l), 
/i&l; +0(l). 0 
Remark 22. Under the assumptions made by Gao et al. [7], n is always equal to 1. 
This gives another proof of their result. 
In the following we suppose that 7t < 1. 
When rc < 1, the longest path par that Lemma 20 warrants to be /?-admissible is not 
long enough. So we have to build another path whose end will be the origin of the 
path corresponding to p@ in Tb(G). 
Lemma 23. Let 6 E [l/j-I, 11. For each integral point p in Pp verifying 
Ap< (1 - S)/3i, 
and for each a E [0,7@/2], pm is P-aa?nissible to p. 
Proof. The absolute height of pa is 
h 
Therefore, 
h 
E&&> < %a c im(cr) + H(@). 
2 I=1 
Now, following the definition of rc: 
; l$ P&l)< @(c&A -H(Q). 
Thus 
H(,&) < s@ + a(@)( 1 - s/I> 
and having 6 > l//I, 
&u,) <s/35. 
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Now, by hypothesis, 
Ap<(l -S)/?& 
thus, with greater reason: 
Ap < Pi - fl(~L,). 
We can then use Lemma 18 to conclude the proof. 0 
We now define a series cr to construct recursively a path of Tg(G) whose end is 
s(p): we show that, if Ap <b&l - CQ), Lemma 23 allows us to construct a path 
whose origin ti,,(p’) satisfies Ap’ < j36( 1 - crk+i ). If crk+i is greater than l/p, we will 
then be able to apply recursively the method. A path whose origin is Q(p) can be 
constructed the same way. 
Let ok, be the series defined by 
Remark 24. c&k+1 = (1 - rt)ok - l/p. 
Lemma 25. Let p be an integral point in Pg, k a positive integer such that ok 2 l/j3 
and 
Ap&l - ok) 
and a = m,$/2 and p’ = p - H&). Then the following properties are verijed: 
- There exists a path of Tg(G) whose origin is tiO(p’) and whose end is ti,(p). The 
length of this path is 
,. 
- Ap’ < Bb( 1 - ok+1 ). 
Proof. By hypothesis 
Ap<&l -ok). 
Let 6 = ok. Applying Lemma 23 with the path pa, we obtain that pa is fl-admissible 
to p. Thus, there exists a path of Tb(G) whose end is ti,,(p), and whose origin is 
9(p’). The length of this path is L&). Now, 
Thus the first property is verified. 
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Moreover, we have 
Ap’ = A (p - 5 L;fii$okJ H(q) - H(Q)). 
I=1 
We denote by F(n) the fractional part of X, that is to say x - 1x1. We have 
~pl=Ap+A 
Thus, 
Ap’=Ap+A -6 n/?- 
( I=1 2 
wdf W) + A ( ,$ F (;Bh) Wcz) - W@)) 9 
~~‘=AP+~~~~A(-~B~H(C~))+~(F(~~~~~~)AH(C~))-A(H(~)). 
Now, from the definition of <I (I = 1,. . . , h), 
h 
~O[H(c/)=+4=2@. 
I=1 
Therefore, 
A (-&&H(Q)) =24(3<2h. 
Moreover, from the definition of the absolute height, 
-A(H(@))<fl(@). 
Thus, we have 
1 -ok(l -TC)+ L 
P 
,. 
Ap’<B(l - ak+~)b. 0 
Lemma 25 allows us to construct a path 
previously exposed, while ok 3 l/p. So we 
integers k verify this condition. 
whose end is &,(I), following the method 
have to determine a bound for which all 
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Property 26. If k verifies: 
k< ln(1 + 7c) - ln(l + B7c) 
. 
ln(1 - 71) 
then ok > l//I. 
Lemma 27. Let k be an integer such that 
k<hr(l+7c)-ln(l+/3n) 
. 
ln(1 - 7r) ’ 
There exists a path of T’(G), whose end is 9(I), and whose length is greater than 
$ k+l 1 _ (1 _ ,#+l _ _ 
B > 
-(k+ l)&,. 
I=1 
Proof. We construct this path in the reverse order, that is to say from its end to its ori- 
gin. We denote by q” the integral point I. Let us remark first that Aq” < /?( 1 - cc)6 = 0. 
By an immediate induction, and using Property 26, we can apply k + 1 times 
Lemma 25, with GO,..., ck, and this way, we construct a series of integral points 
-1 q qk+l . . . such that there exists a path of T,(G) from tio($+‘) to 9((j), whose length 
is 
L(Q) + $ [5Bfloj] L,* 
I=1 
Concatenating all these paths, we obtain a path of T,(G), whose end is s(Z). The 
length of this path is 
L=(k+ l)L(@) +,col$ [;Bilcj] L(cr)* 
Thus, 
L> 5 5 (58610j - l)L(cl), 
j=O I=1 
h 
-(k+ llCL(c~) 
I=1 
and, applying Property 19, 
L>% 1 - (1 - 7@+1 2fl -- k+l 71 4 
> -(k+l&(cr). 
h 
-(k+ l)CL(cr). 0 
I=1 
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We are now ready to show the asymptotic optimality of 8. 
Theorem 28. As = _4$ + O(ln B). 
Proof. Let k be the following integer: 
k= ln(l+rc)-ln(l+j37r) 
L ln(1 - 7c) 1 * 
From Lemma 27, there exists a path of Q(G), whose end is ti,(I), the length of this 
path being greater than: 
Using symetric arguments we can show that there exists also a path of Tb(G), whose 
origin is &(I), the length of this path being greater than _58 [9]. Concatenating these 
two paths, we obtain a path of Tg(G), whose length is then a lower bound of A;: 
/I;&$ 1 - (1 - ++1 - !y > -2(k+ 1)&q). I=1 
Now, by definition of k, 
k + 1 , ln( 1 + 7~) - ln( 1 + /3r) 
, 
ln(l-71) * 
A;>&-Ig 
1+7c +k+l 
> 
h 
- - 
1+b B 
-2(k+ l)CL(cl). 
I=1 
Now k = O(ln /I). Thus, 
A; >A/j - A^?:;;) + 
Moreover 18 is proportional 
“OF ‘) - O(ln /?) [$ L(q). 
to /?, using Property 12. Thus: 
AB* >Ab -O(l) - O(ln/3) - O(ln/Q 
AB* 2 Ifi - O(ln 8). 
Now, following Lemma 11, Is > A, + K. Thus, 
A,*a/i,+K-O(lnj3) 
and finally, having Ai < Ab, we obtain 
AB = AZ + O(lnj3). 0 
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Remark 29. For certain instances, the logarithmic difference is effective: there exists 
some cases where AB = ni + R(ln fi) [9]. 
Corollary 30. limfi+m n,*lnj = 1. 
We now study the case where I # 0. 
3.1.2. /3I is an integral point 
This case is not much different. We have 
Let 6’=6-AI, then Pg={pIAp-/U<@‘}. Let Pj={pIAp<@}. One can easily 
check that the UDG is the same for Pg and Pj: only the iteration vectors change, but 
not the structure of the graph. Thus we can use the same construction method as the 
previous case, and we obtain the same result. 
3.1.3. flI is not an integral point 
In this case we cannot construct a path in G P-admissible from and to b1. But there 
is always an integral point I’ near p1, and we will construct @tdmissible paths from 
and to I’. We will show that the loss caused by taking I’ instead of /?I is a constant 
independent of /3. 
As Pb is n-dimensional, the following result is easy to establish. 
Property 31. There exists a vector bo, multiple of b, such that for any point q, there 
exists at least an integral point in the polyhedron Pt defined by 
P,4 = {P IA(p - q)Go). 
Thus, there exists an integral point I’ in PC. Let 6’ = b - AZ, then Pp = {p ) A(p - 
fiI)<@} Let jIo = $, and Pj = {p 1 A( p - I’) < @‘}. We have the following property: 
Lemma 32. P& c Pp. 
Proof. We show that any point p E Pj_80 is also a point of Pp. We have 
Thus we have: 
A(p-I’-jSI+Z’)&-b,,+bo, 
therefore p E Pg. 0 
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Let 
p’=I’+ Y(/Tj - PI), 
q’=z’ + F(/%j - /?I), 
and let dW(j?) be the linear program corresponding to dn(fi) but with the domain PI. 
One can easily check that the following properties are verified: 
Property 33. 
- P’,Q’ q&; 
- I’ is the middle of [p’,q’]; 
- p’ and q’ are the respective values of p and q in an optimal solution of dII’(/?-PO); 
- the optimal value of dlZ’(/?) is LB. 
Let AT and Ab be the respective makespans of the earliest schedule and 3 on Pj. 
With Pj, we are in the same case as in Section 3.1.2, so we can use our previous 
results. From Theorem 28 we obtain 
“;l-j& = A;;“-& +O(ln B). 
Using Lemma 11 and Property 33, we obtain 
AB-~~ = A;;“-BO + O(ln B). 
Now, using Property 12, we have 
ilg = Ij6jr0 + A80 = A$& + O(ln j?). 
And using once again Lemma 11, we have 
Ajj = ArB* + O(ln 8). 
Thus, as Pi_sO c 9, we have 
Ab = Ai + O(ln /3). 
We obtain in this case the same result as Theorem 28, which leads us to the asymptotic 
optimality. 
We now use our asymptotic optimality result in the case where AI < 8 to show the 
same result in the other case. 
3.2. j and 4 are on the same generating hyperplane 
The situation is more complicated when fi and 4 are on a common generating 
hyperplane of 9. The middle I of 3 and 4 then verifies no more AI < 6. However we 
show that the asymptotic optimality is still verified. We use the following theorem: 
P. Le Gotidier d’drgencel Theoretical Computer Science 196 (1998) 395415 413 
Fig, 4. Construction of p’ and q’. 
Theorem 34. For all q E IO, l[, 
Proof. As the polyhedron PI is, by hypothesis, n-dimensional, there exists a point d, 
verifying Ad < 6, that is an interior point of PI. 
Let p’, the point of ] j, d [ such that $p’ = @d, and q’, the point of 14, d[ such 
that 44’ =rcjd. The construction of p’ and q’ is shown on Fig. 4. As Pr is convex, 
p’ and q’ are also in PI. Applying the Thales theorems, we obtain p’q’ = (1 - q)fii. 
Thus p’ and q’ are the values of p and q in a non-optimal solution of &I( 1 ), whose 
corresponding value of the objective is 11(1 - q). Moreover, by construction, we have 
Ap’ -=z b and Aq’ -c b. Thus p’ and q’ are not on any generating hyperplane of Pr. So 
reasoning the same way as in the first case, no more with an optimal solution of 
dLJ( 1 ), but with the feasible solution whose objective value is 11(1 - q), if n = 1, we 
obtain: 
(1 - @t&I;; + O(1). 
If 7~ < 1 we then obtain 
(1 - q)nj<ng* + O(lnfl). Cl 
This theorem does no more guarantee the logarithmic 
_4;. Moreover there exists some cases where ‘18 = _4; -I 
theorem allows us to show the asymptotic optimality: 
Corollary 35. limp+co n;Fl”p = 1. 
Proof. From Theorem 34, 
(1 - q)+Gns* + O(lnB) 
difference between /ig and 
O(a) [9]. However, this 
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for any q E IO, l[. Thus, we have 
l-16 lim 
LIB* + O(lnB) 
B-+m A, 
and 
for any v l ]0,1[. Thus, we necessarily have 
Moreover AZ d Ag. Thus, 
Therefore the limit is equal to 1. q 
4. Conclusions 
We have studied the performance of an affine schedule, hrst introduced by Darte and 
Robert [3], when the computation domain is a bounded convex polyhedron. 
We have shown that the difference between this schedule and the earliest shcedule 
may be neglected when the size of the domain tends towards infinity, and thus that the 
affine schedule is asymptotically optimal. However, a deeper study of the difference 
between the affine schedule and the earliest schedule would be interesting: in the first 
case, the difference could not be greater than a logarithmic function of the size of the 
domain, but in the other case, no upper bound of this difference is known up to now. 
A Darte’s conjecture is that this upper bound is a function of the kind: 
l/@-l) dx), 
i.e., a constant in dimension 1, a logarithm in dimension 2 and PH in dimension 12. 
More generally, our result confirms the interest of atfine schedules for automatic 
parallelization. Such schedules have been used in compilers for some years, and we 
have shown that in the case of uniform dependences, they are very efficient. Our result 
is unfortunately not generalizable to afiine dependences: there are some cases for which 
the makespan of the earliest schedule is independent of the size of the domain, while 
the makespan of the best atfine schedule is a linear function of the domain size [5]. 
However the efficiency of affine schedules is still good in practice. 
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