The INFN Tier1 at CNAF provides resource to experiments of LHC and 30 other in which INFN is involved • >25000 CPU cores •~30PB of disk storage •~47PB of tape storage •~ 30TFlops of HPC Resources • Elastic data center extension ○~15% Resources installed at INFN Bari-ReCaS (Level 2 VPN) ○~50% of CPU Resources at Cineca datacenter • In past years, the teams at Tier-1 sub-units were using several software packages: ○ Lemon ■ developed at CERN and customized to suit the needs of a datacenter managing scientific data ○ Nagios ■ mainly used for alerting purposes

