Non-negative matrix factorization (NMF) has become a widely used blind source separation technique due to its part based representation and ease of interpretability. We currently extend the NMF model to allow for delays between sources and sensors. This is a natural extension for spectrometry data where a shift in onset of frequency profile can be induced by the Doppler effect. However, the model is also relevant for biomedical data analysis where the sources are given by compound intensities over time and the onset of the profiles have different delays to the sensors. A simple algorithm based on multiplicative updates is derived and it is demonstrated how the algorithm correctly identifies the components of a synthetic data set. Matlab implementation of the algorithm and a demonstration data set is available from [1] .
INTRODUCTION
Non-negative matrix factorization (NMF) is a blind source separation algorithm (BSS) given by the decomposition Vn,m LWn,dHd,m + En,m, (1) d where V C RNxM, W C 1RNxD and H C RDxM, i.e.
such that the variables V. W and H are non-negative while E is noise. The decomposition is useful as it results in easy interpretable part based representations [2] . Non-negative decompositions is also named positive matrix factorization [3] but was popularized by Lee and Seung due to a simple algorithmic procedure based on multiplicative updates [4] . The decomposition has proven useful for a wide range of data where non-negativity is a natural constraint. These encompass data for text-mining based on counts, image data, biomedical data and spectral data. The algorithm can also be useful even when the data in itself is negative by considering the amplitude of a spectral representation [5] . Presently, we will advance the nonnegative matrix factorization to incorporate delays be- 
where -n,d denotes an arbitrary delay from the dth source to the nth sensor. Notice, the above model can for integer delays be considered a special case of the Nonnegative Matrix Factor Deconvolution (NMFD) introduced in [6] where only one delay is present between each sensor and source. In figure 1 is illustrated the impact of the delays for equally mixed sources into 9 sensors. In figure 2 is shown an example of how a given W, H and -r generates the data V, see figure 3. Notice, the above model without non-negative constraints has previously been treated in the literature. In [7, 8] a procedure based on integer shifts was derived while Bell and Sejnowski [9] sketched how to handle time delays in networks based on a similar model. This was further explored in [10] . In [11] a model based on equally mixed sources, i.e. W = 1 (a matrix of ones), formed by moving averages incorporated non-integer delays by signal interpolation. Yeredor [12] solved the model by joint diagonalization of the source cross spectra based on the AC-DC algorithm with non-integer shifts for the 2 x 2 system. This approach was extended to complex signals in [13] . In [14] we derived an algorithm for shifted sources based on the estimation of a shift-invariant subspace while rotating and shifting the sources found using maximum likelihood ICA to achieve unique solutions. Recently, NMF has proven useful in the analysis of magnetic resonance spectra [15] and for analyzing data obtained using astronomical spectrometers for the identification and classification of space objects [16] . NMF has also been used in the analysis of fluorescence spectra [17] . For these types of data, ShiftNMF is potentially useful since shift in the spectral profiles often occurs for instance as a result of the Doppler effect. Furthermore, NMF has proven useful for extracting intensity profiles over time from biomedical data such as PET imaging [18, 19, 20] . Here, potential delays in the onset of the various profiles can be handled by the ShiftNMF model. Consequently, ShiftNMF might be useful for a wide range of data where NMF has previously been applied. 200 400 600 800 1000 1200 1400 
Notice, since H(') corresponds to H where each source has been shifted a given amount H(') is still non-negative. Thus, this is the regular NMF problem which can be solved by the least squares NMF-update as given in [4] Wn,d
Wn,d
Thus, the W update follows straight-forward from the update of regular NMF and will keep decreasing the cost function for a = 1. The H update is however slightly more complicated.
H update:
Consider figure 3 . To the left, the strength of the mixing W of each source is indicated in gray color scale. In the middle, the three sources are shown. Clearly, since the model can't account for the shifts in the data the sources estimated are mixtures of the 3 true sources. Notice, only 68 % of the variance of the data is accounted for.
Due to interpolation Gdfn and can potentially take small negative values. In these rare cases these values are for stability reasons treated as zero. Since the gradient is interpolated through the DFT the step size a has to be tuned in order to guarantee that the cost function decreases. (15) The Hessian has the following structure
T update:
The delays T are unconstrained. Consequently, we will estimate these by the Newton-Rhapson method as also proposed in [14] 
where V is a step size parameter that is tuned to keep decreasing the cost function.
The above iterative update is sensitive to local minima. However, we found that estimating the delays by the following cross-correlation procedure reduced the effect of local minima. Let (17) Rn,f= Vn,f Thus, to avoid being stuck in suboptimal solutions T was re-estimated by the cross-correlation procedure above every 20th iteration. In figure 6 is demonstrated how indeed using the above cross-correlation approach improves the algorithm in finding the global optimum.
In figure 4 is shown the components found using a regular instantaneous NMF analysis. In figure 5 the results obtained by the ShiftNMF algorithm. Clearly, the ShiftNMF algorithm correctly identified the components of the synthetic data set (see figure  5 ) whereas the regular instantaneous NMF failed to identify the correct component since the delays could not be accounted for ( see figure 4) . Furthermore, as shown in figure 6 using the cross-correlation approach as described in the section on the r update improved the component identifiability and avoided the algorithm to get stuck in many of the local minima. Presently, the data had a unique decomposition since it was based on sparse sources, i.e. sources with many zero values. However, neither the NMF model [22] nor the ShiftNMF model is in general unique. In these situations additional constraints such as sparseness [23, 24] have proven useful. Furthermore, prior information such as smoothness has also been proposed to improve the component identification [16] . The present algorithm for ShiftNMF can straight forward be extended to incorporate these constraints in order to improve the identification where the model in general is not guaranteed to find a unique decomposition. However, the component identification is in general difficult when the components are not sparse or the problem ill conditioned.
The DFT is based on the implicit assumption that the signals are periodic. In general, this is not the case. However, by zero padding the ends or introducing a window function periodicity can be enforced. Both windowing and zero padding will favor small delays and particularly windowing is also computationally expensive.
Presently, we derived an algorithm for blind (unsupervised) identification of sources and their respective mixing and delays. However, when analyzing for instance spectra of mixed source profiles the spectrum of the sources H are often known a priori. By keeping H fixed the algorithm presently derived can be used supervised. Hence, to estimate how much the various known sources are present in each sensor as well as to what extent the sources have been delayed to the sensors. Future work should investigate the potential usefulness of this.
The present work investigated synthetic data. Current work focus on real data applications. It is our belief the algorithm derived will be useful for a range of data where NMF previously has been employed. Here accounting for delays can potentially improve component identification. The approach used to form the multiplicative updates by finding the positive and negative parts of the gradient using the spectral representation is valid due to Parseval's identity stating a correspondence between the cost function in the time and frequency domain. This correspondence does not exist for cost functions such as the Kullback-Leibler divergence. Thus, future work should investigate how the ShiftNMF model can be estimated for other cost functions than least squares. However, for least squares minimization the technique is applicable to other types of algorithms such as projected gradient [25] as well as the deconvolution extension (NMFD) [6] . This should also be investigated in future work.
