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Abstract
We focus on the task of Automatic Live Video
Commenting (ALVC), which aims to gener-
ate real-time video comments based on both
video frames and other viewers’ remarks. An
intractable challenge in this task is the ap-
propriate modeling of complex dependencies
between video and textual inputs. Previous
work in the ALVC task applies separate at-
tention on these two input sources to obtain
their representations. In this paper, we ar-
gue that the information of video and text
should be modeled integrally. We propose a
novel model equipped with a Diversified Co-
Attention layer (DCA) and a Gated Attention
Module (GAM). DCA allows interactions be-
tween video and text from diversified perspec-
tives via metric learning, while GAM collects
an informative context for comment genera-
tion. We further introduce a parameter or-
thogonalization technique to allieviate infor-
mation redundancy in DCA. Experiment re-
sults show that our model outperforms previ-
ous approaches in the ALVC task and the tra-
ditional co-attention model, achieving state-of-
the-art results.
1 Introduction
Live video commenting is a new interaction mode
emerged among online video websites. This tech-
nique allows viewers to write real-time comments
while watching videos, in order to express opin-
ions about the video contents or to interact with
other viewers. Based on the features above, the
Automatic Live Video Commenting (ALVC) task
aims to generate live comments for videos, while
taking both the video and the surrounding com-
ments1 into consideration. Figure 1 illustrates an
example for this task. Automatically generating
real-time comments brings more fun into video
1In this paper, the surrounding comments refer to the com-
ments made by other viewers near the current timestamp.
Video Frames
Title
小橘猫第一次打针，拿出吃的瞬间乖巧！(Use food to calm the 
little orange cat during its first injection!)
Surrounding Comments
1.这个表情太可爱啦！(This face is so cute!)
2. 它吃的是牙膏吗？(Is it eating a tube of toothpaste?)
3. 这是营养膏 (It is eating the nutrition cream.)
4. 护士姐姐辛苦了 (Thanks to the hard work of the nurses!)
Ground-Truth Comment
橘猫吃东西的样子太可爱了 (The orange cat looks so lovely while 
eating.)
Figure 1: An example of the ALVC task. The ground-
truth comment integrates the information of both the
video frames (the orange cat) and the surrounding com-
ments (it is eating).
watching and reduces the difficulty of understand-
ing video contents for human viewers. Besides, it
also engages people’s attention and increases the
popularity of the video.
Despite its usefulness described above, the
ALVC task has not been widely explored. (Ma
et al., 2019) is the first to propose this task, which
is the only endeavor so far. They employ separate
attention on the video and surrounding comments
to obtain their representations. However, such ap-
proach neglects the interactions between video and
text. In fact, the surrounding comments are written
based on the video, while they also highlight im-
portant features of the video frames. Therefore, in
this work, we aim to integrate the information from
video and text based on co-attention mechanism.
As an effective method in multi-modal sce-
narios, co-attention has been applied in multiple
tasks (Lu et al., 2016; Xiong et al., 2017; Nguyen
and Okatani, 2018; Yang et al., 2019; Li et al.,
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2019b). Different from the traditional co-attention
mechanism, we propose a novel model with a
Diversified Co-Attention (DCA) module and a
Gated Attention Module (GAM) for the ALVC
task. By learning different distance metrics to char-
acterize the dependencies between two information
sources, DCA builds bidirectional interactions be-
tween video frames and surrounding comments
from multiple perspectives, so as to produce di-
versified co-dependent representations. Integrating
the diversified information from DCA, the GAM is
designed to collect an informative and comprehen-
sive context for comment generation. We further
propose a simple yet effective parameter orthogo-
nalization technique to alleviate potential informa-
tion redundancy in DCA’s multi-prespective setting.
Experiment results suggest that our model outper-
forms the previous approaches in the ALVC task as
well as the traditional co-attention, reaching new
state-of-the-art results. The incremental analysis
further supports the effectiveness of the proposed
DCA and GAM in the proposed model.
The main contributions of this work are summa-
rized as follows:
• We propose a novel model for the ALVC task,
equipped with a diversified co-attention mod-
ule and a gated attention module.
• We propose an effective parameter orthogo-
nalization technique, which is able to alleviate
potential information redundancy of DCA’s
multi-perspective setting.
• Experiments show that our approach achieves
state-of-the-art results in the ALVC task, and
generates comments with more valuable infor-
mation.
2 Preliminary: Co-Attention
Co-attention is an effective attention-based mech-
anism that has been used in several multi-modal
tasks (Lu et al., 2016; Xiong et al., 2017; Nguyen
and Okatani, 2018; Yang et al., 2019; Li et al.,
2019b). Although these approaches are different
in detailed implementation, their general idea is to
let visual and textual inputs attend to each other
by computing their similarity. Generalizing the
previous works, in this paper, we formalize the
co-attention mechanism as follows.
Given a sequence of visual features Hv =
{hv1, · · · ,hvn} ∈ Rn×d and a sequence of textual
features Hx = {hx1 , · · · ,hxm} ∈ Rm×d 2, we
first connect them by computing their similarity
S ∈ Rn×m:
S = HvW(Hx)T (1)
where W ∈ Rd×d contains learnable weights.
Each element Sij in the similarity matrix de-
notes the similarity score between vi and xj . S is
normalized row-wise to produce the vision-to-text
attention weights Ax, and column-wise to produce
the text-to-vision attention weights Av. The final
representations are computed as the product of at-
tention weights and original features:
Ax = softmax(S), Av = softmax(ST) (2)
Cx = AxHx, Cv = AvHv (3)
where Cv ∈ Rm×d and Cx ∈ Rn×d denote the
co-dependent representations of vision and text.
3 Proposed Model
The ALVC task is defined as follows: given
a timestamp t, surrounding video frames v =
(v1, · · · , vn) and surrounding comments x =
(x1, · · · , xm)3, the model aims at generating a rea-
sonable comment y = (y1, · · · , yl). Here, the sur-
rounding video frames and surrounding comments
are sampled from time interval [ t− δ , t ], where
δ is the hyper-parameter indicating the length of
sampling interval. Figure 2 presents the sketch of
our proposed model.
3.1 Video Encoder and Text Encoder
The text encoder aims to obtain representations of
surrounding comments, which is implemented as
a GRU (Cho et al., 2014) network. The hidden
representation of each word xi is computed as:
hxi = GRU
(
hxi−1, e(xi)
)
(4)
where e(xi) is the word embedding of xi. The
textual representation matrix is denoted as Hx =
{hx1 , · · · ,hxm} ∈ Rm×d.
The video encoder is used to obtain representa-
tions of video frames and is implemented as an-
other GRU network. The hidden representation of
each video frame vi is computed as:
hvi = GRU
(
hvi−1, f(vi)
)
(5)
2Here we assume thathvi andh
x
i share the same dimension.
Otherwise, a linear transformation can be introduced to ensure
that their dimensions are the same.
3We concatenate all surrounding comments in time order
as a single sequence x.
Video Encoder Text Encoder
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Gated Attention Module
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Video Frames Surrounding Comments
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Figure 2: An overview of the proposed model.
where f(·) refers to a convolutional neural network
(CNN) used to transform raw images into dense
vectors. The video representation matrix is denoted
as Hv = {hv1, · · · ,hvn} ∈ Rn×d.
3.2 Diversified Co-Attention
In this section, we first introduce the idea of metric
learning into the traditional co-attention mecha-
nism, and then describe DCA’s multi-perspective
setting as well as the parameter orthogonalization
technique used in our model.
3.2.1 Metric Learning
The design of DCA derives from the idea of metric
learning. Different from the traditional co-attention
mechanism described in Section 2, we consider the
parameter matrix W in Eq.(1) as a task-specific
distance metric in the joint space of video and text.
Such distance metric is learned to measure the dis-
tance between video and text representations.
According to (Xing et al., 2002), to ensure that
W is a distance metric, W should be required
as a positive semi-definite matrix, satisfying non-
negativity and triangle inequality. Since W is con-
tinuously updated during model training, the posi-
tive semi-definite constraint is difficult to keep sat-
isfied. To remedy this problem, we propose an
alternative solution: Hv and Hx are first applied
with the same linear transformation L ∈ Rd×d,
then the inner product of the transformed matrices
is computed as their similarity score:
S = (HvL)(HxL)T = HvLLT(Hx)T (6)
where LLT is regarded as an approximation of W
in Eq.(1). Since LLT is symmetric positive definite,
it is naturally a positive semi-definite matrix, which
meets the requirement of a distance metric.
3.2.2 Multi-Perspective Setting
As distance metrics between vectors can be defined
in various forms, learning a single distance metric
is not suffice to comprehensively measure the sim-
ilarity between two kinds of representations. On
the other hand, we hope the DCA module is able
to provide informative context for the comment
decoder from diversified perspectives.
To address this contradiction, we introduce a
multi-perspective setting in our DCA module. We
ask the DCA module to learn multiple distance
metrics to capture the dependencies between video
and text from different perspectives. To achieve
this, DCA learns K different parameter matri-
ces {L1, · · · ,LK} in Eq.(6), where K is a hyper-
parameter denoting the number of perspectives. In-
tuitively, each Li represents a learnable distance
metric. Given two sets of representations Hx and
Hv, each Li yields a similarity matrix Si as well
as co-dependent representations Cxi and C
v
i from
its unique perspective. DCA is then able to build
bidirectional interactions between two informa-
tion sources from multiple perspectives. Finally, a
mean-pooling layer is used to integrate the repre-
sentations from different perspectives:
Cx =
1
K
K∑
k=1
Cxk, C
v =
1
K
K∑
k=1
Cvk (7)
3.2.3 Parameter Orthogonalization
One potential problem of the above multi-
perspective setting is information redundancy,
meaning that the information extracted from differ-
ent perspectives may overlap excessively. Specif-
ically, the parameter matrices {Lk}Kk=1 may tend
to be highly similar after many rounds of training.
According to information theory, if the informa-
tion learned from different perspectives is identical,
then multiple perspectives will unfortunately de-
generate to be equivalent to a single perspective.
To alleviate such information redundancy prob-
lem, one possible solution is to apply regularization
to differentiate the learned parameters. However,
we empirically find that the introduction of regular-
ization terms results in the collapse of model train-
ing (see the Appendix for details). As an alternative
solution, we propose a parameter orthogonalization
technique. After back propagation updates all pa-
rameters at each learning step, we further perform
the following secondary update on each Li:
Li ← (1 + β)Li − β
K∑
k=1
tr(LiL
T
k )Lk (8)
where tr(·) means the trace of the matrix and β is
a hyper-parameter.
In Appendix, we prove that Eq.(8) is equiva-
lent to an orthonormality constraint, ensuring that
{Lk}Kk=1 are nearly orthogonal. According to (Lin
et al., 2017), this suggests that the information
carried by these matrices rarely overlaps. Exper-
iments in Section 4.6 and 4.7 demonstrate that
by reducing information redundancy in the multi-
perspective setting, the orthogonalization technique
assists DCA to collect diversified information from
video and text sources.
3.3 Gated Attention Module
In order to balance the co-dependent representa-
tions from DCA and original representations from
the encoders, a Gated Attention Module (GAM) is
designed following the DCA module. The GAM
also serves to collect informative context for the
comment decoder. Given the hidden state st−1 of
the decoder at timestep t− 1, the GAM generates
a context vector for next decoder timestep t. The
sketch of GAM is shown in Figure 2(b).
First off, we apply attention mechanism on the
co-dependent and original representations respec-
tively, using st−1 as query:
ĉx = A(st−1,Cx), ĥx = A(st−1,Hx) (9)
where A is the attention mechanism (Bahdanau
et al., 2015). Then, ĉx and ĥx are passed through
a gated unit to generate comprehensive textual rep-
resentations:
wx = σ(Uxc ĉ
x +Uxhĥ
x + bx) (10)
rx = wx  ĉx + (1−wx) ĥx (11)
where Uxc , U
x
h and bx are learnable parameters,
σ denotes the sigmoid function and  denotes
element-wise multiplication. rx is the balanced
textual representation of ĉx and ĥx. Symmetri-
cally, we obtain the balanced visual representation
rv through Eq.(9)∼Eq.(11) based on Cv and Hv.
In the ALVC task, the contribution of video infor-
mation and textual information towards the desired
comment may not be equivalent. It is inappropriate
to model video and text in a completely symmetri-
cal way. Therefore, we calculate the final context
vector gt ∈ Rd as:
gt = FFN
(
rx ⊗ (α rv)) (12)
whereα is a learnable vector to weight the informa-
tion collected from video and text. ⊗ denotes the
outer product and FFN denotes a feed-forward
network. The outer product is a more informative
way to represent the relationship between vectors
than the dot product, and we choose the combi-
nation of outer product and FFN to collect an
informative context for generation.
3.4 Decoder
Given the context vector gt obtained by GAM,
the decoder aims to generate a comment y =
(y1, · · · , yl) via another GRU network. The hid-
den state st at timestep t is computed as:
st = GRU
(
st−1, [e(yt−1); gt]
)
(13)
where yt−1 is the word generated at time-step t−1,
and semicolon denotes vector concatenation. The
Statistic Train Test Dev Total
#Comment 818,905 42,405 34,609 895,929
#Word 4,418,601 248,399 193,246 4,860,246
#Video 2,161 100 100 2,361
Avg.Words 5.39 5.85 5.58 5.42
Table 1: Statistics of the Live Comment dataset. “Avg.
Words” represents the average number of Chinese
words per comment.
decoder samples a word yt from the output proba-
bility distribution:
yt ∼ softmax(Ost) (14)
where O denotes a output linear layer. The model
is trained by maximizing the log-likelihood of the
ground-truth comment.
3.5 Extension to Transformer
We also implement our model based on Trans-
former (Vaswani et al., 2017). Specifically, the
text encoder, video encoder and comment decoder
are implemented as Transformer blocks. The DCA
module and the GAM in the Transformer version
remain the same with the aforementioned GRU-
based model. Since this extension is not the focus
of this paper, we will not explain it in more de-
tail. Readers can refer to (Vaswani et al., 2017) for
detailed descriptions of the Transformer block.
4 Experiments
4.1 Dataset
We conduct experiments on the Live Comment
Dataset4 proposed by (Ma et al., 2019). The dataset
is collected from the popular Chinese video stream-
ing website Bilibili5. It contains 895,929 instances
in total, which belong to 2,361 videos. Each in-
stance contains a human-written comment (ground-
truth), 5 surrounding comments from nearest times-
tamps and 5 surrounding video frames presented as
images (see Figure 1 for example). Table 1 shows
detailed statistics about the Live Comment dataset.
4.2 Baselines
The baseline models in our experiments include
the previous approaches in the ALVC task as well
as the traditional co-attention model. For each
listed Seq2Seq-based models, we implement an-
other Transformer-based version by replacing the
4https://github.com/lancopku/livebot
5https://www.bilibili.com
encoder and decoder to Transformer blocks, so as
to compare with our Transformer-based model.
• S2S-Video (Vinyals et al., 2015) uses CNN to
encode the video frames and a GRU decoder
to generate the comment.
• S2S-Text (Bahdanau et al., 2015) uses a GRU
encoder to encode the surrounding comments
and a GRU decoder to generate the comment.
• S2S-Concat (Venugopalan et al., 2015)
adopts two GRU encoders to encode video
frames and surrounding comments, respec-
tively. Outputs from two encoders are con-
catenated and fed into a GRU decoder.
• S2S-SepAttn (Ma et al., 2019) employs sep-
arate attention on video and text representa-
tions. The attention contexts are concatenated
and fed into a GRU decoder.
• S2S-CoAttn (Yang et al., 2019) applies tradi-
tional co-attention on video and text represen-
tations. The co-attention outputs are fed into
a GRU decoder via attention mechanism.
Accordingly, the Transformer versions are named
as Trans-Video, Trans-Text, Trans-Concat,
Trans-SepAttn and Trans-CoAttn.
4.3 Experiment Settings
In our experiments, all comments are limited to no
longer than 20 Chinese words. Word embeddings
are set to size 512 and are learned from scratch. We
adopt 34-layer Resnet (He et al., 2016) pretrained
on ImageNet to process the raw video frames be-
fore feeding them into the video encoder. For
Seq2Seq-based models, both encoders and the de-
coder are implemented as 2-layer GRU networks,
and the encoders are set to bi-directional. And for
Transformer-based models, both encoders and the
decoder are composed of 6 Transformer blocks.
We set the number of perspectives to K = 3 in
Eq. (7) and β in Eq. (8) is set to 0.01. The length
of data sampling interval δ is set to 10 seconds.
4.4 Evaluation Metrics
Since the possible comments can be diverse for a
certain video, how to properly evaluate comment
generation is still a tough challenge. In this work,
considering both quality and diversity of the gener-
ated comments, we use both reference-based and
rank-based metrics in evaluation. Besides, we also
conduct human evaluation to solidify the results.
Architecture Models RC@1 RC@5 RC@10 MRR MR BLEU-1 ROUGE-L METEOR CIDEr
Seq2seq
S2S-Video 4.7 19.9 36.5 14.5 21.6 3.1 7.9 5.0 25.9
S2S-Text 9.1 28.1 44.3 20.1 19.8 4.1 8.8 5.3 28.7
S2S-Concat 12.9 33.8 50.3 24.5 17.1 5.3 9.5 5.6 30.7
S2S-SepAttn 17.3 38.0 56.1 27.1 16.1 6.6 9.9 5.8 32.2
S2S-CoAttn 21.9 42.4 56.6 32.6 15.5 6.7 10.4 5.9 33.0
Ours (S2S) 25.8 44.2 58.4 35.3 15.1 7.1 10.9 6.2 34.9
Transformer
Trans-Video 5.3 20.7 38.2 15.1 20.9 3.6 8.4 4.9 26.9
Trans-Text 10.5 30.2 46.1 21.8 18.5 4.4 9.0 5.3 29.8
Trans-Concat 14.2 36.8 51.5 25.7 17.2 5.6 9.6 5.5 31.4
Trans-SepAttn 18.0 38.1 55.8 27.5 16.0 6.4 10.4 5.9 33.4
Trans-CoAttn 23.1 42.8 56.8 33.4 15.6 6.8 10.5 6.0 35.7
Ours (Trans) 27.2 47.6 62.0 37.7 13.9 7.6 11.2 6.4 38.4
Table 2: Results of automatic evaluation. RC@k is short for Recall@k. Lower MR score means better perfor-
mance. Other metrics are the opposite.
Models Flue. Rele. Info. Overall
S2S-Concat 2.7 2.4 2.6 2.6
S2S-SepAttn 3.1 2.8 2.5 3.1
S2S-CoAttn 3.5 3.2 2.7 3.3
Ours (S2S) 3.8 3.5 3.4 3.6
Trans-Concat 3.0 2.5 2.5 2.7
Trans-SepAttn 3.2 2.7 2.8 3.3
Trans-CoAttn 3.6 3.3 3.3 3.5
Ours (Trans) 3.9 3.7 3.8 3.7
Table 3: Results of human evaluation. Flue., Rele. and
Info. denote Fluency, Relevance and Informative-
ness, respectively. We average the scores given by 5
annotators. We remove baselines with single input due
to their poor performance.
4.4.1 Automatic Evaluation
Reference-Based Metrics Reference-based met-
rics aim to evaluate the consistency or similar-
ity between the generated text and the ground-
truth. Therefore, they are widely used to mea-
sure the quality of the generated text. We apply
several popular reference-based metrics, includ-
ing BLEU (Papineni et al., 2002), ROUGE (Lin,
2004), METEOR (Banerjee and Lavie, 2005) and
CIDEr (Vedantam et al., 2015).
Rank-Based Metrics Due to the diversity of rea-
sonable comments to a certain video, we cannot
collect all possible comments for reference-based
comparison. Hence, only using reference-based
metrics is not sufficient for evaluation. Follow-
ing (Das et al., 2017) and (Ma et al., 2019), we
adopt rank-based metrics as a complement to the
reference-based metrics. Given a set of selected
candidate comments, The model is asked to assign
a likelihood score to each candidate. Since the
model generates the sentence with the highest like-
lihood score, it is reasonable to discriminate a good
model based on its ability to rank the ground-truth
comment on the top. The 100 candidate comments
are collected as follows:
 Ground-truth: The human-written comment
in the original video.
 Plausible: 30 most similar comments to the
video title in the training set, excluding the
ground-truth comment and the input surround-
ing comments. Plausibility is computed as the
cosine similarity between the comment and
the video title based on tf-idf values.
 Popular: 20 most frequently appeared com-
ments in the training set, most of which are
meaningless short sentences like “Hahaha” or
“Great”.
 Random: Comments that are randomly
picked from the training set to make the can-
didate set up to 100 sentences.
The models are asked to sort the candidate list
in descending order of likelihood. We report evalu-
ation results on the following metrics: Recall@k
(the percentage that the ground-truth appears in the
top k of the ranked candidates), MR (the mean
rank of the ground-truth), and MRR (the mean
reciprocal rank of the ground-truth).
Human evaluation In human evaluation, we ran-
domly pick 200 instances from the test set. We ask
five human annotators to score the generated com-
ments from different models on a scale of 1 to 5.
The annotators are required to evaluate from the
following aspects: Fluency (whether the sentence
Settings Metrics
CoAttn DCA Ortho. GAM RC@1 RC@5 RC@10 MRR MR BLEU-1 ROUGE-L METEOR CIDEr
4 23.1 42.8 56.8 33.4 15.6 6.8 10.5 6.0 35.7
4 24.7 45.8 59.5 35.6 14.9 7.2 10.8 5.8 36.3
4 4 26.2 47.5 60.4 37.3 15.1 7.2 10.7 6.1 37.8
4 4 4 27.2 47.6 62.0 37.7 13.9 7.6 11.2 6.4 38.4
Table 4: Experiment results of the incremental analysis. CoAttn denotes the traditional co-attention. Ortho.
represents parameter orthogonalization.
is grammatically correct), Relevance (whether the
comment is relevant to the video and surrounding
comments), Informativeness (whether the com-
ment carries rich and meaningful information) and
Overall (the annotator’s general recommendation).
4.5 Experiment Results
The results of the automatic and human evalua-
tion are shown in Table 2 and Table 3 respectively,
showing that our model performs better than the
previous approaches in the ALVC task as well as
the traditional co-attention model.
According to rank-based metrics in automatic
evaluation, our model assigns higher ranks to
ground-truth comments. These results prove that
our model has stronger ability in discriminating
highly relevant comments from irrelevant ones.
Since the generation process is also retrieving the
best sentence among all possible word sequences,
it can be inferred that our model performs better at
generating high-quality sentences.
Furthermore, reference-based metrics in auto-
matic evaluation suggest that our model generates
comments which are of better quality and more
consistent to ground-truth comments. Neverthe-
less, the BLEU, ROUGE and METEOR scores of
all models are pretty low, which accords with our
previous hypothesis in Section 4.4.1 that reference-
based metrics has their limitations in such diversi-
fied generation tasks.
Additionally, our model receives more favor
from human judges in human evaluation. This
proves that our model generates comments that are
more consistent with human writing habits. We
also discover that the margin between our model
and baselines in Informativeness is larger than the
other perspectives. Since the proposed DCA and
GAM modules integrate information of video and
text, the generated sentences tend to contain richer
information than the other models.
The experiments show consistent results in
Seq2Seq-based models and Transformer-based
models. Hence, the proposed DCA and GAM mod-
ules are believed to have good universality, which
can adapt to different model architectures.
4.6 Incremental analysis
In order to understand the efficacy of the proposed
methods, we further conduct an incremental analy-
sis on different settings of our Transformer-based
model. The results are shown in Table 4, show-
ing that the DCA module, the orthogonalization
technique and the GAM all contribute to the perfor-
mance of the proposed model.
As is shown in the results, DCA outscores the tra-
ditional co-attention by learning multiple distance
metrics in the joint space of video and text. Thus,
DCA builds interactions between two information
sources from multiple perspectives. The parameter
orthogonalization further improves the model by
reducing information redundancy in DCA’s multi-
perspective setting (see further explanations in Sec-
tion 4.7). The GAM also makes contributions to the
model by balancing and integrating the information
collected from encoders and the DCA module.
4.7 Visualization of DCA
In this section, we illustrate the effectiveness of
parameter orthogonalization by visualizing the sim-
ilarity matrices {Sk}Kk=1 in the DCA module. In
the vanilla DCA (shown in Figure 3(a)), each Si is
generated by a distance metric Li through Eq.(6).
However, the similarity matrices are highly simi-
lar to each other. This shows that the information
extracted from K perspectives suffers from the in-
formation redundancy problem. After introduc-
ing the parameter orthogonalization (shown in Fig-
ure 3(b)), apparent differences can be seen among
these similarity matrices. This further explains
the performance improvement after adding the or-
thogonalization technique to the proposed model
in Table 4. The parameter orthogonalization as-
sists the DCA module to learn discrepant distance
metrics, generating diversified representations and
! = 1
! = 3
! = 2
(a) without orthogonalization
! = 1
! = 3
! = 2
(b) with orthogonalization
Figure 3: Visualization of similarity matrices in DCA
with or without parameter orthogonalization. Here we
set K = 3. Horizontal axis: 20 words in a surrounding
comment. Vertical axis: 5 surrounding video frames.
Deeper color denotes higher relevance.
thus alleviates information redundancy in DCA’s
multi-perspective setting.
5 Related Work
Automatic Article Commenting One similar
task to our work is automatic article commenting.
(Qin et al., 2018) is the first to introduce this task
and constructs a Chinese news dataset. (Lin et al.,
2019) combines retrieval and generation methods
based on user-generated data to assist comment
generation. (Ma et al., 2018) proposes a retrieval-
based commenting framework on unpaired data via
unsupervised learning. (Yang et al., 2019) lever-
ages visual information for comment generation
on graphic news. (Zeng et al., 2019) uses a gated
memory module to generate personalized comment
on social media. (Li et al., 2019a) models the news
article as a topic interaction graph and proposes a
graph-to-sequence model.
Video Captioning Another similar task to
ALVC is video captioning, which aims to generate
a descriptive text for a video. (Venugopalan et al.,
2015) applies a unified deep neural network with
CNN and LSTM layers. (Shetty and Laaksonen,
2016) strives to extract both object attributes and
action features in the video. (Shen et al., 2017)
proposes a sequence generation model with weakly
supervised information for dense video caption-
ing. (Xiong et al., 2018) produces descriptive para-
graphs for videos via a recurrent network by assem-
bling temporally localized descriptions. (Li et al.,
2019c) uses a residual attention-based LSTM to
reduce information loss in generation. (Xu et al.,
2019) jointly performs event detection and video
description via a hierarchical network.
Co-Attention Our model is also inspired by the
previous work of co-attention. (Lu et al., 2016)
introduces a hierarchical co-attention model in vi-
sual question answering. (Xiong et al., 2017) uses
a dynamic co-attention based on iterative pointing
procedure. (Nguyen and Okatani, 2018) proposes
a dense co-attention network with a fully symmet-
ric architecture. (Tay et al., 2018) applies a co-
attentive multi-pointer network to model user-item
relationships. (Hsu et al., 2018) adds co-attention
module into CNNs to perform unsupervised ob-
ject co-segmentation. (Yu et al., 2019) applies a
deep modular co-attention network in combina-
tion of self-attention and guided-attention. (Li
et al., 2019b) uses positional self-attention and
co-attention to replace RNNs in video question
answering.
6 Conclusion
In this work, we propose a novel model for auto-
matic live video commenting. Equipped with a Di-
versified Co-Attention module and a Gated Atten-
tion Module, the model integrates information from
diversified perspectives. We further propose an ef-
fective parameter orthogonalization technique to al-
leviate potential information redundancy in DCA’s
multi-perspective setting. Experiments on both
Seq2Seq and Transformer architecture prove the ad-
vantage of our model over previous approaches and
the traditional co-attention. Further incremental
analysis and visualization prove the effectiveness
of various methods proposed in our paper.
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A Derivation of Parameter
Orthogonalization
According to (Lin et al., 2017), to alleviate the prob-
lem of information redundancy, {Lk}Kk=1 should
be as orthogonal6 as possible. We first try to intro-
duce a regularization term Rβ
({Lk}Kk=1) (Cisse´
et al., 2017) into the original loss function as an
orthonormality constraint:
Rβ
({Lk}Kk=1)= β4
K∑
i=1
K∑
j=1
(
tr
(
LiL
T
j
)−I(i = j))2
where β is a tunable hyper-parameter. However,
we empirically find that the naive introduction of
regularization term tends to cause the collapse of
model training. The reason is that it may cause the
parameters to be updated in a direction away from
the main gradient. To remedy this, we propose an
approximate alternative: after back propagation up-
dates all parameters at each learning step, we adopt
6It means that tr(LiLTj ) = I(i = j).
a post-processing method equivalent to the afore-
mentioned orthonormality constraint by updating
the gradient of regularization term Rβ
({Lk}Kk=1):
∇LiRβ
({Lk}Kk=1)
=∇Li
β
4
K∑
k=1
K∑
j=1
(
tr
(
LkL
T
j
)− I(k = j))2

=
β
4
K∑
k=1
K∑
j=1
∇Li
(
tr
(
LkL
T
j
)− I(k = j))2
=
β
2
K∑
k=1
K∑
j=1
(
tr
(
LkL
T
j
)− I(k = j)) ·
∇Li
(
tr
(
LkL
T
j
)− I(k = j))
=β
K∑
k=1
(
tr
(
LkL
T
i
)− I(k = i)) ·
∇Li
(
tr
(
LkL
T
i
)− I(k = i))
=β
K∑
k=1
(
tr
(
LkL
T
i
)− I(k = i))Lk
=β
(
K∑
k=1
tr
(
LiL
T
k
)
Lk − Li
)
For unit learning rate, the gradient update is
Li ← Li −∇LiRβ
({Li}Kk=1), namely,
Li ← (1 + β)Li − β
K∑
k=1
tr
(
LiL
T
k
)
Lk
