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Abstract
Framed vertex operator algebras over any algebraically closed field whose char-
acteristic is different from 2 and 7 are studied. In particular, the rationality of
framed vertex operator algebras is established. For a code vertex operator algebra,
the irreducible modules are constructed and classified. Moreover, a Z[12 ]-form for
any framed vertex operator algebra over C is constructed. As a result, one can
obtain a modular framed vertex operator algebra from any framed vertex operator
algebra over C.
1 Introduction
Based on the unitary representation theory of the Virasoro algebra with central charge 1/2,
the framed vertex operator algebras over C have been studied extensively, see [DMZ], [M1],
[M2], [DGH], [LY2]. In this paper, we investigate framed vertex operator algebras over
any algebraically closed field F whose characteristic is different from 2 and 7. Specifically,
we determine the structure of a modular framed vertex operator algebra in terms of binary
codes and establish the rationality. We also classify the irreducible modules for a modular
code vertex operator algebra. In addition, we obtain a modular framed vertex operator
algebra from any framed vertex operator algebra over C by constructing a Z[1
2
]-form.
The study of framed vertex operator algebras over C was initiated in [DMZ]. A sys-
tematic investigation of framed vertex operator algebras was given in [M2] and [DGH].
The moonshine vertex operator algebra V ♮ [FLM] which contains a vertex operator subal-
gebra L(1
2
, 0)⊗48 is one of the most important examples of framed vertex operator algebras.
Here L(1
2
, 0) is the irreducible highest weight module for the Virasoro algebra with central
charge 1
2
. This fact leads to a better understanding of V ♮. In particular, V ♮ is holomorphic
[D] and two weak versions of the Frenkel-Lepowsky-Meurman’s conjecture on uniqueness
of the V ♮ have been given in [DGL] and [LY1]. A new construction of V ♮ has been ob-
tained in [M3]. The theory of framed vertex operator algebra over C also plays important
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roles in the study of holomorphic vertex operator algebras with c = 24.Many holomorphic
vertex operator algebras with c = 24 are framed vertex operator algebras [LS].
The Virasoro vertex operator algebra L(1
2
, 0) and its representation theory including
the fusion rules [DMZ], [W] are the foundation of the framed vertex operator algebras. It
is well known that L(1
2
, 0) is rational and has exactly three irreducible modules L(1
2
, h)
with h = 0, 1
2
, 1
16
. The fusion products also have the following simple forms:
L(
1
2
, 0)× L(
1
2
, h) = L(
1
2
, h), L(
1
2
,
1
2
)× L(
1
2
,
1
2
) = L(
1
2
, 0)
L(
1
2
,
1
2
)× L(
1
2
,
1
16
) = L(
1
2
,
1
16
), L(
1
2
,
1
16
)× L(
1
2
,
1
16
) = L(
1
2
, 0) + L(
1
2
,
1
2
).
A framed vertex operator algebra V contains a rational vertex operator subalgebra L(1
2
, 0)⊗r
where r/2 is the central charge of V. The main idea in the theory of framed vertex operator
algebra is to decompose the vertex operator algebra V into a direct sum of finitely many
irreducible L(1
2
, 0)⊗r-modules. One can then use the fusion rules for L(1
2
, 0) to study this
decomposition. It turns out that this decomposition is very powerful in understanding
both structure and representation theory of V.
Motivated by the theory of framed vertex operator algebra over C, we studied the
vertex operator algebra L(1
2
, 0)F over any algebraically closed field F whose characteristic
is different from 2, 7 [DR1], [DR2]. We proved that the representation theory of L(1
2
, 0)F
is the same as before. That is, L(1
2
, 0)F is rational with the same irreducible modules
L(1
2
, h)F for h = 0,
1
2
, 1
16
, and the same fusion rules. This makes a theory of modular
framed vertex operator algebra possible although the treatments are more complicated.
The structure of a framed vertex operator algebra V over F is similar to that over C.
First, for every binary even code C ⊂ Zr2, there is a code vertex operator algebra
MC =
⊕
x=(x1,..,xr)∈C
L(
1
2
,
x1
2
)F ⊗ · · · ⊗ L(
1
2
,
xr
2
)F
associated to C. Code vertex operator algebra MC is a special class of framed vertex
operator algebras which has no L(1
2
, 1
16
)F involved. The representation theory of MC over
C is well understood due to the work in [M1], [M2], [LY2]. We can associate two binary
even codes C and D to V such that the code vertex operator algebra MC is a subalgebra
of V and
V = ⊕d∈DV d
where V 0 =MC and each V
d is a simple current asMC-module. Using this decomposition,
we can show that V is rational. It is worthy to mention that the decomposition of V into
irreducible MC-modules is relatively easy over C as the minimal weights of L(
1
2
, h)C are
obvious. But one needs extra effort to understand how to put L(1
2
, x1
2
)F ⊗ · · · ⊗ L(
1
2
, xr
2
)F
in V whose Z-gradation is not given by the weights anymore.
A classification of irreducible modules for an arbitrary framed vertex operator algebra
seems difficult at this stage. This has not been carried out completely over C. As in [M1]
we can classify irreducible modules for any code vertex operator algebra MC . Although
the main idea is similar to that given in [M1], [M2], we adopt a different approach. The
main tool we use in this paper is the vertex operator superalgebra V (HF) associated to the
2
infinite dimensional Clifford algebra and its twisted modules V (HF, d) for any codeword
d ∈ Zr2 where HF is r-dimensional vector space with a nondegenerate bilinear form. Since
MC is a vertex operator subalgebra of V (HF), we show that V (HF, d) is a completely
reducible MC-module if d ∈ C
⊥ and any irreducible MC-module is obtained in this way.
Constructing a Z[1
2
]-form for a framed vertex operator algebra over C is the key to
produce a modular framed vertex operator algebra from a framed vertex operator algebra
over C. It is easy to see that for any integral domain D and a free D-module HD of rank r,
V (HD) is a vertex operator superalgebra and V (HD, d) is its twisted module. If D = Z[
1
2
],
we have natural Z[1
2
]-forms V (HD) of V (HC) and V (HD, d) of V (HC, d). Consequently, we
obtain a D-form (MC)D of framed vertex operator algebraMC over C and a D-form for any
irreducible MC-module which is a self-dual simple current. Although we could not prove
in this paper that any irreducible MC-module has a D-form, the explicit construction of
D-form of any self-dual simple current for the MC over C is good enough for us to obtain
a D-form for any framed vertex operator algebra over C.
We should mention that we use a lot of ideas and techniques developed in [M1], [M2],
[DGH] and [LY2] for dealing framed vertex operator algebras over C in this paper.
The paper is organized as follows. In Section 2 we present basic materials on vertex
operator superalgebras and their twisted modules over an integral domain. We also discuss
the intertwining operators among twisted modules. We review the rational vertex operator
algebra L(1
2
, 0)F and its representation theory in Section 3. In Section 4, we investigate
the structure of framed vertex operator algebras over any algebraically closed field F.
As in the case F = C, we can associate two even binary codes C and D to a framed
vertex operator algebra V over F. These two codes play crucial roles in studying the
structure and representation theory. We discuss the vertex operator superalgebra V (HD)
and its twisted modules V (HD, d) over any integral domain D in Section 5. In the case
D = F we write down explicit decompositions of V (HF, d) into a direct sum of irreducible
L(1
2
, 0)F ⊗ · · · ⊗ L(
1
2
, 0)F-modules L(
1
2
, h1)F ⊗ · · · ⊗ L(
1
2
, hr)F. The code vertex operator
algebra MC is studied in Section 6. We decompose each V (HF, d) into a direct sum of
irreducible MC-modules. We construct a D-form for code vertex operator algebra MC
over C and a D-form for some irreducible MC-module which is a simple current with
D = Z[1
2
] in Section 7. The main idea is to use the standard D-form V (HD, d) of V (HC, d).
In Section 8, we construct intertwining operators among irreducible L(1
2
, 0)-modules over
D. More precisely, each L(1
2
, h) has a D-form L(1
2
, h)D. The restriction of the intertwining
operator we constructed gives an intertwining operator among corresponding D-forms.
These results are used in Section 9 to construct a D-form for any framed vertex operator
algebra over C.
2 Basics
We first recall from [B], [DR1], [DR2] the basics of vertex operator superalgebras and
their twisted modules over an integral domain D with chD 6= 2 and 1
2
∈ D (also see [DL],
[DLM3], [FFR], [LL], [X], [DG], [Mc]).
A super D-module is a Z2-graded free D-module V = V0¯ ⊕ V1¯ such that both V0¯ and
V1¯ are free D-submodules. As usual, we let v˜ be 0 if v ∈ V0¯, and 1 if v ∈ V1¯.
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A vertex operator superalgebra V = (V, Y, 1, ω) over D is a 1
2
Z-graded super D-module
V =
⊕
n∈ 1
2
Z
Vn = V0¯ ⊕ V1¯
with V0¯ =
∑
n∈Z Vn and V1¯ =
∑
n∈ 1
2
+Z Vn such that the axioms of vertex operator super-
algebra over C hold and for n ∈ Z, s, t ∈ 1
2
Z, u ∈ Vs, v ∈ Vt, unv ∈ Vs+t−n−1. Here we
assume that the central charge c of the Virasoro algebra lies in D. If v ∈ Vs, we will call
s the degree of v. We also have the notion of vertex operator algebra V over D if V1¯ = 0.
An automorphism g of a vertex operator superalgebra V is a D-module automorphism
of V such that gY (u, z)v = Y (gu, z)gv for all u, v ∈ V, g1 = 1, gω = ω and gVn = Vn
for all n ∈ 1
2
Z. It is clear that any automorphism preserves V0¯ and V1¯. There is a special
automorphism σ such that σ|V0¯ = 1 and σ|V1¯ = −1. We see that σ commutes with any
automorphism.
Fix g ∈ Aut(V ) of order T < ∞. We assume that 1
T
∈ D and D contains a primitive
T -th root of unity η. Then V decomposes into the eigenspaces of g:
V = ⊕r∈Z/TZV
r
where V r = {v ∈ V |gv = ηrv}. Then we have the notion of weak, admissible g-twisted
V -module M = (M,YM) [DZ], [DR1] where M = M0¯ ⊕M1¯ is Z2-graded. If D is a field,
vertex operator algebra V is called g-rational if any admissible g-twisted V -module is
completely reducible. V is rational if V is 1-rational.
Theorem 2.1. If V is rational then there are only finitely many inequivalent irreducible
admissible modules and the homogeneous subspaces of any irreducible admissible module
are finite dimensional.
Theorem 2.1 in the case F = C was obtained in [DZ], and in the case that V is a vertex
operator algebra over F was given in [DR1], [R]. The proof of Theorem 2.1 is similar to
those given in [DZ], [DR1], [R].
The following result was obtained in [FHL] in the case F = C. The same proof works
here.
Lemma 2.2. Let V i = (V i, Y i, 1i, ωi) be vertex operator superalgebra, gi be automorphism
of V i of finite order, and M i = (M i, Yi) be admissible gi-twisted V
i-module for i = 1, ..., n.
(1) V = V 1 ⊗ · · · ⊗ V n is a vertex operator superalgebra, g = g1 ⊗ · · · ⊗ gn is an
automorphism of V of finite order, and M = M1 ⊗ · · · ⊗Mn is an admissible g-twisted
V -module in an obvious way.
(2) M is irreducible if and only if each M i is irreducible. Moreover, every irreducible
V -module is obtained in this way.
(3) If V i is gi-rational for all i then V is g-rational.
We need the contragredient module from [FHL], [X], [Y] and [DR1]. Let g be an
automorphism of V of order T < ∞ and M = ⊕n≥0M(n) be an admissible g-twisted
V -module. We define the graded dual M ′ of M as
M ′ = ⊕n≥0M(n)∗
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where M(n)∗ = HomF(M(n),F). We denote the natural pair from M ′ ×M → F by (, ).
Also assume that the operators L(1)
n
n!
make sense on V for n ≥ 0. Then M ′ = (M ′, Y ) is
an admissible g−1-twisted V -module such that
(Y (v, z)w′, w) = (w′, Y (ezL(1)(−1)deg v+2(deg v)
2+rz−2 deg vv, z−1)w)
for any v ∈ Vr¯, r = v˜ ∈ {0, 1}, w
′ ∈ M ′ and w ∈ M. The reason for us to use
(−1)deg v+2(deg v)
2+r instead of (eπ
√−1)deg v is that we do not assume the square root of
−1 is contained in F. Moreover, if each homogeneous subspace of M(n) is finite dimen-
sional, then M ′ is irreducible if and only if M is irreducible.
Next we define intertwining operators and fusion rules among admissible gk-twisted
modules (Mk, Yk) for k = 1, 2, 3 where gk are commuting automorphisms of order Tk. In
the case that F = C, the definitions are the same as in [X] and [DLM0]. We now assume
that chF = p is a prime. Let T be the least common multiple of T1, T2, T3 and assume
T 6= 0 in F and F contains a T -th primitive root of the unity η. In this case V decomposes
into the direct sum of common eigenspaces
V = ⊕T−1j1,j2=0V
(j1,j2)
where
V (j1,j2) = {v ∈ V |gkv = η
jkv, k = 1, 2}.
Let Q(p) = {m
n
∈ Q|p ∤ n}. Assume that L(0)|Mi(n) = λi + n for all n where λi ∈ Q(p)
which is understood to be a number in F.
An intertwining operator of type
(
M3
M1 M2
)
is a linear map
I(·, z) : M1 → Hom(M2, M3){z}
u 7→ I(u, z) =
∑
n∈ 1
T
Z
u(n)z−n−1−λ1−λ2+λ3
satisfying:
(1) for any u ∈M1 and v ∈ M2, u(n)v = 0 for n sufficiently large;
(2) I(L(−1)v, z) = ( d
dz
)I(v, z);
(3) u(m)M2(n) ⊂M3(n−m− 1 + deg u) for m,n ∈
1
T
Z;
(4) for any u ∈ V
(j1,j2)
s¯ , v ∈ (M1)t¯,
z−10
(
z1 − z2
z0
)j1/T
δ
(
z1 − z2
z0
)
Y3(u, z1)I(v, z2)
−(−1)stz−10
(
z2−z1
z0
)j1/T
δ
(
−z2 + z1
z0
)
I(v, z2)Y2(u, z1)
= z−12
(
z1 − z0
z2
)−j2/T
δ
(
z1 − z0
z2
)
I(Y1(u, z0)v, z2).
5
We denote the space of intertwining operators of type
(
M3
M1 M2
)
by I
(
M3
M1 M2
)
.We
call NM3M1M2 = dim I
(
M3
M1 M2
)
the fusion rules. It is proved in [DR1] that the fusion
rules NM3M1M2 are independent of choices of λi. Note that if N
M3
M1M2
> 0 then g3 = g1g2 (see
[X]). So we now assume that g3 = g1g2. This definition of intertwining operator here is
the same as that given in [DR2] when gi = 1 for all i.
We also remark that if F = C, we do not need Q(p) in the definition, see [X] and
[DLM0] .
The following result is a generalization of Proposition 11.19 of [DL] with the same proof
by noting that the commutativity and associativity still hold in the current situation.
Lemma 2.3. Assume D is a field. Let Mi and I be as before. We also assume that
M1,M2 are irreducible and I(u, z)v = 0 for some nonzero u ∈ M1, v ∈ M2. Then I = 0.
The fusion rules have certain symmetry properties.
Lemma 2.4. Let Mk be as before and D a field.
(1) We have NM3M2M1 = N
M3
M1M2
.
(2) If each homogeneous subspaces of M2 and M3 are finite dimensional and
L(1)n
n!
are
well defined on V for n ≥ 0, then NM3M2M1 = N
M ′2
M1M ′3
.
Let V i be rational vertex operator algebras and let M ij be irreducible admissible V
i-
modules for i = 1, ..., n and j = 1, 2, 3. Also assume that N
M i
3
M i
1
M i
2
is finite for all i. Using
the exact proof given in [DMZ] in the case F = C, we obtain the following result.
Lemma 2.5. The fusion rule N
M13⊗···⊗Mn3
M1
1
⊗···⊗Mn
1
M1
2
⊗···⊗Mn
2
is equal to
∏n
i=1N
M i3
M i
1
M i
2
.
We now formulate a notion of tensor product M1⊠M2 (which is also called the fusion
product and denoted by M1 × M2) of M1 and M2: it is an admissible g3-twisted V -
module defined by a universal mapping property ([L3], [HL1]-[HL2]): A tensor product
for the ordered pair (M1,M2) is a pair (M,F ) consisting of a weak g3-twisted V -module
M and an intertwining operator F of type
(
M
M1M2
)
such that the following universal
property holds: for any weak g3-twisted V -moduleW and any intertwining operator I(·, z)
of type
(
W
M1M2
)
, there exists a unique V -homomorphism ψ from M to W such that
I(·, z) = ψ ◦ F (·, z). (Here ψ extends canonically to a linear map from M{z} to W{z}.)
It is easy to show that if V is gk-rational for k = 1, 2, 3, then M1 ⊠M2 exists and is
equal to ⊕M3∈M(g3)N
M3
M1,M2
M3 whereM(g3) is the set of inequivalent irreducible g3-twisted
V -modules.
3 Vertex operator algebra L(12, 0)F
In this section, we recall from [DR2] the rational vertex operator algebra L(1
2
, 0)F associ-
ated to the Virasoro algebra with central charge c = 1
2
over any algebraically closed field
F with chF 6= 2, 7. (See also [DMZ] and [W]).
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We begin with an integral domain D such that 1/2 ∈ D. Set
V irD = ⊕n∈ZDLn ⊕ DC
subject to the relation
[Lm, Ln] = (m− n)Lm+n +
m3 −m
12
δm+n,0C, [V irD, C] = 0
for m,n ∈ Z. Note that m3 −m is divisible by 3 for any m ∈ Z, the commutators make
sense. For any c, h ∈ D, we set
V (c, h)D = U(V irD)⊗U(V ir≥0
D
) D
where V ir≥0D is the subalgebra generated by Ln for n ≥ 0 and C, and D is a V ir
≥0
F -module
such that Ln1 = 0 for n > 0, L01 = h and C1 = c. Then
V (c, h)D = ⊕n≥0V (c, h)D(n)
is Z-graded where V (c, h)D(n) has a basis
{L−n1 · · ·L−nkvc,h | n1 ≥ · · · ≥ nk ≥ 1,
∑
i
ni = n}
where vc,h = 1⊗ 1. The V (c, h)D is again called the Verma module. It is easy to see that
LnV (c, h)D(m) ⊂ V (c, h)D(m− n) for all m,n ∈ Z. If D = C, we will denote it by V (c, h)
instead of V (c, h)C. The V (c, h)F has a unique maximal graded submodule W (c, h)F such
that L(c, h)F = V (c, h)F/W (c, h)F is an irreducible highest weight V irF-module.
The following theorem which is the foundation of the framed vertex operator algebra
was obtained in [DR1] and [DR2].
Theorem 3.1. Let F be an algebraically closed field with chF 6= 2, 7.
(1) The L(1
2
, 0)F is a rational vertex operator algebra which has exactly three irreducible
modules L(1
2
, h)F with h = 0,
1
2
, 1
16
.
(2) The fusion product is given by
L(
1
2
, 0)F × L(
1
2
, h)F = L(
1
2
, h)F
for h = 0, 1
2
, 1
16
,
L(
1
2
,
1
2
)F × L(
1
2
,
1
2
)F = L(
1
2
, 0)F,
L(
1
2
,
1
2
)F × L(
1
2
,
1
16
)F = L(
1
2
,
1
16
)F,
L(
1
2
,
1
16
)F × L(
1
2
,
1
16
)F = L(
1
2
, 0)F + L(
1
2
,
1
2
)F.
For the discussion of contragredient modules later, we give the following lemma.
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Lemma 3.2. Let M be a sum of highest weight modules for the Virasoro algebra V irF.
Then
Ln
1
n!
is well defined on M for n ≥ 0.
Proof. We can assume that M is a highest weight module with the highest weight λ ∈ F
and the highest weight vector v. Then M is spanned by L−n1 · · ·L−nkv for n1 ≥ · · · ≥
nk ≥ 1. Clearly,
Ln
1
n!
v = 0. Assume that u = Lmw and
Ln
1
n!
w is well defined. Then
Ln
1
n!
u =∑n
i=0
(
1−m
i
)
Lm+i
Ln−i
1
(n−i)!w is well defined for n ≥ 0. 
4 Framed vertex operator algebras
We define framed vertex operator algebras and discuss properties of framed vertex oper-
ator algebras following [DGH].
A simple vertex operator superalgebra V = ⊕n≥0Vn is called a framed vertex operator
superalgebra (FVOSA) if there exist ωi ∈ V for i = 1, . . ., r such that (i) each ωi
generates a copy of the simple Virasoro vertex operator algebra of central charge 1
2
and
the component operators Li(n) of Y (ωi, z) =
∑
n∈Z L
i(n)z−n−2 satisfy [Li(m), Li(n)] =
(m− n)Li(m+ n) + m
3−m
24
δm+n,0; (ii) the r Virasoro algebras are mutually commutative;
and (iii) ω = ω1+ · · ·+ωr. The set {ω1, . . . , ωr} is called a Virasoro frame (VF). A framed
vertex operator algebra is defined in an obvious way.
We remark that in the case F = C the assumption V = ⊕n≥0Vn is unnecessary [DGH].
Let Tr = L(
1
2
, 0)⊗rF . Then the vertex operator subalgebra of V generated by ω1, . . . , ωr
is isomorphic to Tr and is rational by Lemma 2.2 and Theorem 3.1. For hi ∈ {0,
1
2
, 1
16
}
with i = 1, ..., r, we set
L(h1, . . . , hr)F = L(
1
2
, h1)F ⊗ · · · ⊗ L(
1
2
, hr)F.
Then L(h1, . . . , hr)F is an irreducible Tr-module and every irreducible Tr-module is given
in this way. Using the rationality of Tr, we decompose V into a direct sum of irreducible
Tr-modules:
V =
⊕
hi∈{0, 12 , 116}
mh1,...,hrL(h1, . . . , hr)F
where the nonnegative integer mh1,...,hr is the multiplicity of L(h1, . . . , hr)F in V . If F = C,
all the multiplicities are finite and mh1,...,hr is at most 1 if all hi are different from
1
16
as the
gradation of V is given by the eigenvalues of L(0) [DMZ], [DGH]. If chF = p is finite, the
L(0) has only p different eigenvalues. Assume M,W are two irreducible Tr-submodules of
V isomorphic to L(h1, . . . , hr)F. Then there exist s, t ≥ 0 such that M = ⊕m≥0Mh+sp+m
and W = ⊕m≥0Wh+tp+m where Mn = Vn ∩ M and h =
∑
i hi. We cannot prove that
s = t = 0 from the definition. So it is not obvious that mh1,...,hr is still finite.
For d = (d1, ..., dr) ∈ Z
r
2, let V
d be the sum of all irreducible submodules isomorphic to
L(h1, . . . , hr)F such that hi =
1
16
if and only if di = 1. Let D = D(V ) = {d ∈ Z
r
2 | V
d 6= 0}.
Then
V =
⊕
d∈D
V d.
As in [DGH], we have the following lemma.
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Lemma 4.1. Let V be a FVOSA. Then
(1) D is a triply even linear binary code, i.e., wt(α) ≡ 0 mod 8 for any α ∈ D;
(2) for any d ∈ D, V 0 is a simple vertex operator superalgebra and each V d is an
irreducible V 0-module.
The proof of Lemma 4.1 is similar to the same result in [DGH] by using Lemma 2.3
and Theorem 3.1.
For each c = (c1, ..., cr) ∈ Z
r
2, let V (c) be the sum of the irreducible submodules
isomorphic to L(1
2
c1, . . . ,
1
2
cr)F. Then V
0 =
⊕
c∈Zr
2
V (c). Let C = C(V ) = {c ∈ Zr2 |
V (c) 6= 0}. The following result is an immediate consequence of Theorem 3.1 and Lemma
2.5.
Lemma 4.2. C is a linear binary code. Moreover, C is even if and only if V 0 is a vertex
operator algebra.
Next result tells us that each V (c) is an irreducible Tr-module.
Lemma 4.3. Let V be a FVOA. For any c ∈ C, V (c) = L(1
2
c1, . . . ,
1
2
cr)F. In particular,
the degree zero subspace V0 of V is one dimensional: V0 = F1.
Proof. Note that V 0 = ⊕c∈CV (c). Using a proof similar to that of Lemma 4.1, we know
that V (0) is a simple vertex operator algebra and each V (c) is an irreducible V (0)-module.
Let U consist of vectors v ∈ V such that Li(n)v = 0 for i = 1, ..., r and n ≥ −1. Then U
is the multiplicity of Tr in V and U = ⊕m≥0Um is graded where Un = U ∩ Vn. Moreover,
V (0) = Tr ⊗ U. Clearly, V0 = U0. The key point is to prove that U = F1 = V0.
We claim that U is a vertex algebra. This is clear by noting that Li(n)usv = 0 for
u, v ∈ U, s, n ∈ Z with n ≥ −1. Moreover, U is a simple vertex algebra as V (0) is. Also
U = ⊕i∈ZUip as L(0) acts trivially on U.
Fix 0 6= u ∈ Ump, 0 6= v ∈ Unp, and denote the irreducible Tr-modules generated by
u, v by M and N, respectively. Then 〈asb|a ∈ M, b ∈ N, s ∈ Z〉 is also an irreducible Tr-
module W. It is obvious that M,N,W are isomorphic to Tr as Tr-modules and Y (a, z)b
for a ∈M and b ∈ N is an intertwining operator of type
(
Tr
Tr Tr
)
. By Lemma 2.5 and
Theorem 3.1, we know that NTrTr ,Tr = 1.
From the definition, we know that 1n = δn,−1IdV . Thus Y (u, z)|N = u−1+spz−sp for
some s ∈ Z. In particular, Y (u, z)v = u−1+spvz−sp is nonzero. Take w ∈ Uip. Then from
the associativity [DR1], there exists a positive number q ∈ Z such that
(z0 + z2)
qY (u, z0 + z2)Y (v, z2)w = (z0 + z2)
qY (Y (u, z0)v, z2)w.
From the discussion above, Y (u, z0 + z2)Y (v, z2)w = u−1+jpv−1+lpw(z0 + z2)−jpz
−lp
2 and
Y (Y (u, z0)v, z2)w = (u−1+spv)−1+tpwz
−sp
0 z
−tp
2 for some integers j, l, s, t. As a result, we
have
u−1+jpv−1+lpw(z0 + z2)−jpz
−lp
2 = (u−1+spv)−1+tpwz
−sp
0 z
−tp
2 .
This forces j = s = 0 and t = l. Since v ∈ U is arbitrary, we see that Y (u, z) = u−1 on U
for any u ∈ U. This implies that
u−1v−1w = (u−1v)−1w.
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That is, U is an associative algebra over F with product u · v = u−1v.
Using the commutativity
(z1 − z2)
qY (u, z1)Y (v, z2)w = (z1 − z2)
qY (v, z2)Y (u, z1)w
for some q ∈ Z, we see that u−1v−1w = v−1u−1w. In particular, if w = 1, we have
u−1v = v−1u and U is a simple, commutative associative algebra. For u ∈ Upm, v ∈ Unp,
u−1v ∈ Up(m+n). So U = ⊕n≥0Unp is a Z-graded algebra and I = ⊕n>0Unp is an ideal of U.
From the simplicity of U , we conclude that I = 0 and U = U0 is a finite dimensional simple
commutative associative algebra over F. This implies that U is a finite field extension of
F. Since F is algebraically closed, U = F = F1.
Finally, each V (c) is an irreducible V (0)-module. So V (c) = L(1
2
c1, ...,
1
2
cr)F. 
We remark that Lemma 4.3 was obtained in [DMZ] and [DGH] in the case F = C. But
the proof here is much more complicated as we cannot use the unitarity of the modules
for the Virasoro algebra with central 1
2
in the current situation.
Next we deal with the multiplicities mh1,...,hr in general. The same result was given in
Proposition 2.5 [DGH] when F = C. The proof in [DGH] works here.
Lemma 4.4. Let V be a FVOA. Let d ∈ D and suppose that (h1, . . . , hr) and (h
′
1, . . . , h
′
r)
are r-tuples with hi, h
′
i ∈ {0,
1
2
, 1
16
} such that hi =
1
16
(resp. h′i =
1
16
) if and only if di = 1.
If both mh1,...,hr and mh′1,...,h′r are nonzero then mh1,...,hr = mh′1,...,h′r . That is, all irreducible
modules inside V d for Tr have the same multiplicities.
Recall the codes C and D. The main result in this section is the following.
Theorem 4.5. Any FVOA V is rational. Moreover,
C ⊂ D⊥ = {x = (x1, ..., xr) ∈ Z
r
2 | x · d = 0 for any d ∈ D}.
The proof of Theorem 2.12 of [DGH] in the case F = C is valid here.
5 Clifford algebras and vertex operator algebras
In this section, we study the vertex operator superalgebra V (HF) and its twisted modules.
For the purpose of later discussion on integral forms and modular vertex operator algebra,
we consider vertex algebras and their twisted modules over an integral domain D.
Fix a positive integer r and a codeword d = (d1, ..., dr) ∈ {0, 1}
r. Define the support of
d as supp(d) = {i|di = 1} and the length |d| of d as the cardinality of supp(d). Let HD =∑r
i=1Dai be a free D-module of rank r with a nondegenerate symmetric bilinear form (, )
such that {ai|i = 1, 2, ...r} is an orthonormal basis of HD. The Clifford algebra A(HD, d)
is an associative algebra over D generated by {ai(ni) | 1 ≤ i ≤ r, ni ∈ Z +
1
2
(di + 1)}
subject to the relation
[a(n), b(m)]+ = (a, b)δm+n,0
for a, b ∈ HD. Let A
+(HD, d) be the subalgebra generated by {ai(ni)|1 ≤ i ≤ r, ni ∈
Z+ 1
2
(1 + di), ni > 0}, and make D a 1-dimensional A
+(HD, d)-module so that ai(n)1 = 0
for n > 0. We have the induced module
V (HD, d) = A(HD, d)⊗A+(HD,d) D
∼= ∧D[ai(−ni)|ni ≥ 0, i = 1, 2, ...r](linearly)
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so that the action of ai(n) is given by
∂
∂ai(−n) if n is positive and by multiplication by
ai(n) if n is nonpositive. The V (HD, d) is naturally graded by
1
2
Z with
V (HD, d)n+ |d|
16
= 〈ai1(−n1)ai2(−n2) · · ·aik(−nk)|n1 + n2 + · · ·nk = n〉.
Note that V (HD, d) = V (HD, d)0¯⊕V (HD, d)1¯ where V (HD, d)¯i is the span of monomials
whose length is congruent to i modulo 2.
For short, we let V (HD) = V (HD, (0, ..., 0)). Then V (HD) = V (Da1) ∧ · · · ∧ V (Dar)).
Set 1 = 1 and ω = 1
2
∑r
i=1 ai(−
1
2
)ai(−
3
2
) lie in V (HD). From [FFR], [KW] and [L1], we
have
Theorem 5.1. (1) (V (HD), Y, 1, ω) is a vertex operator superalgebra over D generated by
a(−1/2) for a ∈ HD and with Y (a(−1/2), z) = a(z) =
∑
n∈ 1
2
+Z a(n)z
−n−1/2. Moreover, if
D is a field, V (HD) is a simple vertex operator superalgebra.
(2) V (HD)0¯ is a vertex operator algebra. In the case D is a field, both V (HD)0¯ and
V (HD)1¯ are irreducible V (HD)0¯-modules. In particular, V (HD)0¯ is simple.
To see how the vertex operator Y (v, z) is defined for v = b1(−n1−
1
2
) · · · bk(−nk−
1
2
) ∈
V (HD), we need a normal ordering:
: b1(n1) · · · bk(nk) := (−1)
|σ|bi1(ni1) · · · bik(nik) (5.1)
such that ni1 ≤ · · · ≤ nik where σ is the permutation of {1, ..., k} by sending j to ij . It is
easy to see that
Y (v, z) =: (∂n1b1(z)) · · · (∂nkbk(z)) :
where ∂n =
1
n!
( d
dz
)n. Note that for any m ∈ Z the constant
(
m
n
)
for n ≥ 0 is an integer. So
the component operators of Y (v, z) are well defined linear operators on V (HD).
We now define a D-valued bilinear form (·, ·) on V (HD) such that the monomials form
an orthonormal basis. It is clear that the form is symmetric and nondegenerate.
Proposition 5.2. Let a ∈ HD, u, v ∈ V (HD), w ∈ V (HD)¯i, m ∈
1
2
+ Z and n ∈ Z. Then
(1) (a(m)u, v) = (u, a(−m)v),
(2) (L(n)u, v) = (u, L(−n)v),
(3) L(1)
n
n!
is well defined if n ≥ 0,
(4) The form is invariant:
(Y (w, z)u, v) = (u, Y (ezL(1)(−1)degw+2(degw)
2+rz−2 degww, z−1)v).
Proof. (1) It is good enough to take a = ai for some i. The result follows immediately
from the definition of form.
(2) follows from (1) by noting that
L(n) =
1
2
r∑
i=1
∑
j∈ 1
2
+Z
j : ai(−j)ai(j + n) : .
(3) Since L(−1)
n
n!
is well defined for n ≥ 0, using the invariant property we see that
(
L(1)n
n!
u, v) = (u,
L(−1)n
n!
v)
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and L(1)
n
n!
is well defined.
(4) From the definition of the bilinear form, we know the invariant property holds
for w = a(−1
2
). Note that V (HD) is generated by ai(−
1
2
) for i = 1, ..., r. It follows from
the proofs of Proposition 2.11 of [DLin] and Proposition 2.5 of [AL] that the invariant
property holds for any w. 
We now assume that D = F is an algebraically closed field with chF 6= 2, 7. Notice that
V (Fai)0¯ ∼= L(
1
2
, 0)F and V (Fai)1¯ ∼= L(
1
2
, 1
2
)F as modules for the Virasoro algebra generated
by the component operators of ωi [KR], [DR2]. As a result we have the decomposition
V (HF) ∼=
⊕
hi∈{0, 12}
L(h1, . . . , hr)F
V (HF)0¯ ∼=
⊕
hi∈{0, 12},
∑
i hi∈Z
L(h1, . . . , hr)F
V (HF)1¯ ∼=
⊕
hi∈{0, 12},
∑
i hi∈Z+ 12
L(h1, . . . , hr)F.
as modules for Tr = 〈ωi|i = 1, ..., r〉.
Proposition 5.3. (1) (V (HF), Y, 1, ω) is a holomorphic vertex operator superalgebra in
the sense that V (HF) is rational and V (HF) is the only irreducible module for itself.
(2) Set ωi =
1
2
ai(−
3
2
)ai(−
1
2
) for i = 1, ..., d. Then each ωi generates a vertex operator
subalgebra 〈ωi〉 isomorphic to L(
1
2
, 0)F and {ω1, ..., ωr} form a Virasoro framed. In fact,
V (HF) is a framed vertex operator superalgebra.
Proof. (2) follows from Theorem 4.3 of [DR2]. The rationality of V (HF) follows immedi-
ately from Theorem 2.1. To prove that V (HF) is holomorphic, letW = ⊕n∈ 1
2
Z+
W (n) be an
irreducible V (HF)-module with W (0) 6= 0. Let YW (a(−
1
2
), z) =
∑
m∈Z a(−
1
2
)mz
−m−1 for
a ∈ HF. Then W is an irreducible A(HF, 0)-module such that a(−
1
2
+s) acts as a(−1
2
)−1+s
for s ∈ Z. Clearly, a(−1
2
+s)W (0) = 0 for a ∈ HF and s > 0. This implies W is isomorphic
to V (HF) as A(HF, 0)-modules. Since V (HF) is generated by a(−
1
2
) for a ∈ HF, W is
isomorphic to V (HF) as V (HF)-modules. 
Write Y (ωi, z) =
∑
n∈Z Li(n)z
−n−2 for i = 1, ..., r. Set τi = (−1)2Li(0). Then τi is an
automorphism of V (HF) from the fusion rules of L(
1
2
, 0)F-modules [DR1] and Lemma 2.5,
and is the Miyamoto involution associated to ωi [M1], [M2]. Recall the codeword d and
V (HF, d). Let τ(d) =
∏
i,di=1
τi. Then τ(d) is an automorphism of V (HF).
Proposition 5.4. Let d be as before. Then
(1) V (HF) has a unique τ(d)-twisted module V (HF)(τ(d)) if |d| is even and has two
inequivalent τ(d)-twisted modules V (HF)(τ(d))
i for i = 1, 2 if |d| is odd.
(2) V (HF, d) is a τ(d)-twisted V (HF)-module such that
Y (ai(−1/2), z) =
∑
n∈ 1
2
(di+1)+Z
ai(n)z
−n−1/2
for i = 1, ..., r.
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(3) We have the decomposition
V (HF, d) ∼=
{
2|d|/2V (HF)(τ(d)) |d| ∈ 2Z
2|d|/2−1V (HF)(τ(d))1 ⊕ 2|d|/2−1V (HF)(τ(d))2 |d| ∈ 2Z+ 1.
Proof: (1) and (2) follow from Propositions 4.3 of [L2] (also see [DZ]). To prove (3),
consider the subalgebra cl(d) of A(HF, d) generated by ai(0) where i ∈ supp(d). Then
cl(d) is a Clifford algebra of dimension 2|d| and is a semisimple module for itself. It is well
known that cl(d) is a simple algebra with the unique irreducible module of dimension 2|d|/2
if |d| is even, and is a sum of two simple algebras with two inequivalent simple modules
of dimension 2(|d|−1)/2 if |d| is odd. It is clear that any irreducible cl(d)-submodule W of
cl(d) generates an irreducible τ(d)-twisted module A(HF, d)W. The proof is complete. 
We also have the following decomposition of V (H, d) as a module for Tr :
V (HF, d) =
⊕
hi∈{0, 12 , 116},hi= 116⇔di=1
2|d|L(h1, ..., hr).
6 Code vertex operator algebras
We study the code vertex operator algebraMC for any binary even code C in this section
following [M1], [M2], and [LY2].
Fix an even linear code C ⊂ Zr2. Let c = (c1, ..., cr) ∈ C. For short, we set L(c) =
L(h1, ..., hr)F where hi = 0 if ci = 0 and hi =
1
2
if ci = 1. Regard each L(c) as a subspace
of V (HF)0¯. Then
MC = ⊕c∈CL(c)
is a vertex operator algebra by Theorem 3.1 and Lemma 2.5 with C(MC) = C [M2].
Moreover, any code vertex operator algebra V with C(V ) = C is isomorphic to MC by
the uniqueness of the simple current extension [DM].
Clearly, τ(d) is also an automorphism of MC and τ(d)|MC = 1 if and only if d ∈ C
⊥
which consists of all codewords in Zr2 orthogonal to C with respect to the standard bilinear
form on Zr2. As a result, V (HF, d) is a τ(d)-twisted MC-module and V (HF, d) is a MC-
module if and only if d ∈ C⊥.We next decompose V (HF, d) into a direct sum of irreducible
MC-modules for d ∈ C
⊥. For this purpose, we consider the decomposition
V (Fai, di) = V (Fai, di)0¯ ⊕ V (Fai, di)1¯
where
V (Fai, di)s¯ = 〈ai(−n1)ai(−n2) · · ·ai(−nk)|k ≡ s(mod2), ni ≥ 0, ni ∈
1
2
(1 + di) + Z〉
for s = 0, 1. Then V (Fai, di)s¯ ∼= L(
1
2
, 1
16
) if di = 1 for s = 0, 1 (cf. [KR], [DR2]). Then
V (HF, d) =
⊕
s=(s1,...,sr)∈Zr2
V (Fa1, d1)s1 ∧ · · · ∧ V (Far, dr)sr .
For each coset (x1, ..., xr) + C ∈ Z
r
2/C, we set
V (HF, d, C + (x1, ..., xr)) =
⊕
s=(s1,...,sr)∈(x1,...,xr)+C
V (Fa1, d1)s1 ∧ · · · ∧ V (Far, dr)sr .
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It follows immediately that
V (HF, d) =
⊕
(x1,...,xr)+C∈Zr2/C
V (HF, d, C + (x1, ..., xr)). (6.1)
Let cl(d) be a subalgebra of A(HF, d) generated by ai(0) with di = 1. Then cl(d) is
a finite dimensional semisimple associative algebra which has one simple module if d is
even and two inequivalent simple modules if d is odd. Let K(d) = {c ∈ C|supp(c) =
{i1, ..., ik} ⊂ supp(d)} and E(d) a maximal subcode of K(d) such that E(d) ⊂ E(d)
⊥.
For c ∈ K(d), we set ec = 2k/2ai1(0) · · ·aik(0) ∈ cl(d). Then G(d) = {±e
c|c ∈ K(d)} is
a finite group and the group algebra F[G(d)] = ⊕c∈K(d)ec is a semisimple subalgebra of
cl(d). Moreover, A(d) = {±ec|c ∈ E(d)} is a maximal abelian subgroup of G(d).
Theorem 6.1. Let d ∈ C⊥ and (x1, ..., xr) + C ∈ Zr2/C.
(1) V (HF, d, C+(x1, ..., xr)) is a direct sum of |E(d)| irreducible MC-modules and each
irreducible submodule is a direct sum of |C/E(d)| irreducible Tr-modules. Moreover, each
irreducible MC-submodule is determined by a character of A(d).
(2) Every irreducible MC-module is obtained in this way.
Proof. (1) Clearly, V (HF, d, C + (x1, ..., xr)) is a MC-module. Let x = (x1, ..., xr) and set
W =
⊕
t=(t1,...,tr)∈x+E(d)
V (Fa1, d1)t1 ∧ · · · ∧ V (Far, dr)tr .
Note that if di = 0 then ti = xi. Also, V (Fai, 0)ti is isomorphic to L(
1
2
, xi
2
)F, and if di = 1,
V (Fai, 1)ti is isomorphic to L(
1
2
, 1
16
)F. This gives
W ∼= |E(d)|L(h1, ..., hr)F
as Tr-module where hi =
1
16
if i ∈ supp(d), hi = xi if i /∈ supp(d).
It is evident that the top level T (W ) of W has a basis
ec
∏
di=1,xi=1
ai(0)
∏
di=0,xi=1
ai(−1/2)
for c ∈ E(d). Moreover, T (W ) is isomorphic to F[A(d)]/(−e0+1) as A(d)-modules where
(−e0 + 1) is the ideal of F[A(d)] generated by −e0 + 1. Since A(d) is an abelian group,
T (W ) = ⊕λT (W )λ is a sum of irreducible A(d)-modules T (W )λ with a character λ such
that λ(−e0) = −1. Note that the module for the code vertex operator algebra ME(d)
generated by T (W )λ is an irreducible Tr-module isomorphic to L(h1, ..., hr)F. We denote
this ME(d)-module by ME(d)(x, λ).
Now consider the induced module Ind
G(d)
A(d)T (W )λ which is an irreducible G(d)-module
by [FLM] and whose dimension is [K(d) : E(d)]. Then the MK(d)-module generated by
Ind
G(d)
A(d)T (W )λ is an irreducible MK(d)-module as MK(d) is rational [DR1]. Clearly, this
irreducible is isomorphic to [K(d) : E(d)]L(h1, ..., hr)F as Tr-module. We denote this
irreducible MK(d)-module by MK(d)(x, λ).
Let MC(d, x, λ) be the MC-module generated by T (W )λ. Then
MC(d, x, λ) =
∑
s+K(d)∈C/K(d)
MK(d)+s ·MK(d)(x, λ)
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where MK(d)+s · MK(d)(x, λ) is spanned by unMK(d)(x, λ) for u ∈ MK(d)+s and n ∈ Z.
Clearly, MK(d)+s ·MK(d)(x, λ) is also the fusion product of MK(d)+s with MK(d)(x, λ) as
MK(d)+s is a simple current. Moreover,
MK(d)+s ·MK(d)(x, λ) ∼= MK(d)(s+ x, λ)
is an irreducible MK(d)-module. Note that if s +K(d) 6= t +K(d) for s, t ∈ C then each
irreducible T r-module in MK(d)(s + x, λ) and MK(d)(t + x, λ) has different
1
2
positions.
This shows that MC(d, x, λ) is an irreducible MC-module.
From the definitions of V (HF, d, C+x) and W , we see that V (HF, d, C+x) =MC ·W.
This leads to the decomposition
V (H, d, C + x) = ⊕λMC(d, x, λ). (6.2)
The proof of (2) is similar to that given in [M1], [M2], [LY2] when F = C. 
7 D-forms
In this section, we construct a D-form for any framed vertex operator algebra over C
where D = Z[1
2
]. The main idea is to investigate the D-forms of code vertex operator
algebras and their certain irreducible modules.
Definition 7.1. A D-form of a vertex superalgebra V over C is a D-submodule I of V
such that (I, Y, 1, ω) is a vertex operator superalgebra over D and for each n, In = I ∩ Vn
is a D form of Vn for all n in the sense that In is a free D-module whose rank is equal to
the dimension of Vn.
Unlike [DG], we do not assume that there is a nondegenerate symmetric bilinear form
on V. Also note that I ∩ V0¯ is a vertex operator algebra D-form for V0¯.
Definition 7.2. Let V be a vertex operator superalgebra and I a D-form of V. Assume that
M = ⊕h∈CMh is an ordinary V -module [DLM1]. A D-form S = ⊕h∈CSh with Sh = S∩Mh
of M over I is a module for vertex operator algebra I and each Sh is a D-form of Mh.
We remark that if I is a D-form of V , then I ∩ V1¯ is a D-form of V1¯ over the D-form
I ∩ V0¯.
Fix an even linear binary code C ⊂ Zr2. Let D = Z[
1
2
]. Set (MC+x)D = MC+x ∩ V (HD)
for any x ∈ Zr2. It is clear that (MC)D is vertex operator algebra over D and (MC+x)D is
an (MC)D-module. Clearly, (MC+x)D is D-form of MC+x over(MC)D. Recall the invariant
bilinear from (·, ·) on V (HD). We also denote the restriction of the form to (MC+x)D by
(·, ·). We call
(MC+x)
∗
D = {u ∈MC+x|(u, (MC+x)D) ⊂ D}
the dual of (MC+x)D in MC+x with respect to the form.
Lemma 7.3. The form on (MC+x)D is self dual. That is, (MC+x)
∗
D = (MC+x)D.
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Proof. From the definition we see that
(MC+x)D = ⊕c=(c1,...,cr)∈C+xV (Da1)c¯1 ∧ · · · ∧ V (Dar)c¯r
and (MC+x)D has a D-base consisting of monomials inMC+x. Since these monomials form
an orthonormal base of (MC+x)D, the result follows. 
Next we study the D-form of MC-module with the
1
16
position code d ∈ C⊥. Recall
the irreducible MC-module MC(d, x, λ) over C and the code E(d) from Section 6. For our
purpose, we only deal with the case when MC(d, x, λ) is a self-dual simple current. The
following result comes from [LY2, Corollary 4 and Proposition 5].
Lemma 7.4. Let K(d) and E(d) be as in Section 6. An MC-module MC(d, x, λ) is
a simple current if and only if E(d) is a self-dual subcode of K(d). Furthermore, if
MC(d, x, λ) is self-dual, then we can choose E(d) to be doubly even.
Here we present a useful fact about elementary abelian 2-groups.
Lemma 7.5. Let G be an elementary abelian 2-group, i.e., o(a) = 2 for all a ∈ G \ {e}.
Let k = o(G). Then C[G] has a basis {u1, ..., uk} ⊂ D[G] such that each Dui is a D[G]-
module.
Proof. We proceed by induction on k. If k = 2 then G = {e, a}. We can take u1 = e+ a,
and u2 = e − a. Assume the result for k, we now prove the result for 2k. Let G be
generated by {a1, ..., am} such that 2
m−1 = k. Let G1 be the subgroup of G generated
by {a1, ..., am−1}. Then C[G] = C[G1](Ce + Cam). Let v1, ..., vk be a basis of C[G1] such
that Dvi is a D[G1]-module. Set ui = vi(e + am) for i = 1, ..., k and ui = vi(e − am) for
i = k + 1, ...2k. It is clear Dui is a D[G]-module. 
We remark that only numbers 0, 1,−1 are used in the proof of Lemma 7.5, so Lemma
7.5 is valid with D replaced by Z.
We can now give our key Lemma.
Lemma 7.6. If MC(d, x, λ) is a self-dual simple current, then MC(d, x, λ) has a D-form
MC(d, x, λ)D such that MC(d, x, λ)D is an (MC)D-module.
Proof. From the definition, we notice that V (HD, d) is a D-submodule of V (HC, d). In
fact, the monomials form a D-base of V (HD, d). We claim, in fact, that V (HD, d) is a
D-form of V (HC, d) over V (HD). It is good enough to show that for any u ∈ V (HD) and
m ∈ Z, umV (HD, d) ⊂ V (HD, d). Let u = ai1(−n1 − 1/2) · · ·aik(−nk − 1/2) with nj ∈ Z+
and we prove the claim by induction on k. If k = 1 then Y (ai(−n − 1/2), z) = ∂nai(z)
where
ai(z) =
∑
n∈ 1
2
(di+1)+Z
ai(n)z
−n−1/2.
It follows immediately that Y (ai(−n− 1/2), z)V (HD, d) ⊂ V (HD, d)[[z
1/2, z−1/2]].
Now assume that the claim is true for k. Using the twisted Jacobi identity, we see that
for any w ∈ V (HD, d),
(ai1(−n1 − 1/2) . . . aik+1(−nk+1 − 1/2))mw =
∑
j
zjai1(pj)vqjw
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for some zj ∈ D where v = (ai2(−n2 − 1/2) · · ·aik+1(−nk+1 − 1/2). So the claim is true
for k + 1. One can also use the explicit expression of Y (u, z) from [FFR] to see that each
component um is a D linear combination of operators ai1(m1) · · ·aik(mk).
Recall that MC(d, x, λ) is a MC-submodule of V (HC, d). Let
MC(d, x, λ)D =MC(d, x, λ) ∩ V (HD, d).
Clearly, MC(d, x, λ)D is an (MC)D-module. It remains to show that MC(d, x, λ)D is
nonzero. By Lemma 7.4, E(d) is a doubly even self dual subcode of K(d). So the length
of each codeword of E(d) is a multiple of 4. Since ai(0)aj(0) + aj(0)ai(0) = δi,j, A(d)
is an abelian group such that each element has order less than or equal to 2. Moreover
G = {ec|c ∈ E(d)} is a subgroup of A(d) of index 2 such that any irreducible A(d)-module
such that −e0 acts as −1 is an irreducible G-module.
We need to recall how MC(d, x, λ) is constructed in the proof of Theorem 6.1. In
particular, the top level T (W ) of W has a basis ec
∏
di=1,xi=1
ai(0)
∏
di=0,xi=1
ai(−1/2)
for c ∈ E(d). Clearly, T (W ) is isomorphic to C[G] as G-module by identifying ec with
ec
∏
di=1,xi=1
ai(0)
∏
di=0,xi=1
ai(−1/2) for c ∈ E(d). From the definition of V (HD, d), it
is evident that ec
∏
di=1,xi=1
ai(0)
∏
di=0,xi=1
ai(−1/2) lies in V (HD, d) for c ∈ E(d). By
Lemma 7.5, there is basis
{u1, ...., uk} ⊂ D[G]
∏
i,di=0,xi=1
ai(−1/2)
of T (W ) such that Cui is an irreducible G-module. Let T (W )λ = Cui for some i. Then
ui ∈MC(d, x, λ)D. We conclude that MC(d, x, λ)D is a D-form over (MC)D. 
Remark 7.7. From the proof of 7.6, we see that Cui is an irreducible G-module. Let λi
be the corresponding characters. Then
V (H, d, C + x) = ⊕ki=1MC(d, x, λi)
and
V (HD, d, C + x) = ⊕
k
i=1MC(d, x, λi)D.
To prove any framed vertex operator algebra over C has a D-form, we need an invariant
bilinear form on V (HC, d) and MC(d, x, λ). Recall that V (HD, d) has a monomial basis.
We define a bilinear form (·, ·) on V (HC, d) such that the monomials form an orthogonal
basis. More precisely, let u = ai1(0) · · ·aik(0)v where v is a monomial without any ai(0)
and ip 6= iq if p 6= q. We define the square length of u is
1
2k
. It is trivial to show that for
any u, v ∈ V (HC, d), i = 1, ..., r and n ∈
1
2
Z, (ai(n)u, v) = (u, ai(−n)v). The next result is
an analogue of Proposition 5.2.
Lemma 7.8. Let u, v ∈ V (HD, d), w ∈ V (HD)¯i, m ∈
1
2
+ Z and n ∈ Z. Then
(1) The D-bilinear D-valued form (·, ·) on V (HD, d) is positive definite .
(2) V (HD, d) is self dual in V (HC, d) in the sense that
{w ∈ V (HC, d)|(w, V (HD, d)) ⊂ D} = V (HD, d).
(3) (L(n)u, v) = (u, L(−n)v),
(4) L(1)
n
n!
is well defined on V (HD, d) if n ≥ 0,
(5) The form is invariant:
(Y (w, z)u, v) = (u, Y (ezL(1)(−1)degw+2(degw)
2+rz−2 degww, z−1)v).
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Proof. (1) and (2) are clear from the definition of the form.
(3) We know from [KR] that
L(0) =
|d|
16
+
1
2
∑
di=0
∑
j∈ 1
2
+Z
j : ai(−j)ai(j) : +
1
2
∑
di=1
∑
j∈Z
j : ai(−j)ai(j) :
and
L(n) =
1
2
∑
di=0
∑
j∈ 1
2
+Z
j : ai(−j)ai(j + n) : +
1
2
∑
di=1
∑
j∈Z
j : ai(−j)ai(j + n) :
if n 6= 0 where the normal order is defined as in (5.1). Using the explicit expression of
L(n) gives (L(n)u, v) = (u, L(−n)v).
(4) A special case of the commutator formula
[L(m), ai(s)] = −(s +
m
2
)ai(m+ s)
gives [L(1), ai(s)] = −(s +
1
2
)ai(1 + s). So
L(1)n
n!
ai(−s) =
(−1)n(−s+ 1/2) · · · (−s+ n− 1 + 1/2)
n!
ai(−s+ n)1
for s > 0. Clearly, (−s+1/2)···(−s+n−1+1/2)
n!
∈ D and L(1)
n
n!
ai(−s) lies in V (HD, d). Now assume
that L(1)
n
n!
v is well defined for v ∈ V (HD, d) and u = ai(−s)v. Then
L(1)n
n!
u =
n∑
j=0
(
(adL(1))j
j!
ai(−s))
L(1)n−j
(n− j)!
v
as (adL(1))
j
j!
ai(−s) =
(−1)j(−s+1/2)···(−s+j−1+1/2)
j!
ai(−s+j) and
(−1)j(−s+1/2)···(−s+j−1+1/2)
j!
∈ D.
Since aj(−s + j) preserves V (HD, d),
L(1)n
n!
v is an element of V (HD, d).
(5) The proof is similar to that given in Proposition 5.2 (4). 
Corollary 7.9. Assume that MC(d, x, λ) is a self-dual simple current. There is a pos-
itive definite D-valued, invariant bilinear form on (MC(d, x, λ))D. Moreover, the dual of
MC(d, x, λ)D in MC(d, x, λ) is itself.
Proof. It is clear from Lemma 7.8 that the restriction of the form to MC(d, x, λ)D is posi-
tive definite and invariant. In order to prove that MC(d, x, λ)D is self dual in MC(d, x, λ),
we recall the decomposition (6.1). Since the dual of V (HD, d) in V (HC, d) is itself by
Lemma 7.8 (2), and each V (HC, d, C+x) has a basis consisting of monomial basis, we see
that V (HD, d, C+x) is self dual in V (HC, d, C+x). By (6.2) and the proof of Lemma 7.6
V (HD, d, C + x) = ⊕λ(MC(d, x, λ))D.
This immediately implies that MC(d, x, λ)D is self dual in MC(d, x, λ). 
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8 Intertwining operators over D.
We construct various intertwining operators associated to the vertex operator algebra
V (Ca) and V (HD) and (MC)D over an integral domain D in this section. These inter-
twining operators will be used later to construct a D-form for a framed vertex operator
algebra over C.
Let V = V (Ca)⊕ V (Ca, 1) and define a nondegenerate symmetric bilinear form (·, ·)
on V such that the restriction of the form to V (Ca) and V (Ca, 1) is as before, and
(V (Ca), V (Ca, 1)) = 0. We also set VD = V (Da)⊕ V (Da, 1).
Define a linear map
Y : V → (EndV )[[z1/8, z−1/8]]
such that Y (v, z) for v ∈ V (Ca) is exactly the vertex operator which defines the vertex
operator subalgebra structure on V (Ca) and the τ -twisted V (Ca)-module structure on
V (Ca, 1) where τ = (−1)2L(0) is the canonical automorphism of V (Ca). For u ∈ V (Ca, 1)s¯
and v ∈ V (Ca)r¯, we define Y (u, z)v = (−1)
rseL(−1)zY (v,−z)u. Now assume that v ∈
V (Ca, 1)r¯ we define Y (u, z)v from the identity
(Y (u, z)v, w) = (−1)st(v, Y (eL(1)z(−1)L(0)−1/16z−2L(0)u, z−1)w)
for any w ∈ V (Ca)t¯. Using the notation from Section 5, we also denote V (Ca) by V (Ca, 0).
Lemma 8.1. Let d1, d2, s, t = 0, 1 and u ∈ V (Ca, d1)s¯, v ∈ V (Ca, d2)t¯. Then Y (u, z)v ∈
V (Ca, d1 + d2)s+t[[z
1/8, z−1/8]].
Proof. If d1 = 0, the conclusion is clear from the construction of τ
d2-V (Ca)-twisted module
V (Ca, d2). For the case d1 = 1, we first notice that (V (Ca, d)s¯1, V (Ca, d)t¯1) = 0 for any
d = 0, 1 if s1 6= t1. The result follows from the definition of Y (u, z)v and the result with
d1 = 0. 
Lemma 8.2. The restriction of Y to VD defines a linear map
VD → (EndDVD)[[z
1/8, z−1/8]].
Proof. From the proof of Lemma 7.6, we know that Y (u, z)v ∈ VD[[z
1/8, z−1/8]] for u ∈
V (Da) and v ∈ VD. Since
1
n!
L(−1)n preserves VD for n ≥ 0, we see immediately from the
definition that Y (u, z)v ∈ VD[[z
1/8, z−1/8]] for u ∈ V (Da, 1) and v ∈ V (Da).
Finally we assume that u ∈ V (Da, 1)r¯ and v ∈ V (Da, 1)s¯. Let w ∈ V (Da)t¯. Then
(Y (u, z)v, w) = (−1)st(v, Y (eL(1)z(−1)L(0)−1/16z−2L(0)u, z−1)w) ∈ D[[z1/8, z−1/8]].
Since V (Da) is selfdual in V (Ca), we conclude that Y (u, z)v ∈ VD[[z
1/8, z−1/8]], as desired.

Lemma 8.3. (1) For u ∈ V (Ca, 1) and v ∈ V (Ca), Y (u, z)v is an intertwining operator
of type
(
V (Ca, 1)
V (Ca, 1) V (Ca)
)
.
(2) For u ∈ V (Ca, 1) and v ∈ V (Ca, 1), Y (u, z)v is an intertwining operator of type(
V (Ca)
V (Ca, 1) V (Ca, 1)
)
.
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Proof. (1) The same arguments from [FHL] and [X] show that Y (L(−1)u, z)v = d
dz
Y (u, z)v
for u ∈ V (Ca, 1) and v ∈ V (Ca). It remains to prove the following Jacobi identity for
u ∈ V (Ca)r¯, v ∈ V (Ca, 1)s¯ and w ∈ V (Ca)t¯ :
z−10
(
z1 − z2
z0
)r/2
δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)w
−(−1)rsz−10
(
z2−z1
−z0
)r/2
δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)w
= z−12 δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2)w.
From the definition, it is equivalent to show that
(−1)stz−10
(
z1 − z2
z0
)r/2
δ
(
z1 − z2
z0
)
ez2L(−1)Y (u, z1 − z2)Y (w,−z2)v
−(−1)rs+s(r+t)z−10
(
z2−z1
−z0
)r/2
δ
(
z2 − z1
−z0
)
ez2L(−1)Y (Y (u, z1)w,−z2)v
= (−1)(r+s)tz−12 δ
(
z1 − z0
z2
)
ez2L(−1)Y (w,−z2)Y (u, z0)v,
or
z−10
(
z1 − z2
z0
)r/2
δ
(
z1 − z2
z0
)
Y (u, z1 − z2)Y (w,−z2)v
−(−1)rtz−12 δ
(
z1 − z0
z2
)
Y (w,−z2)Y (u, z0)v,
= z−10
(
z2−z1
−z0
)r/2
δ
(
z2 − z1
−z0
)
Y (Y (u, z1)w,−z2)v.
Note that zr/2Y (u, z) only involves integral powers of z. So
z−10
(
z1 − z2
z0
)r/2
δ
(
z1 − z2
z0
)
Y (u, z1 − z2) = z
−1
1 δ
(
z0 + z2
z1
)
Y (u, z0).
Also,
z−10
(
z2−z1
−z0
)r/2
δ
(
z2 − z1
−z0
)
= (−z2)
−1
(
z0−z1
−z2
)−r/2
δ
(
z0 − z1
−z2
)
.
Thus we need to show that
z−11 δ
(
z0 + z2
z1
)
Y (u, z0)Y (w,−z2)v
−(−1)rtz−12 δ
(
z1 − z0
z2
)
Y (w,−z2)Y (u, z0)v,
= (−z2)
−1
(
z0−z1
−z2
)−r/2
δ
(
z0 − z1
−z2
)
Y (Y (u, z1)w,−z2)v
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which is the Jacobi identity in the definition of τ -twisted module.
(2) Now let u ∈ V (Ca)r¯, v ∈ V (Ca, 1)s¯ and w ∈ V (Ca, 1). It follows from the proof of
Theorem 4.4 of [X] that the following Jacobi identity holds:
z−10
(
z1 − z2
z0
)r/2
δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)w
−(−1)rsz−10
(
z2−z1
−z0
)r/2
δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)w
= z−12
(
z1 − z0
z2
)−r/2
δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2)w.
Also see [X] for the L(−1)-derivation property. 
Recall from Section 5 that H = ⊕ri=1Cai is vector space with a nondegenerate sym-
metric bilinear form (, ) such that {ai|i = 1, ..., r} form an orthonormal basis. Let
d = (d1, ..., dr), e = (e1, ..., er) ∈ Z
r
2. Let τ(d) and τ(e) be the associated automorphism of
vertex operator superalgebra V (H). Then V (H, d) is a τ(d)-twisted V (H)-module.
We now define a linear map:
Y : V (H, d)→ (Hom(V (H, e), V (H, d+ e))[[z1/8, z−1/8]]
such that Y (u1 ∧ · · · ∧ ur, z) = Y (u1, z) · · ·Y (ur, z) where ui ∈ V (Cai, di) for i = 1, ..., r
and Y (ui, z) is defined as before. The following result is an immediate consequence of
Lemma 8.2.
Lemma 8.4. The restriction of Y to V (HD, d) defines a linear map
V (HD, d)→ (Hom(V (HD, e), V (HD, d+ e))[[z
1/8, z−1/8]].
The following result is an extension of Lemma 8.3.
Lemma 8.5. The linear map
Y : V (H, d)→ (Hom(V (H, e), V (H, d+ e))[[z1/8, z−1/8]]
defines an intertwining operator of type
(
V (H, d+ e)
V (H, d) V (H, e)
)
.
Proof. We only prove the following Jacobi identity for any v ∈ V (H)
(j1,j2)
s¯ , u ∈ V (H, d)t¯
z−10
(
z1 − z2
z0
)j1/2
δ
(
z1 − z2
z0
)
Y (v, z1)Y (u, z2)
−(−1)s+tz−10
(
z2−z1
z0
)j1/2
δ
(
−z2 + z1
z0
)
Y (u, z2)Y (v, z1)
= z−12
(
z1 − z0
z2
)−j2/2
δ
(
z1 − z0
z2
)
Y (Y (v, z0)u, z2).
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where V (H)(j1,j2) is the common eigenspace for τ(d), τ(e) with eigenvalues (−1)j1, (−1)j2
respectively.
We know from [DL] that the Jacobi identity is equivalent to the commutativity
(z1 − z2)
j1/2+nY (v, z1)Y (u, z2) = (−z2 + z1)
j1/2+nY (u, z1)Y (v, z2)
for some positive integer n, and the associativity
(z0 + z2)
j2/2+mY (v, z0 + z2)Y (u, z2)w = (z2 + z0)
j2/2+mY (Y (v, z0)u, z2)w
where w ∈ V (H, e) and m is a nonnegative integer which depends on v and w only. Note
that
Y (u1 ∧ · · · ∧ ur, z) = Y (u1, z) · · ·Y (ur, z)
for ui ∈ V (Cai, xi) and xi = 0, 1 and that Y (u
i, z)Y (uj, z) = (−1)stY (uj, z)Y (ui, z) if
i 6= j and ui ∈ V (Cai, xi)s¯ and u
j ∈ V (Caj , xj)t¯. The Jacobi identity obtained in the
proof of Lemma 8.3 gives the commutativity and associativity. The proof is complete. 
We now fix an even binary code C ⊂ Zr2 and assume that e, d ∈ C
⊥.
Lemma 8.6. Let x, y ∈ Zr2. Then the restriction of Y to V (H, d, C + x) ⊂ V (H, d) gives
an intertwining operator of type
(
V (H, d+ e, C + x+ y)
V (H, d, C + x) V (H, e, C + y)
)
for vertex operator
algebra MC . Moreover, the restriction of Y to V (HD, d, C + x) gives a linear map
Y : V (HD, d, C + x)→ (Hom(V (HD, e, C + y), V (HD, d+ e, C + x+ y))[[z
1/8, z−1/8]].
Proof. The result is an immediate consequence of Lemmas 8.1, 8.4 and 8.5. 
We now assume that MC(d, x, λ), MC(e, y, µ) and MC(d + e, x + y, ν) are self-dual
simple currents.
Corollary 8.7. The restriction of the intertwining operator Y in Lemma 8.6 toMC(d, x, λ)
is an intertwining operator of type
(
MC(d+ e, x+ y, ν)
MC(d, x, λ) MC(e, y, µ)
)
. Moreover, for any u ∈
MC(d, x, λ)D and v ∈MC(e, y, µ)D, n ∈ Z, we have unv ∈MC(d+ e, x+ y, ν)D.
Proof. Let W1 be an irreducible MC-module occurring in V (H, d, C+x) given in Remark
7.7. Similarly we pick an irreducibleMC-moduleW2 in V (H, e, C+y) given in Remark 7.7.
Then the span of unv for u ∈ W1 and v ∈ W2, n ∈ Z is an irreducible MC-module inside
V (H, d+e, C+x+y). There there is an irreducibleMC-moduleW3 in V (H, d+e, C+x+y)
given in Remark 7.7 such that the projection of W to W3 is an isomorphism. Clearly, this
produces an intertwining operator of type
(
MC(d+ e, x+ y, ν)
MC(d, x, λ) MC(e, y, µ)
)
. Using Remark
7.7 and Lemma 8.6, we immediately see that if u ∈ MC(d, x, λ)D and v ∈ MC(e, y, µ)D,
n ∈ Z then unv ∈MC(d+ e, x+ y, ν)D. 
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9 The D-forms of FVOAS
In this section, we present the main result of this paper. Namely, any framed vertex
operator algebra over C has a D-form. As a result, we can obtain a framed vertex operator
algebra over any algebraically closed field whose characteristic is different from 2, 7 from
any framed vertex operator algebra over C.
Let V be a framed vertex operator algebra over C. It follows from [DGH] that
V = ⊕d∈DV d
and V 0 = MC is a code vertex operator algebra for some binary even codes C,D ⊂ Z
r
2
with D ⊂ C⊥. It follows from [DGH], [LY2], [DJX] that each V d is a self-dual simple
current for the vertex operator algebra MC . According to [LY2], we know that for each
d ∈ D, V d is isomorphic to some MC(d, x(d), λ(d)) for some x(d) = (x(d)1, ...x(d)r) ∈ Z
r
2
and λ(d). We will use Y to denote the intertwining operators defined in Corollary 8.7.
Lemma 9.1. If V is a framed vertex operator algebra over C such that D(V ) is isomorphic
to Z2, then V has a D-form VD.
Proof. Assume V = MC ⊕ MC(d, x, λ) for some d ∈ C
⊥, x ∈ Zr2 and λ. It follows
from Corollay 8.7 that Y(u, z)v ∈ (MC)D ⊕ MC(d, x, λ)D[[z, z
−1]] for u, v ∈ (MC)D ⊕
MC(d, x, λ)D. On the surface, (MC)D ⊕ MC(d, x, λ)D is a perfect candidate for the D-
form of V. The problem is that we do not know the Y which defines the vertex operator
algebra structure on V is equal to Y . From the definition of Y and the skew symmetry,
we know that Y (u, z)v = Y(u, z)v for u ∈ MC , or u ∈ MC(d, x, λ) and v ∈ MC . Now
we assume that u, v ∈ MC(d, x, λ). Since MC(d, x, λ) is a simple current, there exists
a nonzero complex number a such that Y (u, z)v = aY(u, z)v for any u, v. We now set
VD = (MC)D⊕a
−1/2MC(d, x, λ)D. It is clear that VD is a free module over D. To prove that
VD is a D-form, it is good enough to show that Y (u, z)v ∈ VD[[z, z
−1]] for u, v ∈ VD. From
the discussion before, this is clear if u ∈ (MC)D, or u ∈MC(d, x, λ)D and v ∈ (MC)D. Now
we let u = a−1/2u1, v = a−1/2v1 ∈ a−1/2MC(d, x, λ)D. Then Y (u, z)v = Y(u1, z)v1 ∈ VD.

We certainly believe that the constant a in the proof of Lemma 7.3 is 1. But we cannot
prove it in this paper.
We now can deal with the general case.
Theorem 9.2. Any framed vertex operator algebra V over C has a D-form VD. Moreover,
for any algebraically closed field F whose characteristic is different from 2, 7, VF = F⊗DVD
is a framed vertex operator algebra over F.
Proof. Let D = D(V ). For any d, e ∈ D, u ∈ MC(d, x(d), λ(d)), v ∈MC(e, x(e), λ(e)) and
n ∈ Z,
Y (u, z)v ∈ MC(d+ e, x(d+ e), λ(d+ e))[[z, z
−1]].
By Lemmas 8.1 and 8.5,
Y(u, z)v ∈ V (H, d+ e, x(d) + x(e) + C)[[z, z−1]].
23
Since both MC(d, x(d), λ(d)) and MC(e, x(e), λ(e)) are simple currents, this implies that
MC(d+e, x(d+e), λ(d+e)) is an irreducibleMC-submodule of V (H, d+e, x(d)+x(e)+C)
and x(d)+x(e)+C = x(d+e)+C. So V (H, d+e, x(d)+x(e)+C) = V (H, d+e, x(d+e)+C).
Now let {d1, . . . , dk} be a least generating set of D. Then
V =
⊕
1≤i1<···<is≤k
V
∑s
p=1 d
ip
=
⊕
1≤i1<···<is≤k
MC(
s∑
p=1
dip, x(
s∑
p=1
dip), λ(
s∑
p=1
dip)).
Using the commutativity and associativity of vertex operators (see Propositions 4.5.7
and 4.5.8 of [LL]), we see that MC(
∑s
p=1 d
ip, x(
∑s
p=1 d
ip), λ(
∑s
p=1 d
ip)) is spanned by
ui1n1 · · ·u
is
ns1 for u
ip ∈M(dip , x(dip), λ(dip)) and np ∈ Z.
According to Lemma 9.1, for each dj, there exists a nonzero constant aj such that
(MC)D + ajMC(d
j, x(dj), λ(dj))D is a D-form of MC +MC(d
j, x(dj), λ(dj)). For short, we
set V 0D = (MC)D and V
dj
D = ajMC(d
j, x(dj), λ(dj))D. For any subset X, Y of V , we denote
the D-span of xny for x ∈ X y ∈ Y and n ∈ Z by X · Y. For any d ∈ D, there exists
1 ≤ i1 < · · · < is ≤ k such that d = d
i1 + · · ·+ dis. Set V dD = V
di1
D · · ·V
dis−1
D · V
dis
D . We also
set
VD =
⊕
d∈D
V dD .
Clearly, V = C⊗D VD. We claim VD is the D-form of V.
First we prove that each V dD is a free D-module. We need a general result that for d, e ∈
D, 0 6= a, b ∈ C, the D-span of unv for u ∈ aMC(d, x(d), λ(d))D, v ∈ bMC(e, x(e), λ(e))D
and n ∈ Z is contained in cMC(d + e, x(d + e), λ(d + e))D for some 0 6= c ∈ C. Since
Y (u, z)v = fY(u, z)v for some nonzero constant f which depends on d and e only, and
Y(u, z)v ∈ abMC(d+ e, x(d+ e), λ(d+ e))D[[z, z
−1]],
we see that unv ∈ fabMC(d + e, x(d + e), λ(d + e))D. Now let d = d
i1 + · · · + dis. Then
there exists a nonzero constant α ∈ C such that V dD is a D–submodule of αMC(d, x(d))D.
In particular, V dD is a free D-module.
We finally prove that VD is a vertex operator algebra over D. Observe that for u, v, w ∈
V, m, n ∈ Z,
Y (umv, z) = Res{(z1 − z)
mY (u, z1)Y (v, z)− (−z + z1)
mY (v, z)Y (u, z1)},
umvnw =
∑
i
αi(usiv)tiw
umvnw =
∑
j
βjvpjuqjw
for some integers αi, βj.
Now let d = di1 + · · · + dis, e = dj1 + · · ·+ djt ∈ D. Then V dD = V
di1
D · · ·V
dis−1
D · V
dis
D
and V eD = V
dj1
D · · ·V
djt−1
D · V
djt
D . Using the three relations above we see that
V dD · V
e
D ⊂ V
di1
D · · ·V
dis
D · V
dj1
D · · ·V
djt−1
D · V
djt
D .
Note that for any j, V 0D · V
dj
D ⊂ V
dj
D and V
dj
D · V
dj
D ⊂ V
0
D , we immediately see that V
d
D · V
e
D
is contained in V d
l1
D · · ·V
dlq−1
D · V
dlq
D where d+ e = d
l1 + · · ·+ dlq . This shows that VD is a
vertex operator algebra over D, as desired. 
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