In the following we provide some examples to indicate that an attractor with the properties defined in the article is likely to exist. For each minimization problem associated with the following S-systems we generated 40 Newton candidates, which are supposed to lie in close vicinity of the attractor curve. The corresponding curves were fitted and R 2 -values were computed. In each figure the 2-dimensional projections of the Newton candidates are marked with blue dots, the projection of the global optimum is denoted by a red star, and the attractor curve fitted to the Newton candidates is represented by a dashed green line. All R 2 -values were above 0.9.
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Examples of the attractor of the Newton-flow
In the following we provide some examples to indicate that an attractor with the properties defined in the article is likely to exist. For each minimization problem associated with the following S-systems we generated 40 Newton candidates, which are supposed to lie in close vicinity of the attractor curve. The corresponding curves were fitted and R 2 -values were computed. In each figure the 2-dimensional projections of the Newton candidates are marked with blue dots, the projection of the global optimum is denoted by a red star, and the attractor curve fitted to the Newton candidates is represented by a dashed green line. All R 2 -values were above 0.9. Example 1. We investigated a 2-dimensional S-system example with four different parameter settings, each of which produced different system behaviors. The concentration curves are shown in Figure 1 . The reconstructed attractors are illustrated in Figure   2 . Note that the four attractors which have not been shown in the figure are extremely similar to the ones in the third column, and we thus omitted them.
Example 2. Figure 3 shows all reconstructed attractor curves for the 4-dimensional example we presented in the paper.ẋ 
From these examples we can see that the attractor is less stable in cases where g ij h ij = 0 (see Example 1). Also, we observed that the more non-zero parameters occur in the equations the harder it is to identify the attractor (see Example 4). Finally, when we have parameters of smaller magnitude (relative to other parameters of the S-system) the corresponding co-ordinate of the attractor tend to become more difficult to estimate (Example 3 and 4).
2 Theoretical noise
As we stated in the discussion section of our paper the error of optimal parameter is proportional to the amount of relative noise in the data. This is a direct consequence of the following theorem: Theorem 1. Let σ denote the relative noise of the measurement values, and
Let p * i denote the true underlying parameter vector, ∆X = X− X 0 and ∆p
for all i, j the first order Taylor approximation yields
Thus the minimization of f (p i ) is locally equivalent to
which yields the solution
Using the notations defined in the theorem the covariance matrix of the error of the parameter estimation is
as required. Table 1 : Median relative error of the parameters for all noise levels. The g i,j column is filled with the non-zero parameters appearing in the given equation. For instance, in line 8 (2% relative noise) the relative errors for parameters g 8,4 , g 8,17 can be read in the g i,j column: 0.1503 and 0.1372, respectively.
Pseudo code for the topology searching algorithm
We denote our algorithm as function ALG, whose input is the DATA and the network topology ( − → N ) and the output is the parameter estimates (p), the residuals (f (p)) and the R 2 value obtained for the attractor fitting. In the following algorithm N i denotes all the networks whose edges point to vertex i. 
