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The aim of financial mathematics and financial time series analysis is to describe
the behaviour of financial markets. Financial data consist of a time series of
prices of a certain asset which are e.g. evaluated daily, hourly, minutely or even
tick-by-tick, which means more than secondly, i. e. almost infinitely often.





Rt = log(Pt)− log(Pt−1),
respectively. A Taylor series expansion yields, that returns and log-returns are
approximately the same, if the relativ price changes are small.
A well known and often used model for option-prizing and to describe finan-
cial data is the so called Black-Scholes-Model, also known as Samuelson- or
Samuelson-Black-Scholes-Model. Samuelson (1973) [86] and Black and Scholes
(1973) [17] modelled financial data as a geometric Brownian motion
Pt = P0 exp
(





, t ∈ IR. (1.1)
This model is also written in the form
dx(t) = (µ+ βσ2)dt+ σdWt, (1.2)
where x(t) would model the logarithm of an asset price and β denotes a genera-
lised risk-premium.
Discretizing this model and changing to log-returns leads to the following model
in discrete time:
Rt = µ+ βσ
2 + σǫt, (1.3)
with ǫt = Wt −Wt−1 ∼ N (0, 1).
The Brownian motion Wt is a stochastic process, which describes movements of
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small particles in a liquid and is regarded as having been discovered by Robert
Brown (1827) [23]. In 1880 Thorvald Nicolai Thiele was the first one to de-
scribe this process mathematically by describing the residuals arising from least
square estimators [101]. The first one to introduce the Brownian Motion to finan-
cial mathematics was Louis Bachelier (1900) in his Ph.D. thesis ”The´orie de la
spe´culation” [8]. Maybe his idea of modelling stock-prices as Brownian motions
with drift was too far ahead of its time, because he only received a lower grade,
cf. Courtault, Kabanov, Bru, Crepel (2000) [29] and Taqqu (2001) [96].
It was Albert Einstein (probably not knowing the work of Bachelier) in 1905 [38]
who attracted attention to this stochastic process and defined it in the contempo-
rary way. A collection of Einstein’s work on the Brownian Motion (including [38])
can be found in the small booklet ”Investigations on the Theory of the Brownian
Movement” [39].
Already in the early second half of the last century empirical studies of Man-
delbrot (1963) [68] and Fama (1965) [43] have shown, that the assumption of
constant volatility - as made in the equations (1.1), (1.2) and (1.3) - can not be
maintained. They deduced, that there is a certain dependence structure among
the data, that volatility changes in time and that the data are heavy-tailed.
It was already clear to Black and Scholes, that homogeneity was a unrealistic as-
sumption. They wrote in 1972, cf. [16]: ”... there is evidence of non stationarity
in the variance.” In so called stochastic volatility models equation (1.2) is thus
generalised to allow the volatility term to be stochastic and to vary over time.
This generalised model reads as follows:
dx(t) = (µ+ βσ2(t))dt+ σ(t)dWt, (1.4)
where σ2(t), which is usually called instantenous or spot volatility, is assumed to
have locally square integrable sample paths, while being stationary and stochas-
tically independent of the Brownian motionW (t). By allowing the spot volatility
to be random and serially dependent these models overcome a major failing in the
Black-Scholes option pricing approach, cf. Hull and White (1987, 1988) [60, 61]
and Heston (1993) [57], but the assumption, that the driving process is Gaussian
is still maintained. Among others both articles of Hull and White are contained
in the book ”Hull-White on Derivatives” [62], where various articles of Hull and
White on derivatives are collected.
A comprehensive overview of how to model financial time series and the so called
stochastic volatility models can be found in the work of Taylor (1986, 1994)
[98, 99], Ghysels, Harvey and Renault (1996) [52] and Shephard (1996) [87],
a discussion on publications and reprints of collected articles published in this
context are given in Shephard (2005) [88]. Statistical aspects of these stochastic
volatility models are e.g. studied in Barndorff-Nielsen and Shephard (2001, 2002)
[10, 11].
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A model class to describe discrete financial data, which does not need the as-
sumption of normally distributed innovations has been proposed by Robert Engle
in 1982, cf. [41]. This model class, he received the Bank of Sweden Prize in Eco-
nomic Sciences in Memory of Alfred Nobel 2003 for, was called ”Autoregressive
Conditional Heteroscedastic” (ARCH(p)) and is written as follows:
Xt = σtet,





t−1, t ∈ IR, α0, . . . , αp−1 ≥ 0, αp > 0,
with et centered and i.i.d., but as already mentioned not necessarily normally
distributed.
This model has been generalised by Tim Bollerslev in 1986, who modelled the
actual variance as a weighted sum of the past returns X and variances σ2, i.e.
Xt = σtet,











t ∈ IR, α0, . . . , αp−1, β1, . . . βq−1 ≥ 0, αp, βq > 0,
and called his model ”Generalized Autoregressive Conditional Heteroscedastic”
(GARCH(p,q)) [18].
A shortcoming of standard ARCH and GARCH models is, that they can not
describe an asymmetry of volatility, since σ2t is just a function of the squared
past, i.e. they do not imply the so called leverage effect, which says, that nega-
tive returns lead to a stronger tendency for higher future volatility than positive
returns do, cf. Black (1976) [15] and Nelson (1991) [78].
There are plenty of generalisations of ARCH and GARCH. A survey of this
model-class is e.g. given in Bollerslev, Chou and Kroner (1992) [19] and Boller-
slev, Engle and Nelson (1986) [20]. A comprehensive collection of reprints of
some articles in this context has been edited by Robert Engle in 1995, cf. [42].
Throughout this work we will consider returns (or log-returns) of financial data,
which can be modelled as uncorrelated random variables, whose conditional vari-
ance σt is realised by a non observable (hidden) stochastic process
Rt = µ+ σtVt. (1.5)
Although we will assume, that the parameter µ - the expectation of the returns
Rt - is known. From applications it can be justified that this expectation is close
to zero.
Due to the above mentioned shortcomings of standard ARCH and GARCH mo-
dels we will assume that the model structure of the hidden volatility process
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is nonparametric. Furthermore we will assume, that the distribution of the in-
novations Vt is unknown. Thus the considered models generalise on one hand
parametric autoregressive random variance models, such as the various ARCH-
and GARCH-Models, which quite successfully have been applied to financial time
series, and on the other hand nonparametric stochastic volatility models for which
the distribution of the innovations of the returns is assumed to be known, as in
the discrete case e.g. been considered in the work of Franke, Ha¨rdle and Kreiss
(2003) [48] and in van Es, Spreij and van Zanten (2005) [40].
Throughout the chapters 2 - 4 we will consider a discrete return- or log-return-
process, which can be described by an equation of the type of (1.5). The follow-
ing nonparametric structure of the volatility process log σt, which throughout the
whole work is denoted by ξt, is assumed:
ξt = m(ξt−1) + ηt, (1.6)
with independent and identically distributed (i.i.d.) innovations (ηt)t∈IN .
The aim of this work is, to give an estimator of the density of the non-observable
volatility and of the regression function m. If the volatilities ξ could be observed,
one would estimate the stationary density of ξ by usual kernel estimators and
the regression-function by a so-called Nadaraya-Watson estimator as introduced
independently by Nadaraya and Watson in 1964 [77, 104]. This situation has
e.g. been considered by Robinson in 1983 [85] in the univariate and by Masry
in 1991 [69] in the multivariate case. An account of the various techniques, that
have been proposed to estimate an unknown density can be found in Silverman
(1986) [89]. A survey on kernel estimation including kernel regression is given
in Wand and Jones (1995) [102], a quite comprehensive overview about ”All of
Nonparametric Statistics” including kernel density estimation and kernel regres-
sion in Wasserman (2006) [103].
Unfortunately, as already mentioned above, we can only observe the volatility
disturbed by a noise term, i.e. by centering and taking logarithms of the returns
we observe a disturbed random variable Xt of ξt, given by
Xt = ξt + ǫt. (1.7)
In statistics one is often confronted to the situation not to be able to observe the
values one is interested in. One of the eldest works known to the author which
mentions this fact is a short article of A. S. Eddington (1913) [36] dealing on
astronomical investigations. Usually if you are confronted to this situation in the
regression problem, it is assumed to know the distribution of the errors. Then the
distribution of ξt can be estimated via a division of the empirical characteristic
function by the Fourier transform of the error density, a so-called deconvolution
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kernel estimate. Various works dealing on this context are Carroll and Hall (1988)
[26], Liu and Taylor (1989) [66], Devroye (1989) [32] Stefanski and Carroll (1990,
1991) [92, 93], Stefanski (1990) [91], Zhang (1990) [105], Fan (1991, 1991, 1993)
[44, 45, 46], Fan and Truong (1993) [47] and Masry (1991, 1993, 1993) [70, 71, 72].
A different approach has already been given in Mendelsohn and Rice (1982) [76],
where the disturbed density has been estimated and the density of interest has
been determined by a minimizing problem.
In our situation knowing the error distribution would mean to assume to know
the distribution of the innovations Vt. Usually the innovations are supposed to be
normally distributed. Postulating this normality, it can be shown, that the usual
deconvolution estimators known from the regression problem can successfully be
applied to the related time series situation, cf. Franke, Ha¨rdle, Kreiss (2003)
[48]. It should be mentioned that for this approach the assumption of normally
distributed innovations Vt of the return process is not necessary, but it definitely
is necessary to assume that the distribution is completely known, which is of
course rather unrealistic in real applications.
Since - as already highlighted above - log-returns possess a leptokurtic distribution
with much fatter tails than normal distributions, especially the normal distribu-
tion seems to be questionable for describing real financial data situations. This
fact has already been discussed in many early publications (cf. Praetz (1972)[83],
Blattberg and Gonedes (1974)[13] or Taylor and Kingsman (1979)[100]). The lep-
tokurtic distribution of log-returns is emphasized in RiskMetrics-Technical Doc-
ument [84] as well, even though RiskMetrics uses the normality assumption.
One aim of this work is to dispense with the assumption of knowing the distribu-
tion of the innovations Vt of the return process in order to construct consistent
estimators of the underlying nonparametric structure of the volatility process.
The problem of not knowing the distribution of the observation-errors has been
considered by Diggle and Hall in 1993 [33]. They suppose, that information of the
error distribution can be drawn from an additional experiment and propose to
use the standard kernel deconvolution technique with the empirical characteris-
tic function of the errors inserted for their unknown characteristic function. The
effect of estimating the error density on rates of convergence has been studied by
Neumann in 1997 [79]. More work on this topic has been done by Efromovich in
1997 [37] and Meister in 2004 [74].
Cases, in which the error density and the distribution of interest are of different
characteristics, have been considered by Meister in 2004 [75] and Butucea and
Matias in 2005 [25]. Both identify the true error function from the tail behaviour
of the characteristic functions of the observations.
It seems to be quite well accepted to assume, that the volatility process σt varies
much more slowly than does the process Rt or Vt. This fact has already been
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mentioned in the paper of Taylor (1982) [97], in which the daily sugar prices for
the period 1961 - 1979 are considered. Another hint towards this fact is given
in the RiskMetrics-Technical document [84], where the USD/DEM returns are
considered in order to demonstrate, that volatility clustering occurs, i.e. that
periods of high volatility are clearly separated from periods with lower volatility.
To attain our aim to dispense with the assumption of knowing the error-
distribution as well, we will make use of this awareness of slower movement of
the volatility process. In chapter 2 we consider - as an extreme case - a situation
in which we are able to observe a short panel of return data which rely on ex-
actly the same volatility. It will be seen that at least two returns with identical
volatility are needed to carry through our estimation procedure, which follows
ideas of Horowitz and Markatou (1996) [59]. Furthermore we assume for this
model, that the characteristic function of the innovations of the volatility process
is strictly positive. For example this assumption is fulfilled, if the innovations
can be written as a sum of two independent symmetric random variables.
Chapter 3 considers a situation in which the observation errors converge to zero in
probability with increasing sample size. In such a situation we get completely rid
of the deconvolution dilemma, because we are now in the situation of an errors-
in-variables model, cf. Zwanzig (1999, 2003), [108, 109]. Usual kernel smoothing
methods become applicable in this case.
In chapter 4 we will present two model-assumptions in which the conditions of
chapter 3 are fulfilled. In both cases we assume that we can observe the asset
of interest almost infinitely often and that with increasing sample-size we take
more observations. In section 4.1 we consider intra-day log-returns, which are
defined via direct neighbour observations, and assume that by using this intra-
day returns we can estimate the variance of the day. There we are in a situation
comparable to so-called realised and integrated variances in continous models. In
section 4.2 we consider inter-day returns and assume that there exists a daily-
mean-volatility, which follows the autoregressive structure and can be estimated
by taking an increasing number of observations.
Throughout the chapters 2 - 4 we will suppose, that the following general as-
sumptions on the volatility process and the autoregression (1.6) are fulfilled:
1.1 Assumptions.
A1 lim sup|x|→∞
∣∣∣m(x)x ∣∣∣ < 1,
A2 fη, the density function of η, which is assumed to exist, is strictly positive
on all compact sets.
A3 E (ηt) = 0 and E (η
2
t ) <∞ ∀ t ∈ IN .
A1 and A2 ensure that a strictly stationary solution of (1.6) exists. Since we
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assume stationarity for the underlying volatility process, A1 and A2 also ensure
that (ξi)i∈{1,...,T} is geometrically ergodic (cf. Doukhan (1994) [34], page 107
Proposition 6), which implies geometrical β- and α-mixing if the chain is statio-
nary. For the definition of α− and β−mixing compare Doukhan (1994) [34] or
Bosq (1996) [21].
We denote by αξ(k) the α-mixing coefficient of the process (ξt)t∈IN and by ρξ a
positive real number less than 1 with
αξ(k) ≤ ρkξ . (1.8)
The assumption of a nonvanishing density (cf. A2) of the innovations can be
relaxed - details can be found in Franke, Kreiss, Mammen and Neumann (2002)
[50].
In order to apply the results of chapter 3 estimators of the volatility were simu-
lated and the introduced techniques were used to estimate the stationary density
and the autoregression function of the volatility. These estimations - always
confronted with the real autoregression function - are given in chapter 5. The
techniques were also applied to real data. Some estimates taken from DAX-Data
of 1997 based on the models of chapter 4 are presented in chapter 6.
In chapter 7 we will consider a nonparametric GARCH(1,1) model, which does
not comprehend the above mentioned symmetry-dilemma. We will show the
existence of a process following this structure, give an estimator of the stationary
distribution of such a process and show the asymptotic normality of this estima-
tor. Lastly we will sketch how the nonparametric regression function could be
estimated in this model.
Finally it should be mentioned, that all proofs of chapter 2, 3 and 7 are deferred
to appendixes A, B and C, respectively.
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Chapter 2
Multiple Returns based on the
same Volatility
In this chapter we consider in detail the following stochastic volatility model for
(e.g. daily) returns Rt, t = 0, 1, 2, . . . of some financial process in discrete time:
Rt = µ+ σtVt, (2.1)
with i.i.d. random variables (Vt)t∈IN , a constant mean µ and a stochastic volatility
σt. Furthermore it is assumed that ξt = log σt follows the first order nonparamet-
ric autoregressive model (1.6).
As argued in the introduction, we assume, that volatility varies much more slowly
in time than does the return process itself. As an extreme situation we assume
here, that we are able to observe a short panel of returns on the same day, which
rely on exactly the same volatility, i.e. we suppose that we are able to observe
for each j = 1, 2, . . .
Rj,m = µ+ σjVj,m, m = 1, . . . ,M, (2.2)
where the subscript m indicates that we have the m-th observation based on
the actual (the j-th) volatility. Of course this is a rather restrictive assumption,
but the intention behind this assumption is to see, how far we can improve on
the situation M = 1, in which we have to assume that we completely know the
distribution of Vt in order to receive a consistent estimate of the function m,
which determines the stochastic behaviour of the volatility process (ξt)t∈IN . We
will see in the following that a small number of at leastM = 2 contiguous returns
with exactly the same volatility allows us to drop the assumption of knowing the





log(Rj,m − µ)2 and ǫj,m := 1
2
log V 2j,m, (2.3)
we come to the following model
Xj,m = ξj + ǫj,m, j = 1, 2, . . . , m = 1, . . . ,M (2.4)
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and
ξj = m(ξj−1) + ηj, j = 1, 2, . . . (2.5)
It is possible to assume, that the variables ǫj,m have expectation zero, since chang-
ing the ǫj,m by an additive constant means changing Vj,m by a multiplicative con-
stant, which is possible because we anyway can separate Vj,m and σj only up to
a multiplicative factor.
The usual nonparametric deconvolution estimator for this situation, cf. Franke,
Ha¨rdle, Kreiss (2003) [48], essentially needs to know the distribution of the errors
ǫj,m in (2.4) in form of the characteristic function φǫ.





























denotes an estimator of the stationary density of the autoregressive process










where the characteristic function φU is defined in A7 below. Notice, that fˆξ(x)

















Because of the special panel structure of our data we can refer to Horowitz and
Markatou (1996) [59] or Horowitz (1998) [58] and consider for m ≥ 2
Zj,m := Xj,m −Xj,1 = ǫj,m − ǫj,1 . (2.11)
Since we assume the independence of ǫj,m and ǫj,1 (for m ≥ 2) the characteristic
function of Zj,m (which are observable random variables) satisfies
φZ = |φǫ|2 . (2.12)
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Thus we are able to estimate the absolute value of φǫ by the square-root of the
empirical characteristic function of the Zj,m. In the case of φǫ being real and non-
negative this directly leads to an estimator of φǫ, in which we are interested. In
the general case of a not real-valued characteristic function, Horowitz and Marka-
tou sketched an idea of how to estimate the phase-function, if M > 3. Under the
assumption, that φξ and φǫ do not vanish, Li and Voung (1998) [65] showed, that
they can be identified up to a location shift from the joint characteristic func-
tion of the random variables Xj,m. Their result is essentially based on Kotlarski
(1962) [63]. Recent work in this context can also be found in Neumann (2006)
[80], where the pair of characteristic functions is fitted by a minimum distance
method.
Replacing φǫ in (2.8) and (2.9) by a thoroughly modified version of the estima-
tor given in (2.12) we indeed obtain a consistent estimator of the autoregression
function m of the hidden stochastic volatility process as we will see in the follow-
ing. To carry through the technical proof of such a result we need the following
additional assumptions.
2.1 Assumptions.
A4 m is twice continuously differentiable with∥∥m(k)∥∥∞ <∞, k = 1, 2.
Notice that m itself is not necessarily bounded.
A5 φǫ, the characteristic function of the random variables ǫj,m, is assumed to
be real valued and strictly positive. Further we assume that there exist
constants c1, c2 > 0 with
φǫ(τ) > c1e
−c2|τ |
for τ ∈ IR.
A6 The volatilities (ξt)t∈IN possess a strictly positive and continuously differen-
tiable stationary density fξ with∥∥∥f (k)ξ ∥∥∥∞ <∞, k = 0, 1.
A7 U denotes a real-valued random variable with density K and real valued
characteristic function φU ∈ CC(IR) with supp(φU) ⊂ [−1, 1].
Now we are going to replace the numerator and the denominator of (2.6) by
quantities which do not depend on the unknown characteristic function φǫ. Let
us start with the denominator (2.7), which involves the deconvolution kernel KT ,
cf. (2.8). Instead of (2.7) we refer to the alternative representation (2.9) in the
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following.
In a first step we replace the integral in (2.9) by a Riemann-sum on [−λ−1T , λ−1T ]























and cT denoting a lower bound of φǫ on [−λ−1T , λ−1T ] which will be calculated and



























dT := aTλT ,





+ (j − 1)dT for j ∈ {1, . . . , ST + 1}.
(2.17)































tTj := λT τ
T
j and δT := λTdT .
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=: cT , (2.20)
for τ ∈ [−λ−1T , λ−1T ].
For the estimator of fξ, defined in (2.16) and (2.18) we obtain the following
result:
2.2 Theorem.
If A1, A2, A5, A6 and A7 are fulfilled and if all tuning parameters are chosen




fξ(x) ∀x ∈ IR.
The proof is deferred to Appendix A.
Now we have to show, that we can replace the numerator of (2.6) by a quan-
tity which converges to m(x)fξ(x) under certain assumptions.
This task is a bit more technical. In order to limit the difficulties we use a sample
splitting, for a fixed a ∈ (0, 1) we introduce
T1 = ⌊aT ⌋ and T2 = T − T1 , (2.21)
where ⌊aT ⌋ denotes the largest integer not greater than aT .

























φˆT,1ǫ (tTj /λT )
δT , (2.23)
where φˆT,1ǫ is defined just like φˆ
T
ǫ but uses only the first part of the observations
with length T1.

















For the numerator of this quantity we have
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2.3 Proposition.
If A1, A2, A3, A4, A5, A6 and A7 are fulfilled and if all tuning parameters are
















This proposition - whose proof is also deferred to Appendix A - together with
Theorem 2.2 immediately leads to the following consistency result of our estima-
tor.
2.4 Theorem.
If A1, A2, A3, A4, A5, A6 and A7 are fulfilled and if all tuning parameters are








In chapter 4 two models will be proposed in which the volatility can be observed
up to an error, which converges to zero in probability with increasing sample size.
Again we will be interested in estimators for the stationary density of the volatility
and the autoregression function and their asymptotic behaviour. Therefore we
will have to establish a technical framework first, which will be done in the actual
chapter.
We assume again, that volatility follows the nonparametric structure (1.6) and
furthermore, that for T ∈ IN we can observe ξi disturbed by a random noise ǫTi .
Let us denote this observable quantity ξˆTi , which fulfills
ξˆTi = ξi + ǫ
T
i .
If we could observe the random-variables ξi, which follow the autoregressive struc-
ture (1.6), we would - as already mentioned in the introduction - estimate m


























where K denotes a probability-density, usually compactly supported and sym-
metric and λT a smoothing parameter - the so-called bandwidth.
Since we are not able to observe ξi but ξˆ
T
i we replace ξi in (3.1) and (3.2), which



























To achieve our results the following additional assumptions are necessary.
3.1 Assumptions.
A8 ǫTi , i ∈ IN , T ∈ IN are independent random variables and fulfill








for k = 2, 4, 6.
At this point MT should just be regarded as a series of natural numbers,
fulfilling conditions denoted in A13. In the next chapter MT will be sub-
stantiated to describe the number of observations taken at one day.
A9 m is three times continuously differentiable with∥∥m(k)∥∥∞ <∞, k = 1, 2, 3.
Notice that again m itself is not necessarily bounded.
A10 The volatilities possess a strictly positive and twice continuously differen-
tiable density fξ with ∥∥∥f (k)ξ ∥∥∥∞ <∞, k = 0, 1, 2.
A11 U denotes a symmetric real-valued random variable with density K ∈ Cc(IR)
and supp(K) = [−a, a], a ∈ IR, which directly implies the existence of all
moments and the existence of ‖K‖L2 , ‖K‖∞ and ‖K ′‖∞ .









If we choose MT such that (T
2/M5T )
T→∞−→ 0 (Assumption A13a) and λT such
that (λT/T
5)
T→∞−→ 0, we can achieve the same convergence results as in the sit-
uation where ξi is observable (cf. Franke, Kreiss, Mammen (2002) [49] for the
asymptotics in case that the daily mean volatilities ξi are directly observable).
This is the main result of this chapter and is formulated in the following Theorem.
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3.2 Theorem.


































Aside from this we still achieve consistency of the estimator mˆT if we only have
MT
T→∞−→ ∞ (Assumption A13b) instead of (T 2/M5T ) T→∞−→ 0 (Assumption A13a).
3.3 Theorem.





The proofs of Theorem 3.2 and Theorem 3.3 are deferred to Appendix B.2.
Another result - which will be necessary for the proof of the Theorems above
- is the consistency of the estimator of fξ defined in (3.4) and reads as follows:
3.4 Theorem.














The proof of this Theorem can be found in Appendix B.1.
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Chapter 4
Estimators based on higher
frequent Data
In this chapter we consider some financial time series (St), which is observable
reasonably often during a daily observation period so that with increasing time-
horizon T we can take an increasing number of observations at each day. More
exactly this means that for T ∈ IN , i ∈ {0, . . . , T + 1} and j ∈ {0, . . . ,MT}
(where MT
T→∞−→ ∞) we denote by STi,j, the j-th observation of the i-th day. The
(MT + 1) observations of each day are assumed to be homogenously distributed
over the daily observation period. Notice that the superscript T just indicates
how many days (T +2) and how often at each day (MT +1) we observe the time
series.
In practical use one should take care not to take too many observations, to avoid
the data to be contaminated by short term trading phenomena, such as the ef-
fects of the bid-ask spread. This problem of so-called market microstructure noise
has already been mentioned and discussed in Cox and Rubinstein (1989) [30] and
Brown (1990) [24]. Sources of market microstructure noise are presented in Black
(1976) [14], Amihud and Mendelsohn (1987) [2] and Harris (1990, 1991) [54, 55].
Presently volatility estimation in the presence of market microstructure noise is
a very active area of research, which was initiated by Zhou (1996) [107]. In Aı¨t
Sahalia, Mykland and Zhang (2005) [1] the authors discuss the question of ”How
Often to Sample a Continous-Time Process in the Presence of Market Microstruc-
ture Noise”. Their concrete implication for empirical work with high frequency
data is to sample less frequently. A typical choice was 5 minutes and up. Aı¨t
Sahalia et al. mainly deal with models with constant volatility. In Zhang, Myk-
land and Aı¨t Sahalia (2005) [106] the authors propose - in their framework - a
way to find the optimal sampling frequency in a model with stochastic volatility.
Recent work on market microstructure noise can also be found in Hansen and
Lunde (2005) [53] and in Hasbrouck’s lecture-notes to appear in 2007 [56].
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4.1 An Integrated Volatilities Autoregression
Model





)− log (STi,j−1) . (4.1)
This means, that LTi,j describes (an approximation of) the relative change between
direct neighbour observations and for each i summing up all Li,j, j = 1, . . . ,MT









with σi = exp(ξi), ξi following the autoregressive structure
ξi = m(ξi−1) + ηi, i = 1, 2, . . . , (4.3)
and κTi,j and η
T
i,j fulfilling the following assumptions:
4.1 Assumptions.
A14 The random variables ηTi,j, T ∈ IN, i ∈ {1, . . . , T + 1}, j ∈ {1, . . . ,MT}, are
i.i.d., centered, of variance 1, independent of σi and their moments up to
order 12 exist.

















]k = O( 1
MT
)
for k = 2, 4, 6. (4.4)
Notice, that under these assumptions all random effects in (4.1) are covered by
the σs and ηT s and that A15 and especially (4.4) are e.g. fulfilled if A14 is fulfilled
and the κTi,j are chosen as MT
−0.5.
































































































which can be shown quite easily.
We are thus in the same situation as in continous stochastic volatility-models,
which have been presented in the introduction in equation (1.4). In these models






which has been pointed out e.g. in Andersen and Bollerslev (1998) [3], Comte and
Renault (1998) [27] and Barndorff-Nielsen and Shephard (2001, 2002) [10, 11].
This equality is independent of the model of the instantaneous volatility σ(t) and
the drift-term in (1.4). Since quadratic variation of a process x(s) between 0 and
t, denoted by [x](t), is defined as








for any sequence of of partitions 0 = tq0 < t
q
1 < . . . < t
q




) q→∞−→ 0, the sum of squared log-returns of a price-process
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fulfilling the SDE (1.4), usually called realised volatility, converges towards the in-
tegrated volatility, when the number of observations tends to infinity and the dis-
tance between the observations tends to zero. Recent work on so-called quadratic
variation estimation has e.g. been done by Andersen, Bollerslev, Diebold and
Labys (2001) [5] and Maheu and McCurdy (2001) [67] in foreign exchange mar-
kets and Andersen, Bollerslev, Diebold and Ebens (2001) [4] and Areal and Taylor
(2002) [7] in equity markets. A theoretical comparison between integrated and
realised volatility and some results - concerning the presence of leverage effects
and time-varying drift - complementing those of Barndorff-Nielsen and Shephard
(2002) can be found in Meddahi (2002) [73]. A generalisation of quadratic vari-
ation estimation - so-called power variation - in stochastic volatility models has
been investigated in Barndorf-Nielsen, Graversen and Shephard (2003) [9] and
Barndorf-Nielsen, Shephard (2003) [12].
Since the sum of intra-day log-returns of a process described by our model given
in (4.2) converges towards σ2i , as already highlighted above, we can identify our
random variable σi with the square-root of the i-th day integrated volatility and
will therefore name the random variables σ2i integrated volatility as well.
Thus in this model-setting the autoregression (4.3) describes a dependence struc-
ture between integrated volatilities and it is the aim of this section to provide an
estimator of the autoregression function m of a specific logarithmic transforma-


















































































of (4.6) and a faster convergence rate of the third summand we neglect this term
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Denoting the second addend on the right-hand-side as ǫTi , it is quite obvious, that
these random variables fulfill condition A8.














from (4.4). So in this situation we can define the










and make use of the results given in chapter 3.
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4.2 Daily Mean Stochastic Volatility Model





These returns describe the relative price-change between two observations taken
at the same time on two consecutive days,
We assume that









and i.i.d. random variables V Ti,j. Furthermore we assume that there exists a
non-observable so-called daily mean volatility ξi, which is supposed to follow the
nonparametric autoregressive structure
ξi = m(ξi−1) + ηi, i = 1, 2, . . . , (4.12)
where (ηi)i∈IN denotes a family of i.i.d. zero-mean random variables.
The volatilities ξTi,j, which correspond to the returns R
T
i,j, j = 1, . . . ,MT , from a
single observation period (a day, say), may deviate from the daily mean volatility
ξi by a random quantity ζ
T
i,j , i.e.
ξTi,j = ξi + ζ
T








for a single observation period from the daily mean volatility ξi will be assumed
to converge to zero in probability with increasing sample size (cf. assumption A8
below). Moreover we need to assume that (again compare A8) the deviations ζTi,j
from the daily mean volatility for different observation periods are independent.
In order to ensure this in applications it is recommended to separate the obser-
vation periods of different days by a sufficiently large time gap.
The conditions claimed to the random variables ζTi,j are given by the following
assumption:
4.2 Assumptions.
A16 ζTi,j is independent of ζ
T















for k = 2, 4, 6.
4.2 Daily Mean Stochastic Volatility Model 25
Notice that we do not assume the ζTi,js , j = 1, . . . ,MT , to be independent. But
we assume independence between ζTi,j and ζ
T
k,l if i 6= k, which ensures indepen-





































































XTi,j = ξi + ǫ
T
i .
Finally we would like to formulate our model in a modified way.
Recall Equation (4.11) and (4.13). Plugging (4.13) into (4.11) we get






σi := exp (ξi) and Y
T





we get the model
RTi,j = µ+ σiY
T
i,j (4.14)
with a constant volatility over the day i. But now the innovation random vari-
ables Y Ti,j are not necessarily independent anymore. If we change our assumption
A16 into
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A16’ log (Y Ti,j) is independent from log (Y
T
k,l) for i 6= k and if






















for k = 2, 4, 6,







the noise term fulfills condition A8 as well.
Chapter 5
Simulations
The following estimations result from simulated data, generated by the following
mechanism














where ξ0 = 0 and ηi ∼ N (0, 0.81), i = 1, . . . , 67000. For each i an estimator
of ξi was simulated by adding two noise terms ζi and ǫi to ξi and these dis-
turbed random variables were used to estimate the stationary density of ξi and
the autoregression function m, as described in chapter 3. In figures 5.1 - 5.6 the
estimated density of ξi can always be found on the top and below a plot of the
real autoregression function m and the estimated autoregression function.
In the context of our daily-mean-volatility model ǫi represents the deviation
caused by the sum of logarithms of the driving process and ζi represents the
deviation from the mean of the observed volatilities from ξi. In the context of








)2 − 1]) /2.
In all estimations ζi is normally distributed with mean zero. In figures 5.1 - 5.3
the standard-deviation is 0.6, in figures 5.4 - 5.6 the standard-deviation is 0.3.
In figure 5.1 and figure 5.4 ǫi is also normally distributed with mean zero and
standard deviation 0.7 and 0.5 respectively. In the other four cases noise-terms
with fatter tails than the normal distribution were used. In figure 5.2 and figure
5.5 each ǫi, i = 1, . . . , 67000, is the mean of 10 t(1)-distributed random variables
scaled to square-mean 0.72 and 0.52, respectively. In figure 5.3 and figure 5.6
for each ǫi the mean of 10 independent Exp(1)-distributed random-variables were
subtracted from the mean of 10 other independent random variables. The result-
ing random variables were scaled to square-mean 0.72 and 0.52, too.
The estimators in figures 5.4 - 5.6 were calculated by using the S-Plus kernel
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”Box”, the estimators in figures 5.4 - 5.6 by using the S-Plus kernel ”Parzen”,
in all six estimations the bandwidth is chosen as 0.1. In all six cases the es-
timations of the autoregression function fit quite well to the real function, but
we can always see, that on the left-hand-side the regression function tends to be
under-estimated, while on the right-hand-side the regression function tends to be
over-estimated. In linear regression the so called ”attenuation effect”, which says,
that in the case of an errors-in-variables problem the slope tends to be under-
estimated, is well known. Staudenmayer and Ruppert (2004) [90] showed, that a
similar result holds true for nonparametric regression as well, which is supported
by our estimations.
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Estimation from Dax Data 1997
In this chapter some estimations of the stationary density of the volatility and
the autoregression function of the volatility taken from the 1997 DAX data can
be found. The data were observed between 10:40 to 12:00 and used with a dis-
tance of 5 and 10 minutes. Figures 6.1 to 6.4 are estimations of the density of
the daily-mean volatility and the regression function of the daily mean volatility,
i.e. inter-day returns were considered. Figures 6.5 to 6.8 are estimations of the
density of the integrated volatility and the regression function of the integrated
volatility based on intra-day log-returns, as described in section 4.1. Again the
estimator of the stationary density can be be found atop of each page and the es-
timator of the regression function below. The S-Plus kernels ”Box” and ”Parzen”
and the bandwidths 0.2 and 0.4 were used - the actual settings are always docu-
mented within the figures.
In the ”daily-mean-volatility”-case, because of the estimations one would as-
sume, that the regression function is almost constant, which would mean, that
the volatilities are independent - not a very convincing result. In the ”integrated-
volatility”-case, there is a certain dependence-structure, which becomes apparent.
Between −6.5 and −5.0 the estimated funtion almost seems to be linear, approx-
imately m(x) = 0.3 · x− 4, which is quite more realistic.
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10 minutes DAX-Data 1997 
 Estimation of the daily mean volatility density
Kernel: Box; Bandwidth: 0.2









10 minutes DAX-Data 1997 
 Estimation of the daily mean volatility autoregression function
Kernel: Box; Bandwidth: 0.2
Figure 6.1:
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10 minutes DAX-Data 1997 
 Estimation of the daily mean volatility density
Kernel: Parzen; Bandwidth: 0.4



















10 minutes DAX-Data 1997 
 Estimation of the daily mean volatility autoregression function
Kernel: Parzen; Bandwidth: 0.4
Figure 6.2:
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5 minutes DAX-Data 1997 
 Estimation of the daily mean volatility density
Kernel: Box; Bandwidth: 0.2



















5 minutes DAX-Data 1997 
 Estimation of the daily mean volatility autoregression function
Kernel: Box; Bandwidth: 0.2
Figure 6.3:
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5 minutes DAX-Data 1997 
 Estimation of the daily mean volatility density
Kernel: Parzen; Bandwidth: 0.4



















5 minutes DAX-Data 1997 
 Estimation of the daily mean volatility autoregression function
Kernel: Parzen; Bandwidth: 0.4
Figure 6.4:
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10 minutes DAX-Data 1997 
 Estimation of the integrated volatility density
Kernel: Box; Bandwidth: 0.2













10 minutes DAX-Data 1997 
 Estimation of the integrated volatility autoregression function
Kernel: Box; Bandwidth: 0.2
Figure 6.5:
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10 minutes DAX-Data 1997 
 Estimation of the integrated volatility density
Kernel: Parzen; Bandwidth: 0.4






















10 minutes DAX-Data 1997 
 Estimation of the integrated volatility autoregression function
Kernel: Parzen; Bandwidth: 0.4
Figure 6.6:
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5 minutes DAX-Data 1997 
 Estimation of the integrated volatility density
Kernel: Box; Bandwidth: 0.2






















5 minutes DAX-Data 1997 
 Estimation of the integrated volatility autoregression function
Kernel: Box; Bandwidth: 0.2
Figure 6.7:
Chapter 6. Estimation from Dax Data 1997 43













5 minutes DAX-Data 1997 
 Estimation of the integrated volatility density
Kernel: Parzen; Bandwidth: 0.4

























5 minutes DAX-Data 1997 
 Estimation of the integrated volatility autoregression function
Kernel: Parzen; Bandwidth: 0.4
Figure 6.8:
44 Chapter 6. Estimation from Dax Data 1997
Chapter 7
Estimation in a nonparametric
GARCH(1,1) Model
As already mentioned in the introduction a shortcoming of standard ARCH and
GARCH models is not to cope with the so called leverage effect. This is the
reason, why we want to consider a nonparametric GARCH(1,1)-model, which is
not affected by the symmetry-dilemma. Notice, that the proofs of all the results
presented in this chapter are deferred to Appendix C
7.1 Definition (Nonparametric GARCH(1,1)).
We define a nonparametric GARCH(1,1) process (Xt)t∈Z as a process satisfying
Xt = σtet (7.1)
with i.i.d. random-variables et, t ∈ ZZ, with E (et) = 0, E (e2t ) = σ2e and σt,















′s are Lipschitz-continous in both components, with




e + L2,1, L1,2σ
2
e + L2,2) (7.5)
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7.2 Lemma (Existence and Stationarity of the Nonparametric GARCH(1,1)
process).
For given i.i.d. random-variables et, t ∈ ZZ, with E (et) = 0, E (e2t ) = σ2e equation
(7.2) admits an unique stationary ergodic solution (σt)t∈Z if L < 1.
Thus, if L < 1, Xt = σtet, t ∈ ZZ, is also stationary.
If one chooses mi(x, y) = α0 + α1x
2 + β1y, i = 1, 2, L < 1 means α1 + β1 < 1,
which is the well known condition to ensure the existence of a GARCH(1,1)-
process with existing second moments. We will show that - under the assumption
L < 1 - the nonparametric GARCH(1,1) process is a weak-dependent stationary
stochastic process. The concept of weak-dependence, which makes explicit a cer-
tain asymptotic independence, has been introduced by Doukhan and Louhichi
in 1999 [35] and afterwards been investigated for example in Coulon-Prieur and
Doukhan (2000) [28] and Ango Nze, Bu¨hlmann and Doukhan (2002) [6].
7.3 Definition (A class X of weakly dependent real-valued, stationary stochas-
tic processes).
A real-valued stationary stochastic process (Xt)t belongs to the class X if there
exists a constant ρX ∈ [0, 1), such that for any u-tuple (t1, . . . , tu) and any v-tuple
(s1, . . . , sv) with t1 ≤ . . . ≤ tu < s1 . . . ≤ sv and arbitrary functions g : IRu → IR,
h : IRv → IR with E (g (Xt1 , . . . , Xtu)2) <∞, E (h (Xs1 , . . . , Xsv)2) <∞ there ex-
ists another constant C(u, v), such that the following inequality is fulfilled:





g (Xt1 , . . . , Xtu)
2)Lip (h)C(u, v)ρs1−tuX , (7.6)
where for any function h : IRu → IR, Lip (h) denotes its Lipschitz modulus of
continuity defined as








If L < 1 the nonparametric GARCH(1,1)-process belongs to X .
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Suppose that we observe such a nonparametric GARCH(1,1) process (Xt)t∈Z .
The density fX of the stationary distribution of this process, which is assumed












where λT denotes again the so-called bandwidth, and K a probability density.
Let again U denote a random variable following this probability density.
By making use of the weak dependence of the nonparametric GARCH(1,1) pro-
cess it can be shown, that - under certain assumptions - this estimator is asymp-
totically normal, which is formulated in the following Theorem:
7.5 Theorem.
If (Xt)t∈Z is of nonparametric GARCH(1,1)-structure with L < 1, λT = T−δ
with 0.2 < δ < 1 and if
∥∥f (i)∥∥∞ < ∞, i = 0, 1, 2, ‖K‖∞ < ∞, E (|U |) < ∞,








N (0, fX(x) ‖K‖2L2 ).
Suppose that we observe the closing price (St)t=1,...,T , T ∈ IN , of a certain asset
and that the log-return
Xt := log (St)− log (St−1)
of such an asset follows the nonparametric GARCH(1,1)-structure given in de-
finition 7.1. As described in chapter 4, we assume, that with increasing sample
size T we observe an increasing number of (homogenously distributed) prices of
the asset during the day, denoted by STt,i, i = 0, . . . ,MT .











where κTt,i and η
T
t,i have to fulfill the following assumptions:
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7.6 Assumptions.
A17 The random variables ηTi,j, T ∈ IN, i ∈ {1, . . . , T + 1}, j ∈ {1, . . . ,MT}, are
i.i.d., centered, of variance 1 and







Supposable one has to extend these assumptions - such as existence of some






















































and the autoregression function m by



















Proofs of Chapter 2
A.1 Proof of Theorem 2.2
In order to prove Theorem 2.2 we need the following auxiliary results
A.1 Lemma.







































































































)− E (eiτXj,m)E (e−iτXj,m)
= 1− |φX(τ)|2 ≤ 1,
(A.1.2)








∣∣φ2ǫ(τ)− |φX(τ)|2∣∣ ≤ 1,
(A.1.3)
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and for j, k ∈ {1, . . . , T}, j 6= k and m, l ∈ {1, . . . ,M}∣∣∣Cov(eiτ(ξj+ǫj,m), eiτ(ξk+ǫk,l))∣∣∣
=
∣∣∣E(eiτ(ξj−ξk)eiτ(ǫj,m−ǫk,l))− E (eiτξjeiτǫj,m)E (e−iτξke−iτǫk,l)∣∣∣
=
∣∣E (eiτξje−iτξk)E (eiτǫj,m)E (e−iτǫk,l)
−E (eiτξj)E (e−iτξk)E (eiτǫj,m)E (e−iτǫk,l)∣∣
= φ2ǫ(τ)
∣∣E (eiτξje−iτξk)− E (eiτξj)E (e−iτξk)∣∣
= φ2ǫ(τ)
∣∣∣E ([cos(τξj) + i sin(τξj)] [cos(τξk)− i sin(τξk)])
−E (cos(τξj) + i sin(τξj)) E (cos(τξk)− i sin(τξk))
∣∣∣
= φ2ǫ(τ)
∣∣∣E (cos(τξj) cos(τξk))− iE (cos(τξj) sin(τξk))
+iE (sin(τξj) cos(τξk)) + E (sin(τξj) sin(τξk))
−
(
E (cos(τξj)) E (cos(τξk))− iE (cos(τξj)) E (sin(τξk))
+iE (sin(τξj)) E (cos(τξk)) + E (sin(τξj)) E (sin(τξk))
)∣∣∣
= φ2ǫ(τ)
∣∣∣Cov (cos(τξj), cos(τξk))− iCov (cos(τξj), sin(τξk))
+iCov (sin(τξj), cos(τξk)) + Cov (sin(τξj), sin(τξk))
∣∣∣
≤ φ2ǫ(τ)4αξ(|j − k|) ≤ 4ρ|j−k|ξ ,
(A.1.4)
where the two last inequalities are due to the fact, that (ξj)j∈IN is α-mixing
and to (1.8). Plugging the results of the equationarrays (A.1.2) to (A.1.4)
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∣∣1− φ4ǫ(τ)∣∣ ≤ 1
(A.1.6)
for j ∈ {1, . . . , T}; m, l ∈ {1, . . . ,M} and m 6= l:
∣∣Cov (eiτ(ǫj,m−ǫj,1), eiτ(ǫj,l−ǫj,1))∣∣
=












Plugging the results of the equationarrays (A.1.6) to (A.1.8) into equation
(A.1.5) we achieve:












T 2(M − 1)2 (T (M − 1) + 2T (M − 1)(M − 2))
=
1







If A1 and A2 are fulfilled, then
a)
P







(∣∣∣φˆTZ(τ)− φZ(τ)∣∣∣ > ǫ) ≤ 1Tǫ2
Proof:








= φZ(τ). Easy Computa-
tion shows, that Chebyshev’s inequality is valid even in this complex case and by
using Lemma A.1a) and b), we get:
P
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A.3 Lemma.









(∣∣∣φ˜TZ(τ)− φZ(τ)∣∣∣ > ǫ) ≤ 1Tǫ2 + 4Tc4T .
Proof:
P
(∣∣∣φ˜TZ(τ)− φZ(τ)∣∣∣ > ǫ)
≤ P













(∣∣∣Re (φˆTZ(τ))−Re (φZ(τ))∣∣∣ > ǫ,Re (φˆTZ(τ)) ≥ c2T2
)
+P
(∣∣∣Re (φˆTZ(τ))−Re (φZ(τ))∣∣∣ > c2T2
)
≤ P
(∣∣∣Re (φˆTZ(τ))−Re (φZ(τ))∣∣∣ > ǫ)+ P
(∣∣∣Re (φˆTZ(τ))−Re (φZ(τ))∣∣∣ > c2T2
)
≤ P
(∣∣∣φˆTZ(τ)− φZ(τ)∣∣∣ > ǫ)+ P








where the second inequality is due to the fact, that φZ(τ) > c
2







and the last inequality is due to Lemma A.2b).

A.4 Lemma.









(∣∣∣φˆTǫ (τ)− φǫ(τ)∣∣∣ > ǫ) ≤ 1Tc2T ǫ2 + 4Tc4T .
Proof:







. Thus we have
∣∣∣φˆTǫ (τ)− φǫ(τ)∣∣∣ =
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which implies
P




∣∣∣φ˜TZ(τ)− φZ(τ)∣∣∣ > ǫ
)
= P








where the last inequality is due to Lemma A.3.

To prove Theorem 2.2 we divide fˆTξ (x)− fξ(x) into




































with dT , ST and τ
T
j defined as in (2.17), and study the limiting behaviour of the
three summands separately.
A.5 Lemma.
If A1, A2, A5, A6 and A7 are fulfilled, then
a)
P











|IT (x)− fξ(x)| ≤ λT
∥∥f ′ξ∥∥∞ E(|U |).
To prove Lemma A.5a) we will need the following Lemma:
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A.6 Lemma.
Let ST and τ
T











































































































where the last inequality is due to Lemma A.4.
The proof of part b) is almost the same, you just have to change the nominators
and make use of Lemma A.2a) instead of Lemma A.4 in the last but one step.

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Proof of Lemma A.5:






























































































































































































































j )− φX(τTj )
φǫ(τTj )
∣∣∣∣∣




































j )− φX(τTj )
φǫ(τTj )



















































j )− φX(τTj )
φǫ(τTj )






































j )− φX(τTj )
φǫ(τTj )










j )− φǫ(τTj )
φǫ(τTj )









































1− ρξ + 1
)
=















where the last inequality is due to Lemma A.6a) and b).
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b)











































(λTE (|U |) · 1 + 1 · E (|ξ|))
≤ E (|U |) + E (|ξ|)
2π






























































|u| fU(u) du = λT
∥∥f ′ξ∥∥∞ E(|U |).

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A.7 Lemma.
Let ǫ > 0 and A1, A2, A5, A6 and A7 be fulfilled. If T is chosen large enough,




























∣∣∣fˆTξ (x)− fξ(x)∣∣∣ ≤ ∣∣∣fˆTξ (x)−RT (x)∣∣∣+ |RT (x)− IT (x)|+ |IT (x)− fξ(x)|
≤
∣∣∣fˆTξ (x)−RT (x)∣∣∣+ ǫ2 ,
where the last inequality is due to Lemma A.5 b) and c) and the fact, that T is
chosen large enough. Thus
P
(∣∣∣fˆTξ (x)− fξ(x)∣∣∣ > ǫ) ≤ P(∣∣∣fˆTξ (x)−RT (x)∣∣∣ ≥ ǫ/2) .
The statement is now an immediate consequence of Lemma A.5 a).

Proof of Theorem 2.2:
Fix an arbitrary ǫ > 0 and choose T large enough, such that the condition of
Lemma A.7 is fulfilled.
P



























since 1− 11c2 · c > 0.

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A.2 Proof of Proposition 2.3








































































































and study the four summands of (A.4) separately.
The estimator φˆT,2X is defined just like the estimator φˆ
T
X , but uses only the second
part of the observation period, namely the variables Xj,m with j > T1.
Simply changing T to T1 or T2 in the Lemmas A.1, A.2, A.3 and A.4, which were
proved above, leads to the following estimations:
A.8 Lemma.
If A1 and A2 are fulfilled, then
a)
P








(∣∣∣φˆT,1Z (τ)− φZ(τ)∣∣∣ > ǫ) ≤ 1T1ǫ2 ,
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c)
P













(∣∣∣φ˜T,1Z (τ)− φZ(τ)∣∣∣ > ǫ) ≤ 1T1ǫ2 + 4T1c4T ,
e)
P
(∣∣∣φˆT,1ǫ (τ)− φǫ(τ)∣∣∣ > ǫ) ≤ 1T1c2T ǫ2 + 4T1c4T .
A.9 Lemma.
If A1, A2, A5, A6 and A7 are fulfilled and if all tuning parameters are chosen













































Like in Theorem 2.2, recall the preparing Lemmas A.5 - A.7, we can show, that
if T is large enough
P














we just have to take in mind, that φˆT,2X is based on the second part of the observa-
tion period and φˆT,1ǫ is based on the first part of the observation period, and use
the estimations in Lemma A.8.
The stochastic convergence is now an immediate consequence. Since m(x) is just
a constant, the statement is now clear.

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Since we know now, that the second summand of (A.4) converges to m(x)f(x)
in probability, we have to show, that the other addends converge to zero in
probability, which will complete the proof of Proposition 2.3. We will start with
showing the stochastic convergence of the third and the fourth summand.
A.10 Lemma.
































































































































































































∣∣∣∣∣ > ǫ · 2π · T2 ·MST · dT
)















ǫ2 · 4π2 · T 22 ·M2
.
















which is due to the independence of ǫj+1,m of the other two factors. Because
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E (ǫl+1,n) = 0.
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A.11 Lemma.











































a) The proof is almost the same as the one of Lemma A.10a). Just like there
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where the inequality can be shown just as in the proof of Lemma A.10a) and
so we achieve:
P






















b) Since the time variables on the right hand side of the inequality in a) are
the same as the ones on the right hand side of Lemma A.10a), b) can be
shown just like Lemma A.10b).

To prove the stochastic convergence of the first summand of (A.4), we first have






























































+(WT (x)− JT (x)) + JT (x)
and show that all these three summands converge to zero in probability, which
immediately implies the following Lemma:
A.12 Lemma.
If A1, A2, A4, A5, A6 and A7 are fulfilled and if all tuning parameters are chosen
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A.13 Lemma.




















E (|m(ξT )−m(x)|) .

























































































(∣∣∣e−iτTk (x−XT,M )∣∣∣ ∣∣φU(τTk λT )∣∣ |m(ξT )−m(x)|)
Let τ ∈ [−λ−1T , λ−1T ]. Recall, that φǫ(τ) > cT on [−λ−1T , λ−1T ] and φˆT,1ǫ (τ) > cT2∀ τ ∈ IR:
E


































































































































































E (|m(ξT )−m(x)|) .
b) Fix an arbitrary ǫ > 0 and let T ≥ 2
a
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A.14 Lemma.
If A1, A2 and A5 are fulfilled, then
a)
P (|WT (x)− JT (x)| > ǫ)
≤ dT
2πǫλT cT
E (|m(ξT )−m(x)| |x−XT,M |) + dT
2πǫc2T




E (|m(ξT )−m(x)|) E (|ǫT,M |) .
b) If additionally all tuning parameters are chosen as in (2.17) and in (2.21),
then
























































































P (|WT (x)− JT (x)| > ǫ) ≤ 1
ǫ
E (|WT (x)− JT (x)|)



































E (|m(ξT )−m(x)| |x−XT,M |) + dT
2πǫc2T




E (|m(ξT )−m(x)|) E (|ǫT,M |) .
b)
P (|WT (x)− JT (x)| > ǫ)
≤ dT
2πǫλT cT



























If A1, A2, A4, A5, A6 and A7 are fulfilled, then
a)
|E (JT (x))| ≤ λ2T
(
m′(x)






∥∥f ′ξ∥∥∞ E (|U |3) ,
b)
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Proof:
a)















































































































where xˆ1 and xˆ2 are interim values, which are dependent on v. Since K is
symmetric, the first summand is equal to zero and we get:
|E (JT (x))| ≤ λ2T
(
m′(x)






















































































































































































































































































































































































































































































where the last but two inequality is due to Corollary 1.1 of Bosq (1996) [21]
with p = 2+δ
δ
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Let A1, A2, A4, A5, A6 and A7 be fulfilled










∥∥f ′ξ∥∥∞ E (|U |3) ≤ ǫ/2
then
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Proof:
a)
P (|JT | (x) > ǫ) ≤ P (|JT (x)− E (JT (x))| > ǫ− |E (JT (x))|)




























where the third inequality is due to Lemma A.15a) and the fact, that T is
chosen large enough and the last inequality is due to Lemma A.15b).
b) a) implies
P (|JT | (x) > ǫ) ≤ P (|JT (x)− E (JT (x))| > ǫ− |E (JT (x))|)
= O(T 2c2c−1(log(T ))2) T→∞−→ 0,
since 2c2c− 1 < 0.

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Appendix B
Proofs of Chapter 3
The next three Lemmas will be necessary in the following calculations:
B.1 Lemma.
If X is α-mixing, Y ∈ L∞(σ(Xs, s ≤ t)) and Z ∈ L∞(σ(Xs, s ≥ t+ k)) then the
following Covariance-inequality is fulfilled
|Cov (Y, Z)| ≤ 4 ‖Y ‖∞ ‖Z‖∞ α(k).
Proof:
The Lemma is an immediate consequence of Corollary 1.1 in Bosq (1996) [21]
with q = r =∞ and p = 1.

B.2 Lemma.
Let f, g be real valued functions and X,Y, U, V be four real-valued random-variables,
where U and V are independent and the random-vector (U, V ) is independent from
X and Y . Then





Cov (f(X + u), g(Y + v)) dPU(u) dP V (v).
Proof:
Cov (f(X + U), g(Y + V ))



















g(y + v) dP Y (y) dP V (v)












Cov (f(X + u), g(Y + v)) dPU(u) dP V (v)

B.3 Lemma.





























∣∣∣∣3 ds dPX(t) ≤ E (|U |3)+ 2E (U2) 1c
√
E (X)2








































































































≤ E (Xk+1)+ E (Xk−1) , X ∈ Lk+1(P ), k odd,
E (|X|) ≤
√
E (X2), X ∈ L2(P ).







































































(|U |3)+ 2E (U2) 1
c











≤ E (|U |3)+ 2E (U2) 1
c
√


































































































































































































B.1 Proof of Theorem 3.4
Theorem 3.4 is a direct implication of the following Lemma:
B.4 Lemma.





























































x− ξ1 − ǫT1
λT
))




























































































= fξ(x) + CT,x,
where xˆ denotes an appropriate value between x and (x−λT s) and is there-














2f ′′ξ (xˆ) ds dP
ǫT (t)






























































































































































































































x− ξj − v
λT
))∣∣∣∣ d(P ǫT)2 (u, v)
≤ 4 ‖K‖2∞ αξ(|i− j|) = 4 ‖K‖2∞ ̺|i−j|ξ ,
where the first inequality is due to Lemma B.2, the second to Corollary 1.1
in Bosq (1996) [21] and the third to the fact that the chain is geometrical
α-mixing as ensured by A1 and A2. As described in 1.1 Assumptions ̺ξ is








































































































B.2 Proof of Theorem 3.2
Since we already know that the denominator of (3.5) converges to fξ(x), the proof
of Theorem 3.2 directly follows from the following Proposition, Theorem 3.4 and
Slutzki’s Theorem
B.5 Proposition.

























Since we have to establish some auxiliary results first, the proof of Proposition
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B.5 will be postponed until the end of this section.












































and study the limiting behaviour of these three parts:
B.6 Lemma.


















































































































































= (i) + (ii) + (iii) + (iv) + (v),














































































































































































































∣∣∣∣3 ds dP ǫT (t)
·
(





















































































































































































































































E (|U |) E ((ǫT1 )4)











































































































































































∥∥f ′′ξ ∥∥∞ ds dP ǫT (t)
]


























E ((ǫT )2) +
3
λ2T























































































































































‖K‖2∞ sup {(y − x)m′(θ(x, y)) |−λT − u ≤ y − x ≤ −u+ λT }





























= 4αξ(|i− j|) ‖K‖2∞ ‖m′‖2∞
(
λ2T + 2λTE
(∣∣ǫT1 ∣∣)+ E (∣∣ǫT1 ∣∣)2)






























































































































































































Lemma B.6 directly implies:
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B.8 Proposition.
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Lemma B.9 directly implies:
B.11 Proposition.














We will now show, that the last Summand of (B.1) converges in distribution to













N (0, fξ(x)σ2η ‖K‖2L2 ) (B.2)



















]2 T→∞−→ 0. (B.3)
Proposition B.12 is then an immediate consequence of Lemma B.13 and Lemma
B.14:
B.12 Proposition.













N (0, fξ(x)σ2η ‖K‖2L2 ) .
B.13 Lemma.
If A1, A2, A3, A10, A11 and A12 are fulfilled, then (B.2) is true.
Proof:
We will use the following Central Limit Theorem which was introduced in Brown
(1971) [22]:
Brown’s Martingale Central Limit Theorem
Let {Sn,Fn, n ∈ IN} be a martingale on the probability space (Ω,F , P ),














































Defining FT := σ ({ξj, ηj, j ≤ T}) it is easy to check, that (ST )T∈IN becomes a
martingale w.r.t. (FT )T∈IN .





























































































(‖K‖2L2 fξ(x) + cT,x) ,




which implies |cT,x| ≤ ‖K‖2L2























































































































(‖K‖2L2 fξ(x) + cT,x)2




(‖K‖2L2 fξ(x) + cT,x)2 (1− ̺ξ)








Now we are going to check condition (2). Let ǫ, δ > 0, then:
1
TλTσ2η









































(‖K‖2L2 fξ(x) + cT,x)








































































(‖K‖2L2 fξ(x) + cT,x)
δλTσ2η






















where the first inequality is just an application of Markov’s inequality.
Since the set of the indicator-function converges to the empty set for T →∞, the






























N (0, σ2η ‖K‖2L2 fξ(x)),
because the last factor converges to 1 since cT,x converges to 0.

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B.14 Lemma.

































































































































































































































o 1 ds t2dP ǫ
T
(t)
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≤ ση ‖K ′‖2 1
λ2T
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‖K‖∞ K(s)s2ds dP ǫ
T





























which - together with the convergence of S1 and S2 to 0 - proves the statement.

B.15 Proof of Proposition B.5.
Since the second and third summand of (B.1) converge to constants in probabi-
lity, as shown in Proposition B.8 and in Proposition B.11, and therefore also in
distribution, Slutzki’s Theorem says, that the left-side-expression has the same
limit as the first summand plus these constants. Together with Proposition B.12
this proves the statement.

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B.3 Proof of Theorem 3.3








































From Proposition 3.4 we know that the inverse of the first factor converges to
f(x) 6= 0. The stochastic convergence to zero of the first and the third addend of
the second factor follows rather immediately from the Corollarys B.7 and B.10,
respectively.
Corollary B.7 directly implies
B.16 Proposition.














Corollary B.10 directly implies:
B.17 Proposition.














Thus it is just left to show, that the second addend of the second factor of (B.4)
converges to zero as well, which is a direct implication of the following Lemma:
B.18 Lemma.














































































































































































Proofs of Chapter 7
Proof of Lemma 7.2:
Following Proposition 5.2.1 of Straumann (2005) [94] the stochastic recursive
equation
st+1 = ψt(st), (C.1)
with
ψt(x) = m(x
1/2 · et, x).
admits a unique stationary solution, if for an arbitrary ζ20 ∈ [0,∞) the following










< ∞ and for some integer r ≥ 1 it holds, that
E (log Lip (ψ0 ◦ . . . ◦ ψ1−r)) < 0.
If σ2T is a stationary solution of (C.1), (Xt = σtet, σ
2
t ) is a stationary solution of
(7.1) and (7.2). So let us first check condition a):
log+
















Let e0 < 0 and fix an arbitrary c < 0∣∣m1(ζ20e20, ζ20 , ζ20 )∣∣ ≤ ∣∣m1(ζ20e20, ζ20 , ζ20 )−m1(ζ20c2, ζ20 , ζ20 )∣∣+ ∣∣m1(ζ20c2, ζ20 , ζ20 )∣∣
≤ Cζ0,c,1L1,1ζ2o
∣∣(e20 − c2)∣∣+ Cζ0,c,2,
with Cζ0,c,1 and Cζ0,c,2 suitable.
Analogously you get for e0 > 0 and arbitrary d > 0∣∣m2(ζ20e20, ζ20 , ζ20 )∣∣ ≤ Cζ0,d,1L1,2ζ2o ∣∣(e20 − d2)∣∣+ Cζ0,d,2,
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∣∣ψ0(ζ20 )∣∣) ≤ E (∣∣ψ0(ζ20 )∣∣)
≤ Cζ0,c,1L1,1ζ20E



















≤ C1 + C2σ2e <∞,
C1 and C2 suitable.
If the second condition in b) is fulfilled for r = 1 it is obvious, that the first
condition is fulfilled, too. So let us now check, that E (log Lip (ψ0)) < 0 :
Lip (ψ0) = sup
x 6=y
|ψ0(x)− ψ0(y)|
|x− y| ≤ (L1,ie
2
0 + L2,i),
for i=1,2. Thus by Jensen’s inequality we have


















)) ≤ log(L) < 0
Thus (C.1) posesses a stationary solution, namely (σ2t )t∈Z and so Xt = σtet,
t ∈ ZZ, is also stationary.
Alternatively one could also use Theorem 3.1 of Straumann and Mikosch (2006)
[95], with C1(x) := maxi=1,2 |L1,ix2 + L2,i| and p = 1 to prove the Lemma.

Proof of Lemma 7.4:
The proof of this Lemma follows the same strategy as the one of Lemma 2.1 of
Neumann and Paparoditis (2006) [81].
SinceXt is stationary we assume for simplicity, that tu = 0 and denote (t1, . . . , tu−1)
by (t1, . . . , tn).
Let (σt1 , et1 , . . . , σtn , etn , σ0, e0) and (σ˜t1 , e˜t1 , . . . , σ˜tn , e˜tn , σ˜0, e˜0),
t1 < t2 < . . . < tn < 0, be independent with the (2n+2)-dimensional stationary
distribution of the nonparametric GARCH(1,1) process and M0 be the set of
these (4n+4) random-variables. We feed both processes with the same sequence
of i.i.d. innovations (et)t∈IN . Thus Xt and X˜t have the same sign if t > 0. Notice,
that if x and x˜ have the same sign
|m(x, y)−m(x˜, y˜)| ≤ L1,i
∣∣x2 − x˜2∣∣+ L2,i |y − y˜| ,
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with i = 1, 2, if x and x˜ are positive or negative, respectively.
Let t > 1, Zt :=
∣∣∣X2t − X˜2t ∣∣∣ and Yt := |σ2t − σ˜2t |. Then
Zt =








∣∣σ2t−1 − σ˜2t−1∣∣ e2t−1 + L2,i ∣∣σ2t−1 − σ˜2t−1∣∣) e2t
=
∣∣σ2t−1 − σ˜2t−1∣∣ (L1,ie2t−1 + L2,i)e2t





∣∣∣m(Xt−1, σ2t−1)−m(X˜t−1, σ˜2t−1)∣∣∣ ≤ ∣∣σ2t−1 − σ˜2t−1∣∣ (L1,ie2t−1 + L2,i)
= Yt−1(L1,ie2t−1 + L2,i).
Thus
















E (Yt|M0) ≤ L · E (Yt−1|M0) .
Thus
E (Zt|M0) ≤ E (Y1|M0)Lt−1σ2e =
∣∣∣m(X0, σ20)−m(X˜0, σ˜20)∣∣∣Lt−1s2e,
since
∣∣∣m(X0, σ20)−m(X˜0, σ˜20)∣∣∣ is measureable w.r.t. M0.







denote the process with known initial value X
(s,e)
0 = se. Then
|Cov (g (Xt1 , . . . , Xtn , X0) , h (Xs1 , . . . , Xsv))|
= E (g (Xt1 , . . . , Xtn , X0)h (Xs1 , . . . , Xsv))












P 0d (st1 , et1 , . . . , stn , etn , s, e)
−
∫
g (st1et1 , . . . , stnetn , se)P
0d (st1 , et1 , . . . , stn , etn , s, e)




















X(s,e)s1 , . . . , X
(s,e)
sv
)− h (X(s˜,e˜)s1 , . . . , X(s˜,e˜)sv ))







|g (st1et1 , . . . , stnetn , se)|E
(∣∣X(s,e)si −X(s˜,e˜)si ∣∣)





|g (st1et1 , . . . , stnetn , se)|E
(∣∣X(s,e)si −X(s˜,e˜)si ∣∣)






g2 (st1et1 , . . . , stnetn , se)P
















(∣∣∣X(s,e)si 2 −X(s˜,e˜)si 2∣∣∣)P 0 ⊗ P 0d ((st1 , . . . , etn , s, e) , (s˜t1 , . . . , e˜tn , s˜, e˜))






si−1σ2e |m (se, s2)−m (s˜e˜, s˜2)|P 0 ⊗ P 0d ((. . . , s, e)) , (. . . , s˜, e˜)




(∣∣∣m (X0, σ20)−m(X˜0, σ˜20)∣∣∣))(1/2)




g2 (Xt1 , . . . , Xtn , X0)
))1/2
,
with suitable constants C ∈ IR and ρX ∈ [0, 1).

Appendix C. Proofs of Chapter 7 107




























































































































Now it remains to show, that the first summand has the desired asymptotic
normal distribution. To show this, we make use of the central limit theorem 6.1
formulated in Neumann and Paparoditis (2006) [81]:
Central Limit Theorem
Suppose that (XT,k)k∈Z , T ∈ IN , is a triangular scheme of (row-wise)
stationary random variables with E (XT,k) = 0 and E
(
X2T,k
) ≤ C <∞.
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T→∞−→ σ2 ∈ [0,∞). (7.5.2)
For T ≥ T0, there exists a monotonously nonincreasing and summable
sequence (θr)r∈IN such that, for all indices t1 < t2 . . . < tu < tu + r = s1 ≤ s2,
the following upper bounds for covariances hold true:
• for all measurable and quadratic integrable functions f : IRu → IR,
|Cov (f (XT,t1 , . . . , XT,tu) , XT,s1)|
≤
√
E (f 2 (XT,t1 , . . . , XT,tu))θr
(7.5.3)
• for all measurable and bounded functions f : IRu → IR,



















































Obviously E (XT,k) = 0 ∀ T ∈ IN, k ∈ ZZ, but unfortunately XT,i does not fulfill
the conditions (7.5.3) and (7.5.4) as it is stipulated in the CLT above. But we
can show, that the following two modified conditions are fulfilled instead:
• There exists a constant C > 0, such that for all measurable and quadratic
integrable functions f : IRu → IR,
|Cov (f (XT,t1 , . . . , XT,tu) , XT,s1)|
≤
√
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• There exists a constant C > 0, such that for all measurable and bounded
functions f : IRu → IR,
|Cov (f (XT,t1 , . . . , XT,tu) , XT,s1XT,s2)| ≤ ‖f‖∞ Cλ−2T ρrX . (7.5.4’)
Let us first show that there exists a constant C ∈ IR, such that E (X2T,k) ≤ C and
that the conditions (7.5.1), (7.5.2), (7.5.3’) and (7.5.4’) are fulfilled and sketch
afterwards how the proof of Neumann’s and Paparoditis’ CLT has to be modified


































































K2 (s) fX(x− λT s) ds+ λT ‖fX‖2∞
≤ ‖fX‖∞ ‖K‖2L2 + λT ‖fX‖
2
∞ ≤ C,
C appropriate, since λT
T→∞−→ 0.
Let us now check condition (7.5.1):
|XT,k| /
√
T ≤ ǫ⇔ |XT,k| ≤ ǫ
√
T ⇔ X2T,k ≤ ǫ2T.





+ λT ‖fX‖2∞ , there exists a T0 ∈ IN , such that this
inequality is fulfilled for all T ≥ T0, since TλT T→∞−→ ∞.
Let us now check condition (7.5.2). To do this we will need the following two
inequalities (C.2) and (C.3).
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On the one hand, we have for T ∈ IN , k ∈ IN :

















= Cov (gT (X0), gT (Xk)) ≤ O(1)Lip (gT ) ρkX
√
E (g(X0)2)



















Since (XT,k)k∈Z is stationary, we get for k ∈ IN :
E (XT,0XT,−k) = Cov (XT,−k, XT,0) = Cov (XT,0, XT,k) ≤ O(1)λ−3/2T ρkX
and so the following inequality is fulfilled for all 0 6= k ∈ ZZ:
E (XT,0XT,k) ≤ O(1)λ−3/2T ρ|k|X . (C.2)
On the other hand, we have for all T ∈ IN and all j, k ∈ ZZ, j 6= k:

















λTK(u)K(v)fXj ,Xk(u− λTx, v − λTx) du dv
≤ λT ‖K‖2∞ .
(C.3)
Thus for N(T ) ∈ IN we get∑
k∈Z





































T = exp(ln(ρX) · T δ−ǫ + ln(T )(3/2)δ) T→∞−→ 0,
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K2(s) (fX(x)− λT sf ′X(θ)) ds− λT
[∫
K(s) (fX(x)− λT sf ′X(θ)) ds
]2
= fX(x) ‖K‖2L2 − λT
∫






= fX(x) ‖K‖2L2 + CT,x,
with




T→∞−→ fX(x) ‖K‖2L2 (C.4)
Let f : IRu → IR be measurable and quadratic integrable and define g : IRu → IR,
by
g(x1, . . . , xu) := f
(
gT (x1)− E (gT (X1)) , . . . , gT (x1)− E (gT (X1))
)
,
and h : IR→ IR by
h(x) := gT (x)− E (gT (X1)) .




‖K ′‖∞ . Thus
Cov (f (XT,t1 , . . . , XT,tu) , XT,s1) = Cov (g(Xt1 , . . . , Xtu), h(Xs1))
≤ C1
√
















f (XT,t1 , . . . , XT,tu)
2)C2ρs1−tuX ,
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C1 and C2 appropriate. Thus (7.5.3’) is fulfilled.
Let now f : IRu → IR be measurable and bounded and define g : IRu → IR like
above, by
g(x1, . . . , xu) := f
(
gT (x1)− E (gT (X1)) , . . . , gT (x1)− E (gT (X1))
)
,
and h : IR2 → IR by
h(y, z) = (gT (y)− E (gT (X1))) (gT (z)− E (gT (X1))) .
Then obviously Lip (h) ≤ (2/λ2T ) ‖K‖∞ ‖K ′‖∞ , and we get
Cov (f (XT,t1 , . . . , XT,tu) , XT,s1XT,s2) = Cov (g(Xt1 , . . . , Xtu), h(Xs1 , Xs2))
≤ C3
√




‖K‖∞ ‖K ′‖∞ ‖f‖∞ ρs1−tuX
= ‖f‖∞ C4ρs1−tuX ,
C3 and C4 appropriate. Thus (7.5.4’) is fulfilled, too.
It is now left to show, how Neumann’s and Paparoditis’ proof has to be modified:
In Neumann’s and Paparoditis’ proof the conditions (7.5.3) and (7.5.4) are used
to show, that
∣∣∣∑nk=1∆(1)n,k∣∣∣ tends to zero, when n tends to infinity. Thus we have
to show, that
∣∣∣∑nk=1∆(1)n,k∣∣∣ n→∞−→ 0, without using (7.5.3) and (7.5.4).
Notice that Neumann’s and Paparoditis’ n is our T . For the sake of simplicity
we will keep our notation and change n to T :
We divide ∆
(1)
T,k into three parts, just like Neumann and Paparoditis do, but
replace their ∆, which is chosen large enough, but constant, with
∆T := log T
ν ,
with ν chosen such that (2δ + ν log ρX) < 0.
Let T ∈ IN and k ∈ {1, . . . T}. Because of (7.5.3’) we have



















































log(λT ) + log(ρX) log(∆T )
)





































δ + log(ρX) · ν
]
< 0.
Similar to (C.3) one can show E (gT (Xj)) ≤
√
λTO(1), thus we get:






























3 (E (gT (X1)))























∣∣∣∣∣ ≤ O(1)∆TλT T→∞−→ 0.
∆
(1,3,3)
T,k can be treated just like it is described in Neumann’s and Paparoditis’




T,k consists just of one summand, so
changing ∆ to ∆T doesn’t affect ∆
(1,3,3)
T,k considerably.
The Lindeberg-Condition (7.5.1), and the boundednes of h(2) and h(3) yield, that
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2 + E (gT (XT )gT (Xj))
)
+O (ǫ)
= o (1) +O (ǫ)λT∆T +O (ǫ)
= O(ǫ),
so
∣∣∣∑Tk=1∆(1,3,1)T,k ∣∣∣ T→∞−→ 0.














∣∣∣∣∣ ≤ O (1) · λ−2T ρ∆TX = O (1) exp (−2 log(T−δ) + ∆T log(ρX))
= O (1) exp (2δ log(T ) + ν log(T ) log(ρX))
= O (1) exp (log(T ) (2δ + ν log(ρX)))
T→∞−→ 0,
since (2δ + ν log(ρX)) < 0.
Therefore




























which completes the proof of Theorem 7.5.
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Abstract
We consider nonparametric stochastic volatility models in discrete time with un-
known distribution of the innovations of the return process. As underlying and
not observable volatility process we assume a nonparametric autoregressive struc-
ture of first order. We are interested in estimators for this autoregression func-
tion. The considered models generalise on one hand parametric autoregressive
random variance models, which quite successfully have been applied to financial
time series, and on the other hand nonparametric stochastic volatility models for
which the distribution of the innovations of the returns is assumed to be known.
We make use of the well accepted assumption that volatility changes (rather)
slowly. In a first model we deal with the extreme situation that at least two
observed returns are based on exactly the same volatility, which brings us to a
situation comparable to panel data. Under certain assumptions we can estimate
the characteristic function of the distribution of the innovations. We need an
estimator of this distribution in order to define a so-called deconvolution kernel
estimate for the autoregression function of the volatility process. In this techni-
cally demanding situation we achieve consistency of our estimator.
In another situation we assume, that we can observe the volatility disturbed
by a noise, which converges to zero in probability whith increasing sample size.
Here we investigate nonparametric kernel-smoothers as well and achieve the same
asymptotic results for our estimator as in the situation in which we are able to
observe the volatility directly.
Furthermore we introduce two models, which fulfill these assumptions: one, which
is based on inter-day log-returns and where a quantity which can be identified
with integrated volatility follows the autoregressive structure and another one,
which is based on inter-day returns and where a daily mean volatility follows the
autoregressive structure.
Finally we consider a nonparametrich GARCH(1,1)-model and show asymptotic




In der vorliegenden Arbeit werden stochastische Volatilita¨tsmodelle in diskreter
Zeit betrachtet. Die Verteilung der Innovationen des Renditeprozesses wird als
unbekannt vorausgesetzt. Wir nehmen an, daß der zugrunde liegende nicht
beobachtbare Volatilita¨tsprozeß einer nicht parametrischen autoregressiven Struk-
tur erster Ordnung folgt und sind an einem Scha¨tzer fu¨r die Regressionsfunktion
interessiert. Die betrachteten Modelle verallgemeinern einerseits parametrische
autoregressive Modelle mit zufa¨lliger Varianz und andererseits nichtparametrische
stochastische Volatilita¨tsmodelle, in denen man davon ausgeht die Verteilung der
Innovationen des Renditeprozesses zu kennen. Wir machen uns die verbreitete
Annahme zu Nutze, daß sich die Volatilita¨t vergleichsweise langsam vera¨ndert.
In einem ersten Modell nehmen wir den Extremfall an, daß wir mindestens zwei
Renditen beobachten ko¨nnen, die auf exakt der gleichen Volatilita¨t basieren.
Unter gewissen Annahmen ko¨nnen wir in dieser Situation die charakteristische
Funktion der Verteilung der Innovationen scha¨tzen. Mit Hilfe dieser Funktion
la¨ßt sich basierend auf einem Dekonvolutionskern ein Scha¨tzer fu¨r die Autoregres-
sionsfunktion des Volatilita¨tsprozesses angeben. In dieser technisch aufwa¨ndigen
Situation erzielen wir Konsistenz des Scha¨tzers.
In einer zweiten Situation nehmen wir an, daß wir die Volatilita¨t um ein Rauschen
gesto¨rt beobachten ko¨nnen, das mit wachsendem Stichprobenumfang stochastisch
gegen Null konvergiert. Hier betrachten wir ebenfalls nichtparametrische Kern-
scha¨tzer und erzielen die gleichen asymptotischen Resultate wie in der Situation
mit direkt beobachtbarer Volatilita¨t.
Weiterhin werden zwei Modelle vorgestellt, die eben diese Annahmen erfu¨llen:
Eines davon basiert auf innerta¨glichen Log-Renditen und eine Gro¨ße vergleichbar
mit der sogenannter ”integrated volatility” folgt der nichtparametrischen autore-
gressiven Struktur. In dem zweiten Modell, das auf zwischenta¨glichen Renditen
basiert, folgt eine mittlere Tagesvolatilita¨t der autoregressiven Struktur.
Schließlich betrachten wir noch ein nichtparametrisches GARCH(1,1)-Modell und
zeigen asymptotische Normalita¨t eines Scha¨tzers der stationa¨ren Dichte des
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