Introduction
In the past years, the use of Social Media (SM) has dramatically increased with millions of users creating massive amounts of data every day. As of September 2012, the online social networking application Facebook reached one billion monthly active users, while the microblogging service Twitter reported more than 140 million active users. SM data is typically in the form of textual content (e.g. in blogs, reviews and status updates), rating scores in Likert scales or stars (e.g. review ratings), like or dislike indications (e.g. reviews helpful votes and Facebook's like or Google's '+1' buttons), Web search queries (e.g. Google trends), tags and profile information (e.g. social network graphs).
SM data incorporates personal opinions, thoughts and behaviours making it a vital component of the Web and a fertile ground for a variety of business and research endeavours. In this context, the predictive power of SM has been recently explored.
For instance, empirical studies have analyzed the Yahoo! Finance message board to predict stock market volatility (Antweiler and Frank, 2004) , weblog content to predict movies success (Mishne and Glance, 2006) , Google search queries to track influenzalike illnesses (Ginsberg et al., 2009 ), Amazon reviews to predict product sales (Ghose and Ipeirotis, 2011) and Twitter posts (aka tweets) to infer levels of rainfall (Lampos and Cristianini, 2012 ).
These research efforts require cross-disciplinary skills as they involve both the transformation of noisy raw SM data into high quality data suitable for statistical analysis as well as the employment of predictive analytics, which comprise This article aims at consolidating the knowledge created by empirical studies in recent years that exploit SM for predictions, thus enabling an in-depth understanding of SM predictive power. More specific objectives are: (a) to identify steps that characterize all relevant studies as well as approaches that can be followed in each step, and (b) to understand how different steps and approaches are related to SM predictive power.
We anticipate that the proposed framework will enable researchers to classify and evaluate existing studies, to design scientifically rigorous new studies, and to identify the field's weaknesses hence proposing future research directions.
The rest of the paper is structured as follows. Section 2 presents the research approach taken, while section 3 describes the proposed framework in detail. Section 4 presents the results of employing the framework to further analyze this literature, hence providing interesting results. Finally, section 5 draws conclusions.
Research Approach
In order to achieve the objectives of the paper we capitalize on the method proposed by Webster and Watson (2002) for conducting systematic literature reviews in the field of information systems. Initially, we performed a systematic search in order to accumulate a relatively complete body of relevant scientific literature. Towards this end, we started with Google Scholar using the key words predict OR forecast AND social media and we collected an initial pool of articles. Thereafter, we went This is a pre-print version of the following article:
http://www.emeraldinsight.com/journals.htm?issn=1066--2243&volume=23&issue=5&articleid=17095171 backward by reviewing citations in the identified articles and forward by using Google Scholar's functionality to identify articles citing the previously identified articles. We thereafter studied and filtered these initially identified articles in order to come up with the final set that was included in our research. For this purpose, we used the following inclusion and exclusion criteria:
• We excluded qualitative or purely theoretical articles (e.g. Louis and Zorlu, 2012 ).
• We included only studies aiming at making predictions. As a result, we have excluded empirical studies that aim at studying the relationship between SM data and phenomena outcome following an explanatory approach (e.g. Corley • We included only studies that attempt to predict real world outcomes. Thus, we excluded studies that predict online features such as tie strength (Gilbert and Karahalios, 2009 ), volume of comments on online news (Tsagkias et al., 2010) or movie rating on IMDB (Oghina et al., 2012 ).
This approach resulted in a set of 52 articles. For the sake of clarity, the list of these articles is presented at the end of this paper in the Literature Review References section.
In order to synthesize the accumulated knowledge we performed a concept-centric analysis. The main steps and most important aspects composing the whole prediction analysis process were extracted and combined in a conceptual SM data analysis framework for predictions that structures and depicts the area. Finally, the framework was employed to further analyze the literature and to extract insights into the predictive power of SM.
The Social Media Data Analysis Framework
The proposed framework comprises two discrete phases, namely the Data Conditioning Phase and the Predictive Analysis Phase. The former refers to the transformation of noisy raw Social Media (SM) data into high quality data that is structured based on some predictor variables. The latter phase refers to the creation and evaluation of a predictive model that enables estimating outcome from a new set of observations.
Each of these phases can be further divided into a sequence of stages and each stage into a number of steps. Finally, different approaches can be followed in each step. http://www.emeraldinsight.com/journals.htm?issn=1066--2243&volume=23&issue=5&articleid=17095171
Phase 1: Data Conditioning
The main purpose of the Data Conditioning phase is the transformation of noisy raw SM data into high quality data that will enable the computation of predictor variables.
In order to define data quality we adopt and adapt a model proposed by Strong et al. (1997) . In particular, we employ three data quality dimensions from Strong's model that we consider important in the SM data analysis realm, namely objectivity, completeness and amount of data.
Data objectivity is related to the accuracy of data production or the accuracy of the interpretation process, and specifies whether data is what it claims to be and measures what is supposed to measure. For instance, the data produced by interpreting text's sentiment could be of questionable objectivity in the case of non-rigorous sentiment analysis. The same holds when irrelevant data is interpreted as relevant. Data completeness deals with missing values from a data analysis perspective. It specifies whether or not collected data cover all aspects of a phenomenon in terms of e.g. entities characterizing it and/or predictor variables. Finally, amount of data (or sufficiency) specifies whether or not collected data is sufficient for predictive analysis.
The stages included in this phase along with the steps in each stage are described below.
Stage 1.1: Collection and Filtering of Raw Data
This stage deals with both raw SM data collection from various sources and filtering of data in order to determine those relevant. After its completion, the final data set that will be further analyzed during the next stage is produced. In order to determine the relevant raw data, the when, where, who and what questions should be answered. The effort required for this stage depends on both the SM and the application area.
For example, data filtering in Twitter is challenging because of its noisy nature, while in Amazon it is straightforward as the reviews are aggregated in the product's Web page. Detailed steps that are involved in this stage are described below.
Determination of time window
The time window is related to the when question as it specifies the duration of the collection activity as well as its relation to the characteristic period of the phenomenon. The characteristic period for product sales could be related to the new- dynamic approaches where search terms are derived through a computational process (e.g. Ginsberg et al., 2009 ). We should note that we consider the use of Google Trends' as a dynamic selection approach since the resulting categories are determined based on Google's natural language classification engine.
Stage 1.2: Computation of Predictor Variables
This stage deals with analysis of the raw data resulting from the previous stage in http://www.emeraldinsight.com/journals.htm?issn=1066--2243&volume=23&issue=5&articleid=17095171
• Volume-related variables: these measure the amount of SM data in the form of number of tweets, number of reviews, number of queries etc.
• 
Phase 2: Predictive Analysis
The aim of this phase is the creation and evaluation of a predictive model that will 
http://www.emeraldinsight.com/journals.htm?issn=1066--2243&volume=23&issue=5&articleid=17095171 561). Although statistically significant effects or relationships do not guarantee high predictive power, empirical studies that make predictive claims often infer predictive power from explanatory power without employing predictive analytics (Shmueli and Koppius, 2010).
Stage 2.1: Creation of Predictive Model
In this stage the actual model is created based on statistical or data mining methods.
The steps that compose this stage are described below. 
Stage 2.2: Evaluation of the Predictive Performance
In this stage prediction accuracy is evaluated against the actual outcome. The steps that comprise this stage are described below.
Selection of the evaluation method
The evaluation of predictive performance is very important as it provides the actual result of the study as a whole. In the literature two different approaches are mainly In general, the criteria that specify whether a study follows a predictive evaluation method or not are the following (Shmueli and Koppius, 2010):
• Was predictive accuracy based on out-of-sample assessment? 
Understanding the Predictive Power of Social Media
We now employ our framework in order to gain insight into the predictive power of Social Media (SM). We initially categorize the identified articles based on the application area studied (Table 1 ) and the type of SM employed ( Table 2) . Table 1 The application areas studied in the literature In Table  4 the studies that involve sentiment analysis are aggregated and categorized according to the method they have employed. Selecting such a method is important in Stage 1.2 of the proposed framework. In this table we do not include studies that express the sentiment as review ratings since its measurement is straightforward. Based on the criteria employed by Shmueli and Koppius (2010) we also classify (Table 5 ) literature according to the approach used to infer SM predictive power.
Disease outbreaks
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http://www.emeraldinsight.com/journals.htm?issn=1066--2243&volume=23&issue=5&articleid=17095171 Table 6 categorizes literature according to their final outcome with regard to the predictive power of SM. Some studies provide evidence for both outcomes. These are included in both categories. http://www.emeraldinsight.com/journals.htm?issn=1066--2243&volume=23&issue=5&articleid=17095171 Tables 1-6 we can further analyze the empirical studies in the literature and make some interesting observations. Table 3 suggests that although dynamic search term selection is used in most application areas (Table 1) , it only appears in studies that employ Web search and microblog data (Table 2 ). Furthermore, all these studies support SM predictive power (Table 6 ) based on predictive analytics (Table 5 ). In the case of manual search term selection when considering the same two SM categories, the percentage of studies that support SM predictive power falls off to fifty percent (50%). Hence, we can conclude that search term selection is of vital importance in microblog and Web search data, and thus these SM categories call for sophisticated search terms selection methods.
Search term selection
For instance, Lampos and Cristianini (2012) successfully estimated daily rainfall rates for five UK cities by identifying relevant tweets through the application of Bolasso (i.e. the bootstrapped version of Least Absolute Shrinkage and Selection Operator) for search term selection. This number increases to sixty five percent (65%) in the case of lexicon-based approaches, while it falls off to twenty percent (20%) in those of machine learning.
Sentiment analysis
Hence, it seems that sentiment analysis in SM requires innovative approaches that could address the noisy and informal nature of SM.
Evaluation method
In general, half of the studies do not use predictive analytics to draw conclusions on the predictive performance of SM. These studies span equally across all SM categories ( Table 2) . With regard to application areas (Table 1) , the vast majority of election-related cases do not follow a predictive analytics evaluation, while most studies related to macroeconomic indices, natural phenomena and product sales application areas evaluate predictive power based on prediction analytics. The evaluation of a predictive model with out-of-sample data is sometimes challenging.
For instance, in the case of election-related studies the outcome is produced once every four or five years. In order to overcome this limitation Franch (2012) used poll data. Tables 5 and 6 suggest that ten (10) out of fourteen (14) studies that challenge SM predictive power have used explanatory evaluation methods. This fact does not imply that these studies do not contribute to the understanding of SM predictive power as lack of a statistically significant relationship indicates low predictive power. In addition, fourteen (14) out of forty (40) studies that support SM predictive power infer predictive power without employing predictive analytics. Here we should also (Breiman, 2001: 204) .
Application areas
The application area of a study seems to be related to the accuracy of the prediction that the study presents. Some application areas, such as disease outbreak and natural phenomena, do not involve the expression of any kind of opinion or sentiment. The signal that the researcher has to decode in these cases has to do with the occurrence or not of the event. As a result, these studies are expected to provide more accurate predictions than studies requiring extracting opinions or sentiment out of raw data.
Moreover, some application areas, such as elections or macroeconomics, can be characterized as complex because they involve multiple and interrelated real-world entities such as political parties and politicians or complex concepts such as consumer confidence or inflation rate. The identification of the complete set of relevant raw SM data in these cases is challenging and hence call for sophisticated methods.
This becomes evident if we elaborate on two of the identified applications areas, namely elections and disease outbreak. The former involves opinion expression and is characterized by multiple and interrelated real-world entities (i.e. political parties, candidates, election constituencies), while the latter does not require opinion extraction. Table 1 suggests that all eleven (11) election-related studies selected their search terms manually (Table 3 ) and only three of them employed sentiment-related variables (Table 4 ). These facts could provide an explanation of the unfavourable and controversial results reported in the literature regarding predictability of election results through SM. In addition, half of the disease outbreak related studies employed sophisticated search unit selection approaches, eighty percent (80%) used predictive analytics evaluation and ninety percent (90%) supported SM predictive power.
Conclusions
Social media (SM) are a vital component of the contemporary Web as they enable the production of data that reflects personal opinions, thoughts and behaviour. Since the emergence of blogs and forums, several research efforts have explored the potential of SM data for predictions of outcomes such as disease outbreaks, product sales, stock market volatility, and elections. As the field is immature, some studies produce controversial results and doubtful outcomes.
In this article, we aim at consolidating knowledge created in the past eight years by empirical studies that aim at predicting real world outcomes through SM, thus enabling an in-depth understanding of SM predictive power. Towards this end, we identify and synthesize the literature and we create a SM data analysis conceptual framework for predictions. Using this framework we further analyze the literature and classify studies according to the approaches they follow and the results they report.
The proposed framework suggests that all relevant studies can be decomposed into a small number of steps and that different choices can be made in each step. The application of the framework enabled us to make some interesting observations. The majority of the empirical studies support SM predictive power, however more than one-third of these studies infer predictive power without employing predictive analytics. Sophisticated search term selection is crucial in Web search and microblog data. In addition, the use of sentiment-related variables resulted often in controversial outcomes proving that SM data call for sophisticated sentiment analysis approaches.
