Abstract Trade-in programs are offered extensively in business-to-business (B2B) markets.
Introduction
Trade-in programs are offered extensively by the automobile, electronics and technology industries, aiming at promoting newer generations of products by guiding customers through a product migration path, generating additional revenues by selling remanufactured and used products in secondary markets, and taking control of the entire product life cycle. Motivated by a real problem facing a high-tech manufacturer, in this paper we propose effective statistical models to forecast trade-in product returns and gain a better understanding of important management issues facing trade-in programs in business-to-business (B2B) markets.
Typical trade-in programs in B2B markets operate as follows: when customers purchase new products from a company, they are offered an allowance for trading in their existing products, known as the trade-in credit, which can be used toward new purchases. A company usually generates a Return Merchandise Authorization (RMA) form when a customer places a purchase order, which contains information such as type, model number, quantity and condition of each trade-in product, and requires the product to be returned within a prespecified time window. In B2B markets, especially commerce between large firms, trade-in credits are often granted up front, that is, customers receive immediate discount for new purchases, while their returns take place in the future. For example, Sun Microsystems provides up-front trade-in credits for their trade-in program of large-scale workstations. In contrast, in business-to-consumer (B2C) markets, trade-in credits are often awarded when used products are physically received (e.g., automobiles, bicycles and golf clubs) or afterwards as rebate checks (e.g., personal computers and printers).
The performance of trade-in programs depends on several factors. First, a trade-in policy needs to be designed, which specifies the trade-in product list, trade-in timing and duration, trade-in credit amount, and other incentives and conditions to ensure profitability of the company. Second, accurate prediction of return flow characteristics is critical to the success of closed-loop supply chains (Toktay et al. 2004) . It enables proactive and timely dispatch of used products, which is especially important for short life-cycle products whose value decays rapidly over time. Finally, enforcement mechanisms must be in place to monitor and evaluate customer behavior, and to ensure that the terms and conditions specified by the trade-in program policy are fulfilled. Indeed, a trade-in program plays a central role in coordinating the primary and secondary markets of a company and has far-reaching impacts on the performance of other business functions of the company.
However, despite its maturity and popularity, trade-in programs face many challenges. One of such challenges is how to use information provided by RMAs to forecast trade-in product returns. The first concern is RMA information accuracy. The booked quantity is the quantity of a trade-in product indicated in an RMA, and the returned quantity is the quantity actually received in the future. The RMA discrepancy rate, defined as the percentage of RMAs whose booked quantity does not match its returned quantity, can be considerable. For example, the RMA discrepancy rate of a high-tech company is about 40% (personal communication).
Another concern is return timing, measured as the number of days between the booked and returned dates of a trade-in product. Although a typical program requires a 60 to 90 day return time interval, the actual return time varies significantly. For example, the data set from the high-tech manufacturer shows that, with a 90-day return time requirement, the actual return times of products range from 3 to 423 days; only 50% of products were indeed returned within 90 days, 78% returned within 180 days, and 5% never returned.
There are several factors contributing to RMA information inaccuracy. First, many companies, especially the ones in the electronics and technology industries, offer broad product portfolios that consist of substitutable and complementary products. Substitutable products are the products with the same core functionality but different non-core functionalities, which usually have similar model numbers. Complementary products tend to be purchased and returned together. Due to the complexity of a customer's product portfolio, which was acquired from B2B markets over time, it is difficult for the customer to provide exact model numbers and associated quantities without scrutinizing the equipment list. The customer may misidentify a product as its substitutable products (e.g., misidentify a 2.2GHZ CPU as a 2.4GHZ CPU), or only report one product among several complementary products that are intended to be returned together (e.g., report a printer but forget to report its USB cable).
Second, the quality of RMA information is highly variable. While some customers always provide accurate RMA information and return trade-in products in a timely manner, other customers are error-prone in RMA reporting or do not return products on time or even fail to return them at all. Last but not least, trade-in programs sometimes lack enforcement mechanisms for the return policy, which are especially needed when up-front credits are granted. Given that customers of trade-in programs are often large firms with long-term relationship, sales personnel tend to focus on selling new products and fostering good cus-tomer relationship, and are reluctant to enforce terms specified in the return policy. The laissez-faire practice may lead to irresponsible or even abusive conducts by some customers, such as increased mistakes in RMA reporting and late-or never-returned products.
The objectives of this paper are threefold. First, we develop a method to characterize and quantify the data structure of RMAs. We consider a booked quantity as a signal of its returned quantity. Because of the aforementioned reasons, this signal is not 100% accurate and therefore cannot be used at its face value. Instead, we develop a method to process the signal by leveraging two pieces of information associated with it: 1) the source of the signal, i.e., the customer who generates the booked quantity; and 2) the associated signals, i.e., the booked quantities of its substitutable and complementary products reported in the same RMA. The former captures customer heterogeneity by acknowledging that not all customers make the same degree of mistakes in their RMAs. We apply agglomerative hierarchical clustering methods to segment customers based on their historical RMA accuracy (see Section 3.3 for details), and process signals generated by different customers accordingly. The latter takes product characteristics, namely, substitutability and complementarity of the products in an RMA, into account. This is motivated by the fact that the returned quantity of a product tends to be positively correlated with the booked quantity of its substitutable or complementary products. For example, when a customer books one product, it is plausible that the customer returns its substitutable products instead, or returns not only the booked product but also its complementary products.
Second, we propose three forecasting strategies to predict product returned quantities within different return time windows, and gain insights on the important factors affecting forecast accuracy. The three proposed forecasting strategies differ in the extent they use the signals extracted from RMAs. Briefly, Strategy 1 utilizes product characteristics to adjust the signals, Strategy 2 considers customer heterogeneity to adjust the signals, and Strategy 3 incorporates both. We also design two benchmark forecasts and compare them against Strategies 1, 2 and 3. The first benchmark, D-Forecast, ignores the signals from the current RMAs, and uses the point estimate obtained from historical RMA information to forecast returned quantities. The second benchmark, B-Forecast, directly uses a booked quantity to forecast its returned quantity. We show that signal-based forecasts with noise adjustment, in particular, Strategy 3, can greatly improve forecast accuracy of product returns.
Third, we provide managerial insights on improving the performance of trade-in programs.
We illustrate how accurate forecast can facilitate a more efficient reverse logistics network design, and save transportation, warehousing and other related logistics costs. We quantify the benefits of monitoring and segmenting customers based on their historical RMA accuracy.
We demonstrate that customer segmentation is also a useful tool to design an incentivebased, up-front trade-in credit policy that not only promotes customer responsive behavior but also reduces noises in returned quantity signals. Finally, we discuss the financial impact of enforcement mechanisms.
We demonstrate the effectiveness of our methods using an RMA data set from a high-tech company (called the company hereafter). The RMA data set includes products' booked and returned quantities, booked and returned dates, and customer information. The company requires products to be returned within 90 days from the booked date. However, the data set suggests that only about half of the RMAs were actually returned within the required time frame. Hence, we develop both 90-day and 180-day return forecasts.
There are several distinctive features in the data set. First, booked and returned quantities are count data that require special treatment other than ordinary linear regression models.
Second, because many products were not returned during the 90-day or 180-day time window, there are excessive zero counts in the data set. Finally, the data set exhibits overdispersion, referring to the phenomenon that the sample mean is significantly smaller than the sample variance. To accommodate these features, we select and compare four count regression models in our study: Poisson (PRM), negative binomial (NBRM), zero-inflated Poisson (ZIP) and zero-inflated negative binomial (ZINB) regression models. The development of count regression models is reviewed in Section 2 and detailed model formulations are provided in Section 3.2. Briefly speaking, PRM and NBRM are a pair of nested count regression models, with the latter being preferred to the former if overdispersion in a data set is detected. On the other hand, ZIP and ZINB are a pair of nested count regression models to treat data sets with excessive zero counts, as in our case.
Our analysis identifies NBRM and ZINB as the most preferred models. Using the most preferred model for each forecasting strategy, we differentiate and quantify the two factors, i.e., product characteristics and customer heterogeneity, which contribute to the errors in returned quantity signals. We also show that Strategy 3, which leverages both factors, is the best strategy. Our results confirm that, due to the existence of considerable noise, returned quantity signals must be properly adjusted in order to provide accurate forecasts. From the management standpoint, our results emphasize the importance of understanding product portfolios, monitoring and segmenting customers based on their historical RMA accuracy, promoting responsible customer conducts via incentive-based trade-in program designs, and enforcing return policies to improve asset recovery.
The rest of the paper is organized as follows. Section 2 reviews two streams of related literature, signal-based demand forecast and count regression models, and discusses their relevance to our research. Section 3 provides count regression models and proposes forecasting and benchmark strategies. Sections 4 and 5 present model selection and model validation results, respectively. Section 6 discusses managerial insights. Finally, Section 7 summarizes our contributions and offers future research directions.
Literature Review
There are two streams of research closely related to our work: signal-based demand forecast and count regression models.
Signal-based demand forecast in operations management (OM) considers a setting where downstream demand signals, such as retailers' demand forecast and promotion schedule, are updated and become available to a supplier periodically, which is referred to as the evolution of demand. Graves (1986) develops the Martingale Model of Forecast Evolution (MMFE) to model this evolution. In MMFE, the supplier generates new forecasts when new demand signals become available in regular intervals throughout the planning horizon. Let d n denote the demand realized during period n, which is represented by a sequence of independent adjustments made in preceding periods according to demand signals available at the time:
where µ is a constant and all other components are independent normal random variables with mean zero. The adjustment ψ n,i , i = 0, 1, . . . , n − 1, made at the beginning of period Terwiesch et al. (2005) investigate forecast sharing using data collected in the semiconductor equipment supply chain. Gaur et al. (2007) propose a method of using dispersion among forecasting experts to measure demand uncertainty. We provide an empirical study that explicitly models the noise in signals in order to improve forecast accuracy. Third, we use count regression models to represent the discrete nature of booked and returned quantities. Altintas et al. (2006) also consider discrete forecast values by imposing floor or ceiling functions on real value functions, which is different from our approach.
The second stream of related research is the development and application of count regression models. As elaborated by Long (1997) , the ordinary least square (OLS) method for count data results in biased, inefficient and inconsistent estimates. Consequently, various nonlinear models have been developed to deal explicitly with characteristics of count outcomes. The simplest ones are discrete probability distribution models, such as the Poisson and negative binomial distributions. However, these models rarely fit observed data, because they assume that all observations follow the same distribution with the same parameters, and therefore fail to account for heterogeneity across individual observations. This leads to count regression models in which the parameters of discrete distributions are specified as a function of independent variables.
The Poisson regression model (PRM) is the most basic form of count regression models.
In PRM, the dependent variable has a Poisson distribution with a conditional mean that depends on the characteristics of independent variables. This is referred to as observed heterogeneity: different values of independent variables result in different values of a distribution parameter, but all individual observations with the same independent variable values have the same value of the distribution parameter. Despite its simplicity, two major problems limit the application of PRM. First is the mean equal to variance restriction. In practice, the conditional variance usually exceeds the conditional mean, which is referred to as overdispersion. Second is that in real data, there often are more zero counts than what can be modeled by the Poisson distribution.
Families of mixed Poisson models are developed to deal with overdispersion and excess zeros.
The negative binomial regression model (NBRM), representing a Poisson-gamma mixture, is the most commonly used one to deal with overdispersion. Compared to PRM, NBRM captures not only observed heterogeneity, but also unobserved heterogeneity, by including a random error to the conditional mean term. Unobserved heterogeneity reflects the fact that observations with the same independent variable values may still result in different distribution parameters because of factors not captured by the independent variables. On the other hand, zero-inflated Poisson (ZIP) and zero-inflated negative binomial (ZINB) models adopt another interpretation of excessive zeros and overdispersion, referring to as the splitting mechanism. The splitting mechanism assumes that zero counts are generated by two different processes: one is a parent probability distribution such as the Poisson or negative binomial distribution, which generates both zero and positive counts; the other one is a degenerate distribution whose probability mass is concentrated on zero. The proportion of splitting is a regression parameter to be estimated. The existence of the degenerate distribution is justified from the application context.
In recent years, there has been considerable interest in using count regression models in the fields of ecology (Royle and Nichols 2003, Martin et al. 2005) , sociology (Gurmu and Trivedi 1996, Melkersson and Rooth 2000) , and medical study (Lee et al. 2001 , Bulsara et al. 2004 ).
To the best of our knowledge, except Lambert (1992) , count regression models have not been applied in operations management. Hence, our study serves to introduce count regression models to our research community and demonstrates their usefulness in OM research.
Data Structure and Forecasting Models
In this section, we first present a summary of the data set and its distinctive features. We then introduce the aforementioned count regression models. We also discuss agglomerative hierarchical clustering methods and apply them in our study to segment customers based on their historical RMA accuracy. Finally, we provide details of the benchmark and forecasting strategies to be evaluated in the remaining sections.
Data Set Overview
This section performs a preliminary examination of our data set structure. We identify four products, labeled as P1 to P4, from the data set, and use information of the RMAs booked between January 2006 and September 2007. The sample sizes of the four products are 426, 227, 559, and 306, respectively. P1 and P2, and P3 and P4 are two pairs of substitutable products, whereas P1 and P2 are complementary products of P3 and P4. Our communication with the company's design engineers and sales personnel confirms the product selection. Table 1 provides the relative frequencies and summary statistics of the data set, where Bi denotes booked quantity of product i, and Ri 90 and Ri 180 denote 90-day and 180-day returned quantities of product i, i = 1, 2, 3, 4, respectively. From Table 1 , we observe that both booked and returned quantities have large proportions of small (zero and one) counts.
Moreover, for each product i, Ri 90 or Ri 180 has the sample mean significantly smaller than its sample variance, indicating that overdispersion is a prevailing phenomenon. Furthermore,
we find that about 50% and 78% of booked quantities were returned within 90 and 180 days, respectively. products. Similarly, we find positive correlation between R1 90 and B3 because when B3 increases, we can expect larger R1 90, due to the complementary nature of P1 and P3.
In summary, our data set exhibits several distinctive features. First, the data are overdispersive and contain a large proportion of zero counts. Second, returned quantity signals become noisier when their magnitudes increase. Finally, the returned quantity of a product is affected not only by its own booked quantity, but also by the booked quantities of its substitutable and complementary products.
Count Regression Models
In contrast to univariate distributions, count regression models relax the assumption of a homogeneous population by formulating a conditional model in which the distribution parameters depend on a vector of covariates. For each product under a given time window, we compare four commonly-used count regression models discussed in Section 2, viz., PRM, NBRM, ZIP and ZINB.
We denote the booked and returned quantities of product i in RMA j by B ij and R ij , respectively, i = 1, 2, 3, 4 and j = 1, 2, . . . , N i , where N i is the sample size of product i. In each model, the returned quantity of a product is the dependent variable and the booked quantities are covariates. Covariates and regression coefficients to be estimated in a regression model depend on the forecasting strategy used and take on one of the two forms: under Strategy 2, in which only the booked quantity of product i itself is used as the independent variable, we denote the vector of covariates by B j = (1, B ij ), i.e., a row vector with subscript i suppressed, and its corresponding regression coefficients by β i = (β i0 , β ii );
under Strategies 1 and 3, in which the booked quantities of all four products are used to capture the impact of product characteristics on the returned quantity, we let the vector of covariates be B j = (1, B 1j , B 2j , B 3j , B 4j ) and the vector of regression coefficients be
Next, we introduce the aforementioned four count regression models to be compared in our study. The Poisson regression model (PRM) assumes that the returned quantity of product i, given B j , follows a Poisson distribution:
with a conditional mean µ ij :
where β i is the transpose of β i . Equation (3) is the inverse of the log link function, 1 which ensures a positive mean. As discussed in Section 2, PRM extracts observed heterogeneity from the data set. In our problem context, it means that a different vector of returned quantity signals B j results in a different point estimate of the mean returned quantity µ ij , and also a different conditional forecast of returned quantity R ij .
The negative binomial regression model (NBRM) is defined as:
where Γ(x) is the gamma function, µ ij is given in Equation (3), and α i > 0 is known as the dispersion parameter that will be estimated along with the other model parameters, β i , in NBRM using maximum likelihood estimation (MLE). Dispersion parameter α i does not vary by individual B j , otherwise there would be more parameters than observations (Greene 1994) . Unlike PRM, the conditional variance of NBRM is different from its conditional mean, and is given by
NBRM captures overdispersion through the term α i µ 2 ij in Equation (5), which is increasing in α i . As such, NBRM models not only observed heterogeneity, as in PRM, but also unobserved heterogeneity. In our application, NBRM permits the RMAs that have the same B j to have different forecasts of R ij . Therefore, unobserved heterogeneity enables us to extract other useful information, in addition to booked quantities B j , from RMAs, including customer characteristics such as individual customer RMA accuracy and return timing.
When there are excessive zeros in a data set, such as in ours, the zero-inflated Poisson (ZIP) regression model can provide a better fit of data than PRM can. The ZIP regression model is given by
where Z j is a vector of covariates used to estimate the proportion of structural zeros π ij , which may or may not be the same set of covariates B j used to estimate µ ij . In our model, we assume Z j = B j . The proportion π ij is determined by either
or
where Φ is the cumulative distribution function of the standard normal distribution, and γ i is the vector of regression coefficients to be estimated. Equations (8) and (9) are derived from logit and probit link functions, respectively (see Footnote 1). The conditional mean and conditional variance of a ZIP regression model are given by, respectively,
where µ ij satisfies Equation (3). As discussed in Section 2, ZIP interprets excessive zeros by splitting mechanism. In our study, splitting mechanism attempts to ascertain the sources of structural zeros, that is, separating the returned quantities of zeros in a fixed forecast time window into two sources: (1) the returns that are delayed; and (2) the returns that will not happen at all. In viewing of Equation (6), the former is represented by the proportion of structural zeros, π ij , and the latter by the proportion of the parent Poisson distribution and its probability mass at point zero, (1 − π ij )e −µ ij .
Finally, the zero-inflated negative binomial (ZINB) regression model is obtained by adjusting Equation (7) according to NBRM, given in (4). Greene (1994) shows that ZINB have the same conditional mean as ZIP, given in (10), and its conditional variance is given by,
Compared to ZIP, ZINB captures overdispersion from the two independent sources, unobserved heterogeneity and splitting mechanism. By testing zero-inflated models ZIP and ZINB against PRM and NBRM, respectively, we are able to make a statement as to whether excess zeros are a consequence of splitting mechanism or a symptom of unobserved heterogeneity (Greene 1994 ).
In our analysis, estimated conditional means will be used as point forecasts of returned quantities. Estimated conditional variances are used to perform goodness-of-fit and residual analysis for model checking.
Customer Segmentation
Our RMA data set contains customer-specific information, including their booked and returned quantities and dates. The data set shows that customer behavior varies significantly in terms of their book-return discrepancies and return timing. Furthermore, the RMA accuracy varies across different booked quantities; indeed, as we demonstrate in Section 3.1, the RMA accuracy tends to deteriorate when the booked quantity becomes larger.
This motivates us to segment customers based on their historical RMA accuracy and choose an appropriate forecasting method for each customer segment accordingly. For each customer, we measure RMA accuracy using two criteria. One is the percentage of matches (PM), defined as the percentage of the customer's RMAs that have the same booked and returned quantities at each booked quantity level. This estimates the probability that a customer returns the exact quantity indicated in an RMA. The other is the mean squared deviation (MSD) of unmatched booked and returned quantities at each booked quantity level. This captures the magnitude of mistakes made a customer when discrepancies do exist. We then segment customers into three clusters as shown in Figure 3 . Cluster 1 contains the more reliable customers, i.e., customers with high PM and low MSD. For this segment, we directly use a customer's booked quantity to forecast the returned quantity. Cluster 2 includes customers with low PM and small MSD. These customers often make mistakes in their RMAs, but the magnitude of discrepancy is small. Cluster 3 includes customers with large MSD. We will adjust signals generated by customers in Clusters 2 and 3 differently,
i.e., we apply different count regression models to different customer segments. average linkage, which define the distance as the minimum, maximum and average distances between each object in the cluster under consideration and all other objects, respectively.
All three are applied in our analysis; when their results do not agree, we use the majority rule to determine the cluster to which a customer belongs. We have access to a database that contains all the RMAs generated between January 2006 and September 2007. Hence, we use RMA information of all products, except the four chosen products, to conduct customer clustering analysis.
Forecasting and Benchmark Strategies
This section proposes three forecasting strategies and compares them against each other and also against two benchmark forecasts. The forecasting strategies and benchmarks differ in the ways of using returned quantity signals to predict returned quantities. As discussed earlier, returned quantity signals can be adjusted based on two pieces of information: product characteristics and customer heterogeneity. The former captures correlation among the booked and returned quantities of substitutable and complementary products, and the latter reflects customer heterogeneity in terms of their RMA accuracy.
The three forecasting strategies, labeled as Strategies 1, 2 and 3, are designed as follows.
Strategy 1 captures product characteristics by using the booked quantities of all four products as independent variables, but applies each count regression model to all customers as a whole without segmentation, i.e., in a count regression model, Strategy 1 uses booked quantity signals B j = (1, B 1j , B 2j , B 3j , B 4j ), j = 1, 2, . . . , N i , to predict returned quantity R ij , i = 1, 2, 3, 4. Strategy 2 considers customer heterogeneity by leveraging returned quantity signals from customer Clusters 2 and 3 differently (recall that for customer Cluster 1, we directly use a customer's booked quantity to forecast the returned quantity), but uses only the booked quantity of a product itself as the independent variable in each count regression model. In other words, for the RMAs belonging to Cluster k, k = 2, 3, Strategy 2 uses
is the sample size of product i in Cluster k, i = 1, 2, 3, 4. Finally, Strategy 3 incorporates both product characteristics and customer heterogeneity, i.e., for each product i and Cluster k, we use B j = (1, B 1j , B 2j , B 3j , B 4j ), j = 1, 2, . . . , N k i , to predict the returned quantity R ij in each count regression model, i = 1, 2, 3, 4 and k = 2, 3. strategies against them. The first benchmark forecast, called the D-Forecast, completely ignores the signals provided by the current RMAs; instead, it relies on a best-fitting univariate distribution, determined by historical RMA information, to predict the returned quantity. In other words, for a newly generated RMA, D-Forecast uses the mean of a fitted distribution as the point forecast of this RMA's returned quantity; and it uses the entire historical data to determine the best-fitting distribution. The second benchmark, termed B-Forecast, directly uses a returned quantity signal at its face value, i.e., it uses B ij as the point forecast of R ij , without accounting for its noise. We note that B-Forecast is currently adopted by the company.
Model Selection
For each product, we use 90% of the observations as the calibration set to estimate model parameters, and withhold the remaining 10% as the test set for a fully independent model validation and evaluation of prediction power. In this section, we select the best count regression models for Strategies 1, 2, and 3 based on the calibration set. Comparisons among these strategies justify the usefulness of returned quantity signals and the benefits of adjusting the signals according to signal sources and other related signals.
Model Fitting
To gain a better understanding of how the count regression models, PRM, NBRM, ZIP, and ZIBN, fit to the RMA data, we compare model fitting to empirical frequency distributions.
For each count regression model, the estimated proportion of count r for product i,p i (r), is defined as
j=1 P (R ij = r|B j ), for r = 0, 1, 2, . . . , and i = 1, 2, 3, 4.
Figures 4 and 5 plot the difference betweenp i (r) and the observed frequency from the calibration set for Strategy 3, for the 90-day and 180-day forecasts, respectively. The model fitting results for Strategies 1 and 2 are similar to that of Strategy 3 and hence are not presented here. A visual examination of the figures reveals that PRM often underestimates zero counts and therefore overestimates high value counts, which agrees with the common phenomenon observed in other count regression model applications (Mullahy 1997) . Moreover, NBRM and ZINB appear to fit better than ZIP, especially for 180-day forecasts. Next, we use goodness-of-fit measures to confirm the tentative conclusions we draw from visual examination, and select the best count regression model for each customer segment under each forecasting strategy. A brief explanation of goodness-of-fit measures is provided.
PRM and NBRM, as well as ZIP and ZINB, are nested, because as the dispersion parameter approaches to 0, the negative binomial distribution converges to the Poisson distribution.
The likelihood ratio test is often used to compare a pair of nested models (Long 1997) . Let f and g be a pair of competing probability density functions. The likelihood ratio (LR) statistic for the pair of functions is defined as:
where N is the sample size, and y j , j = 1, 2, . . . , N , is the j the two competing probability density functions, f and g, should be the same and LR 0 (Cameron and Trivedi 1998) .
In order to compare a pair of non-nested models, such as PRM and ZIP or NBRM and ZINB, we use the Vuong test (Vuong 1989) . The Vuong test statistic V is defined as:
Here,ω 2 is an estimate of the variance of the dependent variable. The Vuong test statistic has a limiting standard normal distribution. In our setting, a rejection of the null hypothesis indicates that ZIP (ZINB) fits better than PRM (NBRM).
Besides the above two paired tests that select a better model in each pair of competing models, we also calculate consistent Akaike information criteria (CAIC) for each model, which is defined as:
where k is the number of estimated parameters, and l is defined by Equation (14). A smaller value of CAIC indicates a better model (Gurmu and Trivedi 1996) . Table 2 reports the best count regression model for each strategy in each cluster (when applicable). The detailed goodness-of-it measures of all tests are provided in Appendices 1-3. As seen from the table, PRM is never preferred for any forecasting strategy. It suggests that considering observed heterogeneity alone is insufficient to forecast returned quantities.
Consequently, we focus on the other three models, NBRM, ZIP and ZINB, which take overdispersion into account. As discussed earlier, they adopt two different explanations of overdispersion, namely, unobserved heterogeneity and splitting mechanism. Specifically, NBRM considers unobserved heterogeneity, ZIP postulates splitting mechanism, and ZINB assumes both. Unobserved heterogeneity in our problem context includes all other differences in RMAs, excluding the difference in booked quantities. Examples of possible differences in
RMAs are customer-specific information pertaining to their historical RMA accuracy and return timing. On the other hand, splitting mechanism in a zero-inflated model suggests that a returned quantity of zero results from either of the two sources: 1) the product has not been returned yet, or 2) the product will not be returned at all. The former is represented by the proportion of structural zeros π and the latter is determined by the probability mass at point zero in the parent distribution. The results show that compared to NBRM and ZINB, ZIP is never preferred, which means that when considered individually, the effect of unobserved heterogeneity dominates the effect of splitting mechanism. In other words, given booked quantities, the remaining differences among RMAs play a more important role in determining returned quantities than the effect of delayed returns, which include the products that are past due in our 90-day or 180-day forecast time window. Finally, the choice between NBRM and ZINB indicates whether splitting mechanism still plays a role when both observed and unobserved heterogeneities are taken into consideration. The result shows that ZINB often outperforms NBRM for the 90-day forecast. This can be explained by the fact that, in our data set, more than 28% of returns occurred during the 90-day and 180-day time windows.
We also perform residual analysis to detect model misspecification and observations with poor fit. The raw residual, defined as the difference between the observed and predicted values, is often used for linear models; however, it is inappropriate for nonlinear models because it is heteroscedastic and asymmetric (Winkelmann 2003) . The commonly used correction for heteroscedasticity is the Pearson (or standardized) residual:
where, as similarly defined in the Vuong statistic,ω ij is an estimate of the standard deviation of R ij , j = 1, 2, . . . , N i , and i = 1, 2, 3, 4. In a large sample, this residual has zero mean and is homoscedastic, but it is asymmetrically distributed (Cameron and Trivedi 1998) . Table   3 summarizes descriptive statistics of the Pearson residual of the best model selected for the four products under Strategy 3. It is shown that the means are very close to zero, and the Pearson residuals are skewed right as expected (Cameron and Trivedi 1998) . We also plot the Pearson residuals against the predicted counts under all three strategies. No major violations are detected except the presence of a few outliers. Since we do not have visibility into the actual RMA generation and product receiving and handling processes, we are not able to determine whether the outliers are due to recording errors. Therefore, we retain the outliers in our analysis.
Effects of Product Characteristics
In this section, we examine how a dependent variable depends on different covariates, reflected by the vector of regression coefficients β i . Table 4 summarizes parameter estimations for Strategy 3, which is representative of the other two strategies. The columns of "Parent Distribution" and "Proportion of Structural Zeros" contain parameter estimations of β i and γ i (when applicable), respectively. Numbers in parenthesis are the estimated standard errors.
For substitutable products (P1 and P2, and P3 and P4), the booked quantity of P1 or P2 does affect the returned quantity of its substitutable product. For instance, let us consider the estimated coefficient, 0.059, of B2 in the count regression model where R1 90 of Cluster 3 is the dependent variable. As discussed by Long (1997) , if we define E(R i |B, B j ), i, j = 1, 2, 3, 4, as the expected returned quantity of product i for a given B where we explicitly indicate the value of B j , and define E(R i |B, B j + δ) as the expected count after increasing B j by δ units, then for NBRM,
Hence, in this case, for every additional unit of P2 booked, i.e., δ = 1, the expected returned quantity of P1 within 90 days increases by e 0.059 − 1 = 6.1%, holding other booked quantities constant. If we set B = (10. 65, 11.70, 15.92, 5.75) , which contains the sample means of the booked quantities, a unit increase of B2 will increase the expected returned quantity of P1 by 0.26 unit. However, such a relationship between P3 and P4 is not supported because none of the estimated coefficients, except one instance, is significant at the 5% significance level.
For complementary products, P1 and P3, and P2 and P4, are two pairs within which the two products affect each other. For example, for Cluster 3 and 90-day time window, an additional unit of P2 booked increases the expected returned quantity of P4 by 7.2%. On the other hand, for an additional unit of P4 booked, the expected returned quantity of P2 increases by 3.7%, holding other booked quantities constant. We also found that booked quantities of P1 and P2 affect returned quantities of P4 and P3, respectively, but not the other way around. This can potentially be explained by the fact that P1 and P2 are the more expensive products compared to their complementary products, P3 and P4.
Another interesting finding is that for each product, both 90-day and 180-day returned quantities of Cluster 3 are significantly determined by booked quantities of more products than their Cluster 2 counterparts. For example, the 90-day returned quantity of P1 in Cluster 2 is affected by B1 and B3; while the 90-day returned quantity of P1 in Cluster 3 is determined by B1, B2 and B3. This suggests that Cluster 3 customers not only make bigger mistakes in their claimed returned quantities as reflected by larger MSD, but also are more likely to misspecify their products in RMAs.
Model Validation and Strategy Comparison
In this section, we use the best count models identified for each forecasting strategy to predict the returned quantities of the RMAs in the test set (holdout sample). We compare the three forecasting strategies against each other and against the two benchmark forecasts. We evaluate the forecasting and benchmark strategies using the mean squared error (MSE) for the test data, which is a common measure of forecasting errors. The error of a returned quantity in an RMA is the difference between its actual returned quantity and the predicted returned quantity provided by a forecasting strategy. Tables 5 reports MSE for each product under each strategy, and Table 6 shows the percentage of MSE reduction of a forecasting strategy over a benchmark forecast. Finally, Figures 6 and 7 compare the performance of the forecasting and benchmark strategies at the aggregate level, where the difference between the observed proportion and the predicted proportion at each count value is used to evaluate the error in forecasts. Let us compare the two benchmark strategies first. Table 5 shows that for the 180-day forecast, B-forecast outperforms D-forecast for three products, namely, P1, P2, and P4; and for the 90-day forecast, the performance of the two benchmark forecasts ties. This can be understood as, for a longer forecast time window, signals become more reliable, which subsequently enhances the accuracy of B-Forecast. Tables 5 and 6 also show that all three forecasting strategies outperform the two benchmark forecasts, with the percentage reduction of MSE, averaged over all four products, ranging between 59.45%-68.35% for the 90-day forecast, and 4.97%-59.10% for the 180-day forecast when compared to B-Forecast; and between 55.58%-69.24% for the 90-day forecast, and 6.36%-59.64% for the 180-day forecast when compared to D-Forecast. This confirms our belief that returned quantity signals provide valuable information in predicting actual returned quantities; however, they must be adjusted appropriately based on product characteristics and/or customer heterogeneity. It is not surprising that Strategy 3 is the best strategy because it utilizes both customer and product information. A closer examination of the tables and the figures reveals that, overall, Strategy 2 is more effective than Strategy 1. It suggests that, for our data set, utilizing customer heterogeneity is more beneficial than utilizing product characteristics. It is also worth mentioning that overfitting is a common concern for ZINB; however, since the count regression models work reasonably well for our independent test sets, it does not appear to be a problem in our case.
Managerial Implications
We have shown that, with proper use of product and customer information in RMAs, a company can greatly improve forecast accuracy of product returns, which in turn enables the company to manage its trade-in programs more effectively. We discuss several managerial and operational implications of our analysis below.
Our conversation with managers of the company indicates that accurate forecast allows them to design a more efficient reverse logistics network. For example, in the current practice, trade-in products are first consolidated in intermediate warehouses and then routed to secondary use channels, which incurs substantial inbound transit and storage costs. With accurate forecast at their disposal, the company can request its customers to directly ship their returns to secondary use channels. This will not only save logistics costs, but also shorten the dispatching time of used products to secondary markets. The company also provides us with cost estimates: their logistic costs break down into inbound transit, receiving, deconfiguration, storage, and sorting costs. Their weekly trade-in return volume is roughly 10,000 units. With accurate forecast, the company can potentially eliminate the need of inbound transit and warehousing, and save $5.6 million per year. Besides logistics cost saving, visibility into future product availability also enables proactive selling efforts in secondary markets. Sales personnel can provide a supply list of products ahead-of-time to their potential customers to stimulate demand. An expedited demand generation and fulfillment process is particularly important for a product near the end of its life cycle.
Monitoring and segmenting customers based on their historical RMA accuracy in a given time window provides significant benefits for managing trade-in programs. Companies need to collect and analyze customer information on a continuing basis, classify return signals from different customers into different segments, and adjust return signal noises accordingly. Our analysis helps companies to quantify the benefit of customer segmentation; for example, Table 6 shows that the segmentation-based forecast (Strategy 3) improves the non-segmentation-based forecast (Strategy 1) by 42.07% and 57.12% for 90-day and 180-day forecasts, measured in terms of MSE reduction, respectively. In addition to the benefit of better forecasts, customer segmentation also allows companies to design incentive-based, up-front trade-in program policies that promote responsible behavior by customers. A welldesigned trade-in program policy, such as tieing trade-in credits to customers' past behavior, can stimulate faster product returns, reduce noise in returned quantity signals, save resources from investigating and consolidating RMA discrepancy, and prevent used products from entering uncontrolled secondary markets. Indeed, an effective trade-in program policy can not only improve the efficiency of secondary market operations, but also enhance customer loyalty and stimulate the sales of new generation products.
Our analysis also indicates that in order to improve forecast accuracy of a given product, we require not only the booked quantity of the product itself, but also the booked quantities of its substitutable and complementary products. Hence, the management of a successful tradein program needs to have rich and up-to-date product knowledge, which is not a trivial task given the broad and complex product portfolio commonly offered by companies nowadays.
Our study provides evidence for the benefit of product classifications based on their similarity and functionality. For example, Table 6 illustrates that, the multi-signal based forecast (Strategy 3) improves the single-signal based forecast (Strategy 2) by 19.77% and 22.98% for 90-day and 180-day forecasts, measured in terms of MSE reduction, respectively.
Finally, we point out the importance of effective enforcement mechanisms to the financial performance of trade-in programs. As shown by our analysis, although the company has a 90-day return requirement, only 50% of the products was returned on time and about 78% returned within 180 days, and another 5% never returned. Some products can have even higher never-return rates, especially when there is a lucrative secondary market for used equipment. Given the typical life cycle of products manufactured by the company being 5 years, a 3-month delay in returns results in a 5% value loss. More time-sensitive products, such as computers and printers, can lose value at rate greater than 1% per week (Blackburn et al. 2004) . Moreover, the value decay rate increases as a product near the end of its life cycle, which is exactly when trade-in returns take place most often. Therefore, an effective enforcement mechanism, supported by a well-designed trade-in program policy, is critical to a company's asset recovery and bottom line.
Concluding Remarks and Future Work
In this paper, we study the issues pertaining to the management of product trade-in programs. We propose and compare forecasting strategies that differ in whether and how they use returned quantity signals. We use a real data set from a high-tech company to demonstrate the effectiveness of the proposed methods, and gain managerial insights on improving performance of trade-in programs. The contributions of our work to the academic literature and to practice can be summarized as follows.
In the operations management literature, Ray et al. (2005) determine optimal trade-in credits for durable and remanufacturable products. Our work complements it and develops several effective forecasting models for trade-in product returns. We contribute to the signal-based forecasting literature by developing innovative statistical methods that segment signals based on their sources to improve forecast accuracy. Moreover, although count regression models have attracted attention and been applied to various disciplines, except Lambert (1992) , they have not been applied in the OM literature. Therefore, our study serves to introduce count regression models to our research community and demonstrates their usefulness in OM research.
From practice perspectives, our research is motivated by a real problem facing the trade-in program of a high-tech company. We develop tailored statistical models using real RMA data, and demonstrate that they significantly outperform the company's current method (i.e., B-Forecast). The company has expressed a significant interest in applying our models in its trade-in program; as a first step, fresh data will be collected to further validate the effectiveness of our models. In addition, our study provides insights on effective management of trade-in programs, including customer monitoring and segmentation based on customers' historical RMA records, product grouping based on substitutability and complementarity, and incentive and enforcement mechanisms to promote customer responsible and responsive behavior and, ultimately, to maximize a company's profitability. We believe that our methods can find applications in different industries and companies offering trade-in programs, which have become prevalent practice nowadays with growing environmental awareness, social responsibility, and popularity of green initiatives.
For future research, it is interesting to monitor and forecast the timing of trade-in returns.
Although our study provides forecasts under different time windows, we do not leverage information of each RMA's exact return time. However, timely and proactive dispatch of used products necessitates bivariate forecast models that consider the returned quantity and return time jointly. It is worth noticing that even under Strategies 2 and 3, where customers are segmented based on historical RMA accuracy, neither PRM nor ZIP is the preferred model compared to NBRM and ZINB. Since PRM and ZIP capture observed heterogeneity of RMAs, it suggests that we may need to segment customers into finer and more specific groups. Determining the optimal number of clusters is another direction for future research.
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