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ALGEBRAIC INTEGRABLE SYSTEMS RELATED TO
SPECTRAL CURVES WITH AUTOMORPHISMS
REI INOUE, POL VANHAECKE, AND TAKAO YAMAZAKI
Abstract. We apply a reduction to the Beauville systems to obtain a
family of new algebraic completely integrable systems, related to curves
with a cyclic automorphism.
1. Introduction
Algebraic completely integrable systems (aci systems) occupy a distin-
guished place among the class of (complex) integrable systems [2, 13]. The
first example is due to Euler, who shows that the spinning top which now
bears his name can be integrated in terms of elliptic functions. Another
well-known classical example is Kowalevski’s top, which is the first example
of an integrable system which is integrated in terms of hyperelliptic theta
functions (of genus two). The discovery in the seventies that the KdV equa-
tion can also be integrated in terms of hyperelliptic theta functions (of any
genus), revived the interest in integrable systems. Upon revisiting the classi-
cal examples, and several newly constructed ones, Adler and van Moerbeke
coined the term algebraic complete integrability, unveiling the (algebro-) geo-
metrical origin and meaning of their integrability in terms of theta functions:
the generic fiber of the momentum map (the generic iso-level set of the con-
stants of motion) is an affine part of an Abelian variety and the integrable
vector fields are translation invariant on these Abelian varieties. This new
point of view has been the starting point for a rich interaction between
algebraic geometry and integrability. Many new aci systems have been dis-
covered since then [1, 2, 5, 3, 8]. We shall recall Beauville’s system [3] in
§6.1. In this system, the generic fiber is the complement of the theta divisor
in the Jacobian variety of a (compact) Riemann surface called the spectral
curve. In the present paper, we restrict his system to the subspace for which
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spectral curves have certain automorphism, and apply reduction to obtain
a new integrable system. Below we describe our system in more detail.
Let p be a prime number and set d = pd′ for some integer d′ > 0. LetM
∆ω
p,d
to be the space of p×pmatrices whose (i, j)-entry is a polynomial of the form
ℓij(x) =
∑d
k=0 ℓ
k
ijx
k ∈ C[x] such that ℓkij = 0 unless i− j ≡ k (mod p). For
L(x) ∈M
∆ω
p,d , its characteristic polynomial det(yIp−L(x)) can be written as
Q(xp, y) for some Q(x, y) ∈ C[x, y]. The assignment L(x) 7→ Q(x, y) defines
a canonical map
χω :M
∆ω
p,d → C[x, y].
The space M
∆ω
p,d is stable under the conjugate action of the centralizer G∆ω
of the class ∆ω of diag(1, e
2πi/p, e4πi/p, . . . , e2(p−1)πi/p) in PGLp(C) (which
is an extension of Z/pZ by (C∗)p−1; see Lemma 3.7 (2) for details), and G∆ω
acts freely on M
∆ω
p,d,ir := {L(x) ∈M
∆ω
p,d | χω(L(x)) is irreducible}. Moreover,
the map χω is equivariant under this action, i.e. we have χω(gL(x)g
−1) =
χω(L(x)) for any L(x) ∈M
∆ω
p,d and g ∈ G∆ω . Hence χω induces a map
χ˜ω : M
∆ω
p,d,ir/G∆ω → C[x, y].
In general, the fiber χ˜−1ω (Q) of χ˜ω over Q ∈ C[x, y] is not connected. We
will investigate the structure of the set of connected components. Using
Beauville’s result mentioned above, for generic Q(x, y) ∈ C[x, y] of the form
Q(x, y) = yp + s1(x)y
p−1 + · · · + sp(x) with si(x) ∈ C[x], deg si(x) 6 d
′i,
each connected component of χ˜−1ω (Q) is seen to be isomorphic to an affine
open subset of the Jacobian variety of the Riemann surface defined by the
equation Q(x, y) = 0 (see Theorem 4.6). We then combine the methods of
Poisson-Dirac reduction and Poisson reduction to construct (several) Poisson
structures {· , ·} on M
∆ω
p,d,ir/G∆ω . As Hamiltonian functions, we take (linear
combinations of) regular functions which send [L(x)] ∈ M
∆ω
p,d,ir/G∆ω to the
coefficient of xiyj in χ˜e([L(x)]) with i, j ∈ Z>0. Their Hamiltonian vector
fields are shown to be translation invariant. Therefore we arrive at our main
result (see Theorem 6.4):
The triple (M
∆ω
p,d,ir/G∆ω , {· , ·} , χ˜ω) is an aci system. (1.1)
(See Definition 6.1 below for a precise definition of an aci system.) When
p = 2, our system is very similar to (but not precisely the same as) one of
the two hyperelliptic Prym system introduced in [4].
Actually, we shall construct a family of aci systems parameterized by
e ∈ E where E is a certain subset of (Z/pZ)p (see §3.3). The above system
is obtained as a special case e = ω := (0, 1, . . . , p − 1) ∈ E. Suppose we are
given general e = (e1, . . . , ep) ∈ E. Let G∆e be the centralizer of the class
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∆e of diag(e
2πe1i/p, . . . , e2πepi/p) in PGLp(C). We shall construct a certain
subspaceM
∆e
p,d of the space of p×p matrices whose entries are polynomial of
degree 6 d (see §3.5), which is stable under the action of G∆e by conjugation.
Then everything explained in the previous paragraph will be carried out for
general e and we will prove (1.1) with ω is replaced by e. However, for general
e the description of M
∆e
p,d and G∆e will be more involved (see Lemma 3.4).
The structure of the paper is as follows. We study in Section 2 the relation
between the Jacobians of two curves which are linked by a ramified cyclic
covering of prime order. In Section 3 we introduce a space of polynomial
matrices of size p and study its automorphisms of order p, with particular
attention to the fixed point set of such an automorphism. In section 4, both
the space and its fixed point set are related, to the corresponding spectral
curves, upon using the momentum map and the results of Section 2. We
recall Beauville’s result and we use it to describe the fibers of the aci systems
under construction. We deal with the Hamiltonian structure of the space of
polynomial matrices, its fixed point sets and their quotients (by the adjoint
action) in Section 5. In particular we obtain a multi-Hamiltonian structure
of our newly constructed phase spaces. The algebraic integrability of our
system is proven in Section 6. In the final Section 7 we use e´ale cohomology
to reduce one of the conditions in the main theorem of Section 2.
2. Fixed point sets for automorphisms on Jacobians
For a smooth projective irreducible curve C over C, we write J(C) for the
Jacobian variety of C. An automorphism of C leads to an automorphism
of J(C). In the present section, we study the fixed point set of the latter
automorphism, in particular we determine the structure and the number of
its connected components.
Theorem 2.1. Let C and C ′ be smooth projective irreducible curves over C,
and let f : C → C ′ be a finite morphism. Suppose that the corresponding
extension C(C)/C(C ′) of function fields is a Galois extension of prime de-
gree p. We denote by B ⊂ C ′ the set of branch points of f , and let N := |B|.
Let T := Gal(C(C)/C(C ′)) be the Galois group of C(C)/C(C ′). We suppose
that the following two conditions are satisfied:
(1) The pull-back f∗ : J(C ′)→ J(C) is injective;
(2) N > 0.
Then the cokernel of
f∗ : J(C ′)→ J(C)T := {a ∈ J(C) | τ∗(a) = a for all τ ∈ T}
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is isomorphic to (Z/pZ)N−2.
Throughout this section, we keep the notation introduced in Theorem 2.1,
in particular p denotes a prime number and T ∼= Z/pZ denotes the Galois
group of C(C)/C(C ′). We assume neither (1) nor (2) until §2.3.
Remark 2.2.
(1) The assumptions (1) and (2) of the theorem are redundant because,
as we show in the appendix (see Theorem 7.1), conditions (1) and (2)
are equivalent. Unfortunately, the proof of the latter equivalence uses
e´tale cohomology. On the other hand, in the application to integrable
systems, both (1) and (2) are easily verified (see Proposition 4.5
and (4.2)), thereby the use of e´tale cohomology can be avoided to
establish the main results of this paper.
(2) Under the conditions of the theorem, it cannot happen that N = 1.
(3) The isomorphism Coker(f∗ : J(C ′) → J(C)T ) ∼= (Z/pZ)N−2 can be
explicitly described (see §2.4), but we will not need this result.
2.1. Lemmas on Galois cohomology. In the rest of this section, we use
the following conventions. For a T -module A (i.e. an abelian group on which
T acts linearly) we writeH∗(T,A) for the group cohomology of T with values
in A, so that H0(T,A) = AT := {a ∈ A | τ∗(a) = a for all τ ∈ T}. We use
the standard notation µp := {ζ ∈ C
∗ | ζp = 1}. We regard C∗ as a trivial
T -module.
Lemma 2.3. We have
Hq(T,C∗) ∼=
 C
∗ if q = 0 ,
µp if q ≡ 1 (mod 2) ,
0 if q ≡ 0 (mod 2), q > 0 .
Proof. Choose a generator τ of T . Recall that for any T -module A the
cohomology H∗(T,A) can be computed as a cohomology of the complex
(see [12, Chapter VIII, §4])
A
1−τ
−→ A
D
−→ A
1−τ
−→ A
D
−→ . . . .
where D = 1 + τ + · · · + τp−1. If the T -module structure on A is trivial,
then we have (1− τ)(a) = 0 and D(a) = pa for any a ∈ A. For A = C∗ (and
upon using multiplicative notation) this leads to the announced result. 
Lemma 2.4. We have
Hq(T,C(C)∗) ∼=
{
C(C ′)∗ if q = 0 ,
0 if q > 0 .
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Proof. The result for q = 0 is obvious. The vanishing for q > 0 is reduced to
the cases q = 1, 2, because the group cohomology (in degree q > 1) of a cyclic
group depends only on the parity of q (see ibid.). We have H1(T,C(C)∗) =
0 by Hilbert’s Theorem 90 (see [12, Chapter X, Proposition 2]). As for
H2(T,C(C)∗), first we note that this group is isomorphic to the subgroup
Br(C(C)/C(C ′)) of the Brauer group Br(C(C ′)) of C(C ′) consisting of all
elements split by C(C) (see [12, Chapter X, Corollary to Proposition 6]),
and then we apply Tsen’s theorem to get Br(C(C ′)) = 0 (see [12, Chapter
X, §7]). The lemma is proved. 
Lemma 2.5. We have
Hq(T,C(C)∗/C∗) ∼=
{
0 if q ≡ 1 (mod 2) ,
µp if q ≡ 0 (mod 2), q > 0 ,
Coker
(
C(C ′)∗/C∗ → (C(C)∗/C∗)T
)
∼= µp .
Proof. We consider the following short exact sequence of T -modules:
0→ C∗ → C(C)∗ → C(C)∗/C∗ → 0 .
The long exact sequence derived from this, together with the previous lem-
mas, completes the proof. 
2.2. Lemmas on Picard and divisor groups. For any irreducible
smooth projective curve X over C, we write Pic(X) and Div(X) for the
Picard group and divisor group of X respectively. Recall that J(X) is iden-
tified with the kernel of the degree map deg : Pic(X)→ Z.
Lemma 2.6. We have an isomorphism
Ker(f∗ : J(C ′)→ J(C)) ∼= Ker(f∗ : Pic(C ′)→ Pic(C))
and an exact sequence
0→ Coker(J(C ′)
f∗
→ J(C)T )→ Coker(Pic(C ′)
f∗
→ Pic(C)T )
(∗)
→ Z/pZ .
Moreover, if N > 0, then (∗) is surjective.
Proof. The first statement is obtained by applying the snake lemma to the
following commutative diagram with exact rows
0→ J(C ′) → Pic(C ′)
deg
→ Z → 0
↓f
∗
↓f
∗
↓p
0→ J(C)T → Pic(C)T
deg
→ Z.
Suppose that N > 0. Let x ∈ C be a ramification point of f : C → C ′.
Then its class [x] ∈ Pic(C) is fixed by T and deg([x]) = 1. It follows that
deg : Pic(C)T → Z is surjective, hence so is (∗). 
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Lemma 2.7. We have
Coker
(
f∗ : Div(C ′)→ Div(C)T
)
∼= (Z/pZ)N .
Proof. For each x′ ∈ C ′, define a T -submodule Dx′ of Div(C) by Dx′ :=
⊕x∈f−1(x′)Zx. There is a direct sum decomposition Div(C) = ⊕x′∈C′Dx′ as
T -modules. Thus we have Div(C)T = ⊕x′∈C′D
T
x′ and
Coker
(
f∗ : Div(C ′)→ Div(C)T
)
∼=
⊕
x′∈C′
Coker(f∗ : Zx′ → DTx′) .
If x′ is a branch point, then the cokernel of Zx′ → DTx′(= Dx′) is isomorphic
to Z/pZ. If x′ is not a branch point, then Zx′ → DTx′ is an isomorphism.
The lemma follows. 
2.3. Proof of Theorem 2.1. We consider the following commutative dia-
gram with exact rows, in which vertical maps are induced by f : C → C ′:
0→ C(C ′)∗/C∗ → Div(C ′) → Pic(C ′) → 0
↓α ↓β ↓γ
0→ (C(C)∗/C∗)T → Div(C)T
δ
→ Pic(C)T .
By the last part of Lemma 2.5, Coker(α) is a cyclic group of order p. By
Lemma 2.7, we have Coker(β) ∼= (Z/pZ)N . By the first part of Lemma 2.6
and assumption (1), γ is injective. Lemma 2.5 (applied to q = 1) shows that
δ is surjective. Therefore we get Coker(γ) ∼= (Z/pZ)N−1. Now the theorem
follows from the second part of Lemma 2.6 and assumption (2). 
2.4. Explicit description of the isomorphism. Recall that B ⊂ C ′ is
the set of branch points of f so that f restricts to a bijection f |f−1(B) :
f−1(B)→ B. We write β˜ for the composition of maps⊕
x′∈B
Zx′ ∼=
⊕
x∈f−1(B)
Zx ⊂ Div(C)→ Pic(C) ,
where the first map is induced by the inverse of f |f−1(B).
By Kummer theory, there exists a rational function g ∈ C(C) such that
g′ ◦ f = gp for some function g′ ∈ C(C ′) and such that C(C) is generated by
g over C(C ′). Since f is unramified outside B, the divisor div(g′) ∈ Div(C ′)
of g′ can be written as div(g′) = D1 + pD2 where D1 (resp. D2) is a divisor
on C ′ supported on B (resp. on C ′ \ B). The proof of Theorem 2.1 shows
that there is an exact sequence
0→ Z/pZ
α
→
⊕
x′∈B
(Z/pZ)x′
β
→ Coker(Pic(C ′)
f∗
→ Pic(C))→ 0 ,
ACI SYSTEMS AND CURVES WITH AUTOMORPHISMS 7
where α is defined by α(n) := nD1 (mod p), and β is induced by β˜. Restrict-
ing to the degree zero part, one obtains a description of the isomorphism
given in Theorem 2.1.
3. PGLp(C) action on the space of polynomial matrices
3.1. Space of polynomial matrices. Let p > 2, d > 1 be arbitrary in-
tegers. We use the standard notation Matp(C) for the algebra of all p × p
complex matrices, GLp(C) for the group of invertible elements of Matp(C)
and PGLp(C) for the quotient group GLp(C)/{cIp | c ∈ C
∗}.
We denote by M = Mp,d the set of all p × p matrices whose entries are
polynomials of degree 6 d in x:
M = {L(x) = (ℓij(x))i,j=1,...,p | ℓij(x) ∈ C[x], deg(ℓij(x)) 6 d} . (3.1)
For g ∈ PGLp(C) and L(x) ∈M , we define Ad(g)(L(x)) := g˜L(x)g˜
−1 where
g˜ ∈ GLp(C) is any representative of g. The class of L(x) ∈ M in the orbit
space M/PGLp(C) is denoted by [L(x)]. As we will recall in Section 6,
M/PGLp(C) is the phase space of the Beauville system, and is therefore
fundamental in this paper.
For L(x) ∈M , we define
Stab(L(x)) := {g ∈ PGLp(C) | Ad(g)(L(x)) = L(x)} .
We will need the following result.
Lemma 3.1. [3, p.215] Let L(x) ∈ M . If the characteristic polynomial
det(yIp − L(x)) ∈ C[x, y] of L(x) is irreducible, then Stab(L(x)) = {1}.
3.2. The automorphism τ . We define on M an automorphism τ of or-
der p by
τ :M →M , τ(L(x)) := L(ζx) , (3.2)
where ζ := e2πi/p. The action of PGLp(C) on M commutes with τ ; namely,
we have τ(Ad(g)(L(x))) = Ad(g)(τ(L(x))) for any g ∈ PGLp(C) and L(x) ∈
M . Therefore τ induces a map
M/PGLp(C)→M/PGLp(C) , [L(x)] 7→ [τ(L(x))]
which, by abuse of notation, is denoted by the same latter τ . We define
M ′ := {L(x) ∈M | [τ(L(x))] = [L(x)] } ,
M ′ir := {L(x) ∈M
′ | det(yIr − L(x)) is irreducible } .
In view of Lemma 3.1, for each L(x) ∈ M ′ir there exists a unique gL(x) ∈
PGLp(C) such that τ(L(x)) = Ad(gL(x))(L(x)). Since τ is an automorphism
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of order p, gL(x) must belong to the closed subset
R := {∆ ∈ PGLp(C) | ∆
p = 1} (3.3)
of PGLp(C). We have defined a map
M ′ir → R, L(x) 7→ gL(x) (3.4)
characterized by τ(L(x)) = Ad(gL(x))(L(x)). In the next subsection, we
study the structure of R.
3.3. p-torsion elements in PGLp(C). We define an equivalence relation
on the p-fold product (Z/pZ)p of Z/pZ as follows: Two elements (e1, . . . , ep),
(e′1, . . . , e
′
p) ∈ (Z/pZ)
p are equivalent if and only if there exist c ∈ Z/pZ and
σ ∈ Sp such that ei = c + e
′
σ(i) (in Z/pZ) for all i = 1, . . . , p. (Here
Sp denotes the permutation group on p letters.) We choose a system of
representatives E ⊂ (Z/pZ)p for this equivalence relation. For simplicity, we
assume that the two elements 0 := (0, 0, . . . , 0) and ω := (0, 1, 2, . . . , p−1) of
(Z/pZ)p belong to E. (In Lemma 3.3 below, we give an explicit construction
of a system of representatives E.)
Let e = (e1, . . . , ep) ∈ (Z/pZ)
p. We define ∆e to be the element
of PGLp(C) represented by the diagonal matrix diag(ζ
e1 , ζe2 , . . . , ζǫp) ∈
GLp(C), where ζ := e
2πi/p. We also define
Re := {g∆eg
−1 ∈ R | g ∈ PGLp(C)} . (3.5)
Lemma 3.2. The closed subset R of PGLp(C) defined in (3.3) admits a
disjoint union decomposition
R =
⊔
e∈E
Re .
Moreover, Re is a connected component of R for each e ∈ E. In particular,
the number of connected components in R is the same as the cardinality |E|
of E (cf. Lemma 3.3).
Proof. Similarly to E, we define S to be the quotient space of the p-fold
product (C∗)p of C∗ (with the quotient topology) by the following equiva-
lence relation: two elements (a1, . . . , ap), (b1, . . . , bp) ∈ (C
∗)p are equivalent
if and only if (a1, . . . , ap) = (cbσ(1), . . . , cbσ(p)) for some c ∈ C
∗, σ ∈ Sp.
By associating to an element of PGLp(C) the list of its p eigenvalues
(with multiplicities) we obtain a continuous map eig : PGLp(C) → S.
For any e = (e1, . . . , ep) ∈ E, the image of Re by eig consists of the
single element eig(∆e) ∈ S represented by (ζ
e1 , ζe2 , . . . , ζǫp) ∈ (C∗)p, i.e.
Re ⊂ eig
−1(eig(∆e)).
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Now we claim that for any ∆ ∈ R there is a unique e ∈ E such that ∆
is conjugate to ∆e in PGLp(C) (so that eig(∆) = eig(∆e)). We choose a
∆˜ ∈ GLp(C) representing ∆. Then we have ∆˜
p = cIp for some c ∈ C
∗. We
may assume c = 1 by replacing ∆˜ by c−1/p∆˜. Then the minimal polynomial
of ∆˜ is a divisor of xp − 1, which has no multiple root. It follows that ∆˜
is a diagonalizable matrix all of whose eigenvalues are p-th roots of unity,
so that they can be written as (ζe1 , . . . , ζep), which is a representative of
eig(∆e) for a unique e ∈ E.
Therefore the map eig : PGLp(C) → S restricts to a continuous map
eig |R : R → S
′ := {eig(∆e) | e ∈ E}. Let e ∈ E. It follows from the
above claim that Re = eig |
−1
R
(eig(∆e)). Since S
′ is finite and hence discrete
in S, we find that Re is open and closed in R, so it is the disjoint union
of connected components of R. As Re is the image of a continuous map
PGLp(C) → PGLp(C) defined by g 7→ g∆eg
−1, Re is connected. This
completes the proof. 
By this lemma, we obtain a map
cE : R։ E (3.6)
characterized by the property cE(Re) = {e} for all e ∈ E. Note that we have
c−1
E
(0) = {1}. The map
M ′ir → E , (3.7)
obtained by composing cE with (3.4), will be used later.
3.4. Construction of E. Let P be the set of all p-term sequences (µi)i∈Z/pZ
of non-negative integers (indexed by Z/pZ) such that
∑
i∈Z/pZ µi = p.
The cardinality of P is
(2p−1
p−1
)
. We define a map s : P → (Z/pZ)p by
s((µi)i∈Z/pZ) = (e1, . . . , ep), where e1, . . . , ep are defined by the condition
ej = i if and only if 1 +
i−1∑
k=0
µk 6 j 6
i∑
k=0
µk
for i ∈ {0, . . . , p − 1}. We define two elements (µi)i∈Z/pZ, (µ
′
i)i∈Z/pZ ∈ P
to be equivalent if and only if µi = µ
′
i+c for some c ∈ Z/pZ. We choose a
representative P′ ⊂ P for this equivalence relation. One method to construct
such a P′ is to choose a total ordering on P (e.g. the lexicographic order) and
define P′ to be the set of all elements which are maximal in their equivalence
class.
Lemma 3.3. Set E := s(P′) ⊂ (Z/pZ)p.
(1) With respect to the equivalence relation introduced in §3.3, E is a
representative of (Z/pZ)p.
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(2) If p is a prime number, then we have
|E| = |P′| =
1
p
(
(
2p − 1
p− 1
)
− 1) + 1 .
Proof. For e = (e1, . . . , ep) ∈ (Z/pZ)
p, we define µ(e) = (µi)i∈Z/pZ ∈ P by
µi := |{j ∈ {1, . . . , p} | ej = i (in Z/pZ)}| .
This defines a map µ : (Z/pZ)p → P. It is easy to check that µ ◦ s =
idP. (In particular, s is injective and µ is surjective.) Moreover, for e =
(e1, . . . , ep), e
′ = (e′1, . . . , e
′
p) ∈ (Z/pZ)
p one has µ(e) = µ(e′) if and only if
there exists σ ∈ Sp such that ej = e
′
σ(j) for all j = 1, . . . , p. Finally, for
µ(e1, . . . , ep) = (µi)i∈Z/pZ and c ∈ Z/pZ, we have µ(e1 + c, . . . , ep + c) =
(µi+c)i∈Z/pZ. (1) is a consequence of these observations.
Suppose now that p is prime. Then the equivalence class of (µi)i∈Z/pZ ∈ P
contains either p elements or only one element; the latter occurs only in the
case µi = 0 for all i. This shows (2). 
3.5. Fixed points. Let ∆ ∈ R. We define
σ∆ :M →M, σ∆(L(x)) := Ad(∆
−1)(τ(L(x))) = τ(Ad(∆−1)(L(x))) ,
M∆ := {L(x) ∈M | σ∆(L(x)) = L(x)} (⊂M
′) ,
M∆ir :=M
∆ ∩M ′ir .
Thus, σ∆ is an automorphism of M of order p and M
∆ is its fixed point
locus, which is a linear subspace of M . For any g ∈ PGLp(C), we have that
g∆g−1 ∈ R and we have a linear isomorphism
M∆ ∼=Mg∆g
−1
, L(x) 7→ Ad(g)(L(x)) . (3.8)
Now by Lemma 3.2, there is a unique e ∈ E such that ∆ = g∆eg
−1 for some
g ∈ PGLp(C). Hence we get an isomorphism
M∆e ∼=M∆ (3.9)
which restricts to M
∆e
ir
∼=M∆ir . In Lemma 3.4 below, we provide an explicit
description of M∆e for all e ∈ (Z/pZ)p.
To state it, we need some more notation. For i, j ∈ Z, 1 6 i, j 6 p, we use
the standard notation Eij ∈ Matp(C) for the p× p matrix whose only non-
zero entry is its (i, j)-th entry, which is 1. For e = (e1, . . . , ep) ∈ (Z/pZ)
p
and k ∈ Z, we define a subspace of Matp(C) by
De,k :=
⊕
ei−ej≡k
(mod p)
CEij ,
where i, j run through all 1 6 i, j 6 p such that ei − ej ≡ k (mod p).
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Lemma 3.4. Let e = (e1, . . . , ep) ∈ (Z/pZ)
p. Then we have
M∆e =
d⊕
k=0
De,kx
k . (3.10)
Proof. By the definition of τ and ∆e, one sees
τ(Eijx
k) = ζkEijx
k , Ad(∆e)(Eijx
k) = ζei−ejEijx
k ,
from which (3.10) follows. 
We extract a detailed description for the two special cases as a corollary.
Corollary 3.5.
(1) For 0 = (0, 0, . . . , 0), we have
M∆0 =
⌊d/p⌋⊕
k=0
Matp(C)x
pk ,
where ⌊·⌋ denotes the floor function. In particular, the dimension of
M∆0 is (⌊d/p⌋ + 1)p2.
(2) For ω = (0, 1, 2, . . . , p− 1), we have
M∆ω =
d⊕
k=0
⊕
16i,j6p
i−j≡k (mod p)
C ·Eijx
k .
In particular, its dimension is (d+ 1)p.
Proof. This follows immediately from the lemma. 
3.6. A decomposition of M ′ir. Let e ∈ E. We define
M e := {L(x) ∈M | σ∆(L(x)) = L(x) for some ∆ ∈ Re} ⊂M
′ , (3.11)
M
e
ir :=M
e ∩M ′ir . (3.12)
They are stable under the action of PGLp(C) (see (3.8)). By Lemma 3.2
and the above definitions, there are disjoint union decompositions
M ′ir =
⊔
e∈E
M
e
ir , M
e
ir =
⊔
∆∈Re
M∆ir . (3.13)
For each α ∈ PGLp(C), we define
Gα := {g ∈ PGLp(C) | gαg
−1 = α} , (3.14)
the centralizer of α, which is a subgroup of PGLp(C).
Lemma 3.6. If e ∈ E and ∆ ∈ Re, then the inclusion M
∆
ir →֒ M
e
ir induces
an isomorphism
M∆ir /G∆
∼=M
e
ir/PGLp(C) .
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Proof. The surjectivity follows from (3.9) and (3.13). To show the in-
jectivity, we take Li(x) ∈ M
∆
ir (i = 1, 2) and g ∈ PGLp(C) satisfying
L1(x) = Ad(g)(L2(x)). Then we have
Ad(g∆)(L2(x)) = Ad(g)(Ad(∆)(L2(x))) = Ad(g)(τ(L2(x)))
= τ(Ad(g)(L2(x))) = τ(L1(x)) = Ad(∆)(L1(x))
= Ad(∆)(Ad(g)(L2(x))) = Ad(∆g)(L2(x))) .
By Lemma 3.1, we get g ∈ G∆. This completes the proof. 
For k ∈ Z/pZ, we define D∗k to be the subset of PGLp(C) consisting of all
elements represented by d = (dij) ∈ GLp(C) such that dij = 0 if i − j 6≡ k
(mod p) and that dij 6= 0 if i− j ≡ k (mod p).
Lemma 3.7.
(1) For 0 = (0, 0, . . . , 0) ∈ E, we have G∆0 = PGLp(C).
(2) For ω = (0, 1, 2, . . . , p− 1) ∈ E, we have
G∆ω =
p−1⊔
k=0
D∗k ,
Each of D∗0, . . . ,D
∗
p−1 is a connected component of G∆ω , and D
∗
0 is
a subgroup of index p in G∆ω .
Proof. (1) is obvious and (2) follows from Ad(∆ω)(aij) = (ζ
i−jaij) for any
(aij) ∈ Matp(C). 
4. The momentum map and its generic fibers
We fix arbitrary integers p > 2, d > 1.
4.1. The level sets. We write V = Vp,d ⊂ C[x, y] for the affine space of all
polynomials of the form
yp + s1(x)y
p−1 + · · ·+ sp(x) , deg(si(x)) 6 id (i = 1, . . . , p) .
The characteristic polynomial det(yIp − L(x)) of any element L(x) of M =
Mp,d belongs to V , therefore we obtain a map
χ :M → V, χ(L(x)) := det(yIp − L(x)) .
Since conjugate matrices have the same characteristic polynomial, χ induces
a map
χ˜ :M/PGLp(C)→ V , χ˜([L(x)]) = χ(L(x)) . (4.1)
As we will recall in Section 6, χ˜ is the momentum map of the Beauville
system, so it is fundamental in this paper.
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Let P = P (x, y) ∈ V and write P = yp + s1(x)y
p−1 + · · · + sp(x) with
si(x) ∈ C[x], deg(si(x)) 6 id. For i = 1, . . . , p, we denote by si(∞) ∈ C
the coefficient of xdi in si(x), and we put P (∞, y) :=
∑p
i=0 si(∞)y
p−i. For
L(x) =
∑d
k=0 Lkx
k ∈M (Lk ∈ Matp(C)), we write L(∞) := Ld ∈ Matp(C).
Note that χ(L)(∞, y) = det(yIp−L(∞)) for any L(x) ∈M . For any P ∈ V
we write MP for the fiber of χ over P ,
MP := {L(x) ∈M | χ(L(x)) = P} .
ThenMP is stable under the action of PGLp(C) on M . We are going to de-
scribeMP/PGLp(C) in terms of Jacobian varieties under some assumptions
on P .
4.2. Spectral curve. Fix P (x, y) ∈ V , and let us introduce another poly-
nomial P ′(z, w) := zpdP (z−1, z−dw) ∈ C[z, w]. We define a projective
curve CP over C by gluing two affine curves SpecC[x, y]/(P (x, y)) and
SpecC[z, w]/(P ′(z, w)) by the relation x = z−1, y = z−dw. The ratio-
nal function x = z−1 on CP defines a finite morphism πP : CP → P
1 of
degree p.
We define open subsets of V as follows:
Vir := {P (x, y) ∈ V | CP is integral } ,
Vsm := {P (x, y) ∈ Vir | CP is smooth } ,
Vspl := {P (x, y) ∈ Vsm | πP is unramified at ∞ ∈ P
1 } .
Remark 4.1.
(1) Let P ∈ V . One has that P ∈ Vir if and only if P is irreducible. If
this is the case, Lemma 3.1 shows that PGLp(C) acts freely on MP .
(2) For P ∈ Vsm, one has that P ∈ Vspl if and only if P (∞, y) has no
multiple root.
We will need the following results:
Lemma 4.2. [3, (1.2)] Let P ∈ Vsm. Then the genus of CP is gP :=
1
2(p− 1)(pd − 2).
Lemma 4.3. [3, (1.12)] If P ∈ Vsm, then L(c) is regular for any L(x) ∈MP
and any c ∈ P1. (Recall that A ∈ Matp(C) is called regular if its minimal
polynomial is of degree p.)
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4.3. A result of Beauville. We fix P ∈ Vsm. For each n ∈ Z, we set
Picn(CP ) := {L ∈ Pic(CP ) | deg(L) = n}. Recall that the Jacobian variety
J(CP ) = Pic
0(CP ) has a structure of an abelian variety of dimension gP ,
and Picn(CP ) is a torsor under J(CP ) for each n ∈ Z. We define the theta
divisor by
ΘP := {L ∈ Pic
gP−1(CP ) | H
0(CP ,L) 6= 0} .
The following fundamental result is due to Beauville [3, Thm. 1.4].
Theorem 4.4 (Beauville). Let P ∈ Vsm. Then there is an isomorphism
MP /PGLp(C) ∼= Pic
gP−1(CP ) \ΘP .
We briefly recall the construction of this isomorphism, following [3]. Fix
P ∈ Vsm and take an invertible sheaf L of degree gP − 1 on CP . Then πP∗L
is a free OP1-module of rank p. Moreover, it is isomorphic to OP1(−1)
p if
and only if the class of L belongs to PicgP−1(CP ) \ ΘP . Suppose this is
the case and fix an isomorphism α : πP∗L ∼= OP1(−1)
p. The morphism
πP∗L → πP∗L ⊗ OP1(d) given by “multiplication by y” induces, via α,
a morphism OP1(−1)
p → OP1(d − 1)
p which is represented by a matrix
L(L,α)(x) ∈ M . The relation P (x, y) = 0 imposes L(L,α)(x) ∈ MP . If
β : πP∗L ∼= OP1(−1)
p is another isomorphism, then L(L,α)(x) and L(L,β)(x)
define the same class in MP /PGLp(C). The isomorphism in Theorem 4.4.
is given by this correspondence.
4.4. Fixed points of τ . For the rest of this section, we assume that p is
a prime number and that d = d′p for some integer d′ > 1. We apply the
results of the previous sections to M = Mp,d and also to Mp,d′ , and study
their relation. Thus, to clarify the distinction, we will, for instance, write
Mp,d,P for what has been written as MP . We set
V ′p,d′,spl := {Q ∈ Vp,d′,spl | Q(0, y) has no multiple root} .
Note that forQ ∈ Vp,d′,spl the two conditionsQ(x
p, y) ∈ Vp,d,sm andQ(x, y) ∈
V ′p,d′,spl are equivalent, and if this is the case then Q(x
p, y) ∈ Vp,d,spl.
Now we fix Q ∈ V ′p,d′,spl and set P := Q(x
p, y) ∈ Vp,d,spl. We define
morphisms fQ : CP → CQ and fP1 : P
1 → P1 by fQ(x, y) 7→ (x
p, y) and
fP1(x) = x
p so that we obtain a commutative diagram
CP
πP→ P1
fQ ↓ ↓fP1
CQ
πQ
→ P1 .
The branch locus of fQ is exactly π
−1
Q ({0,∞}), hence we have
for any Q ∈ V ′p,d′,spl, the number of branch points of fQ is 2p . (4.2)
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(This can be also seen by the Riemann-Hurwitz formula and Lemma 4.2).
The automorphism τ on Mp,d (see (3.2)) restricts to an isomorphism on
Mp,d,P . Let M
τ
p,d := {L(x) ∈ Mp,d | τ(L) = L} be the set of fixed points of
τ on Mp,d. Then M
τ
p,d,P := Mp,d,P ∩M
τ
p,d is identified with Mp,d′,Q under
the correspondence
Mp,d′,Q ∼=M
τ
p,d,P , L(x) 7→ L(x
p) . (4.3)
The composition of this map with the inclusion M τp,d,P →֒ Mp,d,P induces
the left vertical map in the following commutative diagram:
Mp,d′,Q/PGLp(C)
Thm. 4.4
∼= PicgQ−1(CQ) \ΘQ
(4.3) ↓ ↓
Mp,d,P/PGLp(C) ∼=
Thm. 4.4
PicgP−1(CP ) \ΘP ,
(4.4)
where the right vertical map is defined as
L 7→ fQ
∗(L)⊗ πP
∗(OP1(p− 1)) .
As the left vertical map is obviously injective, we obtain the following result.
Proposition 4.5. The pull-back map f∗Q : J(CQ)→ J(CP ) is injective.
Next we consider M ′p,d,P := Mp,d,P ∩M
′(⊂ M ′ir). It is obvious from the
definition that M τp,d,P ⊂ M
′
p,d,P , but they do not coincide. Actually, the
decomposition (3.13) restricts to
M ′p,d,P =
⊔
e∈E
M
e
p,d,P , M
e
p,d,P :=Mp,d,P ∩M
e
p,d , (4.5)
and for 0 = (0, . . . , 0) ∈ E, we have M τp,d,P = M
0
p,d,P . For general e ∈ E,
M
e
p,d,P is nothing other than the inverse image of e by the map
M ′p,d,P → E (4.6)
obtained by composing the inclusionM ′p,d,P →֒M
′
ir with (3.7). By definition,
(4.6) is a continuous map, but E is a finite discrete set. It follows thatM
e
p,d,P
is open and closed inM ′p,d,P , that is, a union of (a finite number of) connected
components of M ′p,d,P .
For each e ∈ E, we consider the subspace (see (3.11))
M
∆e
p,d,P := Mp,d,P ∩M
∆e
p,d .
of Mp,d,P , which is stable under the action of G∆e . The main result of this
subsection is the following:
Theorem 4.6. Let e ∈ E, Q ∈ V ′p,d′,spl and set P := Q(x
p, y) ∈ Vp,d,spl.
Then every connected component of M
∆e
p,d,P/G∆e is isomorphic to an affine
open subset of J(CQ).
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Proof. By restricting the isomorphism given in Lemma 3.6, we obtain an
isomorphism
M
∆e
p,d,P/G∆e
∼=M
e
p,d,P/PGLp(C) .
In view of (4.5), M
e
p,d,P/PGLp(C) is a union of some connected components
of M ′p,d,P/PGLp(C), which is isomorphic to the complement of ΘP in
PicgP−1(CP )
τ := {L ∈ PicgP−1(CP ) | τ
∗(L) = L}
by Theorem 4.4. Let X be a connected component of PicgP−1(CP )
τ . Theo-
rem 2.1, Proposition 4.5 and (4.2) show that X is isomorphic to J(CQ) (as
algebraic varieties). As ΘP is an ample divisor on Pic
gP−1(CP ), its restric-
tion to X is again ample, and hence X \ ΘP is an affine open subvariety
of X. This completes the proof. 
Remark 4.7. Let π0 be the set of connected components of Pic
gP−1(CP )
τ ,
whose cardinality is p2p−2 by Theorem 2.1, Proposition 4.5 and (4.2). There
is a map π0 → E which sends X ∈ π0 to unique e ∈ E such that the image
of M
e
p,d,P/PGLp(C) in Pic
gP−1(CP ) by the isomorphism in Theorem 4.4 is
contained in X. It seems to be an interesting problem to investigate this
map.
5. Poisson structures and Hamiltonian vector fields
The goal of this section is to construct a (multi-) Hamiltonian structure on
the quotient space M
∆e
ir /G∆e , by using the momentum map of G∆e acting
on M
∆e
p,d+p. In what follows, we first recall the Hamiltonian structure on
Mp,q, next we use it to construct a (multi-) Hamiltonian structure on M
∆e
p,q
which will finally lead to a (multi-) Hamiltonian structure on M
∆e
ir /G∆e .
5.1. Multi-Hamiltonian structure onMp,q. Let p > 2, q > 1 be integers.
We briefly recall the multi-Hamiltonian structure on Mp,q. For details, see
[11, 9, 7].
For L(x) ∈Mp,q and i, j, k ∈ Z, such that 1 6 i, j 6 p, we write ℓ
k(L(x)) ∈
Matp(C) (resp. ℓ
k
ij(L(x)) ∈ C) for the coefficient of x
k (resp. the (i, j)-
th entry of ℓk(L(x))). The ring O(Mp,q) of regular functions on Mp,q is
generated (as a C-algebra) by ℓkij , 1 6 i, j 6 p, 0 6 k 6 q. We also put
ℓkij = 0 for k > d and for k < 0. The Poisson structures which are given in
the following proposition are restriction to Mp,q of a family of linear Poisson
structure on the dual of the loop algebra of gl(p,C) = Matp(C).
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Proposition 5.1 ([10, eq.(10)], see also [11]). For any integer µ with 0 6
µ 6 q+1 there exists a unique Poisson bracket {· , ·}µ on O(Mp,q) for which{
ℓkij , ℓ
l
mn
}
µ
= ηklµ (ℓ
k+l+1−µ
mj δni − ℓ
k+l+1−µ
in δjm) , (5.1)
where ηklµ := 1 if k, l < µ and η
kl
µ := −1 if k, l > µ and η
kl
µ := 0 otherwise.
Moreover, the brackets {· , ·}µ (µ = 0, . . . , q+1) form a family of compatible
Poisson brackets, i.e., any linear combination of these brackets is a Poisson
bracket.
Let j and i > 0 be integers. We define the Hamiltonian function Hij ∈
O(Mp,q) by
Hij(L(x)) =
1
i+ 1
Resx=0
Tr(Li+1(x))
xj+1
(5.2)
and the Hamiltonian vector field ddti,j on Mp,q by
d
dti,j
:= −{· ,Hi,j}1 . (5.3)
Here we use the notation Resx=0 f(x) := f−1 for f(x) =
∑
k fkx
k ∈
C[x, x−1]. In what follows, for any L(x) =
∑N
k=0 Lkx
k ∈ Matp(C)[x] and
j > 0, we write (L(x)/xj)+ :=
∑N−j
k=0 Lk+jx
k.
Remark 5.2. By the above definition, Hi,j = 0 for j < 0 or j > (i+ 1)q.
Proposition 5.3. [10, eqs. (12)–(14)] (1) For any integers i and j with
i > 0 and 0 6 j 6 (i+1)q the Hamiltonian vector field (5.3) is given by the
following Lax equation:
d
dti,j
L(x) =
[
L(x),
(
Li(x)
xj
)
+
]
. (5.4)
Moreover, for any integer µ with 0 6 µ 6 q + 1 we have that
d
dti,j
= −{· ,Hi,j−1+µ}µ . (5.5)
In particular, each of the vector fields (5.3) is multi-Hamiltonian.
(2) The Hamiltonian functions Hi,j are pairwise in involution with respect
to each one of the Poisson brackets {· , ·}µ, where 0 6 µ 6 q + 1.
(3) Let µ be such that 0 6 µ 6 q + 1. For any i > 0, Hi,j is a Casimir
function of {· , ·}µ when j ∈ {0, . . . , µ − 1, iq + µ, . . . , (i+ 1)q}.
Proof. We give only a sketch of the proof, as all claims are essentially in
[10].
(1) We get (5.2)–(5.5) from the formulae in [10] by setting P (L(x)) :=
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TrL(x)i+1/(i+ 1), ϕ(x) = 1/xj+1 and q(x) = xµ.
(2) It immediately follows from (1); for i, j, µ as above and k > 1 we have
{TrL(x)k, Hi,j−1+µ}µ
(5.5)
=
dTrL(x)k
dti,j
= kTr
(
L(x)k−1
dL(x)
dti,j
)
(5.4)
= 0 .
(3) It is clear from the Lax equation (5.4) that the vector field d/dti,j is
identically zero when i = 0 or j < 1 or j > iq + 1. Then the claim follows
from the correspondence between (5.4) and (5.5). 
By the last part of Prop. 5.1, if φ(x) =
∑q+1
µ=0 cµx
µ is any polynomial of
degree at most q + 1, then
{· , ·}φ :=
q+1∑
µ=0
cµ {· , ·}µ
defines a Poisson structure on M . A convenient formula for these Poisson
structures can be written down in terms of generating functions, defined as
follows. Let x be a formal variable, define
ℓij(x) :=
q+1∑
k=0
ℓkijx
k ,
and let, for ∗ = φ, µ (0 6 µ 6 q + 1)
{ℓij(x), ℓmn(y)}∗ :=
q∑
k,l=0
{
ℓkij, ℓ
l
mn
}
∗
xkyl.
Proposition 5.4. Let φ(x) =
∑q+1
µ=0 cµx
µ be a polynomial of degree at most
q + 1. For any 1 6 i, j,m, n 6 p, we have
{ℓij(x), ℓmn(y)}φ
=
ℓin(x)φ(y) − ℓin(y)φ(x)
x− y
δjm −
ℓmj(x)φ(y) − ℓmj(y)φ(x)
x− y
δni .
(5.6)
For its proof, we will use the following lemma.
Lemma 5.5. Let ξ0, ξ1, . . . , ξq be arbitrary (commuting, independent) vari-
ables. Set ξi := 0 for i > q and for i < 0. Denote ξ(x) :=
∑q
i=0 ξ
ixi. Then
for any s with 0 6 s 6 q + 1, s−1∑
k,l=0
−
q∑
k,l=s
 ξk+l+1−sxkyl = ξ(y)xs − ξ(x)ys
x− y
. (5.7)
Proof. We multiply the left hand side in (5.7) by x− y and determine in the
resulting polynomial the coefficient of ξt+1−s for t = s− 1, . . . , q+ s− 1, the
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other variables ξi being zero by definition. For t = s − 1, s, . . . , 2s − 2 the
coefficient of ξt+1−s is given by
s−1∑
k,l=0
k+l=t
(xk+1yl − xkys+1) = xsyt+1−s − xt+1−sys ,
while for t = 2s, 2s + 1, . . . , q + s− 1 it is given by
−
q∑
k,l=s
k+l=t
(xk+1yl − xkys+1) = xsyt+1−s − xt+1−sys ;
for the remaining value of t, to wit t = 2s − 1, the coefficient of ξt+1−s is
zero, which again can be written as xsyt+1−s − xt+1−sys. Summing up, the
left hand side of (5.7), multiplied by x− y, is given by
q+s−1∑
t=s−1
ξt+1−s(xsyt+1−s − xt+1−sys) = ξ(y)xs − ξ(x)ys ,
as was to be shown. 
Proof of Proposition 5.4. Using (5.1) and (5.7) we obtain
{ℓij(x), ℓmn(y)}µ =
q∑
k,l=0
{
ℓkij, ℓ
l
mn
}
µ
xkyl
=
q∑
k,l=0
ηklµ (ℓ
k+l+1−µ
mj δni − ℓ
k+l+1−µ
in δjm)x
kyl
=
 µ−1∑
k,l=0
−
q∑
k,l=µ
 (ℓk+l+1−µmj δni − ℓk+l+1−µin δjm)xkyl
=
ℓin(x)y
µ − ℓin(y)x
µ
x− y
δjm −
ℓmj(x)y
µ − ℓmj(y)x
µ
x− y
δni .
Taking a linear combination of the above for µ = 0, . . . , q + 1, we get (5.6).

5.2. Reduced Poisson structure on a fixed point locus. Set ζ := e2πi/p
and fix e ∈ (Z/pZ)p. Recall that we have the automorphism σ∆e on Mp,q,
where σ∆e acts as
σ∆e(L(x)) = Ad(∆
−1
e )(L(ζx)) .
For F ∈ O(Mp,q), we write σ
∗
∆e
(F ) or σ∗∆eF for F ◦ σ∆e . Then, we have
(σ∗∆e)(ℓ
k
ij) = ζ
k+ej−ei ℓkij . (5.8)
We determine in the following proposition for which values of µ the map
σ∆e is a Poisson automorphism of (Mp,q, {· , ·}µ).
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Proposition 5.6. Let µ be an integer such that 0 6 µ 6 q+1. The map σ∆e
is a Poisson automorphism of (Mp,q, {· , ·}µ) if and only if µ ≡ 1 (mod p).
Proof. Since σ∆e is an automorphism of Mp,q, it is a Poisson automorphism
of (Mp,q, {· , ·}µ) if and only if{
σ∗∆eℓ
k
ij , σ
∗
∆eℓ
l
mn
}
µ
= σ∗∆e
{
ℓkij , ℓ
l
mn
}
µ
, (5.9)
for all 1 6 i, j,m, n 6 p and 0 6 k, l 6 q. Since the functions ℓkij are
eigenfunctions of σ∆e and since the right hand side of (5.1) is zero, except
when j = m or i = n, the only restrictions on µ coming from (5.9) will come
from these cases. Let us look at the case j = m, i 6= n. Then the left hand
side of (5.9) is given by
ζk+l−ei+en
{
ℓkij , ℓ
l
jn
}
µ
= −ηklµ ζ
k+l−ei+enℓk+l+1−µin ,
while the right hand side is given by
−ηklµ σ
∗
∆eℓ
k+l+1−µ
in = −η
kl
µ ζ
k+l+1−µ−ei+enℓk+l+1−µin .
Comparing these two expressions, we see that µ ≡ 1 (mod p). One finds
the same result in the case i = n. 
For 1 6 i, j 6 p and 0 6 k 6 q, we define a function bkij ∈ O(M
∆e
p,q ) by
bkij := ℓ
k
ij|M∆ep,q
, (5.10)
and we set
Iep,q := {(i, j, k) | 1 6 i, j 6 p, 0 6 k 6 q, k ≡ ei − ej (mod p)}.
Then bkij = 0 if (i, j, k) /∈ I
e
p,q, and {bkij | (i, j, k) ∈ I
e
p,q} gives a system of
coordinates on M
∆e
p,q . On the other hand, we define functions b˜kij ∈ O(Mp,q)
by
b˜kij :=
1
p
p∑
m=1
(σ∗∆e)
m(ℓkij) . (5.11)
By construction, b˜kij is σ∆e-invariant and is an extension of b
k
ij toMp,q for all
i, j, k. Consequently, we can write b˜ij(x) = x
ei−ejαij(x
p) for some αij(x) ∈
O(Mp,q)[x] where b˜ij(x) :=
∑q
k=0 b˜
k
ijx
k.
According to Prop. 5.6 and [7, Sect. 5.4.3], the fixed point locus M
∆e
p,q of
σ∆e inherits a Poisson structure from {· , ·}µ when µ ≡ 1 (mod p), which is
characterized by ([7, Prop. 5.36])
{bij(x), bmn(y)}
red
µ = {b˜ij(x), ℓmn(y)}µ
∣∣
M
∆e
p,q
, (5.12)
where we write bij(x) =
∑q
k=0 b
k
ijx
k. It is explicitly written as follows:
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Proposition 5.7. Let φ(x) = xφ˜(xp) be a polynomial of degree at most
q +1, where φ˜(x) ∈ C[x]. The Poisson bracket (5.12) on M
∆e
p,q is written as
{bij(x), bmn(y)}
red
φ
= δjm
bin(x)x
p−[em−en]y[em−en]−1φ(y)− bin(y)y
[ej−ei+1]−1xp−[ej−ei+1]φ(x)
xp − yp
− δin
bmj(x)x
p−[em−en]y[em−en]−1φ(y)− bmj(y)y
[ej−ei+1]−1xp−[ej−ei+1]φ(x)
xp − yp
(5.13)
where we set
[i] =
{
i (1 6 i 6 p)
p+ i (−p 6 i 6 0) .
Proof. Let µ be a positive integer with µ 6 q + 1 and µ ≡ 1 (mod p). We
calculate the r.h.s of (5.12) using (5.8) and (5.11):
r.h.s =
1
p
p∑
k=1
ζk(ej−ei){ℓij(ζ
kx), ℓmn(y)}µ
∣∣
M
∆e
p,q
(5.6)
=
1
p
p∑
k=1
ζk(ej−ei)
(
δmj
ℓin(ζ
kx)yµ − ℓin(y)(ζ
kx)µ
ζkx− y
− δin
ℓmj(ζ
kx)yµ − ℓmj(y)(ζ
kx)µ
ζkx− y
) ∣∣∣
M
∆e
p,q
=
1
p
p∑
k=1
ζk(ej−ei)
(
δmj
bin(ζ
kx)yµ − bin(y)ζ
kxµ
ζkx− y
− δin
bmj(ζ
kx)yµ − bmj(y)ζ
kxµ
ζkx− y
)
=
δjm
p
(
bin(x)y
µ
p∑
k=1
ζk(ej−en)
ζkx− y
− bin(y)x
µ
p∑
k=1
ζk(ej−ei+1)
ζkx− y
)
−
δin
p
(
bmj(x)y
µ
p∑
k=1
ζk(em−ei)
ζkx− y
− bmj(y)x
µ
p∑
k=1
ζk(ej−ei+1)
ζkx− y
)
.
By using Lemma 5.8 below we get
r.h.s. = δjm
bin(x)x
p−[em−en]y[em−en]−1+µ − bin(y)y
[ej−ei+1]−1xp−[ej−ei+1]+µ
xp − yp
− δin
bmj(x)x
p−[em−en]y[em−en]−1+µ − bmj(y)y
[ej−ei+1]−1xp−[ej−ei+1]+µ
xp − yp
.
This proves the formula when φ(x) = xµ, with µ as above. Taking a linear
combination over all xµ which appear in φ(x) leads to the general formula.

Lemma 5.8. For l = 1, . . . , p, we have
p∑
k=1
ζkl
t− ζk
=
p tl−1
tp − 1
.
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Proof. We consider a partial fraction expansion of r.h.s:
p tl−1
tp − 1
=
p∑
k=1
ak
t− ζk
.
By multiplying (t− ζk) and setting t = ζk for k = 1, . . . , p, we get
ak = lim
t→ζk
p tl−1(t− ζk)
tp − 1
= lim
t→ζk
p tl−1
p tp−1
= ζ(l−p)k
Thus the claim follows. 
From Prop. 5.3 and Prop. 5.6, we obtain the following result:
Proposition 5.9. (1) On M
∆e
p,q , for integers i,m, n such that 0 6 i and
0 6 n 6 ⌊q/p⌋, we have the Hamiltonian vector fields given by
d
dti,pm
= −{· ,Hi,p(m+n)}
red
1+pn . (5.14)
Here the Hamiltonian function Hi,pj on M
∆e
p,q is given by
Hi,pj(B(x)) =
1
i+ 1
Resx=0
Tr(Bi+1(x))
xpj+1
(5.15)
for B(x) = (bkl(x))16k,l6p ∈M
∆e
p,q . Moreover, we have the Lax equation for
(5.14):
d
dti,pm
B(x) =
[
B(x),
(
Bi(x)
xpm
)
+
]
. (5.16)
(2) For each 0 6 n 6 ⌊q/p⌋, Hi,pj are Casimir functions with respect to
{· , ·}redpn+1 if i > 0 and j ∈ {0, . . . , n, i⌊q/p⌋+ n+ 1, . . . , (i+ 1)⌊q/p⌋}.
5.3. Poisson structure on the quotient space. We set d = d′p and fix
e = (e1, e2, · · · , ep) ∈ E. Now we construct the Poisson structure on the
quotient space M
∆e
ir /G∆e by using the momentum map of G∆e acting on
M
∆e
p,d+p. We use the following notations.
M˜∆e := {B(x) ∈M
∆e
p,d+p | H0,d+p(B(x)) = 0} ⊂M
∆e
p,d+p ,
T0 := {(i, j) | 1 6 i, j 6 p, ei = ej} . (5.17)
Here H0,d+p ∈ O(M
∆e
p,d+p) is the Hamiltonian function (5.15).
We identify the Lie algebra LiePGLp(C) of PGLp(C) with Matp(C)/C ·I,
and regard the Lie algebra LieG∆e of G∆e as a subspace of it.
Lemma 5.10. We have
LieG∆e = 〈Eij ; (i, j) ∈ T0〉C/C · Ip .
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Proof. By the definition of G∆e (3.14), a class of x = (xij)16i,j6p ∈ Matp(C)
in LiePGLp(C) belongs to LieG∆e if and only if there exists c ∈ C such
that ∆e x∆
−1
e = x + cI, but the l.h.s. is (ζ
ei−ejxij)16i,j6p hence c = 0 and
xij = 0 for ei 6= ej . 
Since M˜∆e is an affine space, its tangent space at any point can be iden-
tified with M˜∆e . Thus, for E ∈ LieG∆e , the linear map
XE : M˜
∆e → M˜∆e , B 7→ [B,E]
can be regarded as a vector field on M˜∆e .
We take φ(x) = xφ˜(xp) where φ˜(x) =
∑d′+1
k=0 c
′
kx
k and c′d′+1 6= 0. We
write
µ˜ : LieG∆e → O(M˜
∆e) (5.18)
for the linear map which sends the class of Eij in LieG∆e to
[(
∑
k
bkmnx
k)mn 7→ b
d+p
ji /c
′
d′+1] ∈ O(M˜
∆e) .
Note that µ˜ is well-defined because µ˜(I)(B) = H0,d+p(B) = 0 for any B ∈
M˜∆e .
Proposition 5.11. (1) The map µ˜ (5.18) is a Lie algebra homomorphism,
i.e., for any E,F ∈ LieG∆e ,
{µ˜(E), µ˜(F )}redφ = µ˜([E,F ]) . (5.19)
(2) For any E ∈ LieG∆e and B ∈ M˜
∆e, we have
XE(B) = −
(
{bij(x), µ˜(E)}
red
φ (B)
)
16i,j6p
, (5.20)
where bij(x) =
∑
k b
k
ijx
k (see (5.10)).
Proof. It is enough to check the claims for the generators of LieG∆e .
(1) For B ∈ M˜∆e , we have
{µ˜(Eij), µ˜(Ekl)}
red
φ (B) =
1
(c′d′+1)
2
{bd+pji , b
d+p
lk }
red
φ
(5.13)
=
1
c′d′+1
(δkjb
d+p
li −δilb
d+p
jk ) ,
and
µ˜([Eij , Ekl])(B) = µ˜(δjkEil − δilEkj)(B) = δjk µ˜(Eil)(B)− δil µ˜(Ekj)(B) .
These two coincide and the claim follows.
(2) We write B = (βij)ij ∈ M˜
∆e . We take (n,m) ∈ T0 and calculate both
sides of (5.20) for E = Enm. The l.h.s. of (5.20) is:
XEnm(B) = [B, Enm] =
∑
16i6p
βinEim −
∑
16j6p
βmjEnj . (5.21)
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We claim that for 1 6 i, j 6 p,
1
c′d′+1
{bij(x), b
p+d
mn }
red
φ = −δjmbin(x) + δinbmj(x) . (5.22)
Then the (i, j) entry of the r.h.s. of (5.20) is obtained by taking the negative
of the value of (5.22) at B ∈ M˜∆e . This coincides with the (i, j) entry of
(5.21).
We prove (5.22). For 1 6 α, β 6 p, we define fαβ ∈ O(M˜
∆e)[x, y] by:
fαβ(x, y) := bαβ(x)x
p−[em−en]y[em−en]−1φ(y)−bαβ(y)y
[ej−ei+1]−1xp−[ej−ei+1]φ(x) .
We compute the highest order term in y of fin(x, y). Set T+ := {(i, j) | 1 6
i, j 6 p, ei < ej} and T− := {(i, j) | 1 6 i, j 6 p, ei > ej} and recall from
(5.17) the definition of T0. First we assume (i,m) ∈ T0 ∪ T+. Then we have
(i, n) ∈ T0 ∪ T+, [em − en] = p and [em − ei + 1] = em − ei + 1, and we get
fin(x, y) = bin(x)y
pφ˜(yp)− bin(y)y
em−eixp−em+eiφ˜(xp) .
Thus, the highest order term is yd+2pbin(x)c
′
d′+1. Next, we consider the case
(i,m) ∈ T0. Since we have (i, n) ∈ T−, [em − en] = p and [em − ei + 1] =
p+ em − ei + 1. Then we have
fin(x, y) = bin(x)y
pφ˜(yp)− bin(y)y
p+em−eix−em+eiφ˜(xp) ,
which has as highest order term yd+2pbin(x)c
′
d′+1. In the same manner, we
see that the highest order term in y of fmj(x, y) is y
d+2pbmj(x)c
′
d′+1. From
(5.13), we have
(xp − yp){bij(x), bmn(y)}
red
φ = δjmfin(x, y)− δinfmj(x, y) .
By taking the coefficients of yd+2p in the above equality, we obtain (5.22). 
We define a map
µ : M˜∆e → (LieG∆e)
∗ := Hom(LieG∆e ,C)
by µ(B)(E) := µ˜(E)(B) for all B ∈ M˜∆e and E ∈ LieG∆e . The map µ˜ and
µ are respectively called the comomentum map and the momentum map of
G∆e acting on M˜
∆e (cf. [7, §5.4.4]).
We apply a general result on the momentum map ([7, Prop. 5.39]) to
construct the Poisson bracket on M
∆e
ir /G∆e induced by {· , ·}
red
φ on M˜
∆e .
Let η be a natural embedding η : M∆e :=M
∆e
p,d →֒ M˜
∆e given by η(B) = B.
The image of η is determined by the following conditions: B ∈ Im η if and
only if
bp+dij (B) = 0 for (i, j) ∈ T0, b
p+d−k
i,j (B) = 0 for (i, j) ∈ T±, 1 6 k 6 p− 1 .
The first condition is nothing but the defining equation of µ−1(0). Note that
G∆e freely acts on η(M
∆e
ir ) and η(M
∆e
ir ) ⊂ µ
−1(0) is invariant under the
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action of G∆e . By Prop. 5.11, we can apply the theory of Poisson reduction
[7, Prop. 5.39], and obtain the Poisson bracket on η(M
∆e
ir )/G∆e induced by
{· , ·}redφ on M˜
∆e . It is passed to the Poisson bracket on M
∆e
ir /G∆e . We
write {· , ·}quoφ for the induced Poisson bracket on M
∆e
ir /G∆e .
Let i > 0 and m > 0. Due to the Lax equation (5.16), the restriction of
the vector field d/dti,pm on M˜
∆e to Im η is tangent to Im η. The induced
vector fieldM
∆e
ir /G∆e is denoted by Yi,pm. For a G∆e-invariant function f ∈
O(M˜∆e) on M˜∆e , we denote by f the corresponding function on M
∆e
ir /G∆e .
Proposition 5.12. Let 0 6 n 6 d′ + 1.
(1) Let i > 0 and m > 0. Then Yi,pm is Hamiltonian, i.e.,
Yi,pm = {·, H i,p(m+n)}
quo
1+pn ,
where Hi,p(m+n) is introduced in (5.15).
(2) Suppose 0 6 i and j ∈ {0, . . . , n, id′ + n, . . . , (i + 1)d′}. Then H i,pj is a
Casimir function with respect to {· , ·}quo1+pn.
Proof. (1) The claim follows from the definition of Yi,pm.
(2) The case of j ∈ {0, . . . , n} follows from Prop. 5.9 (2). Next, let j ∈ {id′+
n+1, . . . , (i+1)d′}. Whenm > id′+1, the restricted vector field d/dti,pm|Im η
on Im η is zero, since we have
(
Bi
xpm
)
+
= 0 in (5.16) for B ∈ Im η. Thus
we have Yi,pm = 0, and H i,p(m+n) is a Casimir function with respect to
{· , ·}quo1+pn. Finally we consider the case j = id
′ + n. The restricted vector
field d/dti,pid′|Im η is tangent to G∆e-orbits in Im η, since in (5.16) we have(
Bi
xpid′
)
+
∈ 〈Eij ; (i, j) ∈ T0〉C for B ∈ Im η. Thus Yi,pid′ = 0, and H i,p(id′+n)
is a Casimir function with respect to {· , ·}quo1+pn. 
6. Algebraic complete integrability
6.1. Definition of aci and Beauville’s result. The following definition
is taken from [13, 2].
Definition 6.1. Let (M, {· , ·}) be a complex Poisson manifold of rank 2r,
and let H : M → Cs be a morphism with s = dimM − r. For each
i = 1, . . . , s, we write Hi ∈ O(M) for the i-th component of H. We say
that (M, {·, ·},H) is a Liouville integrable system if H1, . . . ,Hs are pairwise
in involution and independent. We say that (M, {·, ·},H) is an algebraic
completely integrable system if moreover for genericm ∈ Cs, each connected
component of the fiber H−1(m) is an affine part of an Abelian variety and
the restriction of each one of the Hamiltonian vector fields XHi to each one
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of these affine parts is a translation invariant vector field on the Abelian
variety.
Let p > 2, d > 1 be integers. We define the elementary symmetric poly-
nomial ek and the power sum fk in p variables xi (1 6 i 6 p) by
ek :=
∑
16i1<i2<···<ik6p
xi1 · · · xik , fk :=
∑
16i6p
xki for k = 1, . . . , p .
Then we have C[e1, . . . , ep] = C[f1, . . . , fp] as subrings of C[x1, . . . , xp]. For
k = 1, . . . , p, we write Sk for the unique polynomial in p variables satisfying
ek = Sk(f1, . . . , fp). Put C[x]6m := {h(x) ∈ C[x] | deg(h) 6 m}. We define
isomorphisms
ψ : ⊕pi=1C[x]6id
∼= Vp,d; ψ((hi(x))16i6p) := y
p +
p−1∑
j=0
Sj(h1(x), . . . , hp(x))y
j
(see §4.1 for the definition of Vp,d) and
γ : ⊕pi=1C[x]6id
∼= Cs; γ((
id∑
j=0
hijx
j)16i6d) := (hij)16i6p, 06j6id
with s :=
∑p−1
i=0 ((i+ 1)d+ 1) =
1
2p(p + 1)d + p.
We have a well-defined morphism
α : Mp,d,ir/PGLp(C)→ ⊕
p
i=1C[x]6id; α([L(x)]) :=
(
1
i
TrL(x)i
)
16i6p
,
where [L(x)] is the class of L(x) ∈ Mp,d,ir in Mp,d,ir/PGLp(C). For a
PGLp(C)-invariant function f ∈ O(Mp,d+1), we denote the corresponding
function on Mp,d,ir/PGLp(C) by f˜ . Then the components of the composi-
tion H˜ := γ◦α : Mp,d,ir/PGLp(C)→ C
s are given by H˜ij (0 6 i 6 p−1, 0 6
j 6 (i + 1)d), where Hij is given by (5.2). The composition ψ ◦ α agrees
with χ˜ defined in (4.1). We summarize this in the following lemma:
Lemma 6.2. We have a commutative diagram:
Mp,d,ir/PGLp(C)
χ˜
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
α

H˜
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
Vp,d ⊕
p
i=1C[x]6idψ
∼=oo
γ
∼= // Cs.
(6.1)
For each µ = 0, 1, . . . , d + 1, we write {· , ·}Bµ for the Poisson bracket
on Mp,d,ir/PGLp(C) induced from {· , ·}µ (5.1) on Mp,d+1 (see [3, §5], [6,
§2.2]). As we recalled in Theorem 4.4, the fiber H˜−1(m) is isomorphic to
PicgP−1(CP ) \ ΘP for any m ∈ C
s such that P = ψ ◦ γ−1(m) ∈ Vp,d,sm.
Based on this result, Beauville proved the following fundamental theorem
[3, Theorem 5.3]:
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Theorem 6.3 (Beauville). For each µ = 0, 1, . . . , d + 1, the triple
(Mp,d,ir/PGLp(C), {· , ·}
B
µ , H˜) is an algebraic completely integrable system.
6.2. Main result. We suppose from now on that p is a prime number and
that d = d′p for some d′ > 1. Fix e ∈ E. Similarly to Lemma 6.2, we shall
construct the following commutative diagram:
M
∆e
p,d,ir/G∆e
χ˜e
yytt
tt
tt
tt
tt
αe

He
$$■
■■
■■
■■
■■
■
Vp,d′ ⊕
p
i=1C[x]6id′
ψ
∼=oo
γ
∼= // Cs
′
(6.2)
with s′ =
∑p−1
i=0 ((i+1)d
′+1) = 12p(p+1)d
′+ p. The isomorphisms ψ and γ
are obtained by applying the constructions of ψ and γ for d replaced by d′.
For any B(x) ∈M
∆e
p,d,ir ⊂Mp,d,ir, there exists a unique Q(x, y) ∈ Vp,d′ (resp.
H(x) ∈ ⊕pi=1C[x]6id′) such that χ([B(x)]) = Q(x
p, y) (resp. α([B(x)]) =
H(xp)). The image of the class of B(x) in M
∆e
p,d,ir/G∆e by the map χ˜e (resp.
αe) is defined to be Q(x, y) (resp. H(x)). Finally, He is defined by the
collection of Hamiltonian functions H i,pj (0 6 i 6 p− 1, 0 6 j 6 (i + 1)d
′)
introduced in §5.3.
For each n = 0, 1, . . . , d′+1, we have defined the Poisson bracket {· , ·}quo1+pn
on M
∆e
ir /G∆e in §5.3. As we proved in Theorem 4.6, the fiber H
−1
e (m) is
isomorphic to the disjoint union of some affine subvarieties of J(CQ) for any
m ∈ Cs
′
such that Q = ψ(γ−1(m)) ∈ Vp,d′,spl. Based on this result, we prove
our main theorem:
Theorem 6.4. For each n = 0, 1, . . . , d′ + 1, the triple
(M
∆e
p,d,ir/G∆e , {· , ·}
quo
1+pn ,He)
is an algebraic completely integrable system.
To prove this theorem we use the following results.
Lemma 6.5. For 0 6 i 6 p − 1, 0 6 j 6 (i + 1)d′, the G∆e-invariant
functions Hi,pj ∈ O(M
∆e
p,d,ir) are algebraically independent.
Proof. Due to Theorem 4.6, for Q ∈ Vp,d′,spl the space χ
−1
e (Q)/G∆e is iso-
morphic to the disjoint union of affine open subsets of J(CQ). In particular,
χe is dominant and we have
dimχ−1e (Q) = gQ + dimG∆e =
1
2
(p− 1)(pd′ − 2) + |T0| − 1 (6.3)
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(see (5.17) for the definition of T0). We also have
dimVp,d′ =
p∑
k=1
(d′k + 1) =
1
2
d′p(p+ 1) + p (6.4)
dimM
∆e
p,d,ir = d
′p2 + |T0| . (6.5)
From (6.3)–(6.5) we obtain dimM
∆e
p,d,ir = dimχ
−1
e (Q) + dimVp,d′ , and hence
dimM
∆e
p,d,ir = dimH
−1
e (m) + s
′ for generic m ∈ Cs
′
by (6.2). Thus, since He
is dominant, Hi,pj are algebraically independent. 
Proposition 6.6. Fix Q(x, y) ∈ V ′p,d′,spl and set P (x, y) := Q(x
p, y) ∈
Vp,d,spl. We write Y˜i,j for the Hamiltonian vector field on Mp,d,P/PGLp(C),
which is induced by d/dti,j on Mp,d. Then every translation invariant vector
field on J(CP )
τ is a linear combination of Y˜i,pj’s.
Proof. It follows from Theorem 6.3 that Y˜i,j is for i, j > 0 a translation
invariant vector field on J(CP ). From Theorem 4.6 and Prop. 5.12 (1), we
see that Y˜i,pj|J(CP )τ = Yi,pj and it is tangent to J(CP )
τ . By Prop. 5.5 (2) and
Theorem 6.3, the vector fields Yi,pj (1 6 i 6 p− 1, 1 6 j 6 id
′− 1) turn out
to be linearly independent. The number of such vector fields
∑p−1
i=1 (id
′ − 1)
agrees with gQ. Thus the claim follows. 
Proof of Theorem 6.4. First we calculate the rank 2r of the Poisson manifold
(M
∆e
p,d,ir/G∆e , {· , ·}
quo
1+pn). Let d(Cas) be the number of independent Casimirs
with respect to {· , ·}quo1+pn. For Q ∈ Vp,d′,spl, we have
2r + d(Cas) 6 dimM
∆e
p,d,ir/G∆e = gQ + s
′ ,
while Prop. 5.12 (ii) and Lemma 6.5 show d(Cas) > (d′+2)p−1. We obtain
gQ > r. On the other hand, we have gQ 6 r because the Hamiltonian vector
fields span the gQ-dimensional tangent space of χ
−1
e (Q) for Q ∈ Vp,d′,spl.
Therefore we get r = gQ.
Now it follows from Lemma 6.5 that (M
∆e
p,d,ir/G∆e , {· , ·}
quo
1+pn ,He) is a
Liouville integrable system. Finally, the algebraic completely integrability
follows from Theorem 4.6 and Prop. 6.6. 
7. Appendix: Pull-back on Jacobian variety
The aim of this appendix is to prove the following theorem.
Theorem 7.1. Let C and C ′ be smooth projective irreducible curves over
C, and let f : C → C ′ be a finite morphism. Suppose that the corresponding
extension C(C)/C(C ′) of function fields is a Galois extension of prime degree
p. Then the pull-back f∗ : J(C ′) → J(C) is not injective if and only if f is
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e´tale (that is, unramified everywhere). If this is the case, Ker(f∗) is a cyclic
group of order p.
Proof. In the rest of this section, we use the conventions introduced in 2.1.
Let T := Gal(C(C)/C(C ′)) and F := Ker(f∗ : J(C ′)→ J(C)).
First we assume f is e´tale and we prove that F is a cyclic group of order
p. Since f is e´tale, we have the Hochschild-Serre spectral sequence
Eij2 = H
i(T,Hjet(C,Gm))⇒ H
i+j
et (C
′,Gm) .
(Here and in the sequel H∗et(−,−) denotes e´tale cohomology, while H
∗(T,−)
denotes Galois cohomology. We denote by Gm the e´tale sheaf represented
by the multiplicative group Gm.) Recall that H
1
et(X,Gm) = Pic(X) for any
scheme X. Thus we get an exact sequence
0→ H1(T,C∗)→ Pic(C ′)
f∗
→ Pic(C)T .
(Here we used H0et(C,Gm) = C
∗, which is a consequence of the assumption
that C is projective over C.) We obtain F ∼= µp by Lemmas 2.3 and 2.6.
Next we assume F 6= 0 and show that f is e´tale. We write J(C)[p] (resp.
J(C ′)[p]) for the group of p-torsion elements in J(C) (resp. J(C ′)). Since f
is of degree p, we have F ⊂ J(C ′)[p]. (This can be seen by f∗◦f
∗(a) = pa for
any a ∈ J(C ′), where f∗ : J(C)→ J(C
′) denotes the the push-forward map.)
On the other hand, we have two horizontal isomorphisms in a commutative
diagram
H1et(C
′, µp) ∼= J(C
′)[p]
f∗ ↓ ↓f
∗
H1et(C,µp)
∼= J(C)[p]
arising from the short exact sequence 0 → µp → Gm
p
→ Gm → 0. Recall
that H1(X,µp) ∼= Hom(π1(X), µp) for any connected variety X over C.
Therefore we get
F ∼= Hom(π1(C
′)/f∗(π1(C)), µp) .
Now the assumption F 6= 0 implies that f has a non-trivial e´tale subcovering,
but f is of prime degree p and hence f must be e´tale. 
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