Blind separation of convolutive mixtures based on second order and third order statistics by Ye, Z et al.
Title Blind separation of convolutive mixtures based on second orderand third order statistics
Author(s) Ye, Z; Chang, C; Wang, C; Zhao, J; Chan, FHY
Citation Icassp, Ieee International Conference On Acoustics, Speech AndSignal Processing - Proceedings, 2003, v. 5, p. 305-308
Issued Date 2003
URL http://hdl.handle.net/10722/46384
Rights Creative Commons: Attribution 3.0 Hong Kong License
BLIND SEPARATION OF CONVOLUTIVE MIXTURES BASED ON SECOND ORDER AND 
THIRD ORDER STATISTICS 
Zhondu Ye’, Chunqi Chang’. Chen Wang‘, Jian Zhao’, and Francis H Y. Chan’ 
1. Institute of Statistical Signal Processing, University of Science and Technology of China 
2. Department of Electrical and Electronic Engineering, The University of Hong Kong 
Hefei, Anhui Province, P.R. China 
Pokfulam Road, Hong Kong, Hong Kong SAR, P.R. China 
E-mail: yezf@ustc,edu.cn, cqchang@eee.hku,hk, fhychan@eee.hku.hk 
ABSTRACT 
This paper addresses the problem of blind separation of 
linear convolutive mixtures. We first reformulate the 
problem into a blind separation of linear instantaneous 
mixtures, and then a statistical approach is applied to solve 
the reformulated problem. From the statistics of the 
mixtures, two kinds of matrix pencils are constructed to 
estimate the mixing matrix. The original sources are then 
separated with the estimated mixing matrix. For the 
purpose of computational efficiency and robustness, in the 
matrix pencil, one matrix is constructed from the second 
order statistics, and the other is constructed from the third 
order statistics. The proposed novel methods do not 
require the exact knowledge of the channel order. 
Simulation results show that the methods are robust and 
have good performance. 
1. INTRODUCTION 
Blind separation of convolutive mixtures has attracted 
much attention recently, for both theoretical development 
and practical applications [I-61. The problem of blind 
separation of convolutive mixtures is also known as blind 
multi-channel deconvolution or blind multi-channel 
equalization. This technique, when well developed, can 
have many practical applications in various areas such as 
wireless communication, radar, sonar, speech recognition, 
echo cancellation, and so on. Blind separation of 
convolutive mixtures has two essential problems to he 
solved jointly. One is blind signal separation, and the 
other is blind deconvolution. Blind signal separation was 
proposed from the viewpoint of signal processing in the 
middle 198Os, and was later developed into the concept of 
independent component analysis ([CA), which has a close 
relationship with an rather older concept, factor analysis, 
in the discipline of statistics. Interestingly, it has been 
shown that the two problems, blind signal separation of 
instantaneous mixtures and single channel blind 
deconvolution, are closely related [6-81. Therefore, in the 
literature, many approaches to blind separation of 
convolutive mixtures are based on either blind separation 
of instantaneous mixtures or single channel blind 
deconvolution. For details and references, the reader is 
referred to [6-91. In this paper, our approach to blind 
separation of convolutive mixtures will be based on the 
methodology of reformulating the problem to blind 
separation of instantaneous mixtures. 
Though it has been suggested in [6-81 that convolutive 
model can be reformulated into instantaneous model and 
thus classic methods for blind instantaneous source 
separation can be directly used to solve the problem of 
blind convolutive source separation, in the literature there 
are not too many works investigating this methodology on 
its validity, performance, and special problems involved. 
Indeed, the resulting high-dimensional instantaneous 
model has a very special structure of its mixing matrix, 
and this special structure may make the problem difficult 
and complicated by inducing rank deficiency of the mixing 
matrix. Recently, this methodology was investigated in [4] 
using a second order statistical approach and in [2] using a 
fourth order statistical approach. 
In this paper, we propose a matrix pencil approach by 
jointly using second order and third order statistics, and 
extend our earlier results in [10,11] to the general case 
with convolutive mixtures. Our major concern is on 
computational efficiency and robustness. For this purpose 
we use lower order statistics, that is, second order statistics 
and third order statistics. For higher order statistics, only 
third order statistics will be used, because the computation 
efficiency and robustness of the statistics with order higher 
than three will he degraded comparing to their 
counterparts of third order statistics. For using third order 
statistics, the signals need to be asymmetric in their 
statistical distributions. Asymmetrical distribution is 
common in many practical applications, hut not in QAM 
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3. ALGORITHMS 
Due to the assumptions in section 2, higher order statistics 
is needed to solve the blind separation problem ( I )  or (3). 
Here we assume that third order statistics exists for all the 
source signals. Due to the property of cumulant [14], 
define a third order cumulant matrix as 
C , ( k )  = cum,{i(t)~'( t)x,(t-k)} 
A , ,  '.. A1.U X,(t) 
I = i ( r )  = AS(t) = j .'. i 
X , v ( f ) ~  ~ A , ,  ... A w  
i - l  
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3.2 Matrix pencil method based on weighted 
summation of cumulant matrices 
To improve the robustness of the algorithm, we formulate 
a weighted summation of the above defined cumulant 
matrices. as follows: 
--1.1844 1.8042 0 0.2255 -1.8634 0 
0 -1.1844 1.8042 0 0.2255 -1.8634 
0.6813 -0,8221 0 0.5328 -0.3542 0 
0 0.6813 -0.8221 0 0.5328 -0.3542 
-0.5626 -0.6966 0 0.3565 -0.4997 0 
0 -0.5626 -0.6966 0 0.3565 -0.4997 
=Adiag(D, ... D,}6‘ 
= A A , ~ ’  
a large number of data points is adopted, the two 
algorithms have similar performance. 
5. CONCLUTIONS 
In this paper, the problem of blind separation of 
convolutive mixed mixtures is considered. Novel methods 
based on second order statistics and third order statistics 
are developed to solve this problem. The approach in this 
paper reformulate the convolutive mixing system to an 
equivalent instantaneous mixing system, and then matrix 
pencils are formulated based on second order and third 
order cumulant matrices. Numerical simulations show that 
the methods have good performance. Further improvement 
of the methods, and performance comparison with other 
approaches, will he studied later. 
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Figure 1. Performance ofthe algorithm described in section 3.1, 
where the SNR is fixed, but the number of data points varies 
from 100 to 7400. 
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Figure 2. Performance of the algorithm described in section 3.1, 
where the number of data points is fixed, but the SNR varies 
from lOdB to 64dB. 
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Figure 3. Performance of the algorithm described in section 3.2, 
where the SNR is fixed, but the number of data points varies 
from 100 to 7400. 
Figure 4. Performance ofthe algorithm described in section 3.2, 
where the number of data points is fixed, but the SNR varies 
from 1 OdB to 64dB. 
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