Introduction
The class of polynomial sequences {P n } ∞ n=0 that are solutions of real differential equations of the form where N ∈ N and λ is a spectral (eigenvalue) parameter, and are orthogonal with respect to a bilinear form of the type
where µ is a (possibly signed) Borel measure on the real line R, is the so-called class of BochnerKrall orthogonal polynomials. In this case, we write {P n } ∞ n=0 ∈ BKS(N ) and call {P n } ∞ n=0 a Bochner-Krall sequence of order N . It is known that BKS(2N − 1) = ∅ and BKS(2N) = ∅ for each N ∈ N; however, for even integers, only the classes BKS (2) and BKS(4) are specifically known up to a real or complex linear change of variable. The BKS classification problem of determining the classes BKS(2N) for each N ∈ N is of interest and importance in, for example, the area of spectral theory of differential operators since examples from these classes generate unbounded self-adjoint operators. For a general historical account of this classification problem, see [7, 8] .
For later purposes, we list the contents of the classical set BKS(2) up to a real linear change of variable. The determination of BKS (2) , up to a complex linear change of variable, can be traced back to work of Routh [34] and later to Bochner [4] and Lesky [28] . A full account of this classification, in both a real and a complex linear change of variable, can be found in [21] .
(C-i) {P Let σ H denote the canonical orthogonalizing moment functional for these polynomials. (C-iv) {y a n } ∞ n=0 , the Bessel polynomials, where −(a + 1) / ∈ N. For each n ∈ N 0 , y = y a n (x) is a solution of the Bessel differential equation (C-vi) {Ȟ n } ∞ n=0 , the twisted Hermite polynomials. For each n ∈ N 0 , y =Ȟ n (x) is a solution of the twisted Hermite differential equation
Let σȞ denote the canonical orthogonalizing moment functional for these polynomials.
Together, the moment functionals listed in (C-i)-(C-vi) are called the classical moment functionals. For properties of the polynomials listed in (i)-(iv), see [5, 36] . For a discussion of the twisted polynomials in (C-v) and (C-vi), see [21] where these polynomials are first introduced.
There are several conjectures in the mathematical literature pertaining to the BKS classification problem. One of these is Magnus' conjecture [32] (see also Conjectures 4.3 and 5.3 in [7] and Conjecture 7.1 in [8] ) which states that any Bochner-Krall sequence necessarily is orthogonal with respect to a moment functional that is the sum of a classical moment functional plus one or two point masses located at the finite end point(s) of the interval of orthogonality. More specifically, this conjecture asserts that if {P n } ∞ n=0 is orthogonal with respect to the bilinear form (1.2) and are solutions of the differential equation (1.1), then
where σ is a classical moment functional and
for some non-negative integers m(a) and m(b). In (1.3), we assume that c k,1 = 0 (respectively, c k,2 = 0) if a = −∞ (respectively, b = ∞). To this extent, the authors in [23] prove, among other results, the following theorem concerning Bochner-Krall sequences of polynomials that are orthogonal with respect to the moment functional
where
that is to say, the perturbation moment functional ν is a distribution of finite order and finite support. 6) where 0 deg(A) 2 and deg(B) = 1 and where ν is a non-trivial real moment functional defined in (1.5) . Suppose {Q n } ∞ n=0 is a sequence of polynomials orthogonal with respect to τ and, for each n ∈ N 0 , y = Q n (x), is a solution of the real differential equation
for some choice, say λ = λ n , of the eigenvalue parameter number (see Remark 1.1). Then ; furthermore,
then either −1 or 1 (or both) belongs to the support of ν. If 1 ∈ supp(ν) (respectively, −1 ∈ supp(ν)), then α (respectively, β) must be a non-negative integer; moreover, in this case, the moment functional τ necessarily has the form:
where m(−1) and m(1) are non-negative integers.
L , then 0 ∈ supp(ν) and α must be a non-negative integer; moreover, in this case, the moment functional τ necessarily has the form
where m(0) is a non-negative integer and where
, then i and −i ∈ supp(ν), where i = √ −1; moreover, in this case, the moment functional τ necessarily has the form
where m(i) is a non-negative integer and where
is an orthogonal polynomial sequence satisfying (1.7), it is well known that necessarily each coefficient a i (x) is a polynomial of degree i. Writing
it is also well known that the value of the eigenvalue parameter λ = λ n , corresponding to the eigenfunction Q n (x), is necessarily given by In [23] , the authors refine Theorem 1.1 in the case when the perturbation moment functional ν has order zero (that is, each m k = 0 in (1.5)). Before stating this result, we note that the Koornwinder-Jacobi polynomials {P For further information on these two Koornwinder polynomial sequences, see the contribution [14] where these polynomials are introduced and studied. , subject to the following constraints:
L , then a = 0, b = ∞, c 2 = 0, and α ∈ N 0 . In other words, the polynomials We note that, prior to the publication of [23] , J. Koekoek and R. Koekoek (see [11, 12] ) explicitly computed differential equations for {Q n } ∞ n=0 in cases (b)(i) and (b)(ii) above. They use a clever combination of properties of certain special functions together with the symbolic program MAPLE and an important new technique called the inversion formula, due to Bavinck and Koekoek [2] , to compute these differential equations; see also [1] and [13] for further details.
The significance of Theorem 1.2 is that the authors in [23] prove that the only polynomials in the Bochner-Krall class that are orthogonal with respect to a moment functional of the form (1.8) are the ones listed in Theorem 1.2. There are other effective methods, discovered earlier, that have been used to compute differential equations for polynomials in the Bochner-Krall class with respect to weights of the form (1.8). For example, Krall devised a method, based on the classical Green's formula in differential equations, to compute differential equations; this method was used by Shore [35] and later by Littlejohn and Shore [30] to compute some of the first higher-order differential equations for various Koornwinder-Jacobi and Koornwinder-Laguerre polynomials; this method is known in the literature as Shore's technique. Another method was developed by Littlejohn (see [29] ) using the weight or symmetry equations to find the differential equation for polynomials orthogonal with respect to a known weight function. This technique relied on the assumption that the differential equation could be made Lagrangian symmetric. Later, Kwon and Yoon [26] showed in fact that every differential equation in the Bochner-Krall class is Lagrangian symmetrizable.
The purpose of this paper is to introduce a new, and effective, way of constructing differential equations in the case when the perturbation ν has positive order. This new method is based on earlier results of Kwon and Yoon in [27] and is closely connected to the theory of the Darboux transformation. Significantly less calculations are needed with this method compared to the other techniques described above. After we develop this new method, we consider several examples where this technique is applied.
The contents of this paper are as follows. In Section 2 we discuss, and review, several general facts about the calculus of moment functionals and their connections to the Bochner-Krall classification problem. Section 3 consists of a brief discussion of the results in [27] and details our new construction technique. Following the results in this section, we discuss three examples in detail to illustrate this new method.
Preliminaries
Let P be the space of all real polynomials in the real variable x and denote the degree of a polynomial π(x) by deg(π) with the convention that deg(0) = −1. By a polynomial system (PS), we mean a sequence of polynomials {φ n (x)} ∞ n=0 with deg(φ n ) = n, n ∈ N 0 , the set of nonnegative integers.
We call a real-valued linear functional σ on P a moment functional and denote its action on a polynomial π(x) by σ, π . For a moment functional σ , we call the number
the nth moment of σ . We say that a moment functional σ is quasi-definite (respectively, positivedefinite) if its moments {σ n } ∞ n=0 satisfy the Hamburger condition
for every n ∈ N 0 . Any PS {φ n (x)} ∞ n=0 determines a moment functional σ (uniquely up to a non-zero constant multiple), called a canonical moment functional of {φ n (x)} ∞ n=0 through the conditions σ, φ 0 = 0 and σ, φ n = 0 (n 1).
is called an orthogonal polynomial system (OPS) (respectively, a positive-definite OPS) if there is a moment functional σ satisfying
[+model] P. where {K n } ∞ n=0 are non-zero (respectively, positive) constants and δ mn is the Kronecker delta symbol. In this case, we say that {P n (x)} ∞ n=0 is an OPS relative to σ and call σ an orthogonalizing moment functional of {P n (x)} ∞ n=0 .
Due to the representation theorems of the Hamburger moment problem by Boas [3] and Duran [6] , any moment functional σ has an integral representation of the form
where µ is a finite, signed Borel measure on R and φ(x) is a smooth, rapidly decaying function in the Schwartz space S(R). Hence, for any OPS {P n (x)} ∞ n=0 , there is a distribution w(x) relative to which {P n (x)} ∞ n=0 is orthogonal. In this case, we call w(x) a distributional orthogonalizing weight for {P n (x)} ∞ n=0 . For a moment functional σ , a polynomial π(x), we define the derivative σ and the product πσ to be the moment functionals defined by
The following results are immediate consequences of these definitions.
Lemma 2.1 [19, 22] . Let σ and τ be moment functionals. Then for a polynomial π(x) and a real number λ, we have
If σ is quasi-definite and {P n (x)} ∞ n=0 is an OPS relative to σ , then
Consider a linear differential equation:
where i,j are real constants and
Necessary and sufficient conditions for an OPS to satisfy the differential equation (2.2) were found first by Krall [17] , of which another simpler proof can be found in [22] : we state this result for later purpose. [16, 17, 22, 31] ). Let {P n (x)} ∞ n=0 be an OPS relative to σ . Then the following statements are equivalent.
Proposition 2.2 (see
is a BKOPS satisfying the differential equation (2.2) . 
U N C O R R E C T E D P R O O F
Furthermore, if any of the above equivalent conditions hold, then N = 2r must be even.
When σ is a classical moment functional [20, 33] satisfying (1.6), then it is well known that an OPS {P n (x)} ∞ n=0 relative to σ satisfies the second-order differential equation
Clearly, by iteration, BKS(2) ⊂ BKS(2N) for each N ∈ N. In [24, Proposition 1], the following related result is shown: this result is useful in our construction technique that we shall introduce in the following section.
then L[·] must be a linear combination of iterations of the differential equation (2.5).
We now consider a point-mass perturbation τ := σ + ν of a classical moment functional σ at finitely many points, where
is a distribution with finite support {x k } m k=1 in C and c k,j ∈ C.
Lemma 2.4 [23] . Let σ be a quasi-definite moment functional. If for some polynomial π(x), π(x)σ = ν, where ν is as in (2.6), then π(x) ≡ 0 and ν ≡ 0.
Construction of differential operators
In this section, we show how to construct L[·], as given in (2.2), having as eigenfunctions an OPS {Q n (x)} ∞ n=0 orthogonal to a moment functional τ of the form 
a linear differential operator of order k with polynomial coefficients a i (x) (a k (x) ≡ 0). For nonnegative integers n 0, let
n+r (x) ] is either 0 if α n = 0 or a polynomial of degree n with leading coefficient α n if α n = 0. where a i (x) = 0 for i < 0.
Proof. Assume that {Q
so that by Lemma 2.1(iv), there is a polynomial b 0 (x) of degree r, with which (3.5) holds for j = 0. Assume now that there are polynomials {b j (x)} j =0 (0 < k + r) with deg(b j ) j + r and (3.5) holds for 0 j . Then for n 
Hence, again by Lemma 2.1(iv), there is a polynomial b +1 (x) of degree + r + 1 with which (3.5) holds for j = + 1, which proves (3.5).
Conversely, we assume that there are polynomials {b j (x)} k+r j =0 with deg(b j ) j + r satisfying (3.5). Then for each n 0, so that c j = 0, j = 0, 1, 2, . . . , n − 1. Thus {Q n (x)} ∞ n=0 satisfies (3.4), which completes the proof. 2 Remark 3.1. It is shown in [27] that (3.5) is equivalent to the relations:
where 
Proof. By the same argument used in the proof of the necessity of Theorem 3.1, it is easily shown that for each n 0,
n (x) is either a polynomial of degree exactly n + r or identically zero. We now define a PS {P n (x)} ∞ n=0 bỹ
if n r and β n−r = 0, P n (x) otherwise.
Then deg(P n ) = n, n 0 by (3.7), and by using (3.6) we can show easily that σ,P nPm = 0, for n = m,
and
which proves (3.9). 2 Without specific information for the orthogonalizing weight or measure of an OPS {Q n (x)} ∞ n=0 , we have no way other than checking all the Hankel determinants given in (2.1) Proof. Using the relations in (3.5), we have
U N C O R R E C T E D P R O O F
n β n σ, x n+r P n+r , n 0.
Since σ, x n+r P n+r > 0, n 0, it follows that {Q n (x)} ∞ n=0 is positive-definite if and only if α n β n > 0, n 0, which proves the theorem. 2 Remark 3.2. Theorems 3.1 and 3.2 in [27] were obtained under the assumption that α n = 0, n 0 for α n in (3.3). Note that for each n 0,
n+r Q n = σ, β n P 2 n+r which implies that α n = 0 if and only if β n = 0.
Illustration
We now illustrate Theorem 3.1 with some examples. In particular, Theorem 3.1 gives rise to a new and useful method to construct such differential operators.
In the remainder of this section, we let {P n (x)} ∞ n=0 be a classical monic OPS relative to σ and {Q n (x)} ∞ n=0 a monic OPS relative to τ where τ = σ + ν.
(4.1)
L be the Laguerre moment functional, which satisfies the moment equation
Assume that there are polynomials a 2 (x) = ax 2 + bx + c, a 1 (x) = rx + s, and a constant a 0 such that 
Solve the relation (4.4) and then there is a constant λ such that
To avoid the trivial case, we assume that λ = 0. By substituting (4.2) into the left expression in (4.5), we have that
Hence (4.5) yields the relation
and Lemma 2.4 implies
Now we consider the moment equation in (4.6). Using (4.2), we expand (4.6) as
Multiplying by x and using the identity xσ = (α − x)σ , we get the equation 
Hence we have shown that {Q n (x)} ∞ n=0 is orthogonal with respect to τ = σ (0) L + λδ(x) and that
Consequently, {Q n (x)} ∞ n=0 satisfies the fourth-order differential equation
and {P n (x)} ∞ n=0 satisfies the fourth-order differential equation
where L is the Laguerre operator given by
. This is the same result as that in [9] or [18] . Note that Theorem 3.3 shows that τ = σ Remark 4.1. Grünbaum and Haine [9] gave the special condition that α = 0, in order to obtain the same result. The reason for the specialization seems due to the fact that the Krall-Laguerre polynomials satisfying a fourth-order differential equation was found before their work (see [18] ).
Example 2 (Krall-Laguerre polynomials II). Let τ be a point mass perturbation of the Laguerre 
where {Q n (x)} ∞ n=0 is the monic OPS relative to τ . Theorem 3.1 implies that there are polynomials {b i (x)} 6 i=0 with deg(b i ) i such that σ and τ satisfy the equations
and 6 for some constant C. The relation (4.9) yields that a 6 (x) and b 6 (x) are of the same degree, so we may assume that a 6 (x) = b 6 (x) = x 3 . By applying the relations
and Lemma 2.4 to equations in (4.11), and equating coefficients, we obtain
for some constants. Let a 1 (x) = Kx + L. Using (4.13), we solve the equations in (4.11) to obtain
where D = 3λ 4µ − 53 4 and the constant λ is determined by the relation
for a free parameter µ (µ −8 or µ 0). Also we obtain 
Hence for n 0, we get
In this case, the fifth-order Hankel determinant
This shows that in order for τ to be positive-definite on [0, ∞), µ < 1. However, τ, x = 1 − µ should be positive because p(x) = x is non-negative on [0, ∞). Hence, τ is not positive-definite on [0, ∞). We can see from Tables 1 and 2 that there exists an integer n 0 such that α n β n < 0.
Example 3 (Krall-Legendre polynomials). Let τ be a point mass perturbation of the Legendre
for some constants λ i and µ i . Here we assume λ 2 = 0. We attempt to construct an eighth-order differential operator having {Q n (x)} ∞ n=0 as eigenfunctions. Assume that there are polynomials
In this case, we may assume that
Using the identity σ = δ(x + 1) − δ(x − 1), (4.20) we can easily show the relations
21) Table 2 Values of α n and β n for λ = µ − 2 3 µ 2 + 8µ µ = −10 µ = 0. So in this case, {Q n (x)} ∞ n=0 is quasi-definite but not positive-definite. 
