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a b s t r a c t
The structural changes of 1,2-dimethoxybenzene upon electronic excitation have been elucidated from a
comparison of ab initio calculations and ﬁts of the structural changes to experimental inertial parameters
both in the basis of internal coordinates as well as in vibrational distortion coordinates. It is shown that
the use of vibrational distortion coordinates leads to better agreement with the results of ab initio
optimized structures compared to the use of internal coordinates in cases, that the inertial data are not
sufﬁcient for a complete structure determination. 1,2-dimethoxybenzene has been found to be only very
slightly ortho-quinoidally distorted upon electronic excitation, in contrast to former expectations.
© 2019 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Structural changes of disubstituted benzenes upon electronic
excitation reﬂect the altered electron densities in the excited state.
Substituents can have different electronic effects with respect to
the aromatic ring. They either push electrons into the ring via
inductive (þI) or mesomeric (þM) effects or, they draw electrons
via inductive (I) or mesomeric (M) effects. While for molecules
in their electronic ground state, this is standard textbook knowl-
edge, the relative strengths of these effects are strongly dependent
on the electronic state. In the present study, we investigate the
effect of two methoxy substituents in different conformers of
dimethoxybenzene (DMB) on the geometry change of the benzene
ring upon electronic excitation.
Molecular beam R2PI spectra of 1,2-, 1,3-, and 1,4-
dihydroxybenzene (catechol, resorcinol, and benzoquinone) have
been reported by Dunn et al., from which they concluded the ex-
istence of two rotamers for 1,4-dihydroxybenzene and of three
rotamers for 1,2- and 1,3-dihydroxybenzene, respectively [1]. Bürgi
and Leutwyler studied 1,2-dihydroxybenzene (catechol), using
hole-burning spectroscopy [2]. They found, that all bands in the
vibronic spectrum belong to a single rotamer. Myszkiewicz et al.
presented a study on 1,3-dihydroxybenzene (resorcinol), using
rotationally resolved laser induced ﬂuorescence spectroscopy [3].
Only two rotamers could be identiﬁed in the molecular beam
spectra of 1,3-dihydroxybenzene. Two 1,4-dihydroxybenzene
(benzoquinone) rotamers have been studied at rotational resolu-
tion in the group of Pratt and the two origins were assigned to the
cis and trans rotamers on the basis of their different nuclear spin
statistical weights and the different rotational constants [4].
Huang et al. [5] measured the vibrational spectrum of 1,2-
dimethoxybenzene (1,2-DMB) in the S1 and in the D0 states and
found only one conformer in the resonant two-color ionization
spectrum. A high resolution study of 1,2-DMB and its water cluster
has been performed in the Pratt group [6]. They could show, that all
bands in the vibronic spectrum have the same rotational constants
in the ground state and belong therefore to the same rotamer,
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which was identiﬁed from a comparison to quantum chemical
calculations as the trans-1,2-DMB rotamer. The dipole moments of
several rotamers of 1,2-, 1,3-, and 1,4-DMB have been studied by
Schneider et al. using rotationally resolved electronic Stark spec-
troscopy [7].
In the present contribution, we determine the structural
changes of several rotamers of 1,2-DMB from the ﬁts of rotational
constants of several isotopologues.
2. Computational methods
2.1. Quantum chemical calculations
Structure optimizations were performed employing Dunning's
correlation consistent polarized valence triple zeta (cc-pVTZ) basis
set from the TURBOMOLE library [8,9]. The equilibrium geometries of
the electronic ground and the lowest excited singlet states were
optimized using the approximate coupled cluster singles and
doubles model (CC2) employing the resolution-of-the-identity
approximation (RI) [10e12]. Anharmonic normal mode analyses
have been performed to compute vibrational averaging effect on
the inertial defects of the molecules under consideration. Such an
anharmonic analysis is implemented in the Gaussian program
package [13]. The procedure for the calculation of cubic and of some
of the quartic force constants utilizes numerical derivatives of the
analytically determined Hessian with respect to the normal co-
ordinates. We performed the analysis for the electronic ground
state with density functional theory (DFT), employing the B3LYP
functional with the 6-311G (d,p) basis set, and for the excited state
using time-dependent DFT with the same functional and basis set.
2.2. Fits of the rovibronic spectra using evolutionary algorithms
Evolutionary algorithms have proven to be perfect tools for the
automated ﬁt of rotationally resolved spectra, even for large mol-
ecules and dense spectra [14e17]. Beside a correct Hamiltonian to
describe the spectrum and reliable intensities inside the spectrum,
an appropriate search method is needed. Evolutionary strategies
are powerful tools to handle complex multi-parameter optimiza-
tions and ﬁnd the global optimum. For the analysis of the presented
high-resolution spectra we used the covariance matrix adaptation
evolution strategy (CMA-ES), which is described in detail elsewhere
[18,19]. In this variant of global optimizers mutations are adapted
via a covariance matrix adaptation (CMA) mechanism to ﬁnd the
global minimum even on rugged search landscapes that are addi-
tionally complicated due to noise, local minima and/or sharp bends.
2.3. Fits of the structural changes upon electronic excitation
2.3.1. Structure ﬁt in internal coordinates
Structural parameters of the molecules are ﬁt to the rotational
constants in each of the electronic states using the program pKrFit
[20]. Due to the limited number of inertial parameters only vibra-
tionally zero-point averaged structural parameters, r0 were ﬁt.
These r0 structures depend on the isotopomers, as has been shown
by Costain [21]. The ﬁt was performed in internal coordinates using
a non-linear Levenberg-Marquart variant [22,23]. The ﬁt target is to
ﬁnd the set of internal coordinates which gives the closest agree-
ment between the measured and the calculated rotational con-
stants of all isotopologues. Additional linear constraints among the
internal parameters could be deﬁned to be used in the minimiza-
tion procedure. The advantage of the use of internal coordinates is,
that they implicitly fulﬁll the three center-of-mass and the three
vanishing products-of-inertia conditions and that it is relatively
easy to deﬁne additional linear constraints among these
coordinates [20,24]. Subsequently, the geometry changes upon
electronic excitation are obtained as differences of the individually
ﬁtted structural parameters. Additionally, a global minimizer, based
on genetic algorithms (GA) [25] has been used, which allows in-
termediate local minimization steps rather than simple cost func-
tion evaluations [26]. This techniquewas originally introduced by Li
and Scheraga as part of a simulated annealing (SA) exploration of
the potential hypersurface of proteins [27]. Also known as basin-
hopping [28] by Doyle andWales, it was successfully combinedwith
GA and SA to determine minimum-energy structures of fullerene
and atomic clusters [29e32].
2.3.2. Structure ﬁt in vibrational displacement coordinates
A second approach uses linear combinations of normal modes as
basis for the geometry changes upon excitation. The ab initio
optimized ground state geometry is distorted along selected
normal modes, whose scaling factors are ﬁt to the differences of the
rotational constants in the ground and electronically excited state
using the program FCFit [33]. The Hessians and geometries of both
electronic states connected by the transition were obtained from a
normal mode analysis at the CC2/cc-pVTZ optimized structures
using numerical second derivatives of the potential energy from the
NumForce script in TURBOMOLE. This approach has the advantage to
directly yield geometry changes from the rotational constants
changes without the need of ﬁtting the geometries of both states
independently. The success of the method however, depends on a
meaningful selection of the normal modes, which are the basis for
the geometry changes.
3. Experimental methods
1,2-Dimethoxybenzene ( 99%) was purchased from Sigma-
Aldrich and used without further puriﬁcation. 1,2-
Dimethoxybenzene-d6 (complete deuteration of both CH3
groups) was purchased from CDN Isotopes.
For the high resolution laser induced ﬂuorescence (HRLIF)
spectra, the samples were heated to 60+C and co-expanded with
200e300mbar of argon into the vacuum through a cylindrical
200 mm nozzle. After the expansion a molecular beam was formed
using two skimmers (1mm and 3mm, 330mm apart) linearly
aligned inside a differentially pumped vacuum system consisting of
three vacuum chambers. The molecular beam was crossed at right
angles with the laser beam 360mm downstream of the nozzle. To
create the excitation beam, 10W of the 532 nm line of a diode
pumped solid state laser (Spectra-Physics Millennia eV) pumped a
single frequency ring dye laser (Sirah Matisse DS) operated with
Rhodamine 110. The light of the dye laser was frequency doubled in
an external folded ring cavity (Spectra Physics Wavetrain) with a
resulting power of about 5mW during the experiments. The ﬂuo-
rescence of the samples was collected perpendicular to the plane
deﬁned by laser and molecular beam using an imaging optics setup
consisting of a concave mirror and two plano-convex lenses onto
the photocathode of an UV enhanced photomultiplier tube (Thorn
EMI 9863QB). The signal output was then discriminated and digi-
tized by a photon counter and transmitted to a PC for data recording
and processing. The relative frequency was determinedwith a quasi
confocal Fabry-Perot interferometer. The absolute frequency was
obtained by comparing the recorded spectrum to the tabulated
lines in the iodine absorption spectrum [34]. A detailed description
of the experimental setup for the rotationally resolved laser
induced ﬂuorescence spectroscopy has been given previously
[35,36].
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4. Results
4.1. Computational results
The nomenclature for the rotamers we adopt here, refers to the
dihedral angles of the methoxy groups with respect to the aromatic
plane. The numbering starts at the lowest number in the benzene
ring, at the position adjacent to the ﬁrst substituent. For the ﬁrst
rotamer of 1,2-DMB in Fig. 1 the ﬁrst dihedral angle formed by C (2)
C (1)O (7)C (9) is 180+, the second by C (3)C (2)O (8)C (10) is 0+.
Thus, the labeling for this rotamer is (180/0). The second rotamer
has a dihedral angle C (2)C (1)O (7)C (9) of 0+ and C (3)C (2)O (8)C
(10) of 0+, therefore named (0/0).
The (180/0) rotamer of 1,2-DMB is the only stable planar
rotamer. Its structure was optimized at the CC2/cc-pVTZ level of
theory in the S0 and the lowest excited singlet state S1. The Carte-
sian coordinates of all stable structures are given in the online
supporting material.
4.2. Symmetries and nuclear spin statistical considerations
Rotamer (180/0) of 1,2-DMB has the point group symmetry C2v.
Considering the internal rotational degrees of freedom of the
methyl rotors in the two equivalent methoxy groups, it belongs to
the molecular symmetry group G36. Since the barrier to methyl
rotation is so high, that the subtorsional splitting is not observed
experimentally, we will go on with the (rigid) C2v point group and
regard internal rotation as not feasible under our experimental
conditions. Rotamer (180/0) has ﬁve pairs of equivalent protons:
three pairs from the methyl groups and two pairs at position 3/6
and 4/5 of the benzene ring. These ten protons give rise to a total of
1024 nuclear spin functions (210), which are divided into 528
symmetric and 496 antisymmetric nuclear spin functions.1 They
can be reduced to 33 symmetric and 31 antisymmetric nuclear spin
functions. The symmetry axis for the interchange of the ﬁve pairs of
identical protons in rotamer (180/0) of 1,2-DMB is the molecular b-
axis (cf. Fig. 1).
The methyl-deuterated isotopologue of 1,2-DMB has two pairs
of identical protons and three pairs of identical deuterons. The
number of symmetric spin functions (S1) due to the equivalent
protons is 10, and for the antisymmetric spin function (A1) 6. The
number symmetric spin functions for the three pairs of deuterons
(S2), which are bosons with I¼ 1, is 378, and for the antisymmetric
spin functions (A2) is 351. Combining the spin functions for the
protons and deuterons results in S1$S2 þ A1$A2 ¼ 5886 symmetric
and S1$A2 þ S2$A1 ¼ 5778 antisymmetric spin functions, which can
be reduced to 109 symmetric and 107 antisymmetric spin
functions.
The total wave function, which is the product of the nuclear spin
function, the vibrational, the electronic and the rotational wave
function must be antisymmetric with respect to the rotation about
the b-axis. The electronic and vibrational wave functions are totally
symmetric, so the only symmetry we have to consider is that of the
rotational wave functions. The rotational wave functions symmetric
to Cb2 which are determined from the rotational Four group sym-
metries are (ee) and (oo) for Ka and Kc, the antisymmetric wave
functions are (eo) and (oe), respectively [37].
Thus, for ﬁve equivalent protons, the rotational states with even
product of KaKc symmetries have a spin statistical weight of 31, odd
KaKc levels of 33, those with two equivalent protons and three
equivalent deuterons with even product of KaKc symmetries have a
spin statistical weight of 107, odd KaKc levels of 109, cf. Table 1.
The spin statistical weights for the different deuterated dime-
thoxybenzenes can be obtained similarly and are given in Table 1.
4.3. Experimental results
4.3.1. Rotationally resolved electronic spectra of 1,2-DMB
isotopologues
Fig. 2 shows the rotationally resolved electronic spectra of the
origin bands of h10-1,2-DMB and of d6-1,2-DMB. The ﬁt of the h10-
1,2-DMB could be improved, by taking the correct nuclear spin
statistical weights of 31 for the levels with even (odd) Ka and even
(odd) Kc and of 33 for levels with odd (even) Ka and even (odd) Kc.
This variation of 6% is easily detectable for the h10 isotopologue. For
the d6 isotopologue, the difference of nuclear spin weights of 107
for ee and oo levels and of 109 for eo and oe levels is too small to
cause a difference in the quality of the ﬁt. Table 2 gives the inertial
parameters for both isotopologues, their theoretically predicted
values from the CC2/cc-pVTZ optimized structures and their dif-
ferences. All isotopic shifts are accurately predicted, both for the
ground and the excited state. These values will later on be used for
the determination of structural changes upon electronic excitation.
The shift of þ14 cm1 of the electronic origin of d6-1,2-DMB with
respect to h10-1,2-DMB is considerably larger than twice the shift of
d3-methoxybenzene with respect to methoxybenzene (þ3 cm1)
[38]. We therefore conclude that a vibrational interaction between
the two methyl rotors takes place in 1,2-DMB, not surprising,
regarding their neighboring position in the benzene ring.
5. Discussion
5.1. Geometric structures
5.1.1. Inertial defects
1,2-DMB has a planar heavy atom structure, as can be inferred
Fig. 1. Structures of the two possible rotamers of 1,2-DMB with their principal inertial
axes.
Table 1
Symmetries and spin statistical weights of the rotational wave functions
for the rotamers of 1,2-DMB.
KaKc h10 d6
ee 31 107
oo 31 107
oe 33 109
eo 33 109
1 The number of symmetric spin functions for n pairs of identical nuclei with Spin
I ¼ 1=2 is given by Ref. [37]: Nsym ¼ 12 ½
Qn
i¼1ð2Ii þ 1Þ½
Qn
i¼1ð2Ii þ 1Þ þ 1 and for
antisymmetric spin functions by: Nantisym ¼ 12 ½
Qn
i¼1ð2Ii þ 1Þ½
Qn
i¼1ð2Ii þ 1Þ 1.
M.-L. Hebestreit et al. / Journal of Molecular Structure 1184 (2019) 139e145 141
from the inertial defects.2 The ground state inertial defect of
methoxybenzene (anisole) was determined to be 3.409 amu Å2
usingmicrowave spectroscopy [39] and in the electronically excited
state to be 3.584 amu Å2 by rotationally resolved laser induced
ﬂuorescence spectroscopy [40]. The ab initio calculated inertial
defects at the equilibrium structures that are given in Table 2 are
approximately twice as large, as the values of anisole. The inertial
defect in the electronically excited state is slightly more negative
than in the ground state, which can be attributed to an increased
contribution of out-of-plane vibrations in the excited state. These
vibrational contributions can be quantiﬁed by an anharmonic
normal mode analysis that allows for the determination of vibra-
tional averaging effects on the rotational constants and on the in-
ertial defects [41]. These corrections have been performed with the
Gaussian program package at the MP2/6-311G (d,p) level of theory.
The zero-point vibrationally averaged inertial defects (at the r0
geometries) are given along with the equilibrium inertial defects
(at the re geometries) in Table 3 and are compared to the
Fig. 2. Rotationally resolved electronic spectrum of the electronic origin band of h10-1,2-DMB and of d6-1,2-DMB.
2 The inertial defect is deﬁned as Ic  Ia  Ib , where the Ig are the moments of
inertia with respect to the main inertial axes g of the molecule.
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experimental values.
A quite large effect on the inertial defect upon electronic exci-
tation is found for 1,2-DMB, in which the experimental inertial
defect DIexp increases from 6.80 amu Å2 to 7.68 amu Å2. In-
spection of the equilibrium inertial defects DIe in Table 3 shows that
this effect can be attributed to an out-of-plane distortion of the
equilibrium position of the heavy atoms of 1,2-DMB. Vibrational
zero-point averaging (DI0) even decreases the non-planarity of the
excited state slightly.
5.1.2. Ab initio determination of geometry changes upon electronic
excitation
Fig. 3b shows the changes of the relevant bond lengths in pm
upon electronic excitation as obtained from the CC2/cc-pVTZ cal-
culations. For 1,2-DMB there is a weak indication of a quinoidal
distortion upon electronic excitation. The CC bonds adjacent to the
OCH3 groups expand by 5.8 pm., while those in the neighboring
positions only expand by 1.0 pm. Surprisingly, the CC bond between
the OCH3 substituents contracts slightly (0.1 pm.). Both CaromaticO
bond distances decrease by 0.4 pm., while the OCmethyl bond
lengths increase by 0.9 pm. Altogether, these geometry changes
point to a partial localization of the CC double bonds in the aro-
matic ring after electronic excitation.
5.1.3. Experimental determination of geometry changes upon
electronic excitation
The structures of 1,2-DMB have been obtained from ﬁts of model
geometries to the experimentally determined rotational constants
of two isotopologues, in internal coordinates using the program
pKrFit [20] and in displacement coordinates, using the program
FCFit [33]. In the following we will compare the two methods for
ﬁtting structural parameters with a limited set of inertial data.
Fit in internal coordinates For the ﬁt of structural parameters
to an incomplete set of inertial data, some constraints to the ge-
ometry have to be imposed. In principal a ﬁt of the structure of an
N-atomic molecule in internal coordinates requires 3N  6 inertial
parameters from the experiment. Assuming planarity, the number
of required internal coordinates reduces to 2N 3. Due to the
symmetry plane of 1,2-DMB N  2 internal coordinates are sufﬁ-
cient for a complete structure determination. This can be accom-
plished by 18 inertial parameters, i.e. ﬁve different isotopologues.
Since only six rotational constants from two isotopologues are
available for 1,2-DMB, a strongly simpliﬁed model for the geometry
ﬁts in internal coordinates using several geometry constraints had
to be adopted. All CCC and CCH angles in the aromatic ring have
been set to 120+, the CH bond lengths to the phenol values of 108
pm. in the S0 and of 107 pm. in the S1 state [20]. For the aromatic
ring CC bond lengths three different values, designated by a, b, and c
in Fig. 3a, are admitted, both CaromaticO bond lengths are set equal to
d and both OCmethyl bond lengths are set to a common value e and
ﬁt.
The Z-matrix deﬁnition of the internal coordinates for the ﬁt is
given in the online supporting material (Table S1). Inspection of the
correlation matrix of the ﬁtted geometry parameters in Table S2 of
the online supporting shows, that most of the chosen geometry
parameters are uncorrelated in the ﬁt. However, the C2C3 bond
length is strongly correlated with the C2O8C10 angle and C3C4 is
correlated with the bond length O8C10. These correlations can only
be removed using more isotopologues.
This procedure has to be performed for the structure in the
electronic ground and excited state, respectively. The structural
changes upon electronic excitation are then obtained from the
differences of the respective internal coordinates. The results of
these ﬁts are shown in Table 4 and compared to the values obtained
from the ab initio calculations. We employed both a local optimizer,
which is based on a non-linear Levenberg-Marquart variant, and a
global optimizer, which utilizes a genetic algorithm approach. The
general trends for the bond lengths are in fair agreement with the
values of the ab initio calculations, with the global optimizer per-
forming slightly better. However, for small changes of the structural
parameters, even the sign of the change might be wrong.
Fit in vibrational distortion coordinates An alternative way to
obtain the structural changes is a ﬁt of the changes of the inertial
Table 2
Calculated and experimental rotational constants of 1,2-DMB isotopologues and the
respective isomeric shifts D(Iso). Double primed parameters belong to the electronic
ground and single primed to the excited state. q is the angle of the transition dipole
moment with the main inertial a-axis. A positive sign of this angle means a clock-
wise rotation of the dipole moment vector onto the main inertial a-axis.
h10 d6 D(Iso)
theory exp. theory exp. theory exp.
A
00
/MHz 1679 1663.1 (1) 1585 1569.1 (1) 94 94.0
B
00
/MHz 1348 1349.8 (1) 1162 1162.2 (1) 186 187.7
C
00
/MHz 755 752.6 (1) 682 679.6 (1) 73 73.0
DI
00
/amu Å2 6.40 6.80 12.78 13.24 6.38 6.44
A0/MHz 1658 1641.6 (1) 1563 1547.2 (1) 95 94.4
B0/MHz 1322 1329.1 (1) 1143 1147.2 (1) 179 181.9
C0/MHz 742 742.7 (1) 671 671.1 (1) 71 71.6
DI0/amu Å2 6.42 7.68 12.82 14.12 6.40 6.44
q/+ 90 90 90 90 0 0
n0/cm
1 37884 35751 e 35765 e þ14
Table 3
Experimental inertial defects DIexp in amu Å2 along with the computed equilibrium
DIe and zero-point averaged DI0 inertial defects of rotamers of 1,2-DMB.
DIexp DIe DI0
S0 6.80 6.32 6.80
S1 7.68 9.40 9.73
S0  S1 0.88 3.08 2.93
Fig. 3. a) Model parameters to be ﬁt, using internal coordinates in the program pKrFit.
b) Geometry changes in pm upon electronic excitation obtained from the CC2/cc-pVTZ
optimized structures (upper numbers) and from the results of the ﬁt using model FCFit
(lower numbers). The bond length change C1C2 is not deﬁned in the Z-matrix of the
internal coordinates. Therefore, we give only the ab initio value.
Table 4
Structural parameters from the ab initio (CC2/cc-pVTZ) calculations and the ﬁts in
displacement coordinates (using FCFit) and in internal coordinates (using pKrFit).
For the deﬁnition of the structural parameters Da, Db, Dc, Dd, and De, c.f. Fig. 3.
Da Db Dc Dd De
ab initio þ 5:8 þ 1:0 þ 3:7  0:4 þ 0:9
FCFit (local) þ 5:6 þ 0:9 þ 4:4  0:9 þ 1:1
FCFit (global) þ 5:6 þ 0:8 þ 4:3  1:0 þ 1:1
pKrFit (local) þ 2:9  0:2 þ 8:0 þ 0:2 þ 1:0
pKrFit (global) þ 2:3 þ 0:5 þ 6:2  0:3 þ 0:8
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parameters upon excitation to the changes of the structure, directly.
This requires a starting structure on which the structural changes
are imposed. We chose the ab initio structure for the ground state,
which has the best agreement with the rotational constants. In our
case, this is the CC2/cc-pVTZ optimized geometry. As basis for the
changes of bond lengths and bond angles we chose in this case a
linear combination of normal modes. These normal modes have
been obtained for the ground and the excited states from the nu-
merical second derivatives of the total energy (the molecular
Hessian), which are used in a routine fashion anyhow, to conﬁrm
that the optimized structures are minima. The vibrational modes of
the electronically excited state can be expressed in terms of the
ground state modes using the following linear orthogonal trans-
formation, ﬁrst given by Duschinsky [42]:
Q 0 ¼ SQ 00 þ d (1)
Here, Q 0 and Q 00 are the N-dimensional vectors of the normal modes
of excited and ground state, respectively, S is a N  N rotation
matrix (the Duschinsky matrix) and d is an N-dimensional vector
which describes the linear displacements of the normal co-
ordinates. The modes, which have been used as basis for the ge-
ometry change upon excitation are shown in Figure S1 of the online
supporting material. As in the case of the ﬁts in internal co-
ordinates, we performed a local and a global ﬁt, using the same
algorithms. The results are collected in Table 4. Here, the agreement
between the ab initio determined changes and the experimental
ones is very good.
5.2. Electronic structure
As has already been stated by Yi et al., the electronic origin of
1,2-DMB is mainly of LUMO ) HOMO character [6]. From the
excitation scheme, using the frontier orbitals, they deduced an
ortho-quinoidal structure in the electronically excited state. Ac-
cording to our CC2 calculations, the transition has two main com-
ponents: 0.89 (LUMO) HOMO) 0.40 (LUMO þ1) HOMO - 1),
cf. Figure S2 of the online supporting material.
To rationalize the experimentally observed structural changes of
1,2-DMB, we compare them to the electron density difference plot,
shown in Fig. 4. The regions, which are shown in red, have a
reduction of electron density upon excitation, while those in blue
have an increased electron density. Interestingly, the change of
electron density in the p-space is opposite to that in the s-space.
A strong reduction of p electron density at the oxygen atoms of
the methoxy groups is accompanied by an increase of p electron
density in the aromatic ring. Carbon atoms C1, C2, C3, and C6 show
a large increase of p electron density, while the p density at carbon
atoms C4 and C5 remain unchanged. Electron density in the bonds
decreases strongly between C2 and C3 and to a lesser extent be-
tween C4 and C5. The strong increase of electron density between
C1 and C2 explains nicely, why this bond length even decreases
upon electronic excitation. All these ﬁndings nicely match the bond
length variations upon electronic excitation as determined by the
ﬁt using vibrational distortion coordinates.
6. Conclusions
The ﬁt of geometry changes upon electronic excitation to the
rotational constants in each state, using a pseudo-Kraitchman
approach in internal coordinates and subsequent subtraction of the
respective coordinates, leads to less reliable values, than the direct
ﬁt to the differences of the rotational constants using vibrational
distortion coordinates. While the number of isotopologues, which
are needed for a complete structure determination are the same for
both methods, the latter has an obvious advantage in the case of
insufﬁcient inertial data. While for a ﬁt in internal coordinates, the
number of isotopologues has to be increased in order to reduce the
parameter correlations, a ﬁt in vibrational distortion coordinates
opens the way to introduce independent structural informations
that can be used in the ﬁt, such as the intensities of ﬂuorescence
emission bands, whose intensity is governed by the Franck-Condon
principle and therefore depends on the geometry changes.
The structural change of 12-DMB has only a slight ortho-qui-
noidal character. For the determination of bond lengths changes,
the s-electron densities are nearly as important as the p-electron
densities. Considering only the frontier orbitals (p), will lead to a
wrong picture of expected geometry changes.
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