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РАСПОЗНАВАНИЯ КРИПТОГРАФИЧЕСКИХ ГЕНЕРАТОРОВ 
Разрабатывается общий подход к построению информативных признаков для решения зада-
чи статистического распознавания криптографических генераторов. Описываются признаки, по-
строенные в соответствии с этим подходом. Приводятся результаты компьютерных эксперимен-
тов применения построенных информативных признаков для статистического распознавания гене-
раторов. 
Введение 
Современная криптография невозможна без случайных и псевдослучайных последова-
тельностей 1 2, , ... {0,1}x x V   [1]. Случайные последовательности генерируются при помощи 
физических генераторов, а псевдослучайные – при помощи программных генераторов. Практи-
ческую значимость имеют генераторы последовательностей, близких по своим свойствам к 
равномерно распределенной случайной последовательности (РРСП). РРСП – это случайная по-
следовательность x1, x2, …, xt, xt + 1, …, определенная на вероятностном пространстве 
( , , )P F и удовлетворяющая двум требованиям [1]: 
C1: Для любого n  и произвольных значений индексов 11 ... nt t   случайные вели-
чины 
1
,...,
nt t
x x независимы в совокупности. 
C2: Для любого номера t случайная величина xt является бернуллиевой и имеет рав-
номерное распределение вероятностей
1
{ } , {0,1}
2
tP x i i V    . 
Гипотезу о том, что выходная последовательность генератора {xt} является равно-
мерно распределенной, будем обозначать *H  = {{xt} есть РРСП}, а альтернативу – 
*H H . 
При проведении испытаний средств криптографической защиты информации [1, 2]  
с целью оценки их надежности возникают следующие задачи: определить, какой тип генерато-
ра случайной или псевдослучайной последовательности использовался; обнаружить, не ухуд-
шились ли криптографические свойства генератора с течением времени. Математической сущ-
ностью этих практических задач является задача статистического распознавания генераторов 
случайных и псевдослучайных последовательностей, т. е. задача отнесения (классификации) 
наблюдаемой выходной последовательности генератора 1 2, , ..., {0,1}Tx x x V   некоторой ко-
нечной длительности T к одному из L (2 )L    классов Ω1, …, ΩL. 
Генераторы могут быть разделены на следующие классы {Ωi}: физические и програм- 
мные генераторы; программные генераторы различных типов; программные генераторы одного 
типа, но с различными параметрами; программные генераторы с одинаковыми параметрами, но 
с различной инициализирующей информацией. Будем придерживаться классификации крипто-
графических генераторов [2], представленной на рис. 1. 
Приведем описания прореживающего и самосжимающего генераторов, которые в статье 
будут использоваться в компьютерных экспериментах. 
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Рис. 1. Схема классификации криптографических генераторов 
 
Пусть LFSR-генератор (регистр сдвига с линейной обратной связью) с порождающим 
многочленом степени L1 генерирует «элементарную» двоичную последовательность {at}, а 
LFSR-генератор с порождающим многочленом степени L2 генерирует двоичную «управляю-
щую» последовательность {st}. С помощью этих двух последовательностей {at}, {st} строится 
выходная последовательность {xt}, которая включает те биты at, для которых соответствующее 
значение st = 1; если st = 0, то значение at игнорируется (отбрасывается). Такой генератор назы-
вается прореживающим [3]. Самосжимающий генератор [4] является модификацией прорежи-
вающего. Вместо генерации от двух разных регистров управляющей последовательности и по-
следовательности, подлежащей сжатию, они обе берутся из одного и того же регистра. Регистр с 
порождающим многочленом степени d сдвигается на два такта. Если первый бит в паре равен 1, 
то выход генератора – второй бит этой пары. Если первый бит равен 0, то оба бита игнорируются 
и делаются еще два такта. 
Как известно, при решении задачи статистического распознавания образов [5] выделяют-
ся два этапа: наиболее трудный этап построения пространства M информативных признаков  
ρ1, …, ρM, несущих информацию о разделимости классов {Ωi}, и этап построения решающего 
правила (разделяющих поверхностей) в пространстве найденных информативных признаков  
ρ1, …, ρM. Данная статья посвящена задаче построения пространства информативных признаков 
для статистического распознавания криптографических генераторов. 
1. Подход к построению информативных признаков генераторов 
Будем предполагать, что выходная последовательность генератора tx V является слу-
чайной последовательностью на некотором вероятностном пространстве ( , , P) F . Разобьем 
последовательность x1, x2, …, xT на l = [T / n] фрагментов (n-грамм) длины n 
(1) (2) ( ), ,..., lX X X , 
( )
( 1) 1( , , )
k n
k n knX x x V   (если nl < T, xnl + 1, …, xT не рассматриваем). Пусть наблюдается неко-
торая статистика ak(n) = f(X
(k)
), k = 1, 2, …, l, при различных длинах фрагмента 
[ , ], 1n n n n n      ; **( ) { ( )}H ka n E a n  – математическое ожидание этой статистики при 
истинной гипотезе *H ; a(n) – наблюдаемое выборочное среднее значение статистики: 
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1
1
( ) ( )
l
k
k
a n a n
l 
   (рис. 2). В качестве признака предлагается использовать уклонение a(n) от ма-
тематического ожидания в lp-метрике ( )p : 
 
( )
*
1
ρ | ( ) ( ) | .
1
n
p pp
n n
a n a n
n n


  
 
 
      (1) 
 
Чем ρ(p) больше, тем больше свойства генератора отличаются от РРСП. 
 
 
Рис. 2. Статистика a(n) и ее математическое ожидание a*(n) 
 
 
Рис. 3. Статистика a(n), ее математическое ожидание a*(n) и границы допустимой окрестности 
 
Построим некоторую допустимую окрестность (a–(n), a+(n)) ожидаемого значения *( ):a n  
a–(n) < *( )a n  < a+(n) – и будем учитывать выбросы за пределы этой окрестности. В качестве 
такой окрестности (a–(n), a+(n)) целесообразно использовать доверительный интервал заданного 
доверительного уровня (рис. 3). Тогда в качестве признака, учитывающего величины уклоне-
ний a(n) от допустимого интервала (a–(n), a+(n)), можно взять величину 
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1
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n n
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n n

 
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 
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 
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где [ , ]
1, [ , ];
( )
0, [ , ].
a b
z a b
I z
z a b

 

 
2. Нелинейные признаки на основе энтропии 
Пусть 
1 ,..., 1 1
{ ,..., }
ni i t t n n
p P x i x i     – распределение вероятностей n-граммы 
1( ,..., )t t n nx x V   , которое предполагается не зависящим от t . Многомерная (n-мерная) эн-
тропия Шеннона для фрагмента длины n находится из выражения [1] 
 
1 1
1
, , , ,
, ,
( ) ln
n n
n
i i i i
i i
h n p p   .      (3) 
 
Теорема 1. Если справедлива гипотеза 
*H , то  
 
*
* *( ) ( ) ln2 (1)Hh n h n n nh   .     (4) 
 
Доказательство.  При верной гипотезе имеем 
*H  1 , , 12 , ( , , )n
n
i i n np i i V
  . Поэтому 
согласно (3) 
1
*
,...,
( ) 2 ln2 ln2
n
n n
i i
h n n    . В силу (3) при n = 1 с учетом 0 1
1
2
p p   получаем 
* 0 0 1 1(1) ( ln ln ) ln2h p p p p    , что доказывает (4). ■ 
Обозначим: 1
1
2
n
j
j
j
i i

  – представление числа {0,1, , 2 1}ni   в двоичной системе 
счисления, 
1
1
,...,
1
( ) { 2 } , 0, , 2 1
n
n
j n
i j i i
j
p n P x i p i

     . Пусть наблюдается l фрагментов 
X
(1), …, X(l). Построим статистические оценки распределения вероятностей  
{ ( )}, 0, , 2 1nip n i   : 
 
( ) ( )
( )
( )( ) 1
, , ( )
1 1
1, ;1
ˆ ( ) δ , 2 , δ
0, .
k k
kl n
kk j
i jX i X i k
k j
X i
p n X x
l X i

 
 
   

   
 
Используя подстановочный принцип, построим статистическую оценку энтропии (3): 
 
2 1
0
ˆ ˆ ˆ( ) ( ) ln ( ).
n
i i
i
h n p n p n


      (5) 
 
Теорема 2. Если справедлива гипотеза *H , то при l → ∞ распределение вероятностей 
статистики ˆ( )h n  сходится к нормальному распределению вероятностей 2* *( ( ), σ ( ))a n nN  с 
математическим ожиданием *( )a n  и дисперсией 
2
*σ ( )n :   
 
2 1
2
* * *
, 0
( ) (1 ( )), ;
( ) ( ), σ ( ) (ln ( ) 1) σ ( ) (ln ( ) 1), σ ( )
( ) ( ), .
n
i i
i ij j ij
i j i j
p n p n i j
a n h n n p n n p n n
p n p n i j


  
       
  
  (6) 
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Доказательство.  Свойство асимптотической нормальности и соотношение (6) вытека-
ют из третьей теоремы непрерывности и центральной предельной теоремы [6]. ■ 
В качестве статистики a(n) из разд. 1 можно взять оценку (5), математическое ожидание 
которой при истинной гипотезе 
*H  определяется (4). На основании статистик 
ˆ{ ( ) : }h n n n n    построим информативные признаки согласно (1):  
 
( )
*
1 ˆρ | ( ) ( ) |
1
n
p pp
n n
h n h n
n n


  
 
 
 .    (7) 
 
Для построения информативного признака согласно (2) целесообразно использовать 
найденное выражение дисперсии (6). 
Метод оценивания многомерной энтропии согласно (5) требует вычислительных затрат 
порядка O(2n), для снижения которых в [7] предложено вычислять многомерную энтропию, ис-
пользуя расстояние Хэмминга. Опираясь на эту идею, предложим следующий подход к постро-
ению информативных признаков на основе энтропии. 
Используя k-й фрагмент ( ) ( ) ( )1( , , )
k k k n
nX x x V    выходной последовательности и вес 
Хэмминга 1
1
( , ..., )
n
n t
t
W x x x

 , определим семейство целочисленных статистик: 
1 2
1
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 2 2 1 2 1 3 1
1 1 1
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 1 1
( ) ( ) ; ( ) (( , , ..., )) ; ...;
( ) (( ... , ..., ... )) ...
n n n
k k k k k k k k k k k k
i n n i j
i i j i
k k k k k k k k k k
m m m n m n n i i
w w X W X x w w X W x x x x x x x x
w w X W x x x x x x x x x


   
  
     
  
 
1 2
( )
1 ...
{0} { : }.
m
m
k m
i i
i i i n
C m i n
    
   
 
При m = 1 получаем частный случай, предложенный в [7]. Множество значений, которые 
могут принимать величины ( )kjw , обозначим как {0} { : }
j
j iW C j i n    . 
Теорема 3. Если справедлива гипотеза *H , то 
 
*
( ){ } , 1, 2, , .
2
j
k n
H j j
C
E w j m   
 
Доказательство.  Математическое ожидание ( )kjw  не зависит от k, поэтому для удобства 
записи индекс k в дальнейшем будем опускать. Исходя из определения и свойств математиче-
ского ожидания, получим  
* * 1 1
1 1 11 1 1
{ } { } { 1} 2 , 1, , .
2j j
j j j
j
j n
H j H i i i i j
i i n i i n i i n
C
E w E x x P x x j m
           
           ■ 
Пусть 
1 ,..., 1 1
( ) { ,..., }
mi i m m
p n P w i w i   . Тогда величину  
 
1 1
1
( )
, , , ,
, ,
( ) ( )ln ( )
m m
m
m
i i i i
i i
h n p n p n       (8) 
 
будем называть n-мерной псевдоэнтропией m-го типа. 
Пусть наблюдается l фрагментов X(1), …, X(l). Построим статистические оценки распреде-
ления вероятностей ( ) ( ) { }, , 1, ,ji j jp n P w i i W j m    : 
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Используя подстановочный принцип, построим статистическую оценку псевдоэнтропии (8): 
 
1 1
1 1
(1) ( ) (1) ( )( )
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i W i W
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 
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Теорема 4. Если справедлива гипотеза 
*H , то статистическая оценка n-мерной псевдо-
энтропии 1-го типа находится из выражения 
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( ) ( ) ln
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C C
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Доказательство.  Так как при верной гипотезе 
*H  вероятность 
1
{ 1} { 0}
2
t tP x P x    , 
то (1) 1( ) { ( ) }
2
i
n
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C
p n P w X i   . Следовательно, (1) (1)(1)
0 0
( ) ( )ln ( ) ln
2 2
i in n
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C C
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     . ■ 
Теорема 5. Если справедлива гипотеза 
*H , то при l → ∞ распределение вероятностей 
статистики (1) ( )h n  сходится к нормальному распределению вероятностей 2* *( ( ), ( ))a n nN :  
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Доказательство.  Теорема доказывается аналогично теореме 2. ■ 
Информативные признаки согласно (2) и теореме 4 имеют вид 
 
( ) (1)
*
1
ρ | ( ) ( ) |
1
n
p pp
n n
h n h n
n n


  
 
 
 . 
 
Для построения информативного признака согласно (2) предлагается использовать выражение 
дисперсии из теоремы 5. 
3. Нелинейные признаки на основе рангов матриц 
Пусть на Vn = {0, 1}
n
 определены N ≤ n линейно независимых над Vn двоичных функций 
от n двоичных переменных 1 1ψ ( , ..., )nx x V , …, 1ψ ( , ..., )N nx x V . Разбиваем наблюдаемый ряд 
x1, x2, … на фрагменты 
(1) (2), ,... nNX X V  длины nN: X(k) = (x(k – 1)nN + 1, …, xknN). Используя k-й 
фрагмент ( ) ( ) ( )1( , , )
k k k nN
nNX x x V    выходной последовательности, построим (N × N)-матрицу  
 
( ) ( ) ( ) ( )
1 1 1
( ) ( ) ( ) ( )
1 1 2 1 2( ) ( )
( ) ( ) ( ) ( )
1 ( 1) 1 ( 1) 1
ψ ( , ..., ) ψ ( , ..., )
ψ ( , ..., ) ψ ( , ..., )
( )
ψ ( , ..., ) ψ ( , ..., )
k k k k
n N n
k k k k
n n N n nk k N N
ij
k k k k
N n Nn N N n Nn
x x x x
x x x x
A a V
x x x x
  
   
 
 
 
   
 
 
 
  (9) 
 
или поэлементно ( ) ( ) ( )( 1) 1ψ ( , ..., ) , , {1, 2, ..., }
k k k
ij j i n ina x x V i j N    . 
 
Ранг матрицы (9) отражает наличие функциональной зависимости в последовательности. 
Если rank(A(k)) = r < N, то в матрице A(k) имеется N – r линейно зависимых над Vn строк. В рас-
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сматриваемом случае это означает, что найдена зависимость элементов последовательности от 
предыдущих:  
 
( ) ( ) ( ) ( )
( 1) 1 ( 1) 1
1
ψ ( , ..., ) ψ ( , ..., ), { 1,..., }, {1,..., }, {0,1}.
r
k k k k
j i n in m j m n mn m
m
x x x x i r N j N V   

        
 
За счет выбора функций ψ1, …, ψN можно добиться выявления этой зависимости. Поэтому 
в качестве признака для фрагмента 
( )kX  будем использовать ранг матрицы (9): 
 
( ) ( )( ) {0,1, ..., min{ , }}k kr rank A n N  . 
 
Рассмотрим более подробно частный случай: N = n, ψj(x1, …, xn) = xj. Тогда 
( ) ( )
( 1)
k k
ij i n ja x   . 
Пусть наблюдается l фрагментов, т. е. T = l · N2. Определим статистику  
 
( )
1
1
( )
l
k
k
v n r
nl 
  ,     (10) 
 
имеющую смысл среднего относительного ранга.  
Теорема 6. При верной гипотезе 
*H  математическое ожидание и дисперсия статисти-
ки (10) имеют вид 
 
* *
0
1
{ ( )} ( )
n
H nj
j
E v n v n q j
n 
   ;    (11) 
 
* 2
0 0
1 1
{ ( )} ( )
n n
H nj nk
j k
D v n q j j q k
l n  
 
  
 
  ,    (12) 
 
где 
2
0
21
( ) (2 )
0
(1 2 )
{ } 2 , {0,1, ..., }
1 2
i nj
k j n j n
nj H i j
i
q P r j j n

 



   

 . 
 
Доказательство.  При верной гипотезе *H  статистика r
(k)
 имеет известное распределе-
ние вероятностей [1]: 
 
2
0
21
( ) (2 )
0
(1 2 )
{ } 2
1 2
i nj
k j n j n
nj H i j
i
q P r j

 



  

 , {0,1, ..., }j n . 
 
Тогда 
* ** *
( ) ( ) ( )
1 01
1 1 1 1
{ ( )} } { .
1
{ }
n
H
l l
k k k
H HH
k
nj
k j
r E r E rE v n E q j
n l n nnl  
   
     


  
    
 
Математическое ожидание r(k) не зависит от k, поэтому для удобства записи индекс k бу-
дем далее опускать при вычислении вероятностных характеристик r(k). Используя свойства дис-
персии и учитывая независимость r(k), получим 
* * *
( )
1
1 1
{ ( )}
kl
H H H
k
r r
D v n D D
l n l n
   
    
  
 .  
Из определения дисперсии и (11) имеем 
* * *
2
2
2
1
{ ( )}H H H
r r
D v n E E
l n n
    
          
 
 
*
2 2
2 2
0 0 0
1 1 1 1
( ) ( ) .
n n n
nj H nj nk
j j k
q j E v n q j j q k
l n l n  
   
      
   
    ■ 
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На основании статистик { ( ) : }v n n n n    построим информативные признаки соглас-
но (1): 
( )
*
1
ρ | ( ) ( ) | .
1
n
p pp
n n
v n v n
n n


  
 
 
     (13) 
 
Для построения информативного признака согласно (2) целесообразно использовать 
найденное выражение дисперсии (12). 
4. Признаки, основанные на определителях матриц 
Определитель матрицы позволяет учитывать зависимости между элементами матрицы. 
Для наблюдаемой двоичной последовательности 1 2, , ..., {0,1}Tx x x V   вычислим следующие 
статистики, основанные на детерминантах 2( , , ):n T T n   
 
2
2
3
1(2) (2)
1 1 2 3
1 1
1
1 2 1( ) ( )
2
1
( 1) ( 1) 1 1
1 1
α(1) , α(2) , , ...,
3
1
α( ) , .
1
T T
t t
t t t
t t t t
t t t n
T n
t n t n t nn n
t t
t
t n n t n n t n
x x
x D D
x xT T
x x x
x x x
n D D
T n
x x x


   
  
 
    

      
  

 
 
 

  (14)
 
 
Вычислим также выборочное среднеквадратичное отклонение для { ( )ntD }: 
 
2 1
( ) 2
2 2
1
1
( ( ))
( )( 1)
T n
n
n t
t
s D n
T n T n

 

 
  
 .   (15) 
 
Исследуем вероятностные характеристики статистики (14) для построения признаков со-
гласно (1), (2). Обозначим: 
*
( )
*α ( ) { },
n
H tn E D n  . 
Теорема 7. При верной гипотезе *H  математическое ожидание случайного детерми-
нанта из (14) определяется следующими соотношениями: 
 
* *
1
α (1) , α ( ) 0, 2, 3, , 1, 2,
2
n n t       (16) 
 
Доказательство.  
*
(1) 1{ } { } .
2
H t tE D E x   Пусть теперь i1, …, in – перестановка чисел от  
1 до n, n > 1; 1( , , ) {0,1}nN i i   – четность перестановки, т. е. четность числа ее инверсий [8]. 
Воспользуемся тем фактом, что число четных перестановок равно числу нечетных перестано-
вок, получим  
 
1
* * 1
1
( ,..., )( )
1 ( 1) 1 1 ( 1)
,...,
{ } ( 1) ...n
n
n
N i in
H t H t i n t i n n
i i
E D E x x       
  
   
  
  1 * 1
1
( ,..., )
( 1) 1 ( 1)
,...,
( 1) ...n
n
n
N i i
H t i n t i n n
i i
E x x      
 1
1
1
( ,..., )
( 1) 1 ( 1)
,...,
( 1) ... 1n
n
n
N i i
t i n t i n n
i i
P x x          1 1
1 1
( ,..., ) ( ,..., )
,..., ,...,
( 1) 2 2 ( 1) 0.n n
n n
N i i N i in n
i i i i
       ■ 
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На основании статистик { ( ) : }n n n n     построим информативные признаки со-
гласно (1): 
 
( )
*
1
ρ | α( ) α ( ) | .
1
n
p pp
n n
n n
n n


  
 
 
  
 
Для построения информативного признака согласно (2) целесообразно использовать вы-
борочное среднеквадратичное отклонение (15). 
5. Нелинейные признаки на основе дискретного преобразования Фурье 
Разбиваем наблюдаемый ряд x1, x2, …  на фрагменты 
(1) (2) 2, ,
n
X X V  длины 2n. Далее 
фрагмент ( ) ( ) ( ) 21 2( , , )
n
n
k k kX x x V   подвергаем дискретному преобразованию Фурье (ДПФ) [9]: 
 
( )
1
( ) ( ) 2
( )
2
, 1, 2, .
n
n
k
k k
k
y
X Y k
y
 
 
    
 
 
    (17) 
 
Преобразуем Y(k) в вектор-столбец ( ) ( )( )k k niU u   при помощи нелинейного преобразования 
 
( ) ( ) ( ) ( ) 2
1 1 , ( ) , 2, 3, ..., 2
k k k k n
i iu y u y i   .   (18) 
 
Пусть наблюдается l фрагментов U(1), …, U(l). Вычислим выборочную ковариационную 
матрицу 
 
1 1
1 1ˆ ˆ(σ ) ( )( ) , ( ) ,
1
l l
ij k k i k
k k
U U U U U u U
l l 
      

     (19) 
или поэлементно 
1
1
σˆ ( )( ), , 1, ..., 2 .
1
l
n
ij ki i kj j
k
u u u u i j
l 
   

  
 
Оценим собственные значения 1 2
ˆ ˆ0 ... n     выборочной ковариационной матрицы (19) 
и соответствующие им собственные векторы: 
 
1 11 12 2 2 1 2 2
ˆ ˆ ˆ ˆ ˆ ˆ( ,..., ) ,..., ( ,..., ) .n n n n nv v v v v v       (20) 
 
Используя (18) и (20), определим статистики исходя из свойств собственных значений и 
векторов ковариационной матрицы для наблюдаемого ряда: 
 
(1)
11 1 1 12 2 2
ˆ ˆ( ) ( ) ... ( )n n nT U v u u v u u     ,   (21) 
 
где используется собственный вектор 1ˆv , соответствующий наименьшему собственному значе-
нию 1ˆ . Построим по наблюдаемому ряду выборку из значений статистик (21): 
 
(1) (1) ( )( ( )), 1, ...,kkt T U X k l  .    (22) 
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Для выборки (22) вычислим выборочное среднее и выборочную дисперсию: 
 
(1) (1) 2(1) (1) (1) 2
1 1
1 1
, ( ) .
1
l l
k k
k k
t t s t t
l l 
  

      (23) 
 
Статистики (23) можно использовать для построения признаков согласно (1) и (2), а 
именно 
(1)t  – в качестве статистики a(n), а s2(1) – для построения допустимой окрестности. При 
этом полагаем 
*( ) 0,a n n  . 
6. Решающее правило 
Пусть методами из разд. 1 – 5 данной статьи построено пространство из M информатив-
ных признаков 1(ρ , , ρ )
M
M  , где количество признаков M и конкретный набор признаков из 
множества признаков, построенных ранее, определяются исходя из перечня криптографических 
генераторов, подлежащих распознаванию. 
Опишем применение метода дискриминантного анализа [6, 10] для решения задачи рас-
познавания в случае двух классов, когда признаки имеют нормальное распределение. Обосно-
ванием предположения нормальности распределения вероятностей признаков является общий 
вид признаков (2.1), допускающий применение центральной предельной теоремы при 1n  . 
Пусть по входной последовательности построен вектор признаков ρ и имеется mi > M обучаю-
щих реализаций ( ) ( )1ρ , , ρ i
i i M
m  , принадлежащих классу Ωi, {1, 2}i . Построим оценки мате-
матического ожидания вектора признаков и ковариационной матрицы для каждого из классов. 
Оценка для математического ожидания в классе Ωi есть выборочное среднее: 
 
( )
1
1
μˆ ρ
im
i
i m
mim 
  ,      (24) 
 
а оценка для ковариационной матрицы –  выборочная ковариационная матрица: 
 
( ) ( )
1
1ˆ ˆ ˆ(ρ μ )(ρ μ )
1
im
i i
i m i m i
mim 
   

 .    (25) 
 
Байесовское решающее правило имеет вид [10] 
 
1
0
{1,2}
ˆ ˆˆ ˆ ˆ(ρ) arg min (ln | | (ρ μ ) (ρ μ ) 2ln ), ρ Mi i i i i
i
d d 

         ,  (26) 
 
где оценки { μˆ i } и {
ˆ
i } вычисляются по формулам (24) и (25) соответственно, априорные ве-
роятности классов полагаем равными, т. е. 
1
πˆ {ρ }
2
i iP   , {1, 2}i . 
В частности, при равных ковариационных матрицах Σ1 = Σ2 = Σ получаем линейное ре-
шающее правило 
 
1
0
{1,2}
ˆˆ ˆ(ρ) arg min ((μ 2ρ) μ ), ρ Mi i
i
d d 

     .   (27) 
7. Результаты компьютерных экспериментов 
Проведены две серии компьютерных экспериментов. 
Серия 1. Рассмотрим задачу распознавания двух описанных выше криптографических 
генераторов: Ω1 – самосжимающий генератор псевдослучайных двоичных последовательностей 
с порождающим примитивным многочленом порождающего регистра сдвига f1(x) = x
32
 + x
16
 +  
+ x
7
 + x
2
 + 1; Ω2 – самосжимающий генератор с порождающим примитивным многочленом  
f2(x) = x
63
 + x
54
 + x
44
 + x
20
 + 1. 
В качестве признака ρ используется статистика (6). Таким образом, имеем одномерное 
пространство признаков (M = 1). Для каждого из классов Ω1 и Ω2 сгенерированы 40 последова-
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тельностей одинаковой длины T = 107, которые отличаются начальным заполнением порожда-
ющего регистра сдвига. По две последовательности от каждого класса (m1 = m2 = 2) использу-
ются для обучения, на остальных 38 оценивается вероятность ошибки распознавания. 
Заданы параметры n– = 1, n+ = 20, p = 1. Получены следующие значения оценок парамет-
ров (24), (25): 
 
1μˆ  = 0,1050088479, 1ˆ  = (0,3208798039∙10
–8
); 
2μˆ  = 0,1048425232, 2ˆ  = (0,3079484568∙10
–8
). 
 
Признаки (7) имеют асимптотически нормальное распределение при l → ∞. Это следует 
из теоремы о функциональном преобразовании нормально распределенных величин [10] и тео-
ремы 2. Разделимость классов Ω1, Ω2 по информативному признаку (7) проиллюстрирована на 
рис. 4, где темно-серый цвет соответствует Ω1, светло-серый – Ω2, серый – пересечению клас-
сов. Для распознавания применяется решающее правило (26), которое при M = 1 принимает 
следующий вид: 
 
1, ρ [0; 0,09683808) (0,104925219; );
( )
2, ρ [0,09683808; 0,104925219].
d
  
 

  
 
Результаты распознавания представлены в табл. 1, оценка безусловной вероятности 
ошибки равна 0,22. 
 
Рис. 4. Гистограммы значений признаков классов Ω1 и Ω2 
 
 
Таблица 1 
Результаты распознавания 
Класс 
Число решений  
в пользу Ω1 
Число решений  
в пользу Ω2 
Условная вероятность 
ошибки 
Ω1 32 6 0,16 
Ω2 11 27 0,29 
 
Серия 2. Рассмотрим также задачу распознавания двух описанных ранее криптографиче-
ских генераторов. Пусть Ω1 – прореживающий генератор псевдослучайных двоичных последо-
вательностей с порождающим примитивным многочленом 63-й степени порождающего реги-
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стра сдвига и порождающим многочленом f(x) = x13 + x8 + x5 + x3 + 1 управляющего регистра 
сдвига; Ω2 – самосжимающий генератор псевдослучайных двоичных последовательностей с 
порождающим примитивным многочленом 63-й степени порождающего регистра сдвига. 
В качестве признака ρ используется значение величины (13). Таким образом, имеем од-
номерное пространство признаков (M = 1). Для каждого из классов Ω1 и Ω2 сгенерированы 30 
последовательностей по следующему принципу. В качестве характеристических многочленов 
порождающих регистров сдвига используются три примитивных многочлена: g1(x) = x
63
 + x + 1,  
g2(x) = x
63
 + x
54
 + x
44
 + x
20
 + 1, g3(x) = x
63
 + x
60
 + x
22
 + x
18
 + x
8
 + x
5
 + 1. Для каждого многочлена в 
каждом из классов сгенерированы 10 последовательностей одинаковой длины T = 107, которые 
отличаются начальным заполнением порождающего регистра сдвига. Для обучения использу-
ется по одной последовательности от каждого многочлена, т. е. для каждого из классов имеем 
три обучающие реализации (m1 = m2 = 3). Оставшиеся 27 реализаций каждого из классов ис-
пользуются для оценивания вероятности ошибки распознавания.  
Заданы параметры n– = 1, n+ = 2236, p = 1. Получены следующие значения оценок пара-
метров (24), (25): 
 
1μˆ  = 0,001575833409, 1ˆ  = (0,1120998871∙10
–8
); 
 
2μˆ  = 0,0001741820352, 2ˆ  = (0,706244773∙10
–12
). 
 
Можно применить метод дискриминантного анализа, описанный в разд. 6. Однако вид 
гистограммы значений построенных признаков (рис. 5) указывает на то, что можно применить 
более простое линейное решающее правило: 
 
1 2
1 2
ˆ ˆμ μ
1, ρ 0,008750077221;
2
(ρ)
ˆ ˆμ μ
2, ρ 0,008750077221.
2
d

 
 
  

 
 
 
Рис. 5. Гистограмма значений признаков классов Ω1 и Ω2 в логарифмической шкале 
Результаты распознавания представлены в табл. 2, оценка безусловной вероятности 
ошибки равна 0. 
Таблица 2 
Результаты распознавания 
Класс 
Число решений  
в пользу Ω1 
Число решений  
в пользу Ω2 
Условная вероятность 
ошибки 
Ω1 27 0 0 
Ω2 0 27 0 
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Заключение 
Для решения актуальной задачи распознавания криптографических генераторов разрабо-
тан общий подход к построению информативных признаков. Этот подход учитывает динамику 
изменения вероятностных характеристик генераторов при изменении длины применяемого 
фрагмента. Построенные согласно данному подходу признаки универсальны, так как не ис-
пользуют специфических свойств генераторов, и поэтому их можно применять для распознава-
ния различных типов генераторов. Проиллюстрировано применение одного из признаков для 
распознавания прореживающего и самосжимающего генераторов, другого – для распознавания 
самосжимающих генераторов с различными параметрами. 
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INFORMATIVE DESCRIPTORS FOR STATISTICAL RECOGNITION  
OF CRYPTOGRAPHIC GENERATORS 
An approach to developing informative descriptors for solving the problem of statistical recog-
nition of cryptographic generators is proposed. The descriptors developed by this approach are given. 
Theoretical results are illustrated by the computer experiments. 
 
