Abstract-Most traditional image retrieval approaches are based on text surrounding images and fail to capture the content information of the images. These approaches are able to satisfy the present demands. To overcome the limitations of previous approaches, in this paper, we propose a new image retrieval method based on probability similarity learning which is able to exploit probabilistic distribution information. This method involves three stages, image feature extraction, similarity learning and image retrieval. To evaluate the proposed approach, Corel image dataset is used. Corel image dataset contain nine categories which are buildings, birds, flowers, people, trees, elephants, white clouds, mountains and automotive. The experimental results show that the probability similarity learning based approach achieves high accurate in image retrieval network images. For the proposed retrieval method, the accuracy is greatly dependent on the weights. Thus, determining the weights is the next emphasis in the future research.
I. INTRODUCTION
In the recent years, along with the rapid development of computer network techniques, a huge number of digital images appear on the internet. And a large number of pictures are coming into our daily life all the time. So, how to organized such vast image information? As a kind of concrete multi-media information with intuitive expression, images have been paid more and more attention to by people [1] . If the image data could not be managed efficiently, large quantities of information will be lost, and the desired images could not be efficiently retrieved and utilized by people when needed. Therefore, how to help users find their desired images among vast image and manage the images efficiently is becoming a increasingly concerned topic. Presently, the methods for network images retrieval are mainly based on target decomposition, spectral characteristics, fuzzy set and rough set of end member spectral characteristics, Bayesian retrieval method, neural network retrieval method, as well as spectral angle mapping method based on ground material properties and statistical properties of image data, maximum likelihood method and the minimum distance method [2] . And these methods have been widely used in the researches on network image retrieval. However, they face to difficulties in the case of hyper-spectral and multi-angle spectral data. In addition, they have their own shortcomings. For example, for the retrieval method of fuzzy set, its membership is reached depending on the experience or experts, which is highly subjective [3] . So for the learning problems on fuzzy systems, their accuracy and comprehensibility are the primary problem to be solved. Furthermore, when fuzzy clustering technique is used to retrieve network images, the variables need to be selected according to the definition of problem, and the type and characteristics of data in this method. And the rough set is suitable for the retrieval in the case that the data are given. And improper operation may have significant negative influence on the retrieval results [4] [5] . When Bayesian retrieval method is used to deal with large-scale image retrieval problems, such a premise as independent "AND" and "CLASS" condition might not be satisfied. Also, it is very difficult to select its desired evaluation function. In addition, the learning procedure is very complicated. In the retrieval, neural network retrieval method has the shortcomings of local minimum and slow convergence, etc. [6] . Besides, the abovementioned traditional retrieval learning method requires high data regularity. Also, they are only used under the premise that the samples are in infinite quantities. However, when network images are retrieved, the data could not always satisfy the above requirements. It usually shows the features of high latitudes, variability and small sample. For these data, it is very difficult for traditional machine learning methods to reach ideal retrieval performance [7] . Besides, the retrieval approach based on end member spectral characteristics is not able to provide the same textural features as that presented by identical permutation. And many network image retrieval methods are based on textural features. For image retrieval based on spectral feature extraction, it could not realize accurate image retrieval. And the traditional retrieval techniques are based on keywords and text, so they could not satisfy the current demands. Along with the appearance of semi-structured and non-structured digital images on the internet, network retrieval technique emerges.
In view of the above discussion, a new kind of image retrieval method based on probability similarity learning [8] [9] was proposed in the paper. The network image retrieval procedure is composed of three stages, which were preprocessing, image classification and accuracy assessment. (1) In the preprocessing stage, the collected network images were geometrically rectified. And high- Figure 1 . The framework of the proposed approach resolution images were de-noised. Then, the selected images have the same resolution by means of bilinear sampling. (2) In the image retrieval stage, color features were used to represent the images and used for training. In order to avoid such problems as difficult calculation on weighting factor and over-size or under-size image feature in the training process, the training data should be normalized. Before training the extracted image features, grid search technique was used to determine the weighting parameters, which would provide better image retrieval performance and higher retrieval accuracy [10] . (3) Evaluation criterions false negative, true negative, false positive and true positive, etc. were used to quantitatively evaluate the retrieval results based on text. In this paper, the network image retrievals based on rough set and probability similarity learning were compared in the experiment. It was indicated from the experimental results that it was highly accurate to retrieve network images based on probability similarity learning through the experimentation on nine types of samples as buildings, birds, flowers, people, trees, elephants, white clouds, mountains and automotive, etc. in the Corel library and internet.
The retrieval accurate rate on network images is highly dependent on the weighting factor. And these parameters significantly influence the retrieval accurate rate and generalization of probability similarity. For the aboveselected probability similarity learning, when calculating, it is more difficult to optimize and determine its parameters. For the traditional method, such optimization methods as genetic algorithm and so on are used to select kernel function. The genetic algorithm has many advantages when solving optimization problems, but it also has many unconquerable disadvantages. Firstly, when dealing with different problems, genetic algorithm needs to design such operators as mutation, selection and crossover, etc once more. Secondly, the operation of genetic algorithm is complicated. In most cases, its calculation is significantly inefficient. In order to overcome the above-mentioned shortcomings of genetic algorithm, grid search method is used to select the weighting factor in the thesis. And it is simple to operate and understand, and has also been widely used in the optimization problems.
The advantages of the proposed approach based on probabilistic similarity learning for image retrieval are two folds. (1) To our best knowledge, this is the first group of works using probabilistic similarity learning for image retrieval. (2) The proposed approach achieves the competitive performance in comparison with present methods, and can be straightforwardly scaled to other retrieval or recognition tasks.
The remaining part of this paper is organized as follows. We propose our similarity learning approach for image retrieval in Section 2 and experimentally evaluate the proposed approach in Section 3. The conclusion is drawn in Section 4.
II. THE PROPOSED SCHEME
To overcome the limitations of previous approaches in network image retrieval, we propose a new approach in this section. The proposed approach for image retrieval is graphically illustrated in the following figure. It is composed of six steps: image collection, image preprocessing, feature extraction, similarity learning, parameter setting and accuracy evaluation.
A. Feature Extraction Using Rough Set
The information sheet is defined as ,,,
is the research set;   X is outside of the data set, which can be partially seen as the element of the rough set. The retrieval error rate is calculated through the following equation [4] :
The attribute simplification aims to eliminate the unnecessary 
B. Probability Similarity Learning
Similarity learning has been widely applied to the measurement on cosine and variables, Euclidean distance, Pearson's correlation coefficient, and Jaccard coefficient, etc. Similarity measurement is a learning method based on probability. And its learning theory can be expressed as follows: firstly two random attributes are selected. Meanwhile, the probability of these two attributes will also be selected. The prediction on attribute probability by means of learning algorithm is highly accurate. The probability similarity learning algorithm is defined as:
where x is the set of the attributes y and u. and among these numerous data, the probability that the record x is selected is expressed as the following equation, whose denominator is the ratio of all the attributes.
The above equation is calculated from the perspective of data item. And from the perspective of users, it can be expressed as equation (3), whose denominator is the ratio of all the users.
The following figure is the matrix diagram of the selected commodity. In this figure, the orange points mean the commodities users like, and the unmarked part means the commodities users unlike [17] . Therefore, based on the above definition, the probability of the orange points in the figure can be expressed as the following equation, according to the definition in the paper. Thus, by combining the above cases, the probability that users select the commodity x in the thesis can be expressed as the following equation,
From the above figures, we could find that: the probability of the set u is the same as that of the commodity x. However, their difference is that: in the left-hand figure, fewer orange points are on the left than right; while it is in the opposite case in the right-hand figure. In the different figures, the calculated probabilities are different either for set u or set x. And in this paper, on the basis of the original algorithm, a weighting factor π is added into the algorithm to eliminate the influence of the probability, which is expressed as,
where π can be expressed as V π UA V
 
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C. The Definition of Similarity The probability that users select both the commodities x and y can be expressed as equation (34).
The intersection of the commodities x and y can be expressed as
III. EXPERIMENTS
In this section, we will evaluate the proposed approach for image retrieval. The proposed approach is based on the probabilistic similarity learning. The experimental procedure is illustrated in the following figure 3. The experimental procedure for this approach is composed of five main steps as follows: image preprocessing, feature extraction, probabilistic similarity learning, image retrieval and experimental evaluation.
A. Database
In the experiment of this thesis, the data comes from the Corel image library and internet. The Corel image library is a popular standard database in the areas of image retrieval and image annotation presently. And 10 types of images and totally 3000 images are collected in the database, which are irrespectively buildings, birds, flowers, people, trees, elephants, white clouds, mountains and automotive, etc. And 1000 samples are collected for each type. The images contained in the database are in a broad range. Among these images, buildings and automotive are man-made objects or artificial scenes; while birds, flowers, people, trees and elephants are natural objects; while white clouds and mountains are typical natural scene. The samples in the database are obtained in the different places, angles and illumination, etc. so the database is highly typical and challenging, which can evaluate the proposed image retrieval method comprehensively and credibly.
B. Image Feature Extraction
For the image features, color feature should be one of the most important and intuitive perceptive features in the image vision. And the color feature extraction is easier than other image feature extraction. Also, in most cases, satisfied results can be obtained. So, in the image recognition process, color features are used for retrieval, which is greatly concerned.
When the color features of an image are extracted, firstly the difference of grayscale should be defined. D is calculated through square root of quadratic sum of the differences between every pigment of RGB and their average. And the average of d is defined as the difference of grayscale D, whose equation is expressed as follows:
number of the pixels. When the three values of RGB are the same, the image is purely gray. Generally pure gray images are in this type. It is found in the equation that: when those three values are almost the same, the image will be nearly colorless. In the contrary, when those three values are different, the image will become colorful. 
Here, the RGB color space is transformed into HSV, which is consistent with people's feeling. And three components are used for expression, which are respectively hue H, brightness V and saturation S. The transformation is expressed in another form: : T RGB HSV  
C. Implementation of Algorithm
Through analyzing the experiment, we find that two major factors have influence on the performance of probability similarity: (1) the selection on data item; (2) the selection and calculation of probability in the data item. The data item, the calculation of its probability and other data items have one-to-one relationship, so when retrieving network images, only proper selection of data attributes and the calculation of their probabilities can provide good image retrieval performance. Many kinds of effective and widely-used probability calculation methods are proposed in the previous researches. In the cases of large-scale samples and high-dimension, the definition methods of data probability, attribute probability and similarity in the second paragraph have good retrieval property and have been widely used. In this experiment, the calculation method of this probability similarity is adopted to retrieve network images.
The procedures of grid search method can be elaborated as follows: (1) firstly, the possible value range of every parameter is specified, which can satisfy the requirements usually based on experience; (2) secondly, the step of grid search is determined based on experience. Thus, an N-dimensional grid is constructed in the parameterized coordinate. And the parameter value of each in the grid represents a set of weighting factors; (3) K-fold cross-validation method will be used to calculate the retrieval accuracy rate of each group of parameters in the test. Thus, the contour map of retrieval accuracy rate with the parameter variation can be reached. And the optimal kernel parameter is thereby determined; (4)For more accurate search results, fine grid search is carried out on the area with more accurate test after coarse grid search, namely, search area candidates on the contour are selected, and the step is lowered for search [5] .
D. Evaluation Criterion for Algorithms
In order to evaluate the proposed method in the paper and its related method comprehensively and credibly, common criteria were adopted for evaluation in the experiment. For the retrieval experiment in the thesis, the retrieval accuracy rate was taken as a evaluation criterion: tp tn Accuracy tp tn fp fn
where, tp (true positive) represents true positive; tn (true negative) represents true negative; fp (false positive) represents false positive; and fn (false negative) represents false negative. Though the criteria such as recall and so on can also be used to evaluate the retrieval algorithm, the retrieval accuracy is the most widely-used and intuitive evaluation criterion at present. Considering the two types of retrieval problems here, these two types of samples are respectively marked as positive and negative. And then the numerators of the above equation are true positive and true negative; while the denominators are the number of all test samples. The above equation represents the ratio of all the true samples on all the test samples. For multi-class retrieval problem, the definition based on bi-class can be directly extended into that based on multi-class, namely, the ratio of the number of retrieval samples on the number of total test samples in every class.
E. Experimental Results and Analysis
This experiment uses the probability similarity learning approach to do the network imagereterival. Through the experiment, it can verify the effectiveness of the proposed method in this paper. In the experimental process, for every type images it first preprocessed to extract the image features, and the features were used to represent the samples. The features were sent to the probability similarity learning searcher to do retrieval experiment on network images. Every experiment was repeated for 20 times, and the recognition accuracy of all times was averaged as the final experimental results. In each experiment, 2/3 network images of all the images were randomly selected from the each class of data samples for the training set; while the other 1/3 network images were taken to for mthe test set. The experimental parameters are the attribute value and the weighting factor π that can eliminate the probability influence. And it put the retrieve accuracy rate as the final evaluation standard. In the experimental results of table 1 we can see the probability similarity method can effectively realize the network image retrieval, the retrieval accuracy is over 92%, and the highest can amount to 97%.
The reasons for the above results are mainly from the following three aspects: (1) . the grid search method can improve the retrieval accuracy of the probability similarity to image retrieval. This is because the grid search method selects probability similarity weighting factor π based on the distribution information of the input data, which can make the probability similarity learning method have better adaptability. (2) No matter in the set u or set x, in different figures the probability is different. And in this paper it joined the weighting factor π to eliminate the influence on probability based on the original probability similarity learning method, which greatly improves the flexibility and effectiveness of this method for network image retrieval. (3) In the experimental process, during the image retrieval it used the color features to capture the image information. In order to avoid the difficulties of calculating the weighting factor π and the image feature too big or too small, it normalized processing the training data during the experiment. In addition, before training the extracted image features, it used the grid search method to determine the weighting parameters so that we can better retrieve image, which can effectively improve the retrieval accuracy rate [18] .
In the second experiment, it respectively used the rough set and probability similarity method for the network image retrieval. By comparing the experimental results, it further verifies the effectiveness of the method in image retrieval network. Each experiment repeated 20 rounds. It put the average recognition accuracy of each round as the final results. In each round, it randomly selected two-thirds samples from each type network image as the training set, and the remaining one-third as a test set. The training sample data is 1000, and it took the table 2 we can find that the retrieval accuracy of the method in this paper is concentrated at 90%, and the highest can be 95%. But the retrieval accuracy rate of the rough set method is concentrated in 70%, and in some cases it can be 60%. The reasons for the above experimental results mainly manifested in the following two aspects: because the membership of rough set approach is given according to experience or experts, there is a high subjectivity. So for the learning problems of fuzzy system, the accuracy and comprehensibility are the primary issues to be solved. When using fuzzy clustering to retrieval the network images, it first need to select variables according to the data type, features and the problem definitions, but these are hard to get the reasonable disposition in the experiment process, so it will greatly influence the retrieval result. The probability similarity learning method is mainly to do the geometric correction for the collected network image and denoising processing for high resolution image in the pretreatment stage, and use the double linear sampling to make the selected images have the same resolution. Before training the extract image features, it used the grid search method to determine the weighting factor so that it can better do the image retrieval, and improve the retrieval accuracy. This paper do the experiment using both fixed parameter and the grid search Kernel parameter, which can verify the effectiveness of grid search method in determining the Kernel parameters. It will both repeat 20 rounds experiments based on the fixed weighting parameters and the grid search method to determine the weighting parameters, and put the average recognition rate of the 20 times as the evaluation index. The experimental results are as shown in table 3. The experimental parameters are penalty factor C and σ . The average recognition rate of the 5 times experiment is as the evaluation standard. From the experiment results in table 3 we can find that the average recognition rate under the grid search method to determine the parameters is 88.72% and in the fixed Kernel parameter it is 62.96%. So in this paper the grid search method to determine Kernel parameters showed great superiority. The reasons accounting for the above results are as follows: the grid search method selected the weight factor based on the distribution information of the input data, and the method has higher practical. Besides, the method can map the low dimensional space to high-dimensional feature space. This is helpful to improve the recognition accuracy.
IV. DISCUSSION
A new kind of image retrieval method based on probability similarity learning was proposed in the thesis. The network image retrieval procedure was classified into 3 stages, which were preprocessing, image classification and accuracy assessment. (1) In the preprocessing stage, the collected network images were geometrically rectified. And high-resolution images were de-noised. Then, the selected images have the same resolution by means of bilinear sampling. (2) In the image retrieval stage, color features were used to represent image information to be trained. In order to avoid such problems as difficult calculation on weighting parameters and over-size or under-size image feature in the training process, the training data should be normalized. Before training the extracted image features, grid search technique was used to determine the weighting factor, which would provide better image retrieval performance and higher retrieval accuracy. (3) Such indices as false negative, true negative, false positive and true positive, etc. were used to quantitatively evaluate the retrieval results based on text. It was indicated from the experimental results that it was highly accurate for retrieving network images based on probability similarity learning through the experiment on such 9 types of samples as buildings, birds, flowers, people, trees, elephants, white clouds, mountains and automotives, etc. in the Corel library and internet. For the retrieval method proposed in the thesis, its accuracy is greatly dependent on the weighting factor. So determining the weighting factors is the next emphasis in the future research.
