Abstract. Various statements on the distribution of eigenvalues of random matrices are obtained by considering the limiting behavior of the reproducing kernels of a certain naturally associated sequence of orthogonal polynomials. We establish a universal limiting behavior of this type in the case when the underlying measure does not have finite moments. In this case the orthogonal polynomials are replaced by a nested family of de Branges spaces of entire functions.
Introduction and main result
Universality results in random matrix theory say that the local eigenvalue statistics of many random matrix ensembles do not depend on the exact probability distribution that is put on a set of matrices, but only on some general characteristics of the ensemble. Mathematically, most of these results are due to the universal limiting behavior of the Christoffel-Darboux reproducing kernels, which are independent of the underlying measure from which they arise. In the classical Gaussian case, this limiting behavior is found using the known, classical asymptotics of the Hermite polynomials. Establishing the asymptotic behavior of the orthogonal polynomials coming from a more general, non-Gaussian weight is usually a difficult task. This was first done by Pastur and Scherbina [8] for certain classes of weights. Very soon afterwards a powerful Riemann-Hilbert steepest descent method [3] was applied by Deift et al. [1, 2] to cover even more classes of non-Gaussian weights.
More recently it was observed by Lubinsky [6] that the universal behavior of the scaling limit can be established more directly without knowing the asymptotics of the corresponding orthogonal polynomials. He considered a simplified case, but one that already contains all the difficulties in the original limit. Namely, he showed that for a given regular weight dμ(x) = w(x)dx + dμ s (x) supported on [−1, 1] (a simple sufficient condition for this kind of regularity is that w(x) > 0 a.e. on the support), the corresponding Christoffel-Darboux reproducing kernels K N (x, y) satisfy the following universal limiting behavior. For any ξ 0 in the interior of the absolutely continuous spectrum of μ with w(x) positive and continuous at ξ 0 and for any a, b ∈ R,
. This limiting behavior is universal in the sense that the limit is largely independent of the measure μ. Many extensions and generalizations of this result were subsequently given by Levin [5] , Totik [10] , Simon [9] , and Lubinsky [7] himself.
The purpose of this short note is to show that a similar limiting behavior can be established even for measures μ with infinite moments. Note that such measures do not produce orthogonal polynomials, and hence in this situation ChristoffelDarboux reproducing kernels K N (x, y) cannot even be defined.
In place of polynomials, for every T > 0 we consider the space E T (μ) of all entire functions of exponential type ≤ T which belong in L 2 (μ). We assume that dμ is a Poisson summable measure, i.e., dμ(t)/(1 + t 2 ) < ∞. For such measures E T (μ) is nontrivial for every T > 0. It is a well-known theorem of Krein [4] 
One way to tell when the positive alternative holds is through the following majorant:
is a Poisson integrable function on the real line. It is not difficult to see that this is true for all T > 0 if μ is a regular measure in the following sense. Definition 1.1. We say that a measure dμ is regular if for any > 0 and any t in the support of μ the following inequality holds:
with C independent of t and T .
For example, any dμ(t) = w(t)dt which is Poisson integrable with w(t) ≥ c > 0 a.e. on R, is regular.
In the case of a regular μ, each E T (μ) has the structure of a de Branges space, and therefore for all T > 0 the reproducing kernels K T (z, w) exist. These will play the role of the Christoffel-Darboux kernels in our analog of (1.1). Notice that
The fact that μ is Poisson integrable implies that this de Branges space is always regular and hence contains only entire functions from the Cartwright class.
For regular measures we will prove the following analog of (1.1). 
Notice that this limit makes sense even in the case a = b, in which case the right hand side is just 1.
The simplest example is obtained in the case when dμ(t) = dm(t) is the Lebesgue measure. In this case clearly E T (m) = PW T is the usual Paley-Wiener space. For the reproducing kernels
in the Paley-Wiener space we have that
and therefore in this case Theorem 1.2 trivially holds.
2. Proof of Theorem 1.2 Our strategy will be very similar to the one in [6] . We will first prove the special case when a = b. 
Proof. We will prove the following stronger statement:
.
Let > 0 and choose δ > 0 small enough so that μ is absolutely continuous on (ξ 0 − δ, ξ 0 + δ) and such that
. Define a measure μ * which is equal to μ everywhere outside (ξ 0 − δ, ξ 0 + δ) and is absolutely continuous on (ξ 0 − δ, ξ 0 + δ) with density w * (t) satisfying
For this measure we clearly have μ ≤ μ * , and therefore K *
Clearly, G(ξ) = 1 and |G(t)| ≤
In addition, G(z) is entire of exponential type 4/δ and is bounded on the real line by 1. Let η ∈ (0, 1 2 ) be arbitrary. For a given T > 0 define
, and F (z) is bounded by 1 on the whole real line. Finally, for T so large that = T and H(ξ) = 1. Therefore, for all ξ ∈ (ξ 0 − δ/2, ξ 0 + δ/2) we have
So, for all T large enough (so that ξ 0 + a/T ∈ (ξ 0 − δ/2, ξ 0 + δ/2)) we have
Thus, lim sup
Since and η were arbitrary (and independent of each other), we finally obtain lim sup
To get the opposite inequality we begin similarly but with the roles of μ and the Lebesgue measure m reversed. Let , δ, ξ, T, τ, and η be given as above. Now, we define F (z) to be the minimizer for the measure μ by
Keeping G(z) the same as above, we define H(z) as in (2.1). We have
Next, we use the regularity of μ to conclude that for any 1 > 0 and any t ∈ R we have
Using this inequality we get
From the last inequality, by choosing 1 > 0 small enough and τ (and hence T ) large enough, we obtain after self-evident algebra that
Finally, using the fact that the dependence of τ = τ (T ) on T is surjective, we get much as before that
Next we will establish Lubinsky's inequality [6] in our setting. 
. Then for all x, y ∈ R the following inequality holds:
Proof. Notice first that the condition on the measures implies that E T (μ * ) ⊂ E T (μ). Moreover, E T (μ) and E T (μ * ) are both de Branges spaces consisting of entire functions of the Cartwright class and of type no greater than T .
For any function F (z) ∈ E T (μ) we have
To obtain the desired inequality we apply (2.2) to the function
. For this, first notice that
Then, using the facts that K T (x,z) ∈ E T (μ) as a function of z for the second term and that μ ≤ μ * for the last term, we obtain Finally, Proposition 2.1 implies the desired limit,
