The minimisation of tail-pipe emissions and fuel consumption during cold-start can be viewed as a constrained optimisation problem involving many parameters. Examining this problem mathematically first requires an accurate and computationally practical model of the engine and exhaust system. This paper proposes such a model for use during the cold-start of a conventional spark ignition engine. This model uses as much physics-based modelling as is computationally practical for optimisation and control studies. It takes a given set of engine control inputs to simulate tailpipe CO, HC and NO emissions, and is both calibrated and validated using detailed measurements obtained on a transient engine dynamometer following the New European Drive Cycle (NEDC).
INTRODUCTION
It is well known that passenger vehicles with spark ignition engines release most of their unburned hydrocarbon (HC), carbon monoxide (CO) and nitrogen oxide (NO X ) emissions during the first minutes of driving, while the three-way catalyst (TWC) is below its so-called "light-off temperature". As such, the introduction of catalytic converters was quickly followed by intensive efforts aimed at optimising their performance during this 'cold-start' period.
These efforts have typically been heavily reliant on the knowledge and judgement of very experienced engine calibrators, designers and catalyst manufacturers. For example, common engine calibration approaches include controlling the engine idle speed and ignition timing to reduce the catalyst light-off time. Increasing the idle speed leads to higher (total) enthalpy exhaust gas reaching the catalyst, thus heating the catalyst more quickly. Similarly, retarding the spark can lead to reduced engine efficiency, raising the exhaust gas temperature and thus affecting the catalyst light-off. Positioning of the catalyst closer to the engine [1; 2] , thus increasing its inlet gas temperature, is now commonplace.
Many other, more complex approaches have also been studied. For example, Engler et al. [3] ; Henein and Tagomori [2] use traps designed to adsorb hydrocarbons at cool temperatures and release them after light-off. Lafyatis et al. [4] implemented a secondary air injection system, taking advantage of the highly exothermic carbon monoxide oxidation reaction. Ma et al. [5] ; Kanada et al. [6] studied ways of burning pre-catalyst exhaust gas, whilst Oh et al. [7] ; Kirchner and Eigenberger [8] examined the use of electrically heated catalysts.
However, all of these strategies have their shortcomings. Raising the idle speed or retarding the ignition timing will increase the fuel consumption. Close coupling of the catalyst requires greater catalyst robustness. The other approaches discussed above also clearly have additional costs. The minimisation of tail-pipe emissions and fuel consumption during cold-start can therefore be viewed as a constrained optimisation problem involving many parameters.
Examining this optimisation problem mathematically of course first requires an accurate and computationally practical model of the engine and exhaust system. Several integrated models have been reported in the open literature [9; 10] . These models use phenomenological, rather than physics based catalyst models, consider only hydrocarbon emissions and do not consider thermal models of the exhaust system.
Numerous potential sub-models for use in an integrated model have also been reported. For example, so-called Mean Value Engine Models (MVEM) are well established low order engine models suitable for some dynamic optimisation problems. These models predict mean quantities of engine variables and operate on a time scale much longer than a single engine cycle, but much shorter than the time it takes for the engine temperature to change significantly. Fast dynamics, such as the release of heat inside the cylinders, are typically approximated by a set of empirical correlations and the slow dynamics by differential equations. The resulting equations form a set of differential-algebraic equations (DAE) which can be solved numerically.
MVEM's have been proposed for warm engine operation [11; 12] . Manzie et al. [13] has extended MVEM's to describe cold-start behaviour by incorporating a friction model from [14] and lumped parameter transient thermal models of various engine components to simulate heating during a cold start.
Engine-out emissions models for warm operation have also been developed [15; 16] . However, models for predicting engine-out gas composition, especially during cold-start, are either inaccurate or computationally impractical at present due to the complexity of the emission formation mechanisms, e.g. [17] . Thus, the development of accurate and useful coldstart engine-out emissions models appears to be an open challenge.
Physics based catalyst models [8; 18; 19; 20; 21; 22; 23] are generally based on reduced order chemical kinetic schemes and predict the distribution of temperature and concentrations of various species along the length of a single monolith channel as a function of time. Whilst these models contain a number of simplifying assumptions, some of which are the subject of debate [24] , two-dimensional [20; 24; 25] and three-dimensional [20; 26] models are at presently computationally impractical for integration with an engine model. Conversely, phenomenological catalyst models such as [9; 27; 28] may be oversimplified, and do not port easily between catalysts of different geometry, loading, etc. This paper therefore proposes an integrated model of an engine and exhaust system appropriate for use during a coldstart. This model uses as much physics-based modelling as is computationally practical for optimisation and control studies. It takes a given set of engine control inputs to simulate tail-pipe CO, HC and NO emissions, and is both calibrated and validated using detailed measurements obtained on a transient engine dynamometer following the New European Drive Cycle (NEDC).
MODELLING
The structure of the combined model is shown in Figure 1 and each block is discussed in the following sections. 
MEAN VALUE ENGINE MODEL
The mean value engine model is based on [13] . The model's inputs and outputs are summarised in Figure 1 . Figure 2 shows key mass and heat transfer in the engine.
Figure 2. Mean value engine model
First consider the throttle sub-system. According to [17] , the mass flow rate of air past the throttle plate can be calculated by treating the throttle opening as an orifice and utilising
(1a)
for pressure ratios P im /P amb greater than the critical value and (1b)
for choked flow, when the pressure ratio is less than the critical value. An expression for throttle open area A t (α) is provided in [17] . The discharge coefficient C D is a function of A t , P im /P amb ratio and the Reynolds number [17] , and is determined experimentally.
Under the assumption that the engine's air/fuel ratio control is accurate, the fuel mass flow rate ṁ fuel is specified by ṁ air . If this assumption does not hold, a fuel puddle equation can be added.
The amount of mixture that enters the cylinders is based on a static volumetric efficiency surface η vol (λ, ϑ, N, P im ). The mixture mass flow rate is determined from
Conservation of mass in the intake manifold requires
From the first law of thermodynamics and (3), the following equations describing the gas dynamics can be deduced:
These equations assume that the specific heats C P and C V , and their ratio γ of the air-fuel mixture can be approximated by that of air. This is a reasonable assumption as the proportion of fuel in this mixture is small.
A static net indicated efficiency surface η i,net (λ, ϕ, ϑ, N,P im ) is another calibratable surface used for estimating the exhaust port gas temperature. This efficiency is defined as the ratio of work delivered to a piston over the entire four-stroke cycle and the amount of heat generated inside the cylinder within that time interval. The application of energy conservation to the control volume surrounding the cylinders results in (6) where T wall is some constant representative temperature of the combustion chamber walls. Subsequent sections show that with this approximation reasonable estimates of gas port temperatures can be obtained.
When the time-scale behaviour of equation (6) Similar to [17] and [30] , the heat transfer coefficient between the gas and the walls of the combustion chamber h cyl is evaluated from a Nusselt number correlation of the form
The Nusselt number is based on the cylinder bore diameter B. The Reynolds number is a function of the mean velocity of the flow inside a cylinder u cyl of diameter B, gas density ρ cyl and dynamic viscosity µ cyl . Parameters a e and b e are constants and are determined experimentally for a particular engine.
It can be shown by expressing the velocity u cyl in terms of the mass flow rate ṁ cyl that , resulting in
The above equations are sufficient for calculation of the MVEM's outputs in Figure 1 . However, if the model's throttle position input α is to be replaced by a reference brake torque τ brake,ref (as would be the case if the combined model was used for optimising engine control variables over a drive cycle), friction and brake torque sub-models become a necessity.
An expression for the brake torque τ brake is obtained by applying Newton's second law to the crankshaft. This yields (10) From the definition of η i , net we can write
Frictional torque is calculated from the mean frictional effective pressure (FMEP) P fme and is evaluated as
The complete set of tunable parameters for the engine model are C D , η vol , η i,net , a e , b e and P fme .
ENGINE-OUT EMISSIONS MODEL
Physics based cold-start models for predicting engine-out emissions are presently impractical for optimisation and control studies, as they are relatively complex. The approach taken in this work, therefore, correlates the warm engine-out emissions with some of the key measurable engine operating parameters based on the existing steady-state experimental data for a fully warm engine. The emission data has been normalised and is expressed as n X [mol/kg fuel], where X is a chemical compound.
It is well known that λ is a parameter that strongly influences engine-out emissions. Intake manifold pressure P im and spark timing ϕ influence the peak and post-combustion temperatures, while the engine speed N sets the available time window for the reactions to take place, before 'freezing' the reaction mechanisms [16; 17] . Both P im and valve timing ϑ, and, to a lesser degree, λ and N affect the residual gas fraction in the cylinders [17] . Hence, all of these factors influence the reactions in one way or another and thus affect the formation of pollutants. The emission fits are, therefore, considered to be possible functions of all these variables. The engine-out emissions model consists of the following polynomial surfaces:
Exhaust gas analysers capable of detecting hydrogen (H 2 ) were not available during the development of this model. The amount of H 2 in the exhaust is roughly a third of the CO content [17] and is approximated here as 
EXHAUST MANIFOLD MODEL
The model estimates the temperature of the exhaust gas at the outlet of the exhaust manifold T g,out as a function of inlet gas temperature T g,in and exhaust mass flow rate ṁ cyl . The manifold is modelled as a lumped body with convective heat exchange between its inner surface and the exhaust gas, and between the outer surface and the ambient surroundings. Incompressible fluid motion through the manifold is assumed.
Applying the first law of thermodynamics on the gas and neglecting kinetic energy terms we obtain (14) where h gs is the heat transfer coefficient between the exhaust gas and the inner wall of the manifold. In a lumped parameter model the distribution of the gas temperature along the length of the exhaust manifold is unknown. Hence, some representative gas temperature in the range between T g,in and T g,out must be used for the modelling of heat transfer between the gas and the wall. This temperature is approximated by (15) Heat conducted into and out of the manifold is small compared to the convective heat exchange. Radiation losses are not included since we are mostly interested in cold start. Application of the first law of thermodynamics on the exhaust manifold then gives 
CONNECTING PIPE MODEL
The equations describing the dynamics of the connecting pipe are identical to those of the exhaust manifold. The pipe is modelled as a lumped body of temperature T c , with a convective heat exchange between its inner surface and the exhaust gas, and between the outer surface and the ambient surroundings. As the flow behaviour in the connecting pipe is different to that inside the exhaust manifold, the Nusselt number correlations are reoptimised.
THREE-WAY CATALYST MODEL
This model is based on [32] and is an extension of [22] . It separates the conditions inside the washcoat layer from the bulk fluid conditions inside the channels. A uniform flow distribution is assumed across the face of the monolith block. Although this assumption may not be verified in most real TWC systems, it is nonetheless required by the onedimensional modelling approach, where temperatures and concentrations are resolved only in the streamwise direction.
Pressure fluctuations in catalysts should be small. Hence, constant pressure is assumed along the length of the monolith. The density of the exhaust is treated as a function of only gas temperature, calculated using the ideal gas law at atmospheric pressure.
The Reynolds number based on the hydraulic diameter of the channels ranges from about 20 to 400, depending on the engine operating conditions. According to [23] and [25] , a turbulent boundary layer does not develop. Hence, a laminar flow assumption is used here. This allows use of an appropriate set of correlations for modelling heat and mass transfer between the gas and the substrate, which are governed by forced convection and diffusion. Heat transfer between the catalyst and the surroundings is not modelled as catalysts are normally well insulated Axial thermal conduction in the substrate is considered as it can considerably affect catalyst dynamics [19] . Thermal conduction in the gas phase is ignored, as convective heat transfer dominates in the streamwise direction under mean velocity flow. Similarly, diffusion of the species in the axial direction is not considered as the diffusion velocities of all species are expected to be much smaller than the average velocity of the flow in the monolith.
This model takes advantage of a reduced order chemical kinetic scheme developed in [22] , comprised of 10 reactions including an oxygen storage mechanism. It is assumed that these reactions take place inside the wash-coat layer. Consequently, heat is generated on the surface of the substrate.
The parameters defining the model are given in Table 1 As suggested by [19; 22] and many other 1D models of monolithic catalysts, only two lumped categories of hydrocarbons are considered: quickly oxidising ("fast" HC) and slowly oxidising ("slow" HC). The relative amount of engine-out fast and slow hydrocarbons is difficult to predict or measure. This ratio is therefore fixed. The reaction rates R r,i have been adopted from [22] , who have developed a reaction scheme based on Langmuir-Hinshelwood kinetics. Subscript i identifies individual reactions by their index. The consumption rates are given by
The reaction scheme incorporates oxygen storage dynamics for some fixed oxygen storage capacity Ψ. The additional differential equation
captures the amount of oxygen stored in the washcoat ψ at a particular time instant. The variable ψ is normalised and takes a value of 0 when no oxygen is stored and 1 when the washcoat is saturated with oxygen.
The heat and mass transfer coefficients are obtained from
where Nu and Sh are the Nusselt and Sherwood numbers based on the diameter of the channels D c and obtained from [33] . The diffusion coefficients D i,j have been obtained from [34] , and are approximated for a binary mixture of nitrogen and the species in question. Since the exhaust is comprised largely of nitrogen, the thermal conductivity of the exhaust mixture is approximated by that of nitrogen [19] .
The partial differential equations (21), (22), (23), (24) were discretised using central differences, and the spatial domain was divided into a uniform grid of 2 nodes. The use of such a sparse grid is justified in [32] , where it was shown that the dynamic behaviour of the catalyst model with only 2 nodes is comparable to that of the model with a very high spatial resolution.
EXPERIMENTAL METHODS
Experiments were conducted on a 4 litre Ford BF current production engine and a Horiba-Schenck Titan 460 kW transient dynamometer. The equipment was controlled remotely using ATI Vision and STARS software. Experimental data was acquired using the same software. Engine specifications along with exhaust and aftertreatment system parameters are presented in Table 2 , whilst the exhaust system set up and the location of various sensors are shown in Figure 3 .
The exhaust system was comprised of a cast iron exhaust manifold, front pipe, an adaptor joining the front pipe to the exhaust manifold and slightly modified inter and rear pipes to suit the test cell's spatial constraints. The front, inter and rear pipes were standard Ford components.
Two K-type thermocouples with Mineral-Insulated Metal Sheaths (MIMS) were placed near the exhaust ports to measure the temperature of the exhaust gases at the inlet of the exhaust manifold. The adaptor was fitted with a similar K-type thermocouple to measure the temperature of the exhaust gases leaving the exhaust manifold.
The TWC was aged on a 75 hour Ford 4-mode schedule, equivalent to roughly 80000 km. Three equally spaced K-type thermocouples were inserted into the monolith. Two more thermocouples were placed directly before and after the catalyst to measure inlet and exit gas temperatures.
A Cambustion HFR400 Fast Flame Ionisation Detector (FFID) measured pre-catalyst and post-catalyst HC emissions. This device has a time constant of less than 2 ms and is specifically designed for taking measurements in the engine and the exhaust system where significant pressure fluctuations can exist. Two Autodiagnostics ADS9000 gas analysers were employed to measure pre-catalyst O 2 , CO, CO 2 , NO and HC, and post-catalyst O 2 , CO, CO 2 and HC. The ADS9000 uses non-dispersive infrared (NDIR) techniques to measure CO, CO 2 and HC Normalised air/fuel ratio (λ) measurements were taken using Bosch LSU4.9 wide-band oxygen sensor (UEGO) and the fuel flow rates were measured using an AVL KMA 4000 fuel conditioning system. Mass flow rates in the exhaust were then calculated from these two measurements.
This paper presents results based on the New European (Figure 4 ). The engine operated using an existing production (OEM) control strategy. 
MODEL CALIBRATION
Calibration of the engine-out emissions model and partially the engine model is based on a data set with roughly 2000 steady-state points from a fully warm engine. If a single modelled or measured steady-state result is identified by index i and the total number of steady-state points is n, then the optimal set Θ* of parameters Θ is determined using static optimisation
where q and q* are modelled and measured values respectively.
Calibration of other parts of the system in Figure 1 is achieved using dynamic optimisation. The optimal set Θ* of parameters Θ is obtained from
for some constant t f . Calibratable parameters of the combined model are summarised in Table 3 . Figure 5 for all n experiments, demonstrating a high degree of correlation. ) where Q LHV is the lower heating value of the fuel. A correlation of η i,net (λ i , ϕ i , ϑ i , N i , P im,i ) versus is shown in Figure 8 for all n experiments.
Heat transfer coefficient parameters a e and b e were identified by feeding the measured α*(t), λ*(t), ϕ*(t), ϑ*(t) and N*(t) from the NEDC drive cycle test as the inputs to the MVEM, and solving (35) with and , where is the measured gas temperature at an exhaust port. These coefficients place the convection coefficient h cyl between 80 and 280 W/(m 2 · K) during the NEDC cycle test. During simulations the variable T wall was set to a constant representative cylinder wall temperature of 100°C, which is a reasonable approximation for a hot engine [17] . From numerical experiments it appears that T cyl is not strongly affected by T wall .
The function P fme is approximated by (41)
Parameters a f,1 , a f,2 and a f,3 were identified by solving (34) with and , where is obtained by subtracting the measurements of the brake mean effective pressure P bme,i from the net indicated mean effective pressure P ime,i . Figure 9 contains a plot of P fme as a function of engine speed N along with the values of for i = 1,2,…,n. Note that this is a simplified friction model for a warm engine. It must be replaced by a cold-start model such as [14] if engine control variables in Figure 1 are to become optimisation variables for a given vehicle test cycle.
ENGINE-OUT EMISSIONS MODEL
With X denoting either O 2 , CO, NO or HC, the surfaces where C X,i is the measured molar fraction of species X in experiment i and M g is the molar mass of the exhaust gas.
Some statistics that reflect upon the quality of the fits are the root mean squared error (RMSE) and normalised root mean squared error (NRMSE), defined by
By removing independent variables from n X one at a time and observing RMSE after re-fitting the surfaces, it was discovered that O 2 and CO emissions were weakly dependent on P im and ϑ, while NO and HC have a weak sensitivity to N and ϑ respectively. This can be seen from Table 4 . Table 4 . Effect on RMSE after removing one independent variable from a second order n X polynomial As a consequence, some independent variables were eliminated from the surfaces n X . The resulting functions are
The order of the selected polynomials and the quality of the fits are summarised in Table 5 . Whilst leaving a large number of independent variables in a polynomial or increasing its order tends to reduce RMSE and increase R 2 (see Tables 4  and 6 ), polynomials of low order and fewer independent variables were sought, that can estimate the emissions with a reasonable degree of accuracy. This can help to prevent overfitting of the data and avoid large errors if the domain variables take on a set of values far from those used in the calibration of the surface. Table 5 . Polynomials n X used in the model Table 6 . Effect of polynomial order on the quality of the fits n X with a reduced number of independent variables For each of the n experiments, measured and calculated emissions are compared in Figure 10 . Trajectories T g,out (t) and are compared in Figure  12 . The calculated and measured gas outlet temperatures compare well for the majority of the time. The differences in the beginning of the cycle could be attributed to this oversimplified modelling approach. Trajectories T g,out (t) and are compared in Figure 13 over the first 900 seconds of the cycle and show very good correlation.
CONNECTING PIPE MODEL

THREE-WAY CATALYST MODEL
The details of the catalyst model calibration are provided in [32] .
RESULTS AND DISCUSSION
Reaction kinetics in the catalyst model that are highly sensitive to feed gas temperature and composition introduce numerical stiffness. A stiff implicit differential algebraic equation (DAE) solver DASSL from [35] was chosen for the development of solutions. The combined model of the engine, the exhaust and the aftertreatment system was run through the NEDC drive cycle by feeding the measured throttle position α*, normalised air/fuel ratio λ*, spark timing ϕ*, valve timing ϑ* and engine speed N* as the inputs to the model. As a rough guide, it takes approximately 400 seconds of CPU time to simulate 400 seconds of the NEDC on a 1.8 GHz Pentium 4 machine.
The MVEM can be validated by comparing internal states P im and T im , and the outputs ṁ fuel and T cyl to those measured. The output ṁ cyl need not be validated, being a known function of the input λ and ṁ fuel . Hence, validating ṁ fuel indirectly validates ṁ cyl . Measurements of the intake manifold gas temperature were not taken. However, the calculated T im fluctuates in the range between 311 K and 325 K, which is physically reasonable. Time traces of the remaining state P im and outputs ṁ fuel and T cyl are compared to experimental data in Figures 14(a) , 14(b) and 14(c) and show a good agreement, comparable to other MVEM models [12; 13] .
Another important internal variable of the MVEM to consider for validation is the engine brake torque. Recall that the frictional mean effective pressure polynomial P fme has been calibrated for a fully warm engine. The friction in a cold engine, however, can be substantially higher. Thus, for a fixed set of inputs α, λ, ϕ, ϑ and N, a cold engine is expected to produce less brake torque than a hot engine, as some of the energy would be lost to friction. This difference in torque production is observed in Figure 14(d) , especially during the first ≈ 400 seconds of the drive cycle. When the engine warms up, the measured brake torque approaches the calculated torque. As discussed earlier, the torque is not used anywhere in the current model, and so errors can be tolerated. For accurate cold-start torque modelling, an improved friction model such as [14] is needed, as demonstrated by the group in [13] . This is essential if the MVEM's prescribed throttle position input α is to be replaced by a reference brake torque, as would be required in optimisation studies over drive cycles.
The performance of the engine-out emissions model is very important, as the catalyst dynamics are of course sensitive to feed-gas composition. This is especially true when the substrate temperature in the catalyst converter is sufficiently warm. Estimated and measured instantaneous engine-out emissions are compared in Figure 15 . The magnitude of these emissions is comparable and most trends are successfully captured by the model. Some disagreement in the magnitude of NO engine-out emissions (Figure 15(c) ) can be attributed to the slow time response of the NO X gas analyser. Cold-start emissions are modelled relatively well, with the exception of oxygen, which is underestimated in the first 30 seconds of the drive cycle. Within this time frame, however, catalyst substrate temperatures are low and so is the potential catalytic activity. Hence, poor estimates of engine-out oxygen during a short period after a cold start are unlikely to significantly affect the prediction of other tail-pipe emissions such as CO, NO and HC.
The exhaust manifold and connecting pipe thermal models estimate the gas temperature at the outlet of the exhaust manifold and the inlet of the catalyst respectively. Measured and predicted gas temperatures at these points in the exhaust system are compared in Figure 16 . The agreement is good for the majority of the time in the drive cycle. The exhaust manifold outlet temperature, however, is not predicted well in the first 50 seconds. Similar behaviour was observed during the calibration of the exhaust manifold model (see Figure 12 ). This is likely to be caused by the complexity of the exhaust manifold dynamics, which can not be captured well by a lumped parameter model. These errors in gas temperature prediction propagate through the connecting pipe model, underestimating the catalyst inlet gas temperature by roughly 100°C in the beginning of the cycle and directly affecting catalyst substrate temperature. The disagreement between the modelled and observed catalyst behaviour is primarily due to the inadequate accuracy in the estimation of TWC model inputs, especially the feed gas composition. For example, using the measured instead of the estimated feedgas oxygen content into the TWC model, while retaining all other inputs, produces a much better correspondence between the measured and the predicted tail-pipe emissions ( Figure  18 ). Other sources of error in the TWC model could be the result of using an aged catalyst in our experiments, the reduced order chemical kinetics and the assumption of onedimensional channel flow. Some of these issues are discussed in more detail in [32] . Nonetheless, agreement between the model and the experiments is reasonable.
CONCLUSION
This paper presented an overall model of a spark ignition engine and exhaust system that, given a set of engine control inputs, simulated tail-pipe CO, HC and NO emissions during a cold-start with reasonable accuracy. This model is the combination of several sub-models, calibrated and separately validated using detailed measurements obtained on a transient engine dynamometer following the New European Drive Cycle (NEDC).
Engine control inputs were used to obtain the engine-out gas flow rate and temperature using a Mean Value Engine Model (MVEM). Static warm engine maps, obtained from a regression analysis against the engine control inputs, inferred the engine-out gas composition. These engine-out variables were then inputs into transient lumped parameter models of the exhaust system leading to the catalytic converter, allowing the exhaust gas temperature to lose energy as the exhaust system warmed up. The model for the catalytic converter considered the monolith as a single onedimensional channel with heat and mass transfer in both the gas and solid phases, and reduced kinetic mechanisms describing chemical reaction at the gas/solid interface. Despite its simplicity, the catalytic converter model was shown to give reasonable results with very low streamwise resolution, markedly reducing the computational effort required for the overall model.
The overall model exhibited some differences with experiments. Most importantly, the catalyst-out emissions were sensitive to the pre-catalyst oxygen concentration, as expected. This in turn suggests that accurate simulation of tail-pipe emissions requires an accurate cold-start engine-out emissions model, which is very difficult to develop. Similarly, the gas temperature at the catalyst inlet, of course, has a strong effect on light-off, and thus errors in this temperature affect cumulative emissions. It appears that the transient heating of the exhaust manifold may be too complex for a lumped model representation, causing errors in the catalyst inlet gas temperature and thus cumulative emissions. It is nonetheless emphasised that tail-pipe emissions during cold-start were simulated reasonably. Further work will address some of these issues, and integrate this model into optimisation and control studies. Engine-out emissions model γ ratio of specific heats C P /C V for air
