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Abstract- -We design and test a refined "angle between ormals" criterion for the construction 
of data-dependent triangulation of given points scattered in R 2. We try to design the criterion so 
that the corresponding piecewise linear interpolation will fit the given data "as smooth as possible". 
Numerical tests confirm the validity of our approach. @ 2001 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION,  NOTATIONS,  PROBLEM FORMULATION 
The aim of this paper is to design and test a refined "angle between ormals" criterion for the 
construction of data-dependent triangulation of given points scattered in R ~. We try to design 
the criterion so that the corresponding piecewise linear interpolation will fit the given data "as 
smooth as possible". 
We shall adopt the following notations: V = L~(tv!l)~ , v}2)), i = 1, . . . ,  N} is a finite set of given 
distinct noncollinear points in R 2, f~ is its convex hull, F = {F,, i = 1, . . . ,  N} C R is a set of 
data. Finite set T of triangles is a triangulation of (the convex hull of) f~ if 
(i) V is the set of all vertices of all triangles in T, 
(ii) UTCT ~ = ~, 
(iii) every edge of a triangle T of T contains exactly two points from V. 
By $(V) we denote the set of all triangulations of f~ and by Eo(T) the set of all internal edges 
of T. Let I I(T) be the linear space of piecewise linear continuous functions: 
FI(T) = {v • C(f~) : for all T • T V]T is polynomial of degree at most one} 
and let 7r:r satisfy 7r:r E II(T), 7r~-(vi) = F/, i = 1 . . . .  , N. If e • Eo(T), then ]e I is its length. 
Let e • Eo(T) and let vk, vl be the endpoints of e. Then there exist triangles T1 with vertices 
vk, vl, vml, and T2 with vertices vk,vl, Vm2, sharing e. We denote n (i) r (i) (i) ~(i) = ~nl ,n2 ,'°3 J the unit 
/ v l  V 2 / normal vector to the plane passing points (v~, v 2, 7r(vk)), (v 1, v~, ~r(vl)), t ml, m~, 7riving)), for 
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i = 1,2. By 8e,T we denote the angle between vectors nO),n(2) (i.e., 8e,~r = arccos(n~l)n~ 2) + 
(1) (2)_  (1) (2)~ n 2 n 2 -en 3 n 3 ). By Q(e) we denote the quadrangle 7~1U7~2. If Q(e) is convex, then by T'(e, T) 
is denoted the triangulation obtained from T replacing triangles 7"1, T2 by triangle T~ with vertices 
Vml, Vm2, Vk, and T~ with vertices Vml, Vm2, vt. The problem of scattered ata interpolation can 
be formulated in general as follows. 
Given V, F, and a set jr of functions defined on ~2 satisfying f(vi) = Fi, i = 1,... ,N  for all 
f e J:, find a function f E jr satisfying 
c ( f )  < c(f), for all f e •, (1) 
where c : ~ ~ ~ is a given (cost) function. 
The problem of scattered ata interpolation has many applications in science and engineering 
(e.g., in surface fitting, computer graphics, data compression, finite element approximation of 
solutions to partial differential equations). For review of results and applications of this topic, 
see [1]. 
The most popular and best understood choice (namely, in the context of surface fitting) is the 
following: 
7 = {~z I ~r • S(V)}, (2) 
where g : f~ ~ R is a given function and II.II is a given (e.g., L2(~)) norm. Since 7r7- is uniquely 
determined by T and F, we shall write c(T) instead of c(Tr~-). Triangulation T for which c attains 
its minimum is called data-dependent triangulation. 
Thus, F is understood to be a sample of g (i.e., Fi = g(vi), i = 1,... ,N) and f its best 
approximation in ~ in the sense of I1.11. 
However, g itself is often unknown (or difficult to evaluate) and the evaluation of II.II can also 
be computationally expensive. Thus, there is a challenge to replace c by a more comfortable and 
easily computable criterion 5, which mimics the properties of c. Moreover, the minimization of c 
required in (1) is also a nontrivial problem. It is usual to use the Lawson optimization procedure 
(LOP) [1] to obtain a suboptimal solution of (1). The suboptimal triangulation constructed by 
LOP is often also called the data- dependent triangulation. We will use the following version of the 
Lawson optimization procedure (more precisely, it is LOP with Maximal Reduction Strategy [2]). 
ALGORITHM LOP. 
Input: An arbitrary fixed triangulation T of fL 
Step 1: while { there exists e • Eo(7") satisfying c(T) > c(T'(e, T))} 
begin 
find eo • Eo(T) satisfying c(T'(eo,7")) < c(T'(e,T)) for all e • Eo(7"); 
7" := T'(eo, 7"); 
end; 
Output: T 
In this sense for fixed V and F, that data-dependent triangulation depends on jr, c, and the 
optimization procedure. 
In this paper, we fix jr  by (2), the optimization procedure is LOP, and we replace (3) by a cost 
function that is easier to compute and demonstrate numerically that our approach is competitive 
with other well-known algorithms. 
2. THE "ANGLE BETWEEN NORMALS"  ALGORITHM 
AND ITS MODIF ICAT ION 
There is no hope to find a universal criterion for all applications. However, in the class of 
smooth functions, it is meaningful to use the NCl-criteria (i.e., criteria which try to minimize the 
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discontinuity of the first derivatives of the interpolation function across the edges of T). From 
numerical experiments presented in [3], it seems that the "angle between normals" criterion 
(ABN) works best from the criteria of this class. Thus, we concentrate our attention on this 
criterion in this paper. 
We consider two versions of the ABN-criterion [3] 
eeEo(T) 
1/2 
(4) 
(5) 
Thus, the ABN1, ABN2 criteria are simply the 11,12 norms of the real vector formed by angles 
between all internal edges of T. 
The weak point of these criteria is the fact that it does not take into account he length of e, 
i.e., short and long edges with the same angle between ormals are considered to be equally bad 
(or good). 
In order to avoid this weak point, we modify the ABN criteria to 
CWABNI(~-) = ~ f~ Io~,~l ds = ~ Id 10<TI, 
eEEo(T) e6Eo(T)  
o 2 ds--  ~ lel0~,~- CWABN2('~) = ~ e ,T  
eEEo(T) eeEo(T) 
~/2 
(6) 
(7) 
Thus, each angle between normals is weighted by the length of the corresponding edge. Ex- 
pressions (6),(7) can also be interpreted as weighted 11,12 norms of the real vector formed by the 
angles 0e,:r. The (asymptotical) computational complexity of evaluation of expressions (6),(7) is 
practically the same as that of the original expressions (4),(5). 
3. NUMERICAL  EXPERIMENTS 
In order to be consistent with experiements presented in [3], we consider the same set V of 33 
random points in the unit square which was considered in [3]. The data vectors F j = (F~, . . . ,  F3J3) 
were obtained by evaluating test functions gj, j = 1,. . . ,  9 of [3] at points vi, i.e., F[ = gj(vi),  
i = 1, . . . ,33,  j = 1, . . . ,9 ,  where 
g l  = 
92 = 
g3 = 
g4 = 
95 = 
g6 = 
,gx 2,2)3 (,0x 1,2 9y l) 
exp 4 + ~exp - 49 10 
1 ( (9x -7)2+(9y-3)  2)  lexp(_ (9x_4)2  (9y_7)2) ,  
+ ~ exp 4 - ~ - 
tanh(9y - 9x) + 1 
9 
1.25 + cos(5.4y) 
6(1 + (3x - 1)2) ' 1( 1 ) 
5 exp -~ ((x - 0.5) 2 + (y - 0.5) 2) , 
1 ( 8 1  ) exp - - - ( (x -0 .5 )  2+(y -0 .5 )  2 ) , 
1 (64 - 81 ((x - 0.5) 2 + (y - 0.5)2)) 1/2 - 0.5, 
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1, 
2(y -~) ,  
g7 = 0.5 * (cos(4~r(~,y)) + 1), 
0, 
i f y - (> 0.5, 
i f0 < y -~_< 0.5, 
if r(~, y) _< 0.25, 
otherwise, 
where  r (~,y )  = ( (~-  1 .5 )2+(y -0 .5 )2)  1/2, 
gs = tanh( -3g(x ,  y))  + 1, g(x, y) = 0 .595576(y  + 3.79762) 2 - x - 10, 
g9 = (1 - 0 .5x)6(1 - 0.5y) 6 + 1000(1 - x)3x3(1 - y)3y3 + y6(1 _ 0.5x)6 + x6(1 _ 0.5y)6.  
Functions gi are chosen so that they represent some typical difficult situations in interpola- 
tion. The results of our computations are presented in Table 1. The values in the table are 
corresponding L2 norms of the actual error of the approximation of functions gl, i = 1 , . . . ,  9 
constructed by the Delaunay triangulation (i.e., triangulation maximizing the minimal angle in 
the whole triangulation) and the data-dependent criteria ABN1, WABN1, ABN2, WABN2. The 
LOP starting with Delaunay triangulation (constructed by program triangle of Schewchuk [4]) 
was used in order to find a (sub)optimal triangulation for each criterion. By bo ld  (italic) char- 
acters is written the best (worst) value of each pair ABN1-WABN1, ABN2-WABN2. In the last 
column, there is the name of the best of the tested triangulations for each of our test functions. 
9 
91 
92 
93 
g4 
95 
96 
97 
9s 
99 
Table 1. The L2 error of the piecewise linear interpolation constructed by the De- 
launay and data-dependent ABN1, WABN1, ABN2, WABN2 triangulations. 
Delaunay ABN1 WABN1 ABN2 WABN2 Winner 
0.078511 
0.029074 
0.041496 
0.030193 
0.056380 
0.026846 
0.141284 
0.256706 
0.086412 
O. 078124 
0.029297 
0.051110 
0.029069 
0.068145 
0.028557 
0.119344 
0.248560 
0.085650 
0.060898 
0.028876 
0.042247 
0.028912 
0.065680 
0.028154 
0.113758 
0.217025 
0.085714 
0.088020 
0.023749 
0.051309 
0.029044 
o. o561o7 
O. 027926 
0.109744 
0.459370 
0.085634 
0.075680 
0.030809 
0.043741 
0.028888 
0.056105 
0.027968 
0.110215 
0.259560 
0.085643 
WABN1 
ABN2 
WABN1 
WABN2 
WABN2 
Delaunay 
ABN2 
WABN1 
ABN2 
From Table 1, we see that the weighted form of the ABN criteria give better esults for almost 
all of our nine test functions. However, in some cases we see that the Delaunay triangulation is
better than both ABN and WABN criteria. This is caused by the fact that we do not minimize 
the actual error c(T) = IlzrT- -gllL2(a), but the functions defined by (4)-(7). It is interesting 
that ABN2 for the test function gs gives a very misleading triangulation (the value of the error 
for ABN2 is (almost) twice the error of Delaunay), while the weighted form WABN2 (ahnost) 
eliminates this effect in this case. 
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