Force-free magnetic fields are described as solutions of special nonlinear partial differential equations which are replaced frequently through linear equations. To record the diversity of the structures of these fields, a discussion of the nonlinear equations is necessary. For this purpose the method of similarity analysis is used. The Lie symmetry groups admitted by the nonlinear equations for force-free magnetic fields are presented. To record and classify the different types of group-invariant solutions, one-and two-dimensional optimal systems of subalgebras are listed. The reduced equations of the two-dimensional optimal system are systems of ordinary differential equations, and their solutions define similarity solutions which are force-free magnetic fields. Only in one case is it necessary to calculate similarity solutions numerically. The corresponding reduced equations are a nonautonomous dynamical system with the similarity variable in the place of time.
Introduction
Magnetic fields described by (V x Z?) x Z? = 0, V B = 0 (1) are called force-free. They were first discussed by Lundquist [1] and later by other authors, e.g. Lüst and Schlüter [2] . The determination of field configurations for force-free magnetic fields and the development of methods to calculate them are usually not based on (1) . M any authors use V x B = cc B, S7 B = 0 (2) as condition for force-free magnetic fields, where a is either a constant or a function of position and/or time (for references see, e.g., Priest [3] ). Condition (2) Therefore, if a is a function of position, it has to be a constant along the magnetic lines of force.
If a is a given function for all solutions of (2), the problem is a linear one. But (1) describes a nonlinear problem since the sum of two different solutions of these equations does not, in general, produce a third 
(4)

D
In contrast to the linear case, this function a can be different for different solutions of (1) .
The concept of force-free magnetic fields has been used in connection with several physical situations of plasma physics, for example in modeling the coronal magnetic fields of the Sun (e.g. Low and Lou [4] , Browning [5] ) or in the context with plasma relaxation theory and reversed field pinches of the magnetic con finement physics (cf. Taylor [6] , Ortolani [7] ). The above mentioned linear problem for force-free mag netic fields seems to be inappropriate for investiga tions of some interesting problems, especially of solar physics and astrophysics.
In this paper the tools of the similarity analysis will be used for determining exact solutions of the nonlin ear equations (1) . The similarity analysis for differen tial equations is well described in the literature (Ovsiannikov [8] , Olver [9] , Bluman and Kumei [10] ). Therefore in what follows the details of the procedures are omitted.
In Sect. 1 the Lie point symmetry group admitted by (1) is given. In Sect. 2 the classification of possible similarity solutions is carried out and optimal systems are determined. In Sect. 3 some similarity solutions of (1) are presented.
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Lie Symmetries of the Equations for Force-free Magnetic Fields
Transformations acting on the independent and de pendent variables of a system of differential equations with the property that solutions are transformed to other solutions of this system are called symmetry transformations. The symmetry group of a system of differential equations is the largest local group of sym metry transformations admitted by the system. As usually, only connected local Lie groups of sym metries are considered in this paper. The infinitesimal generators of a Lie symmetry group are vector fields which are elements of the Lie algebra corresponding to the Lie group. Since every element of a Lie symme try group can be obtained by exponential maps for suitable elements of the corresponding Lie algebra, the explicit determination of the symmetry group of a system of differential equations is reduced to the cal culation of infinitesimal generators providing a basis for the admitted Lie algebra. The Lie algebra of infin itesimal symmetries of the Eqs. (1) is spanned by the eight vector fields (Richter [11] ):
The commutator of the Lie algebra, defined
, yields the commutator table (Table 1) .
The base vectors vt, i = 1___ , 8 , generate one-parameter groups G, , i = 1 , 8 . The symmetry groups G x, G2, G3 are space translations and G4, Gs, G6 are space rotations. The group G 7 represents a space scal ing symmetry while G 8 demonstrates the magnetic field scaling of the system (1). Thus the list of sym metries admitted by this system is rather small. The system (2) with a e IR admits a 7-parameter Lie group where the corresponding Lie algebra is formed by vx,..., v6, and v8 of (5). As is well-known, linear partial differential equations always admit a trivial infiniteparameter Lie group of transformations in addition to finite-parameter Lie groups. In case of (2) these trivial
is any function satisfying (2) . In this paper only the system (1) is investigated. The full symmetry eight-parameter group G of (1) can be generated by the one-parameter transformation groups G 1, . . . , G 8. In particular, an arbitrary group transformation g e G can be represented uniquely in the form (6) for suitable (els ... 
The corresponding action on solutions of (1) shows
where R -1 is the inverse of matrix R. every solution of (1) which is invariant for all transfor mations h e H , can be obtained by solving a system of partial differential equations involving s < 3 fewer in dependent variables then the Equations (1), called re duced system. Therefore, if s = 2, one gets a system of ordinary differential equations, and for s = 3 the re duced system would be algebraic. W ith every solution of a reduced system one finds similarity solutions of system (1) by substituting back the used transforma tions. In many cases it is possible to get in this way similarity solutions in analytic forms. Otherwise one can solve the reduced systems of ordinary differential equations numerically. For classifying group-invariant solutions one needs a criterion of equivalence under which all possible subgroups of G are separated into nonintersecting classes of subgroups. For any g e G with g £ H , an H-invariant solution is transferred to a gHg~ ^in vari ant solution. The two subgroups H and gH g~l are called conjugate. An optimal system © s of G is a list of s-parameter subgroups of G which contains one rep resentative of each conjugacy class. Therefore every s-parameter subgroup of G is conjugate to precisely one member in the optimal system 0 S. If one has one similarity solution for all subgroups of this list, every other similarity solution which is invariant under some s-parameter subgroup of G can be found by a suitable element g eG .
The correspondence between Lie subgroups and Lie subalgebras leads to an analog formulation for optimal systems of subalgebras. If one knows an opti mal system of subalgebras, a corresponding optimal system of subgroups can be constructed by applica tion of the exponential map to every subalgebra. Therefore, techniques for determining optimal subalgebraic systems are very important (for references and a summary of the techniques see, e.g., K ötz [12] ).
The results of classifications for one-and two-dimensional optimal systems of subalgebras of the Lie algebra given by (5) are placed in Tables 2 and 3 . The vectorfields enclosed by brackets generate the differ ent subalgebras J f . Table 2 . The one-dimensional optimal system 0 t where a > 0 and b e R . 3. Similarity Solutions of Equations (1) Subgroups of the two-dimensional optimal system © 2 (see Table 3 ) are considered. In the following the results are only assembled, and trivial solutions B = const are not mentioned. Note that every solution which is given in the following can be transformed according to (9) in order to obtain new and mostly more complicated similarity solutions.
J f (vy
+ v6 + bv8) ( -vl + v6 + bv8) J f (av6 + v1 + bv8) J f ( v l + bv8) J f ( v 6 + b v8)
A ) J^1(v1,v2)
Bx,B y,B z are functions which cannot depend on the variables x and y. The reduced equations have non trivial solutions only for Bz = 0, and in this case they merely require B2 (z) + By (z) =B% = const, i.e., a con stant energy density of the magnetic field. Equation (4) yields
An admitted similarity solution is Bx = ct cos (w) + c2 sin (u),
where c v c2 e IR with c\ + c\ =B l and an arbitrary differentiable function u(z). From (10) one gets a = ± ( -}. Therefore (11) describes solutions of the \d z j linear problem (2) only if the functions u (z) have iden tical derivatives.
Bx, By, B, are functions merely of the two indepen dent variables y and z. The reduced equations are ordinary differential equations with z as independent variable. They have nontrivial solutions only for Bz 7^ 0, and in this case one finds the similarity solu tions
Substitution of (14) into (15) The reduced equations are ordinary differential equations with z as independent variable. The solu tions of these equations produce the similarity solu tions
with c^C jjy e lR and x = yj\ +a2 + y2, v = x + ay. 
(15)
and that implies for (14) the form M any of the force-free magnetic fields which have been discussed in the literature are solutions of (14) with (16) . Note that all these fields are similarity solu tions of (1) For \ x\ = 0.5 follows Bz = Q~il2 ( c^c j l n e ) ,
Force-free magnetic fields of these and more general forms have been discussed by Chiuderi et al. [13] . If a(2Jz(ß)) is assumed, (17) may be written
his equation has been discussed in Cartesian coordi nates by Emtes and Kovbasenko [14] . B(q, (p + 2n, z) = B(q, (p, z) . Hence only the case a = 0 is considered.
I f B c = 0 is assumed, one gets only a zero magnetic field. 
If one chooses
where b e R is a constant parameter and the prime ' denotes derivation with respect to X. This system can be written as a nonautonomous system of evolution equations: The system (26) may be discussed as a nonau tonomous dynamical system with the independent variable X in the place of time. Note that this system admits the symmetry transformation (X, C2,C3) ->( -A, f i,C 2, -C3)-Therefore it is sufficient to dis cuss (26) for X > 0. Real-valued solutions of (25) 
The energy density of the magnetic field is given by Ci + Cl = const is valid, and in accordance with the remaining equations of (25) it follows from (34)
where C, K e R with K > X^n2 are given by initial con ditions. Thus from (22) Figure 9 . Note that the zeros of both functions coincide.
Concluding Remarks
Each of the similarity solutions given in Sect. 3 can be used as / in (9) to obtain further similarity solu tions. Note that in this way all solutions contained in different subgroups i f 1,... H 6 lead to different new similarity solutions.
W ith (4) one can calculate both functions a and, say,
5
. for a given similarity solution and the transformed similarity solution (9) . It can be shown that ä = e~tn a follows. Therefore in the cases JF 2, 3, and 5 only similarity solutions with a = const exist. For Jf*4, the case Be = 0 is a special one because the function a may be chosen in (17) . In the case J f 6, interesting forms of similarity solutions are given by (22) The magnetohydrodynamic stability of force-free magnetic fields has been studied by several authors with the aid of the energy principle of Bernstein et al. [16] . The stability of a constant-a force-free field (e.g. Lundquist field) can be achieved by surrounding the plasma by a perfectly conducting rigid wall (cf. Voslamber and Callebaut [17] , Krüger [18] ). Forcefree fields which are describing certain magnetic struc
