Single-cell RNA-sequencing (scRNA-seq) provides new opportunities to gain a mechanistic 3 understanding of many biological processes. Current approaches for single cell clustering are often 4 sensitive to the input parameters and have difficulty dealing with cell types with different densities.
Introduction 29
Single-cell RNA-sequencing (scRNA-seq) has attracted great attention in recent years. Unlike 30 traditional bulk RNA-seq analysis, scRNA-seq provides access to cell-to-cell variability at the 3 31 single-cell level. This allows defining individual cell types, and subtypes, among a population 32 containing multiple types of cells, and also makes possible following how individual cell types 33 change over time or after being exposed to various perturbations (1) (2) (3) (4) . 34 Classifying single cells based on their expression profile similarity is the basis for scRNA-seq 35 analysis. A variety of clustering approaches have been developed and applied to scRNA-seq 36 analysis such as hierarchical clustering (5-7), K-means clustering (8) (9) (10) (11) , , 37 pcaReduce(13), SC3(14) , Seurat(3, 15) , SCANPY(16) , RCA(17) , and dropClust (18) . There are also 38 algorithms, like RaceID/RaceID2(4, 19) and GiniClust (20) , were developed specifically to identify 39 rare cell types. Nevertheless, one challenge is that clustering results are often highly sensitive to 40 input parameters, and sometimes the required parameters are not intuitive to users (S1 Table) . 41 For example, DBSCAN(21) is a clustering that required two parameters to classify clusters based 42 on the densities of subpopulations, and has been applied in some scRNA-seq studies (3, 22, 23) . 43 However, it is difficult for users to pick proper required parameters without the aid of other 44 computer programs and different parameters can lead to different clustering results (S1 Fig and S2 45 Fig) . Furthermore, it is also challenging for density-based clustering algorithms to properly handle 46 clusters with different densities(23). This can often be the case for single cell clustering because 47 different cell types can exhibit different levels of variation in similarity among the cluster members. 48 To address these issues, we have developed Panoramic View (PanoView), which utilizes an 49 iterative approach that searches cell types in an evolving principal component analysis (PCA) 50 space. The strategy is that we identify the cell cluster with the most confidence in each iteration 51 and repeat the clustering algorithm with the remaining cells in a new PCA space ( Fig 1A) . We 52 define the most confident cluster as the "mature" subpopulation that has the lowest variance in the 53 current PCA space. To cluster cells in a given PCA space, we have developed a novel density-54 based algorithm, namely Ordering Local Maximum by Convex hull (OLMC) ( Fig 1B-D) , that uses a 55 heuristic approach to estimate the required parameters based on the input data structures (see 
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67
Results of simulated datasets 68
To evaluate the performance of PanoView, we first tested 1,200 simulated data with varying 69 configuration parameters (e.g. numbers of clusters and standard deviation of the members within 70 clusters). The performance of the clustering was evaluated using the Adjusted Rand Index (ARI), 71 which measures the similarity between the cell membership produced by a chosen method and the 72 ground truth(24).
73
We compared the performance of PanoView with 9 existing methods, including pcaReduce(13), 74 SC3(14), Seurat(15), SCANPY(16), RCA(17), K-means without prior dimensional reduction, PCA 5 75 followed by DBSCAN, PCA followed by K-means, and TSNE followed by K-means. The results 76 showed that PanoView and SCANPY outperformed other benchmarking methods in all datasets 77 tested using default parameters. Although we input the correct number of clusters for K-means and 78 pcaReduce, their performance decreased in the datasets with a large number of clusters (K-means, 79 TSNE+Km, PCA+Km, pcaReduce in Fig 2A) . For DBSCAN, we tuned the required parameters until 80 they reached optimal performance in datasets with n=3 and 4 (PCA+DB in Fig 2A) . However, its 81 performance dropped significantly when . We also observed a similar outcome in Seurat, > 10 82 whose performance dramatically dropped for . It is worthy to note that these methods could > 17 83 achieve much better performance if we tune the parameters for each dataset. In this study, we only 84 used the default parameters for all the methods and evaluated the robustness of the methods with 85 different datasets. SC3 and RCA with default parameters did not produce usable clustering result 86 for the simulated datasets. Results of published scRNA-seq datasets 100 We applied PanoView to 11 published scRNA-seq datasets, ranging in size from 90 cells to 101 20,921 cells (S2 Table) . We used the reported clustering results as the ground truth for the 102 calculation of ARI, assuming that the authors optimized their analysis correctly with the expertise in 103 the research topics. Based on the overall performance of eight tested methods, we divided them 104 into two tiers by the median value of 0.5 in ARI ( Fig 2B) . The median values of ARI in the first tier (PCA+Km), 0.318 (TSNE+Km). This difference in tiers was not surprising, as the methods in the 108 first tier were specifically designed for single-cell analysis. Though SCANPY and pcaReduce were 109 also developed for the analysis of single cells, they did not show good performance in this study. In 7 110 the first tier, four methods seem to have relatively similar performance. However, there is a 111 noticeable difference in the datasets that exceed 3,000 cells. Fig 2C shows that for these larger 112 datasets, PanoView outperformed the other methods by a significant margin, so that the median 113 value of ARI was 0.729 and the rest of methods were 0.488 (RCA), 0.411 (SC3), 0.298 (SCANPY), 114 0.447 (Seurat), 0.305 (pcaReduce), 0.282 (TSNE+Km), 0.378 (PCA+DB), 0.245 (Kmeans), 0.185 115 (PCA+Km). We also observed that PanoView displayed relatively less variation. For smaller 116 datasets, PanoView (median: 0.766) still ranked first among all methods tested ( Fig 2D) . The result 117 of ARI values for all methods is provided in S3 Table. 118 119 Computational cost 120 We also examined the computational cost of PanoView in the real scRNA-seq datasets. It is not 121 surprising that data analysis takes longer when datasets contain more cells (Fig. 3 ). We also 122 compared the computational cost with other methods, which generated reasonable clustering 123 results. It is obvious that PanoView is not the fastest algorithm. SCANPY, Seurat and RCA are 124 faster than PanoView. It is interesting that SC3 and pcaReduce are slower than PanoView and 125 they failed to generate clustering results for the largest dataset. To evaluate the ability to identify rare cell types, we first applied PanoView to 260 simulated 157 datasets and benchmarked it with Seurat, GiniClust, RaceID2, and SCANPY. GiniClust and 158 RaceID2 are two single-cell methods that were specifically designed for detecting rare cell types. 159 We used recovery rate and false positive rate to evaluate the performance of detecting rare cell 160 types (table in Fig 5) . PanoView had the best performance that it correctly recovered the rare cell 161 subpopulation in 87.31% of datasets. Although GiniClust recovered 66.54% of datasets, there were 162 85 datasets contained false-positive rare clusters, resulting in a false-positive rate of 32.69%. In the 163 case of PanoView, only 6 datasets had false-positive rare clusters, resulting in a false-positive rate 164 of 2.3%. Seurat had 3 false-positive rare clusters, resulting in a false-positive rate of 1.15%. We 165 used one simulated dataset to illustrate the accuracy between methods ( Fig 4B-4F ). PanoView is 166 the only method that perfectly identified rare cell populations and major cell populations. GiniClust 167 did recover the rare cell populations; however, it also produced false positive cells that were 168 scattered in the three other major clusters. Seurat and SCANPY also showed poor performance in 169 identifying rare cell types. Specifically, Seurat divided the one rare cell type into three clusters, 170 while SCANPY grouped rare cells into one major cluster. RaceID2 did not produce a usable 171 clustering result for this chosen dataset. In addition to simulated datasets, we also used Patel dataset to examine the performance of 182 detecting rare cells ( Fig. S4 ). GiniClust reported that it successfully detected one rare cell type in 183 this dataset (20), which consists of 9 cells in glioblastoma tumors. These cells were also 184 discovered by the original study showing highly expressed oligodendrocyte genes(6). In our result 185 ( Fig S4) , PanoView identified a cluster (cluster #2) that includes 7 cells, which are corresponding to 186 the rare cells in the original study. SCANPY reported a cluster with 9 cells, among which 8 were 187 the rare cells. SC3 identified a cluster with 10 cells, among which 8 were the rare cells. Seurat 188 assigned 9 rare cells to a major cluster, which has 88 cells in total. A similar outcome was also 189 observed in RCA and pcaReduce that both algorithms merged the rare cells to a major cluster.
190
RaceID2 recovered 8 rare cells from a cluster with 9 cells; however, it also produced many much 191 smaller clusters than the other methods. These results indicated that PanoView not only recovers 12 192 most rare cells but also produces reasonable clusters representing the heterogeneity in poorly characterized. PanoView identified a total of 11 clusters (Fig 6A) , the majority of which 201 consisted of radial glia, neurogenic and gliogenic progenitor cells, immature neurons, as expected.
202
A considerable number of non-neuronal cells were also profiled, including pericytes, endothelial 203 cells, erythrocytes, and macrophages. We selected 12 marker genes to show the specific 204 expression level across 11 clusters (Fig. 6B ). Four rare cell clusters were also identified, which 205 consisted of a myeloid-like cell type that likely consists of pericyte precursors (28), tissue-resident 206 microglia, infiltrating monocytes, and an unidentified vascular cell type. With the exception of the 207 last cell type, which likely represents a previously uncharacterized subtype of endothelial or 208 pericyte precursor cell, the other three rare cell types represent cells that are known to be found in 209 the embryonic mouse brain. identify cell specificity. After the identification of cell types, we are also able to determine the 228 marker genes that show specific expression in each cell type (e.g. Fig. 6B ). We believe that the cell 229 atlas and the corresponding marker genes will be a valuable resource to study various biological 230 processes.
232
Materials and methods
PanoView algorithm 234 The key of PanoView is to iteratively search clusters in different sets of variable genes. Our 235 algorithm first performs PCA reduction based on a set of variable genes (defined below). By 236 choosing the first three principal components which explain the largest variance across all cells, 237 PanoView then applies a novel density-based clustering approach, ordering local maximum by 238 convex hull (OLMC), to cluster cells into multiple groups. These groups are evaluated by their 239 variances and the Gini index in the current gene space. PanoView then identifies the best "mature" 240 cluster that is the one with the lowest variance, and the rest of the cells will be put into the next 241 iteration. A new set of variable genes is determined with the remaining cells and the same 242 procedure (PCA reduction and OLMC) is repeated. The iteration of PanoView is terminated when 243 no more cluster can be produced, or Gini index reaches a threshold. Next, PanoView produces a 244 hierarchal dendrogram for all generated clusters and merges similar clusters based on the cluster-245 to-cluster distance.
246
A pseudo-code is provided as the following to detail as to how PanoView works: are grouped into 20 bins based on their average expression levels. Second, the ratio of variance 271 and mean for genes in each bin is calculated. Third, z-normalization is performed using the ratio of 272 variance and mean in each bin and using the z-score as a threshold to obtain a set of variable 273 genes. The default value of z-score is 1.5 (Zscore=1.5). We also exclude the lower expressed 274 genes whose average expression is less than 0.5 (Genelow=0.5). This selection of variable genes 275 is carried out during each iteration of PanoView. of a set of vertices is constructed. Third, we search for the next local maximum density. Assuming 289 is the first one from the remaining ranked cells, we first define as the distance to the 1 290 nearest vertices of and is the average of pairwise distance for the vertices of convex hull . To illustrate OLMC, a toy model consisting of 500 random points is provided (Fig 1B-D) . In where the highest density is. The first convex hull (the cyan in Fig 1D) is constructed by the points 302 within the first bar ( Fig 1C) of the distance histogram. After removing the points in the cyan convex 303 hull, the next point with the highest density is where number of 23 is, and the second convex hull is 304 constructed by the points in the first bar (in green) of the second histogram that is calculated by 305 distance distribution to the point of 23, a local maximum density. Followed by the same procedure, 306 the next local maximum (point of 22 in yellow) is located and the third convex hull is built. In the 307 end, OLMC identifies the locations of three local maximums, and assign rest of the points to the 308 nearest local maximums.
309
In PanoView, the goal is to find as many clusters as possible during the iterations. Therefore, 310 we adopted a heuristic approach to optimize the bin size that controls the histogram of distance 311 to local maximums for constructing convex hulls. We generated a simulated data of 500 2D points 312 to illustrate the optimization (S3 Fig). By incrementally increase the bin size by 5, OLMC would 313 reach a saturated state that no more local maximums can be located. We carry out the optimization 314 until the saturated state or the bin size of 100 (Maxbb = 20)
315
Due to the computational efficiency, this optimization is only activated when the number of cells 316 during iterations is smaller than CellNumber=1000. Otherwise, the default =20.
318
Cluster evaluation in PanoView 319 One crucial step in PanoView is to evaluate the clusters produced by OLMC for locating the 320 "mature" cluster during each iteration. The idea is to use Gini index to evaluate the inequality of 321 clusters. PanoView first calculates the pairwise correlation distance for every cell within each , 322 cluster using , = 1 - and ranked the clusters in the descending order.
PanoView then calculates the Gini index G i (i=2, to n), for the top i clusters. Here n is the total 327 number of clusters in this iteration. The Gini index(31) was defined as
where are the variances in a population of variances, is the number of variances, and 2 , 2 330 is the mean of a population of variances.
331
If there is a Gini smaller than the threshold of 0.05, PanoView will keep the cluster with the 332 minimum variance (i.e. the "mature" cluster) and put the rest of cells into the next iteration.
334
Generation of simulated datasets 335 We used Scikit's sample generator (29) given standard deviation ( ). For each n, we generated 20 random configurations (i.e. = 0.5,1,2 342 datasets). In total, we generated 1,200 different random datasets.
343
For evaluating the ability to identify rare cell-types, we followed the same procedure to 344 generate simulated datasets. The number of clusters ranged from 3 to 15, and the standard 345 derivation of each cluster was 1. In each dataset, we randomly picked one cluster and removed 346 90% of the cells from that cluster. This cluster was defined as the rare cell subpopulation. In other 347 words, the size of the rare cluster is about 0.6% to 3% of the total population. We also varied the 348 random state of the generator by 20 random numbers to have a total of 260 random datasets. The Real single-cell RNA-seq datasets 355 We used the following 11 scRNA-seq datasets in our study. Yan et al profiled transcriptomes of 356 human preimplantation embryos and human embryonic at different passages (32) (GSE36552). scRNA-seq to classify dendritic and monocyte populations from human blood (37) (GSE94820).
365
Zeisel used scRNA-seq to study the transcriptome of mouse somatosensory cortex S1 and 366 hippocampus CA1 (2) Benchmark with other clustering methods 373 For parameters in pcaReduce, we used the default setup (nbt = 1, q = 30, method = "s"). For 374 key parameters in Seurat, we used model.use = "negbinom", pcs.compute = 30, weight.by.var = 375 FALSE, dims.use = 1:10, do.fast = T, reduction.type = "pca", dims.use = 1:10. For key parameters 376 in SCANPY, we used counts_per_cell_after=1e4, min_mean=0. 0125, max_mean=3, min_disp=0.5, 377 max_value=10, n_neighbors=10, n_pcs=40. For RCA, we used the default setup. For SC3, we 378 used the default setup and sc3_estimate_k as the final clustering output. In the Baron dataset, SC3 379 only reported the clustering result for 5,000 random cells due to the activation of SVM. We had to 380 use these reported 5,000 cells to calculate the ARI value. For DBSCAN, we first did PCA reduction 381 with Scikit's default setup and adjusted epsilon and minPts based on the visualization of PCA 382 space. We also used Scikit's default setup for executing Kmeans (n_clusters = k, init = 'random') 383 and TSNE (n_components = 2, random_state = 1, init = 'random', n_iter = 1000).
384
For benchmarking RaceID2 in our simulated datasets, we used the default setup from the 385 manual and did not pass the step of findoutliers. Therefore, we used @cluster$kpart as the final 386 clustering result. For benchmarking GiniClust in our simulated datasets, we used the default 387 parameters from the manual except for Gini.pvalue_cutoff. We adjusted it from 0.0001 to 0.005 388 because the default value of 0.0001 did not produce useable clustering results.
390
Evaluation of performance in detecting rare cell types 391 We used recovery rate and false positive rate to evaluate the performance of clustering 392 methods on detecting rare cell types. In each simulated dataset, we always have one rare cell 393 cluster and n (n=2 to 14) major cell clusters. If the rare cell cluster was perfectly detected with the 394 correct number of cells within the cluster, we considered that the algorithms recovered the rare cell 395 type. On the other hand, if cells from a major cluster were grouped into multiple clusters and at 396 least one of the sub-cluster had the size less than 10% of the major cluster, we considered that the 397 algorithm generated a false positive rare cell type. 
