We study measures on [0, 1] which are driven by a finite Markov chain and which generalize the famous Bernoulli products. We propose a hands-on approach to determine the structure function τ and to prove that the multifractal formalism is satisfied. Formulas for the dimension of the measures and for the Hausdorff dimension of their supports are also provided.
Introduction
Multifractal measures on R d are measures m for which the level sets
log m(B(x, r)) log r = α are non-trivial for at most two values of the real α. In practice, it is impossible to completely describe the sets E α , but we can try to calculate their Hausdorff dimensions. To this end, Frisch and Parisi ( [7] ) were the first to use the Legendre transform of a structure function τ . A mathematically rigorous approach was given by Brown, Michon and Peyrière in [2] and by Olsen in [9] . There are many situations in which the Legendre transform formula, now called multifractal formalism, is satisfied. For a comprehensive account see see e.g. [3] , [5] , [6] , [11] or [8] .
A fundamental model for multifractal measures is given by so called Bernoulli products, see for example Chapter 10 of [4] . Roughly speaking, if I ε1···εn are the ℓ-adic intervals of the n th generation and (X n ) is an i.i.d. sequence of random variables, then Bernoulli product m can be defined by m(I ε1···εn ) = P [X 1 = ε 1 , · · · , X n = ε n ].
The purpose of this paper is to provide an explicit analysis of a natural generalization of this model. Instead of an i.i.d. sequence, we consider an irreducible homogeneous Markov chain. Consequently, the measure m satisfies the recurrence relation m(I ε1···εn+1 ) = p εnεn+1 m(I ε1···εn ), where P = (p ij ) is the transition matrix of X n (see the next section for full details).
In Section 3, we identify a formula for the structure function τ of such a measure and we compute its dimension. Section 4 contains a construction of auxiliary (Gibbs) measures. While it involves a nontrivial rescaling, we insist on the fact that our results don't require sophisticated tools but only some fundamental results of multifractal analysis and the use of Perron-Frobenius theorem. We are then able to prove that the multifractal formalism is satisfied and we give a formula for the Hausdorff dimension of the (closed) support of the measures. Finally, in Section 5 we discuss ergodic properties and prove that for a given support K, the measure m with maximal dimension is essentially unique.
Preliminaries
Set S = {0, 1, 2, ℓ − 1}. Let W n be set of words of length n over the alphabet S. A concatenation of two words ε = ε 1 · · · ε n ∈ W n and δ = δ 1 · · · δ k ∈ W k will be denoted by εδ = ε 1 · · · ε n δ 1 · · · δ k . Let F 0 = {[0, 1)} and for n ≥ 1, F n be the set of ℓ-adic intervals of order n, that is the family of intervals of the form
where ε = ε 1 · · · ε n ∈ W n . If I = I ε ∈ F n and J = I δ ∈ F k , we will write IJ = I εδ . Note that IJ ⊂ I. Finally, we will denote by I n (x) the unique interval I ∈ F n such that x ∈ I and |I| the length of the interval I.
Consider a discrete Markov chain X = (X k ) k≥1 on S with an initial distribution p i = P (X 1 = i), i ∈ S, and the transition probabilities P = (p ij ) ℓ−1 i,j=0 where p ij = P (X n+1 = j | X n = i). In order to exclude degenerated cases, we will suppose that p ij = 1 for any (i, j) ∈ S × S. Note that for the sake of coherence with the definition of F n , the entries of matrices and vectors will be indexed by numbers starting from 0.
If necessary, we will assume that X is irreducible, that is for all i, j ∈ S there exists k ≥ 2 such that P (X k = j|X 1 = i) > 0.
For a matrix P = (p ij ) i,j∈S we denote by P n the usual matrix power. This should not be confused with P q , q ∈ R, which stands for the matrix whose entries are given by (p q ij ) i,j∈S . In this context, by convention we will set 0 q = 0 for any q ∈ R.
The Hausdorff dimension (box dimension, respectively) of a set E will be denoted by dim H E (dim B E). Recall the definitions of the lower and upper dimension of a probability measure µ on R d :
where H s denotes the Hausdorff measure in dimension s. If these two quantities agree, the common value is called the dimension of µ and denoted by dim µ. In this case the measure is said to be unidimensional. For more details, we refer the reader to e.g. [8] .
By c or C we will denote a generic positive constant whose exact value is not important and may change from line to line. For functions or expressions f and g, depending on a variable x, say, we will write f ≍ g if there exists a constant c which does not depend on x and such that c −1 g(x) ≤ f (x) ≤ cg(x) for any admissible x.
The measures and the structure function τ
Let (X n ) n≥1 be a Markov chain on S with initial distribution (p i ) i∈ S and transition matrix P = (p ij ). Define the measure m as follows: m(I ε1···εn ) = P (X 1 = ε 1 , . . . , X n = ε n ).
Then m(I i ) = p i , i ∈ S, and by the Markov property, m(I ε1···εn ) = P (X n = ε n | X n−1 = ε n−1 · · · X 1 = ε 1 )P (X n−1 = ε n−1 · · · X 1 = ε 1 ) = p εn−1εn m(I ε1···εn−1 ).
Iterating, we get
In other words, a finite trajectory of X selects an interval and assigns it a mass equal to the probability of the trajectory. The measure is well defined since for any given ℓ-adic interval I there is exactly one path to it and its subintervals can be reached only through I. Because of the additivity property m(I ε1···εn ) = n−1 k=0 m(I ε1···εn−1k ) and the property lim n→+∞ m(I ε1···εn ) = 0, it is well known that formula (3.1) defines a probability Borel measure whose support is contained in [0, 1] (see for example [12] ). Moreover the measure m is such that m({x}) = 0 for any point x.
The construction proposed here can be viewed as a generalization of a classical Bernoulli measure. Our goal is to give a hands-on approach to the multifractal analysis of such measures. (1) Natural measure on the triadic Cantor set. Let
and set the initial distribution (p 0 , p 1 , p 2 ) = (1/2, 0, 1/2). Then C = supp m is the ternary Cantor set and m is the normalized (log 3 2)-Hausdorff measure on C. (2) Bernoulli measures. Let p = (p 0 , · · · , p ℓ−1 ) be a probability vector and suppose that (X i ) are i.i.d. random variables with P (X 1 = j) = p j . By independence p ij = p j so that
Hence, by (3.1) we get m(I ε1···εn ) = p ε1 · · · p εn , and the measure m is the classical Bernoulli product. (3) Let ℓ = 2, p = 1/2 and
The associated measure m was introduced by Tukia in [13] . It is a doubling measure with dimension dim(m) = −(p log 2 p+(1−p) log 2 (1−p)) < 1. The associated repartition function f (x) = m([0, x]) is a singular quasisymetric function.
(4) Random walk on Z ℓ . Let p ij = 1/2 if |i − j| = 1 or (i, j) = (0, ℓ − 1) or (i, j) = (ℓ − 1, 0). If, for example, n = 3,
As we will see later, the associated measure is monofractal with dimension log 2 log ℓ .
Define as usual the structure function τ (q) by
with the usual convention 0 q = 0 for any q ∈ R.
Theorem 3.2. Let m be a probability measure driven by a Markov chain with transition matrix P . Suppose that the matrix P is irreductible. For q ∈ R, let λ q be the spectral radius of P q . Then τ (q) = log ℓ (λ q ) and the limit does exist in (3.2).
Proof. Let W n,k be the subset of W n consisting of words that end with k ∈ S. Set
and let S n be the (line) vector (s n,0 , . . . , s n,ℓ−1 ). In particular, W 1,k = {k} and S 1 = (p q 0 , . . . , p q ℓ−1 ). We claim that
Indeed, the j th coordinate of S n P q is given by
Using the Markov property, we have p kj m(I ε ) = m(I εj ) when ε ∈ W n,k . It follows that
which is the j th coordinate of S n+1 . So that (3.3) follows. Iterating, we obtain
Let us now introduce the following notation. If a = (a 0 , · · · , a ℓ−1 ) and b = (b 0 , · · · , b ℓ−1 ) are two vectors in R ℓ , we will write a ≺ b when a i ≤ b i for any value of i. Observe in particular that that S 1 ≻ 0 and is not identically equal to 0. Let λ q be the spectral radius of the matrix P q , which is also the spectral radius of the transposed matrix P t q . The matrix P q being positive and irreductible, Perron-Frobenius Theorem ensures the existence of an eigenvector ν q with strictly positive entries, satisfying ν q P q = λ q ν q . Therefore, there exists a constant C > 0 such that S 1 ≺ Cν q . It follows that
On the other hand, using the irreductibility property of the matrix P q , we can find an integer k such that the matrix I + P q + · · · + P k q has strictly positive entries. It follows that the line vector S 1 + S 1 P q + · · · + S 1 P k q has strictly positive entries and we can find a constant C > 0 such that
Taking the logarithm, we can conclude that τ (q) = log ℓ (λ q ) and that the limit exists. Proof. This can be seen as a consequence of the Kato-Rellich theorem (see for example [10] ). But in this finite dimensional context, there is an elementary proof. Let F (q, x) = det(P q − xI) be the characteristic polynomial of P q and let q 0 ∈ R. Observing that F (q 0 , λ q0 ) = 0 and ∂F ∂x (q 0 , λ q0 ) = 0 (the eigenvalue λ q0 is simple), the map q → λ q is given arround q 0 by the implicit functions theorem. Moreover, F being analytic in q and x, it is well known that the implicit function is analytic.
The existence of τ ′ (1) ensures that the measure m is unidimensional (see e.g. [8] , Theorem 3.1). 
Example 3.5. If m is the Bernoulli measure from Example 3.1 (2), then by Theorem 3.2 we get the well known formula for τ
Example 3.6. Actually, if ℓ = 2, we can obtain an explicit formula for any given Markov chain. Suppose that a, b ∈ (0, 1) and
Indeed, by Theorem 3.2 we get
Rearranging, we get (3.5) . Note that the coefficients in (3.5) come from the stationary distribution of X:
This observation will be generalized in Theorem 3.8 below.
Example 3.7. Let (a 0 , · · · , a ℓ−1 ) be a probability vector (with possibly some entries that are equal to 0) and P be an ℓ × ℓ irreductible stochastic matrix with entries a 0 , . . . , a ℓ−1 in every row, but in an arbitrary order. Then τ (q) = log ℓ a q 0 + . . . + a q ℓ−1 and dim(m) = h ℓ (a 0 , · · · , a ℓ−1 ). In particular, if κ is the number of a i 's that are not equal to 0 and if each nonzero a i is equal to 1/κ, we get dim(m) = log κ log ℓ which is the maximal possible value and is also the dimension of the support of the measure m. Such a remark will be generalized below.
Consequently, τ (q) = log ℓ a q 0 + . . . + a q ℓ−1 . It follows that τ ′ (1) = −h ℓ (a 0 , . . . , a ℓ−1 ).
If there are only κ nonzero values in the probability vector (a 0 , · · · , a ℓ−1 ), say e.g. a 0 , · · · , a κ−1 , the formula turns to dim m = − κ−1 j=0 a j log ℓ a j which is maximal when a j = 1/κ for any j.
Let us finish this part with a general formula for the dimension of the measure m. That is the purpose of the following theorem. Iterating, we get
Observe now that s n−1,k is the k th component of S n−1 = S 1 P n−2 (see (3.4) ). It is well known that the Cesaro means converge to the stationary distribution π (even in the periodic case). The theorem follows. This example shows that the "uniform" transition densities does not need to imply the maximality of dim m. Indeed, we will see in Corollary 4.2 that there always exists a choice of the transition matrix for which the dimension of the measure coincides with the dimension of its support.
Multifractal analysis and dimension of the support
By the definition of τ we have
where N n is the number of intervals from F n having positive measure. In our context the limit exists, so τ (0) = dim B (supp m). Observe that the support of the measure m doesn't depend on the specific values of p ij but only on the configuration of the nonzero entries in the matrix P 0 and in the initial distribution p = (p 0 , · · · , p ℓ−1 ) . More precisely, the support of the measure m is the compact set K = n≥1 pε 1 pε 1 ε 2 ···pε n−1 εn >0 I ε1···εn .
Indeed, the construction of the support can be viewed as a Cantor-like removal process. Given an interval I ε1···εn of the n th generation with ε n = i, its j th subinterval will be removed if and only if p ij = 0 (cf. Example 3.1 (1)). According to Theorem 3.2, dim B (supp m) = log ℓ λ 0 where λ 0 is the spectral radius of the matrix P 0 , so that the box dimension of supp m does not depend on the initial distribution p and only depends on the configuration of the nonzero entries of the matrix P 0 .
This motivates the following questions. Given a configuration of nonzero entries of P 0 and of the initial distribution p, which values of p ij maximize dim m? Is the maximal value of dim m equal to the box dimension of the support ? Is this maximal measure unique?
In some cases one has an immediate answer. In particular, Example 3.7 says that if each row of the matrix P has the same number κ of nonzero entries, the maximum of dim m is obtained when each nonzero entry of the matrix P is equal to 1/κ and is then equal to log κ log ℓ . The general answer will be a consequence of the following result which says that the measure m satisfies the multifractal formalism. Then, for any −τ ′ (+∞) < α < −τ ′ (∞),
where τ * (α) = inf q (αq + τ (q)) is the Legendre transform of the function τ .
Proof. We will prove the existence of a Gibbs measure at a given state q, that is an auxiliary measure m q such that for any ℓ-adic interval I one has
Note that in (4.1), the constant may depend on q. Since the function τ is differentiable, it is well known that the existence of such a measure at each state q implies the validity of the multifractal formalism for m (see for example [2] or [8] ). Now again, such a Gibbs measure will be obtained with an elementary construction. Note that P is irreductible if and only if P q is. By Perron-Frobenius Theorem, the spectral radius λ q of P q is a simple eigenvalue and there exists a unique probability vector π q with strictly positive entries and satisfying P q π q = λ q π q .
Define D q as the ℓ × ℓ-matrix having the coordinates of π q on the diagonal and zeros elsewhere. Set Q q = 1 λ q D −1 q P q D q and let 1 be the column vector 1 = (1, . . . , 1) t ∈ R ℓ . Then we have
In other words, Q q is a stochastic matrix and thus it can be associated to a Markov chain X (q) . We may and do assume that this chain has the initial distribution q i = αp q i , i ∈ S, where (p 0 , . . . , p ℓ−1 ) is the initial distribution of X and α = (p q 0 + · · · + p q ℓ−1 ) −1 is the normalization constant. Let m q be the measure induced by X (q) . Remark that if Q q = (q ij ), D q = (d ij ), then we have
Cleraly, q ij > 0 if and only if p ij > 0 and q i > 0 if and only if p i > 0. Therefore the measures m q and m have the same support. Let I = I ε1···εn ∈ F n . We have m q (I) = q ε1 q ε1ε2 · · · q εn−1εn
Further, since the entries of the the eigenvector π q are strictly positive, there is a constant c (possibly depending on q) such that
for any i, j ∈ S. This yields
Now, observe that by Theorem 3.2, ℓ τ (q) = λ q so that
It follows that for any I ∈ F n we have m q (I) ≍ |I| τ (q) m(I) q .
Note that in the above estimate the implicit constants may depend on q but not on n and I. Therefore m q is the needed Gibbs measure and the theorem follows. On the other hand, the structure function τ of the measure m is τ (q) = τ (0)(1 − q). It follows that the measure m is monofractal, and that It can be easily seen that P is irreducible (actually, P 2 has only positive entries). We obtain
Hence dim H (supp m) = log 3 (1 + √ 2) ≈ 0.802 and dim m = 1 7 (3 + 4 log 3 2) ≈ 0.789.
As observed in Example 3.9, the transitions are uniform row by row, but the measure m is not monofractal. The Markov chain inducing the maximal measure m is associated to the following transition matrix :
Invariance, ergodicity and application to the uniqueness of m
The goal of this section is to discuss the uniqueness of measure m with maximal dimension given in Corollary 4.2. This is the object of Theorem 5.5.
We need to start with some preliminary results. Let us introduce the shift σ on [0, 1) defined by σ(x) = ℓx − E(ℓx), where E(y) is the integer part of y. Observe that σ (I ε1···εn ) = I ε2···εn and that
That is why σ is called the shift.
Proposition 5.1. Let P be an irreducible ℓ × ℓ transition matrix, ν be the (unique) probability vector such that νP = ν and X be the Markov chain with transition P and initial law ν. Set m P to be the probability measure driven by the Markov chain X. Then, m P is σ-invariant and ergodic.
Proof.
So, by the monotone class theorem, the measure m P is σ-invariant.
Let k be an integer such that P + P 2 + · · · + P k has strictly positive entries. We claim that there exists a constant C > 0 such that for any I, J ∈ n F n , we have Indeed, if I = I ε1···εn , J = I δ1···δm , and if (π ij ) i,j denote the coefficients of the matrix P + P 2 + · · · + P k , it is easy to check that k−1 j=0 K∈Fj m P (IKJ) = ν ε1 p ε1ε2 · · · p εn−1εn × π εnδ1 p δ1δ2 · · · p δm−1δm and the claim follows.
Inequality (5.1) can be rewritten as
where n is the generation of I. If we observe that any open set is a countable union of disjoint intervals in ∪ n F n , inequality (5.2) remains true when J is an open set.
Finaly, by regularity of the measure m p , it is also true for any Borel set J. In particular, if E is a σ-invariant Borel set, we get
Again, it remains true when I is an arbitrary Borel set. In particular,
which proves that m P (E) = 0 or m P ([0, 1] \ E) = 0.
Remark 5.2. Inequality 5.2 is a particular case of the so called weak quasi-Bernoulli property which was introduced by B. Testud in [11] .
Corollary 5.3. Let P andP be two different irreducible ℓ × ℓ transition matrices. Then m P is singular with respect to mP .
Proof. According to the ergodic theorem, it suffices to show that m P = mP . Let ν andν be the invariant distributions of the stochastic matrix P andP . If ν i =ν i for some i, then m P (I i ) = mP (I i ). If ν =ν and if p ij =p ij , we can write :
Corollary 5.4. Let P ,P be two irreducible ℓ × ℓ transition matrices, p andp to be two probability vectors. Set m andm be the associated measures. Suppose that supp(m) = supp(m). Then, there are only two possible cases :
(1) P =P and the measures m andm are strongly equivalent (i.e. m ≍m) (2) P =P and the measures m andm are mutually singular.
Proof. Let A ⊂ S be the set of ranges of the nonzero entries of p (which is also the set of ranges of nonzero entries ofp). Let F = ε∈A I ε . We claim that m is strongly equivalent to the measure m P restricted to F . This is an easy consequence of the fact that the invariant probability vector ν (satisfying νP = ν) has strictly positive entries. In the same way,m is strongly equivalent to the measure mP restricted to F . Corollary 5.4 is then a consequence of Corollary 5.3. Now, we are able to prove the following theorem on the measure m given by Corollary 4.2.
Theorem 5.5. Let P 0 = p 0 ij be an irreductible ℓ × ℓ matrix such that p 0 ij ∈ {0, 1} for any ij and let p 0 = p 0 0 , · · · , p 0 ℓ−1 be a line vector such that p 0 i ∈ {0, 1} for any i. Suppose that p 0 = (0, · · · , 0) and define the compact set K by
Let δ = dim H (K) and let m be a measure with support K, driven by a Markov chain X with irreductible transition matrix P . Then, dim m = δ if and only if
where λ 0 is the spectral radius of P 0 and D 0 is the diagonal matrix whose diagonal entries are the coordinates of the (unique) probability vector π 0 satisfying P 0 π 0 = λ 0 π 0 . Moreover, the case P = 1 λ0 D −1 0 P 0 D 0 is the only case where the measure m is monofractal.
Proof. Assume for simplicity that p 0 i = 1 for any i. The general case is a standard modification. Remember that the support of the measure m only depends on the positions of the non-zero entries of the matrix P . It follows the non-zero entries of the matrices P and P 0 hare located at the same places. Let Q 0 = 1 λ0 D −1 0 P 0 D 0 . Suppose that P = Q 0 . According to Corollary 4.2 and Corollary 5.4, the measure m is strongly equivalent to m = m 0 which satisfies m(I n (x)) ≍ |I n (x)| δ for any x ∈ K. In particular, m is such that dim m = δ and is monofractal.
Suppose now that P = Q 0 . Corollary 5.4 says that m is singular with respect to m 0 and we have to prove that dim m < δ. Let Recall that τ is analytic and such that τ (0) = δ and τ (1) = 0. Using the convexity of τ , it is clear that τ ′ (1) = −δ ⇐⇒ ∀q ∈ [0, 1], τ (q) = δ(1 − q) ⇐⇒ ∀q ∈ R, τ (q) = δ(1 − q).
In order to prove that dim m < δ, it is then sufficient to establish that τ (2) > −δ.
Denote by I 0 , · · · , I ℓ−1 the intervals of the first generation F 1 . If j ∈ {0, · · · , ℓ − 1} and n ≥ 1, let F n (j) be the intervals of F n that are included in I j . The measures m and m 0 being mutually singular, we know that for dm-almost every x ∈ K, lim n→+∞ m 0 (I n (x)) m(I n (x)) = 0, which can be rewritten as lim n→+∞ ℓ −nδ m(I n (x)) = 0.
Using Egoroff's theorem in each I j , we can find a set A ⊂ K such that m(A ∩ I j ) ≥ 1 2 m(I j ) for any j ∈ {0, · · · , ℓ − 1} and satisfying ∀ε > 0, ∃n 0 ≥ 1; ∀n ≥ n 0 , ∀x ∈ A, m(I n (x)) ≥ 1 ε ℓ −nδ . If we sum this inequality on every interval I of the same generation and iterate the process, we get for any p ≥ 1 which gives τ (2) ≥ −(δ − η) > −δ. Moreover, it is clear that τ (R) is not reduced to a single point. If follows that the measure m is multifractal.
It follows that

