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Periodic Solutions of a Class of Hyperbolic Equations Containing a 
S m a l l  Paramet e r  
Jack K. Hale 
1. Introduction. The purpose o f t h e  present paper i s  t o  discuss  
a method f o r  t h e  determination of solut ions u( t ,x )  and v(y,z) 
- 
of t h e  problems 
and 
( 1-21 
respect ively,  w i t h  
provided t h a t  g i s  2ir-periodic i n  t and f i s  2ir-periodic i n  
y,z and f i s  a small r e a l  parameter. Equation (1.1) has been 
discussed by many authors and the reader  may consult  t h e  paper of 
Vejvoda [ 6 ]  f o r  a survey of results as w e l l  as an extensive bibliography. 
Equation (1.2) has been discussed extensively by L. Cesari [ 21 e 
u(t+W,x) = u ( t , x ) ,  v(y+2rr,z) = v(y,z) = v(y,z+&j 
- O u r  a i m  i n  t h i s  paper i s  t o  show t h a t  t h e  method used by 
L. Cesari  and t h e  author f o r  similar problems i n  ordinary d i f f e r e n t i a l  
equations can be extended i n  a completely analogous way t o  equations 
(1.1) and (1.2):- I n  fact, a f t e r  t h e  preliminary discussion of t h e  
2 
Fredholm a l t e rna t ive  f o r  ( 1.1) , ( 1.2) given, respec t ive ly ,  i n  sec t ions  
2.1 and 3.1 ,  t h e  reader w i l l  observe t h a t  t h e  r e s u l t s  as we l l  as 
t h e  techniques follow very c lose ly  Chapter 6 of t h e  monograph [3]. 
We obtain a set  of b i furca t ion  o r  determining equations f o r  equations 
(l.l), (1.2) which a re  equations f o r  an unknown funct ion s a t i s f y i n g  
the  homogeneous equation and represent  necessary and s u f f i c i e n t  
conditions f o r  t h e  existence of per iodic  so lu t ions  of t h e  type s ta ted  
previously. One can then apply t h e  imp l i c i t  funct ion theorem t o  
obtain suf f ic ien t  condi t ions f o r  t h e  exis tence of per iodic  so lu t ions  
( s e e  Theorems 4 and 9). 
t h e  ones obtained by 
of a procedure more similar t o  t h e  usual  method of Poincar6 i n  
ordinary d i f f e r e n t i a l  equations. 
L. Cesari  [2] a l so  obtained b i fu rca t ion  equations f o r  (1.2) 
and t h e  method used i n  t h i s  paper i s  very similar t o  t h e  one used by 
L. Cesari. The unknown funct ion i n  t h e  b i fu rca t ion  equations of 
Cesari  represent t h e  i n i t i a l  values of t h e  so lu t ion  whereas our 
unknown function i s  t h e  project ion of t h e  so lu t ion  onto a so lu t ion  of 
t h e  homogeneous equation. This l a t t e r  type of unknown i n j e c t s  more 
geometry i n t o  t h e  problem and i s  completely analogous t o  t h e  method 
of Cesari  and t h e  author f o r  ordinary d i f f e r e n t i a l  equations. The 
reader w i l l  f ind it ins t ruc t ive  t o  compare t h i s  method with t h e  recent  
work of H. Antosiewicz [l]. 
These su f f i c i en t  conditions coincide with 
0. Vejvoda [7 ,  Theorem 1.4.11 by an appl ica t ion  
. 
3 
I n  t h e  following, we s h a l l  l e t  Rn be a normed n-dimensional 
r e a l  vector space and l e t  
R2 
Ck be t h e  space of a l l  func t ions  mapping 
i n t o  R1 which a r e  bounded and continuous toge ther  with a l l  
de r iva t ives  up through order k. For any cp i n  Ck, t h e  norm, 
!Q ! !~ ,  i s  defined by 
W e  s h a l l  a l s o  use t h e  same notation Ck when t h e  functions map R1 
i n t o  R It w i l l  always be c lear  f r o m t h e  context whether t h e  
domain i s  R2 o r  R . 
1 
1 
4 
2. The wave equation. 
2.1. The l i n e a r  eauation. Consider t h e  c l a s ses  of funct ions 
c;, T and M defined by 
* * 
For any cp i n  Ck, we def ine I \ c p l / k  = sup { ~ ~ c p ~ ) ~ ~ o ,  j=o, l , . . . ,k)o For 
any cp i n  T n Ck, k 2 0, we def ine t h e  element &(p i n  M fI Ck by 
* 
It follows eas i ly  from t h e  d e f i n i t i o n  t h a t  
mapping T i l  Ck onto M fl Ck. Finally,  we designate  by Id t h e  
following s e t  : 
Q i s  a pro jec t ion  operator 
* 
Y 
Notice t h a t  any element cp i n  T fl Ck can be represented as 
cp = &(p + (I-Q)cp 
* 
and t h a t  cp i n  Id fl Ck implies = (I-Q)cP 
. 
2rr 
and,  therefore ,  
because cp i n  d n Ci implies 
Io Cp( s , - s )ds  = 0. The l a t t e r  r e l a t i o n  follows 
* 
Lemma 1. For any nonnegative in teger  k and any rp i n  T n Ck, 
t h e  following statements are equivalent: 
2rr 
ii) I 'p(s,y-s)ds = 0, 0 5 y 5 2rr ; 
0 
2?TT 
iii) ,/ I cp(t,x)y(t,x)dxdt = 0 for a l l  y i n  M f l  Ck. 
0 0  
Proof: If cp E d fl C;, then (€@)(t,x) = 0 f o r  a l l  t , x ,  and 
Io 'p(s,-s)ds = 0. a ( @ ) ( t , - t ) =  -1, cp(s,2t-s)ds = 0 
for a l l  t. Therefore, i) implies ii). If ii) i s  s a t i s f i e d ,  then 
i) i s  obviously s a t i s f i e d .  
2JJ 2J.r I n  par t icu lar ,  
To prove t h a t  ii) i s  equivalent t o  iii), suppose t h a t  
6 
y(t ,x) = p(xt t ) -p(  -x+t).  Then 
and t h i s  r e l a t ion  implies ii) i s  equivalent t o  iii). 
The following property i s  wel l  known. 
Lemma 2. The s e t  M fl C2 coincides with t h e  s e t  of solut ions i n  C2 
of t h e  problem 
(2.4) 
u -u = o  tt xx 
O < X < T ,  t>0, U ( t , O )  = u(t,TT) = 0 , 
Now consider a continuous funct ion Cp(t ,x) ,q( t+a,x)  = cp(t,x), 
0 5 x 6 TT, c p ( t , O )  = c p ( t , T r )  = 0 
pr ob lem 
and t h e  associated boundary value 
8 . 
. 4  
4 
( 2 . 5 )  
7 
u -u  = cp(t,x) 
U ( t , O )  = u(t,7J) = 0 
tt xx 
u(t+2rr,x) = u( t , x )  , 0 < x < a  , t > 0 . 
By extending t h e  funct ion Cp(t?x) as an odd .%-periodic funct ion of 
x , and keeping t h e  sme notation f o r  t h e  extension of Cp, t h e  above 
problem i s  equivalent t o  t.he following: 
utt-uxx = cp(t,x) 
u(t+2rr,x) = u( t ,x )  = u(t,x+&) 
u( t ,x )  = -u(t ,-x) , -m < x < ca , t > 0 . 
* 
Lemma 3. For any given in t ege r  k Z 1 and a given Cp i n  T fl Ck, 
t h e  problem (2.6) has  a solution i f  and only i f  Cp E Id f l  Ck. 
Furthermore, if cp E Id fl Ck 
(2.6) i n  d n c ~ + ~ .  
X ( t , x ) q ,  0 5 t, x 5 2rr, then  
12 n C; i n t o  ML n c ~ + ~  and t h e r e  i s  a constant K such t h a t  
* 
* 
then t h e r e  exists a unique so lu t ion  of  
If t h i s  unique so lu t ion  i s  designated by 
,.) i s  a l i n e a r  operator  mapping 
Proof: The f i rs t  p a r t  of t h e  lemma follows from a r e s u l t  of  Vejvoda 
[ 6 ,  p.3631 and Lemma 2. For the sake of completeness, we include a 
* 
proof of t h i s  fact here. For any i n  T fl Ck, k h 1, consider 
8 
t h e  function 
s a t i s f i e s  U -U = V(t,x) and i s  c l e a r l y  
%+17 tt xx which belongs t o  
per iodic  i n  x. Also, rp ( t ,  -x) = -rp(t,x) implies U ( t ,  -x) = - U ( t , x ) .  
T o  prove t h e  f i r s t  part of t h e  lemma, it i s  suf f ic ien t  t o  show t h a t  
U(t,x) = U ( t t a , x )  
straightforward computation making use of 
U(t+2rr,x) = U(t,x) f o r  a l l  t , x  i f  and only i f  
* 
i f  and only i f  rp belongs t o  d fl Ck. A 
p ( t ,  -x) = -p( t ,x)  y i e lds  
f o r  a l l  t ,x .  But s ince  $(t ,x)E C1 we w i l l  obtain $( t ,x)  = 0 f o r  
a l l  t , x  i f  and only i f  $ ( t , x )  = 0, qx(t ,x) = 0 f o r  a l l  t , x  and 
the re  i s  a value of t , x  f o r  which Q( t ,x)  = 0. But, using t h e  f a c t  
t 
t h a t  rp(t,-x) = -cp(t,x), we obtain 
If $Jt ,x)  = 0 = i x ( t , x )  f o r  a l l  t ,x ,  then $(t,x) = constant and 
. 9 
, 2rr 2 t -e  
2rr -e 
o -2t+e 
?(e, E)ded6 = -$(t,-t) 1 = - -  ai i 
which implies q ( t , x )  = 0 f o r  a l l  t ,x.  But Jl,(t,x) = 0 = $x(t ,x) 
for  all t , x  i f  and only i f  cp i s  i n  Id n CE and, therefore ,  
U(t+2rr,x) = U(t,x) i f  and only if  rp i s  i n  d n Ck. This completes 
t h e  proof of t h e  first p a r t  of the lemma. 
* d e f  Obviously, i f  rp belongs t o  Id n Ck then  s ( - , - ) r p  = U-QU 
i s  a so lu t ion  of (2.5) i n  d fl Ck+l and i s  t h e  only so lu t ion  with 
t h i s  property. The est imate  (2.7) i s  obtained by simple d i f f e r e n t i a t i o n s  
and in tegra t ions .  T h i s  completes t h e  proof of Lemma 3. 
2.2. The nonlinear wave equation. Consider t h e  problem 
Utt-'xx = E d  t, x, UY ut, UX) 
u( t+m,x)  = u(t,x) = u(t,x+&) 
u ( t , x )  = -u(t ,-x) 
where E i s  a r e a l  parameter and 
10 
f o r  a l l  t,x,u,p,q i n  t h e  region R ( R )  defined by 
Obtaining a so lu t ion  of (2.8) i s  equivalent 
a solut ion of t he  problem 
provided t h a t  g i s  per iodic  i n  t of per  
= U ( t , X )  
od 2rr an1 
Therefore, we r e s t r i c t  our discussion t o  (2 .8) .  
I n  t h e  following, we s h a l l  sometimes impose 
following hypotheses : 
t o  obtaining 
one of t h e  
(A1) g( t, x,u, p, q) i s  continuous i n  R ( R )  toge ther  with Lipschitz 
continuous f i r s t  der iva t ives  with respect  t o  x,u,p,q i n  R ( R ) ;  
e 
. 4  
. 11 
(A2) g(t,x,u,p,q) i s  continuous i n  R ( R ) ,  has continuous f irst  
and Lipschitz continuous second d e r i v a t i e s  with respec t  t o  
i n  R(R) ;  
x, u, p, q 
( A  ) g depends only upon t,x,u, i s  continuous i n  Q(R) together  
with i t s  first, second and th i rd  de r iva t ives  with respec t  t o  
i n  R ( R ) .  
3 
x,u 
For a f ixed r i n  M n C2 and f o r  given pos i t i ve  constants  
a,b, a < b < R, l e t  
If cp i s  any funct ion i n  T2(y,a,b), then we  w i l l  l e t  G(.,*,cp) 
designate  t h e  funct ion 
Theorem 1. If g satisfies (A1) and a < b < R a r e  given pos i t i ve  
constants, then  t h e r e  i s  an 
corresponding t o  each r i n  M n C2, 11 dI2 S a and t o  each E, 
I E ~  S E t h e r e  i s  a unique funct ion T‘ = I?( y , ~ )  i n  T2( y,a,b), 
continuous i n  r and E, I?(y,O) = y, such t h a t  l? satisfies t h e  
el > 0 with t h e  following property: 
1’ 
r e l a t i o n  
-. 15 
where G i s  defined i n  ( 2 . 1 2 ) .  The function r( r, E) can be obtained 
by t h e  method of successive approximations 
(2.14) 
= r  U ( 0 )  
U ("+')(t,x) = U(t,x)+ E x ( t , x ) ( I - Q ) G ( - , . , u ( n ) ) ,  
n = 0,1,2, ... 
where %( . , a )  i s  defined i n  Lemma 3 .  Final ly ,  I?( r, E) i s  
Lipschi tz ian w i t h  respect  t o  y uniformly with respect  t o  E f o r  
I1 Ytl2 I El  E 1' 
Proof: If g s a t i s f i e s  ( A  ), then it i s  c l e a r  t h a t  G defined i n  
(2.12) belongs t o  C1 fo r  any cp i n  T2(y-,a,b). I f  & ( e , - )  i s  
t h e  operator  defined i n  Lemma 3 ,  we define an operator  3 by 
1 * 
The hypotheses on g imply t h a t  t he re  a r e  constants  K1,K;! such t h a t  
* * 
I lG(* , . , (P>II ,  5 K1, l l G ( . , o , ~ ) - G ( . , . , ~ ) l l ~  ~ll'p-JIII2 , 
f o r  any cp,$ i n  T2( r,a,b). From Lemmas 1 and 2, t h e  f ixed poin ts  
. 
of 3 i n  T2(Tya,b) 
T2(T,a,b). 
coincide w i t h  t h e  so lu t ion  of (2.13) i n  
Therefore, it suffices t o  show t h a t  t h e r e  i s  an cl > 0 
such t h a t  t h e  operator 3 has  a unique fixed point i n  T2( T, a,b) 
f o r  I E ~  S cl. We prove t h i s  by showing t h a t  9 i s  a cont rac t ion  
mqy ing  of T~( y9 a, b) i n t o  i t s e l f .  
For t h e  above constants K ly% and t h e  constant K i n  
> 0 such t h a t  El Lemma 3, choose 
a + 2K1Kc1 < b , 215Kc1 C 1 . 
For I E ~  S E 
t h a t  
we ob ta in  from the d e f i n i t i o n  of 3 and Lema 3 1’ 
S a + 2K1Kc1 C b . 
Also ,  
14 
for  a l l  9, i n  T2( r, a ,b) .  This s.hows t h a t  i s  a contract ion 
mapping of  Te( r ,a,b) i n t o  i t s e l f .  Therefore, 3 has a unique 
fixed point I'( r, E )  i n  T2( y, a,b) and it i s  obtainable  by t h e  
method of successive approximations (2.14). The funct ion r( r, E) 
i s  c l e a r l y  continuous i n  E f o r  I E I  5 E and r( y,O) = y. 
Furthermore, f o r  any r, 6 i n  M fl C2 with 1) ufl 2,\\ €4 4 a, 
1 
f o r  I E ~  5 E Since 2K2K E < 1, t h i s  implies I?( r , E )  i s  Lipschi tz ian 
w i t h  respect  t o  y uniformly with respect t o  E. Consequently, 
I'(y-,E) i s  j o i n t l y  continuous i n  r , E  and t h e  theorem i s  proved. 
1' 1 
Theorem 2. Suppose g s a t i s f i e s  (A1) and a < b< R , E ~ , ~ ( ~ , E )  are  
t h e  quant i t ies  given i n  Theorem 1. If t h e r e  e x i s t  an E2 d and 
a function Y(E) i n  M fl C2, 1 y ( ~ ) (  5 a, I E( 5 c2, such t h a t  
then r( Y ( E ) , E )  i s  a so lu t ion  of (2.8) f o r  S e2. Conversely, 
i f  (2.8) has a so lu t ion  u( t ,x ,  E) which i s  continuous i n  t , x ,  E 
together  w i t h  a l l  f i r s t  and second der iva t ives  with respect  t o  t , x  
f o r  0 6 t, x S 2rr, I E ~  5 ~ ~ , \ l u ( * , * , ~ ) l l ~  < b ,  ~ ~ Q U ( = , = , ~ ) ~ ~ ~  5 8, 
. 15 
0 S 1 € 1  5 f2, then u( t ,x ,  E) = r ( t , x ,  f i e ) ,  E )  where r i s  t h e  
function given i n  Theorem 1, Qu( e ,  -, E) = U(E)  and r( E) s a t i s f i e s  
(2.15). 
Proof: The first p a r t  o f  t h e  theorem i s  obvious. To prove t h e  
second part ,  l e t  Qu( 0 ,  -, E) = r( E ) .  Since u i s  a so lu t ion  of  
(2 .8) ,  it follows t h a t  
One e a s i l y  shows t h a t  
QU = de), r ( ~ )  in M fl C2, it follows t h a t  Q(utt-um) = 0. 
Q(utt) = (QUI,,, Q(u,)  = ( Q U ) ~ .  Since 
Therefore, t h e  above equations a re  equivalent t o  
U = E G ( * , * , u )  - E Q G(.,*,u) tt-"xx 
QG(.,*,u) = o 
f o r  0 5 1 E) S E ~ .  Theorem 1 implies t h a t  u = I'( T ( E ) , E )  from 
t h e  f irst  equation and t h e  second equation implies f i e )  s a t i s f i e s  
(2.15). This completes t h e  proof of t h e  theorem. 
Theorem 3. Suppose g s a t i s f i e s  (%) and a < b < R, el,( r , E )  
a r e  t h e  q u a n t i t i e s  given i n  Theorem 1. 3' Then t h e r e  e x i s t s  an E 
16 
0 < E 5 E such t h a t  r(r,E) i s  continuously d i f f e r e n t i a b l e  
with respect t o  y f o r  ( 1  U f l 2  < a, 5 E Furthermore, t h e  
der iva t ive  o f  r( r, E )  with respect  t o  r a t  E = 0 i s  t h e  
3 -  1 
3' 
i d e n t i t y  operator. 
Proof: 
I? upon E and w i l l  use t h e  simpler no ta t ion  r( r). For any r 
i n  
t h a t  t h e r e  i s  a continuous l i n e a r  operator 
i n t o  T Cl C2 such t h a t  f o r  every r > 0, t h e r e  i s  an s > 0 
such t h a t  
I n  the  proof, we w i l l  not wr i te  t h e  e x p l i c i t  dependence of 
M n C2, ( I  AI2 < a, we need t o  show (see,  f o r  example, [ 41) 
Ur  mapping M n C, 
f o r  A i n  M ll C, and \ \ A  ( I2 < s. If we choose \ / A  \ I 2  small 
enough, say 
Theorem 1. If we l e t  w = F( y + A)-F( y), use t h e  d e f i n i t i o n  of 
G( e, . ,cp) i n  (2.12) and t h e  mean value theorem, we ob ta in  
( / A  \ I 2  < sl, then I?( r + A) w i l l  be w e l l  defined from 
A 
where 
and A,,A,, A 3  approach zero a s  A approaches zero. Notice t h a t  
0 0 0  depend only upon r and t h e r e  i s  a constant K4 such t h a t  
( 1  41 1, 11 gal 1, 11 g$: 5 K4 f o r  / ( A  11 < sl. Also, from t h e  cont inui ty  
of I?( r) i n  r, we have 
guy gp' gq 
where v ( s )  + O  as s + O .  
Consider now t h e  i n t e g r a l  equation 
where ( -, - )  i s  defined i n  Lemma 3 and cp i s  an a r b i t r a r y  element 
i n  M n c2. For 1 ~ 1 ~  E - * E 1, 2K4K3 < 1 and any cp 
it i s  a simple matter t o  show (by an argument similar t o  t h a t  i n  t h e  
proof of Theorem 1) 
i n  T n C2 which satisfies I I V ( ~ I ) / / ~  4 (1-2KqK~3)-~l~[12. Furthermore, 
by t h e  uniqueness, one obta ins  V ( k p )  = kV(cp), V(cp+$) = V(cp) + V($) 
f o r  a l l  cons tan ts  k and a l l  cp,\lr i n  M n C2- Therefore V(Cp) i s  
i n  M Cl C2, 
t h a t  t h i s  equation has a unique so lu t ion  V(cp) 
18 
a continuous l i n e a r  mapping of M n C2 i n t o  T n C2 and we designate 
t h i s  mapping by TJy. Notice t h a t  U i s  equal t o  t h e  i d e n t i t y  f o r  
E = 0. 
Y 
A 
With t h e  above de f in i t i on  of w , Ur and ) ] A  ) I 2  < sl, 
I E ~  6 E ~ ,  we have 
A A o A  
W -u A = , *)(I-Q)[ gz(w -UrA)+g ( w  -U A )+go(wA-u A ) I  P t r t  q x Y X  r 
Using a l l  of t h e  previous estimates and t h e  f a c t  (from Theorem 1) 
t h a t  r ( y )  is  Lipschitzian i n  r with some Lipschitz constant K 
independent o f  E, we obta in  
and, thus, 
T h i s  completes t h e  proof of  t h e  theorem. 
Notice t h a t  nothing i s  changed i n  t h e  above theory  i f  g 
depends continuously upon E. We w i l l  use t h i s  remark i n  t h e  examples. 
We w i l l  r e f e r  t o  equations (2.13) as t h e  b i fu rca t ion  
equations or determining equations for problem ( 2 . 8 )  and a so lu t ion  
. .  
. 
r ( ~ )  o f  these  equations which belongs t o  I4 n C2 i s  a necessary 
and su f f i c i en t  condition ( i n  t h e  sense described by Theorem 2) fo r  
t h e  exis tence of a so lu t ion  t o  (2.8) fo r  E s u f f i c i e n t l y  small. 
A more convenient form o f  t h e  b i fu rca t ion  equations can 
b e  e?Aair?ed by t h e  f o l l ~ v 5 n g  zrgment .  A necessary and su f f i c i en t  
condi t ion f o r  t h e  exis tence of a so lu t ion  of (2.8) i s  t h a t  
QG( -, -,I?( r, E ) )  = 0 where I’( y, E) i s  d e f i n e d  i n  Theorem 1. On 
t h e  other  hand, Lemma 1 yie lds  the r e s u l t  t h a t  t h i s  i s  equivalent 
t o  saying t h a t  r s a t i s f i e s  
C2.16) 
For l a v e r  reference,  t h e  expl-cit  formula for  
2rr 
.s 
which, by t h e  way, can be calculated without any successive approximations 
whatsoever. Also, i f  t h e  conditions of Theorem 3 are s a t i s f i e d ,  
then it i s  a simple matter t o  show t h a t  t h e  de r iva t ive  
H( r ,O)  with respec t  t o  y i s  given by 
H( y,O) of 
20 
(2.18) 
I f  g s a t i s f i e s  (A1), then H ( ~ , E )  i s  a continuous mapping of 
( M  n C 2 )  X i n t o  t h e  subspace of  C1 cons is t ing  of 2rr- 
periodic  functions. If g s a t i s f i e s  (A2),  then H ( ~ , E )  > 
HI( r,E) 
subspace of C1 cons is t ing  of 2rr-periodic functions.  I f  g 
s a t i s f i e s  (?), then H ( ~ , E ) ,  H ' ( ~ , E )  
( M  fl C 2 )  X cl] i n t o  t h e  subspace of C2 cons is t ing  of *-periodic 
functions.  
a r e  continuous mappings of ( M  fl C 2 )  X [ - E ~ , E ~ ]  i n t o  t h e  
a r e  continuous mappings of 
By using these  remarks and t h e  imp l i c i t  funct ion theorem 
i n  Banach spaces [4], we immediately obtain t h e  following r e s u l t  which 
w a s  previously discovered by Vejvoda [ 7,Theorem 4.1.11 by an appl ica t ion  
of a procedure more s imi la r  t o  t h e  usual  method of Poinear6 i n  ordinary 
d i f f e r e n t i a l  equations. 
Theorem 4. Suppose g s a t i s f i e s  (A2) and H ( r , O ) ,  H ' ( r , O )  are 
defined by (2.17),(2.18). I f  t h e r e  e x i s t s  a ro i n  M fl C21 
. .  
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/ /  rd12 < a, such t h a t  
t inuous  inverse which 
&-periodic functions 
maps t h e  subspace of C1 cons is t ing  of 
i n t o  M fl C2, then there e x i s t  an €4' 
0 < c4 5 E ~ ,  u(t ,  x, yo, E), continuous i n  
and having continuous second der iva t ives  ~ 5 t h  respect t o  
f o r  
u(t ,x,  yo,€) satisfies (2.8) for I E( s c4. If g s a t i s f i e s  
(A  ), then  t h e  same conclusions are valid provided t h e r e  i s  a 
and a function t, x, E 
t, x 
I €1 5 c4, 0 5 t, x 5 2rr, such t h a t  u(t ,x,  ro,O) = yo and 
3 
i n  M n C2, 11 rJ12 < a such t h a t  H( ro,O) = 0 and HI ( y 0 )  TO 0' 
has  a continuous inverse  which maps t h e  subspace of 
of %-periodic func t ions  i n t o  M n C2. 
C2 cons is t ing  
Remark. 
present form i s  sometimes not convenient because of t h e  condition 
on t h e  inverse  mapping being required t o  t a k e  a l l  per iodic  functions 
of  period 2rr which are C1(or C2) i n t o  M fl C2. Actually, t h e  
mean values o f t h e  per iodic  functions i n  t h e  domain of t h e  inverse  
are not important, as t h e  following argument shows. 
func t ion  theorem could j u s t  as w e l l  be applied d i r e c t l y  t o  t h e  
equations (2.15) which w r i t t e n  out e x p l i c i t l y  i n  terms of t h e  function 
H(r,E) defined i n  (2.16) a r e  
A s  we s h a l l  see i n  t h e  applications,  Theorem 4 i n  i t s  
The impl i c i t  
N d ef H(r ,e ) ( t ,x )  = H(r,c)(xtt)-H(r,E)(-x+t) = 0, 0 5 x , t  5 2rr. 
Therefore, i f  we f ind  a 
yo 
i n  M fl C2 such t h a t  f i ( ro ,O)  = 0 
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and ?? ( r , O )  has an inverse which maps M fl C1(or M f l  C2) i n t o  
M fl C2, 
of a solution f o r  E small. Clearly, 
then t h e  imp l i c i t  function theorem w i l l  imply t h e  existence 
#4 
and finding t h e  inverse  of 
equation 
H' (yo ,O)  i s  equivalent t o  solving t h e  
(H'(ro,O)A)(x+t)-(H'( ro,O)A)(-x+t) = q(x+t ) -q( -x+t )  
O S X ,  t 5 a  
where q i s  an a r b i t r a r y  &-periodic func t ion  i n  C1(or C2)  whose 
mean value obviously i s  of  no importance. 
Another convenient form f o r  t h e  b i fu rca t ion  equations i s  
t h e  following 
Theorem 3 ,  If g s a t i s f i e s  (A1), then a necessary and s u f f i c i e n t  
condition ( i n  t h e  sense described above) f o r  t h e  existence of a 
so lu t ion  of (2.8) i s  t h e  existence of an 
func t ion  Y(E)  
E4, 0 < E4 5 El and a 
i n  M n c2, 11 u ( E ) I I ~  5 a, o 5 I € 1  s €4, such t h a t  
2i-rT 
(2.19) J 1 G(t,x,r(  U(E), ~ ) ) n ( t , x ) d t d x  = 0 f o r  a l l  A i n  M fl C2, 
0 0  
. . *  
where I?( r, E )  i s  given i n  Theorem 1 and G(t,x,cp) i n  (2 .12) .  
The proof of t h i s  follow immediately from Lemma 1 and 
t h e  fact t h a t  
of  (2.8).  
has been used by Rabinowitz 151, but  d i r e c t l y  on (2.8). 
t h a t  one need only solve (2.19) f o r  t h e  s p e c i f i c  
i n  Theorem 1 should lead t o  some s impl i f ica t ion  i n  t.he proof 
of  Rabinowitz. 
r must s a t i s f y  (2.16) i n  order t o  have a so lu t ion  
This type of c r i t e r i o n  f o r  t h e  exis tence of a so lu t ion  
Knowing 
given I?( r, E) 
2.3. Examples 
2 3 . 1 .  Consider t h e  equation 
(2.20) U tt-% = E [ut + bu + cu3 + f ( t , x ) ]  
where b,c a r e  constants ,  b If 0 and f satisfies (A2) and (2.9) .  
We w i l l  apply Theorem 4 t o  obtain f o r  and I Cl small t h e  
exis tence of a so lu t ion  u(t,x,E) of  (2.20) which i s  &-periodic  
i n  t, x and odd i n  x. The f'unctions H( y,O), H' ( r,O)A i n  (2.17), 
(2.18) a r e  e a s i l y  seen t o  be  
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where 
a r e  &-periodic i n  Y, P ' (Y) = dp(y)/dy, S'(Y) = ddy) /dy ,  
m(T) = .f cP(y)dy/&, and m(p) = m(q> = 0, and h(Y) = (1/*).fTf(s,Y-s)ds. 
u( t, x) = p( x+t ) -P( -x+t),  a( t, = 4( x+t)  -4( -x+t), P( Y) , q( y) 
2rr 
0 
We need t o  show t h a t  equation (2.21) has a so lu t ion  
i n  M n C2 and t h a t  f o r  t h i s  yo, t h e  operator H' ( r o , O )  defined 
by (2.22) has a continuous inverse which maps t h e  subspace of 
cons is t ing  of %-periodic funct ions i n t o  M n C2. It seems t o  be 
d i f f i c u l t  t o  solve t h i s  problem i n  general, se  we t ake  a p a r t i c u l a r  
case; namely, c small. For a r b i t r a r y  constants k , l ,  k > 0, 
consider t h e  equation 
For c su f f i c i en t ly  small, equation (2.23) has a unique &-periodic 
solut ion p( y, k, 1 ,  c)  sa t i s fy ing  
CO 
p(y ,k , l , c )=  -.f e-b"h(y-u)du + O(c) as c + O ,  
0 
where we have taken b > 0 f o r  def in i teness .  If b < 0, then t h e  
same remark holds except a d i f f e ren t  i n t e g r a l  i s  used. 
funct ion p i s  t o  y ie ld  a solut ion of H( y,O) = 0, then k,l  must 
s a t i s f y  t h e  equations 
If t h i s  
2 3 
k = m(p ( . ,k , l , c ) ) ,  l = m(p ( . , k , l , c ) ) ,  or 
2 7 i - m  2 
.f [ /  e-buh(y-u)du] dy + O(c) = 0 
k - 2 r r  0 0 
-b 3 l + & .f [.f e Y"(y-u)du] dy + O(c) = 0 2 r r W  
0 0  
. .  
t 
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where the  symbols O ( c )  designate terms which approach zero a s  
c + O .  But equations (2.24) obviously have a so lu t ion  f o r  c 
s u f f i c i e n t l y  small and, thus, H( r ,O)  = 0 has a so lu t ion  ro i n  
M fl C2 f o r  s m a l l  e. The same type of argument shows t h a t  H' ( ro ,O)  
has a cc,?tinusw inr.erse of t h e  d e s i r e d  t y p  for c smlL Theme8 
4 them implies t h e  existence of a so lu t ion  of  (2.20) 
&-periodic i n  t , x  and  odd i n  x. 
which i s  
2.3.2. Consider t h e  equation 
(2.25) U t t - L  = .c-u; t f ( t ,x ) ]  
where f s a t i s f i e s  (A2) and (2.9). We s h a l l  show by an appl ica t ion  
of Theorem 4 t h a t  f o r  E s u f f i c i e n t l y  small, equation (2.25) has 
2 m i q u e  so lu t ion  u(t ,x ,  E) which is 2rr-pericrdic i n  t , x  and 
odd i n  x provided t h a t  
i s  an odd funct ion of y. If Y(t,x) = p(x+t ) -p( -x+t ) ,p(y+a)  = P(Y) 
f o r  all y, and i f  cp i s  any %-periodic funct ion def ine  
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A few simple computations y ie ld  from (2.17) 
+ f (  s ,y-s))ds  
2 
= -c?(y)-3a(y)m(a ) + m ( 2 )  + h(y)  , 0 5 y 5 2rr . 
If H( y,O) = 0, then h( -y) = -h( y) implies t h a t  
(2.26) -d(~)-c?(-y)-3rn(a~)[a(y)+a(-y)]+2m(d) = 0 , 0 5 y 4 2rr 
and an in tegra t ion  from 0 t o  2rr y ie lds  m ( d )  = 0. 
m(d) = 0, then (2.26) y ie lds  
sequently, t h e  equation 
i f  t h e  equation 
Also, i f  
a ( y )  = -a(-y),  0 4 y 5 2 . Con- 
has a so lu t ion  i f  and only H( y,O) = 0 
(2.27) d ( y )  + 3m(a2)a(y)-h(y) = 0 , 0 5 Y 6 a, 
has an odd solut ion.  
For  any constant k > 0, consider t h e  equation 
(2.28) d ( y )  + 3W(y) - h(y) = 0 ,  0 5 Y 5 $ 9  
Since t h e  discriminant of t h e  polynomial on t h e  l e f t  hand s ide  
27 
of (2.28) i s*negat ive ,  t he re  i s  a unique r e a l  solut ion 
(2.28) given by 
a(y,k) of 
(2 .29)  
and a(-y,k) = -a(y,k).  For t h i s  t o  be a so lu t ion  of (2.27), k must 
be equal t o  
t h e  r e s u l t  t h a t  k must s a t i s f y  
2 
m[a ( , k) 1. Carrying out t h i s  cornputation, we obtain 
F(k) = 0 
(2.30) 
Another simple computation y i e l d s  
For 
f o r  k > 0. Since F(0) < 0 a n d  dF(k)/dk + O D  as k + m, it 
follows t h a t  (2.30) has  a unique so lu t ion  k*. The funct ion a(y,k*) 
k > 0, t h i s  integrand i s  always pos i t i ve  and, thus, dF/dk > 0 
. .  
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given by (2 .29)  i s  therefore  t h e  unique r e a l  so lu t ion  of (2 .28 ) .  
Since a(-y,k*) = -a(y,k*), it follows t h a t  any pr imi t ive  p of 
Q y i e lds  a solut ion y of H(y,O) = 0 and it i s  unique. Before 
completing the  proof of existence of a so lu t ion  of (2 .25) ,  we make 
some remarks. 
Notice t h a t  a l l  constants and funct ions involved i n  t h i s  
ana lys i s  could be obtained very e a s i l y  on a computer. 
t h e  constant k* i s  found f o r  which F(k*) = 0, then one can a l so  
f ind a Fourier s e r i e s  solut ion of (2 .28)  with 
t h i s  method of  computation should be much eas i e r  than using double 
Fourier s e r i e s  i n  t and x i n  t h e  o r i g i n a l  equation (2 .23) .  
However, it i s  questionable as t o  t h e  mer i t s  of using any Fourier 
s e r i e s  a t  a l l ,  s ince knowing k* y i e lds  by simple numerical 
in tegra t ion  a pr imit ive p of a(y,k*) form (2 .29) ,  and an 
approximate solut ion 
E as t h e  superposit ion of two t r ave l ing  waves. Another remark 
t h a t  seems t o  be i n t e r e s t i n g  i s  t h a t  t he  constant 
i s  determined without knowing anything about t h e  solut ion.  Such 
constants  should i n  general  have some phys ica l  s ignif icance.  For 
t h i s  pa r t i cu la r  case, one shows t h a t  up t o  terms of order E, t h e  
t o t a l  energy i n  t h e  o s c i l l a t o r y  motion a t  time 
A l s o ,  once 
k = k*. I n  general, 
u( t, x) = p( x+t) -p( -x+t) of (2 .25)  t o  order 
2 
k* = mCa (*,k*)] 
t, 
i s  proport ional  t o  k* and t h a t  t h e  k i n e t i c  energy a t  t = 0 Y 
i 
. .  
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i s  proportional t o  k*. The in tegra t ions  a re  taken from 0 t o  T 
only because of t h e  o r i g i n a l  problem of t h e  s t r i n g  with length 
which was fastened at t h e  ends 0 and TT. 
TT 
To complete t h e  proof of t h e  existence of a solution, 
we  need t o  show t h a t  H ' ( r , O )  given i n  (2.18) has a bounded 
inverse which maps t h e  subspace of 2r-periodic funct ions i n  
i n t o  M fl C2. 
Theorem where it was pointed out t h a t  t h e  mean values of t h e  
functions i n  t h e  domain of t h e  inverse are not important. 
A ( t , X )  = q(x+t)  - q(-x+t), @(s) = dq(s)/dS, and 
a( s) = dp( s)/ds,  where 
that 
We a r e  going t o  make use of t h e  remark following 
Let t ing 
Y(t,x) = p(x+t)-P(-x+t),  
Q s a t i s f i e s  (2.27), we obtain from (2.18) 
2 
where k = m ( a  ). Our first problem i s  t o  solve t h e  equation 
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where e(y) i s  a a - p e r i o d i c  funct ion i n  C1 which i s  a r b i t r a r y  
except we a re  allowed t o  choose t h e  mean value i n  any m- unner 
what soever. 
We choose our class of 2rr-periodic funct ions e i n  t h e  
rv 
1 following manner. If e i s  an a r b i t r a r y  a - p e r i o d i c  funct ion i n  C 
with m(%) = 0, then  
- 1  1 27r2 o (s)G(s)ds  m o  e = e -  
i s  an admissible a - p e r i o d i c  e. For any e of t h i s  form equation 
(2.31) has a unique so lu t ion  given by 
Notice t h a t  m(@) = 0 and, therefore ,  q(y) = Iy@ i s  
%-periodic and y i e lds  a funct ion A i n  M Cl C2. Also, t h e r e  
e x i s t s  a k such t h a t  \ ( A  1) 5 q(ell f o r  a l l  e and we have proved 
our r e s u l t .  
. .  
. 
3. The c h a r a c t e r i s t i c  problem fo r  t h e  hmerbo l i c  equation. 
3.1. The l i n e a r  cha rac t e r i s t i c  problem. Consider t h e  
c l a s ses  of funct ions S and N defined by 
The decomposition of elements i n  N 
be made so by arbitrarily specifying t h a t  e i t h e r  a or $ has 
average zero over a period. For any cp i n  S fl Cky k h 0, we 
def ine  t h e  element prp i n  N n Cky k L 0, by 
i s  not unique, bu t  it can 
It i s  c l e a r  t h a t  P i s  a project ion operator of S fl Ck i n t o  N l l  Ck. 
Final ly ,  i f  t h e  s e t  d i s  defined by 
(3 .3)  18 = {cp  i n  s n c0: = 01 , 
then I8 n ( N  fl Ck) = (0) f o r  a l l  k. 
The operator Pcp i s  t h e  same as t h e  one used by Cesari 
[ 23 except'  i n  h i s  notation, he denoted t h i s  by ( Pcp) (x, y) = m( x)+n( y) -P. 
. 
. .  
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Lema 4. The following statements a r e  equivalent: 
i> cp E NL ; 
2rr 2rr 
ii) cp E s n c0, Io c p ( x , ~ ) d ~  = 0, Io c ~ ( t , ~ ) d t  = 0, 
o s x ,  y s a ;  
q(x,y)cp(x,y)dxdy = 0 fo r  a l l  $ i n  N n Co. 
Proof: The fact t h a t  i) i s  equivalent t o  ii) follows immediately 
from t h e  def in i t ion .  One shows t h a t  ii) and iii) a r e  equivalent 
by using in tegra t ion  by p a r t s  t o  obtain 
f o r  a l l  $ i n  N fl Co, cp i n  S n Co, $(x,y) = a(x)+B(y). The 
r e s u l t  then follows immediately. 
The s igni f icance  of t h e  above d e f i n i t i o n s  l i e s  i n  t h e  
following lemmas. 
Lemma 5. The s e t  N fl C1 coincides with t h e  so lu t ions  of t h e  
boundary value problem 
u = o  
XY 
(3.4) 
u(x + 2rr,y) = u(x,y) = u(x,y + a) 
- r n < X ,  y < w  
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. 
Lemma 6. For a given in teger  k and a given Q, i n  S fl Ck, 
t h e  boundary value problem 
= cp(X,Y) 
XY 
u (x  + a,y) = u(x,y) = u(x,g + 2rr) 
- m < x ,  y < w  
has a solut ion i f  and only i f  cp E: I8 fl Ck. Furthermore, i f  
cp E N 
belongs t o  I8 f l  Ck+l. I f  t h i s  unique so lu t ion  i s  designated by 
Z(x,y)cp , 0 5 x,y I; 2rr, then 
d n ck i n t o  d n c ~ + ~  and there  i s  a constant L such t h a t  
1 n Ck, then  the re  exists a unique so lu t ion  of (3.5) which 
.;t(*,*) i s  a l i n e a r  operator mapping 
Proof: The proof of t h e  necessi ty  i n  t h e  f i r s t  ?art of t h e  lemma 
follows simply by in t eg ra t ing  the d i f f e r e n t i a l  equation and using 
t h e  pe r iod ic i ty  of ux,u For t h e  sufficiency, put u(x,y) = 
I" cp( 6,rj)dEdV and ve r i fy  t h e  p e r i o d i c i t y  d i r e c t l y .  The unique- 
ness of a so lu t ion  of (3 .5)  i n  d 
Y' 
0 
follows because t h e  d i f fe rence  
of two such so lu t ions  would b e  i n  N n c1 and NL n (N n cl> = co). 
Define 
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and t h a t  t h e r e  1 It i s  c l e a r  t h a t  be( e ,  - ) q  E N 
e x i s t  a constant L such t h a t  (3.6) i s  s a t i s f i e d .  This  completes 
t h e  proof o f  t h e  lemma. 
I l  Ck+l 
3.2. The nonlinear c h a r a c t e r i s t i c  problem. Consider t h e  problem 
where E is  a rea l  parameter and f(x,y,u,p,q) i s  per iodic  i n  
x and y of period 2rr and continuous i n  x,y,u,p,q and 
l o c a l l y  l i p s c h i t i z i a n  i n  u,p,q i n  a region n ( R )  given by 
For a f ixed  r E N n C1 and f o r  given pos i t i ve  constants  
a,b, a < b < R, l e t  
If cp i s  a given funct ion i n  S1(r,a,b), then  we w i l l  i e t  F(.,-,cp) 
designate  the  funct ion 
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Theorem 6. 
i s m  E > 1 
funct ion I' 
t inuous i n  
For any given pos i t ive  constants  
0 with t h e  following property: corresponding t o  each 
llrll, S a E, I E ~  S el, t h e r e  i s  a unique 
= I'( r , E )  i n  SI( r,a,b) such t h a t  r (x,y) i s  con- XY 
x,y and s a t i s f i e s  
a < b < R, t he re  
and t o  each 
where F i s  defined i n  (3.U). The funct ion r( r,E) can be obtained 
by t h e  method of successive approximations 
(3.13) 
where g( -, .) i s  defined i n  Lemma 6. F ina l ly  I?( r, E) i s  continuous 
i n  y-, E and l i p s c h i t z i a n  i n  r uniformly w i t h  respect  t o  E f o r  
II All  5 a, I 4  5 cl, r(r,o) = r. 
Theorem 7. 
Theorem 6. If t h e r e  e x i s t  an c2 5 el and a funct ion Y(E) i n  
N fl c1, I r t E , I  a, I 4  5 €1, such t h a t  
Let a < b < R, el, I'( r, E) be  t h e  q u a n t i t i e s  given i n  
then I?( U ( E ) ,  E )  i s  a so lu t ion  of (3.8) f o r  I E(  5 E ~ .  Conversely, 
if (3.8) has a so lu t ion  u( x, y, E )  which i s  continuous i n  x,y, E 
together  with ux, uy, uxy f o r  0 5 x,y 5 a, \ E l  5 E2, l lu(.,*, €)/I1 < b, 
~ ~ P U ( * , - , E ) ~ \ ~  5 a f o r  0 5 ( € 1  5 E then u ( x , y , ~ )  = I?(x,y,y(E),E) 
where I? i s  the  funct ion given i n  Theorem 6, 
and U(E) sa t i s f ies  (3.14). 
2' 
Pu( ., 0 ,  E )  = y( E) 
Theorem 8. Let a < b < R, cl, I ? ( r , E )  be  as i n  Theorem 6. If 
f (  x, y, u, p, q) 
i n  
I?( y, E) i s  continuously d i f f e r e n t i a b l e  with respect  t o  y f o r  
llrlll < a, I E( 5 E Furthermore, t h e  de r iva t ive  of I?( r, E) with 
respect  t o  r a t  E = 0 i s  t h e  i d e n t i t y  operator.  
i s  Lipschitz continuously d i f f e ren t i ab le  with respec t  t o  u, p, q 
0 C E E such t h a t  €3' 3 -  1 R ( R ) ,  then t h e r e  e x i s t s  an 
3' 
The proofs of Theorems 6,7,8 a re  exac t ly  t h e  same as t h e  
proofs of Theorem 1,2,3 i f  one rep laces  M,Q,g,T2( r,a,b),G,& i n  
t h e  preceeding proofs  by N, P, f,S1( r, a,b),F,i, respect ively.  
course, t h e  estimates are made i n  
O f  
C1 
Equations (3.14) are ca l led  t h e  b i fu rca t ion  equations or  
determining equations f o r  problem (3.8) and a so lu t ion  U(E) of 
with t h e  aid of Lemma 6. 
t hese  equations which belongs t o  N fl C1 i s  a necessary and 
s u f f i c i e n t  condition ( i n  t h e  sense described by Theorem 2) f o r  t h e  
exis tence of a so lu t ion  t o  (3.8) f o r  E s u f f i c i e n t l y  small. 
l'rom Lemma 4, equations (3.14) a r e  equivalent t o  t h e  
following: 
. 
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(3.15) 
H( U, E) = 0 , 
0 0 
where F i s  defined i n  (3.11). Since I?( r ,O) = y, t h e  "first 
approximation" t o  these  equations a r e  
(3.16) 
0 6 x,y 6 2rr . 
If t h e  conditions of Theorem 3 a r e  sa t i s f i ed ,  then t h e  
funct ion H( y, E) defined i n  (3.13) i s  d i f f e r e n t i a b l e  with respect  
t o  Y. If we designate  t h e  der iva t ive  with respect  t o  y by 
H' ( Y, E ) ,  then it i s  easy t o  show t h a t  
0 Ir; x,y 5 2rr 
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where fU, f f denote the  p a r t i a l  d e r i v i a t i v e s  of f (  x, y, u, p, q) 
with respect t o  u, p, q, respect ively.  
P' q 
If f (  x, y, u, p, q) depends e x p l i c t l y  upon p, q then 
H (  r, E ) ,  H' ( r, E )  i n  (3.16), (3.17) a re  continuous mappings of 
N fl C1 in to  N fl Co.  If f depends only upon x,y,u, then 
H( r, E)," ( y, E )  a r e  continuous mappings of N fl C1 i n t o  N fl C1. 
By using these  remarks, t h e  imp l i c i t  funct ion theorem 
i n  Banach spaces ( s e e  [4]) and Theorem 7, one e a s i l y  deduces t h e  
following r e su l t .  
Theorem 9. 
H( y, E), HI ( r, E )  a r e  defined by (3.15), (3.17), respect ively.  
t h e r e  i s  a ro i n  N fl C1 , ~lrol~l < a, such t h a t  H(r 0) = 0 
arid t h e  linear. operator H 1 ( r , O )  has a continuous inverse  tak ing  
N fl Co i n to  N fl C1, then t h e r e  e x i s t  an c4 > 0 and a funct ion 
u(x,y, rot E )  continuous i n  x,y, E: f o r  I € 1  5 E ~ ,  o 5 x,y 5 a , 
u( x, y, rot 0)  = yo( x, y),  such t h a t  sa t isf ies  problem 
(3.8). The same conclusion holds  i f  f depends only upon x,y,u 
< a, such t h a t  H( y 0) = 0 and t h e r e  i s  a 
and H ' ( r , 0 )  has a continuous inverse mapping N fl C 
Suppose t h e  conditions of Theorem 8 a r e  s a t i s f i e d  and 
If 
0' 
0 
u( x, y, r , E )  0 
i n  N fl C1, 1 )  roll 
rO 0' 
i n t o  N fl C1. 
0 1 
Notice t h a t  nothing would be changed i n  t h e  above theory 
i f  t h e  function f 
E. 
below. 
i n  (3.8) depended continuously upon a parameter 
We w i l l  a c tua l ly  use the  theory  f o r  t h i s  case i n  t h e  example 
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3.3. Examples. 
3.3.1. Consider t h e  system (3.8) with 
where C 0 i s  a constant, $,g are continuously d i f f e r e n t i a b l e  
with respect  t o  x,y,u. For r ,A i n  N fl C1, y(x,y) = Or.(x)+B(y), 
n(x,y) = a(.) + b(x), and t h e  par t icu lar  f i n  (3.18)~ we 
obtain from (3.16) , (3.17) t h a t  
2rr 
Since C )E 0, H( r , O )  = 0 if 2rrC a(x)  = - I $(x, v)dTJ 2rrC @(y)  = 
0 2rr 2rr - f o  $( 5,y)dt - C Io a( E)d(. The operator  H' ( r ,O)  obvioulsy has  
0 
a continuous inverse mapping N C1 i n t o  N fl C1 and Theorem 4 
implies t h e  exis tence f o r  E small of a solut ion of (3.8) w i t h  
f given i n  (3.18). 
3.2.2. Consider t h e  system (3.8) with  
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where a re  continuous and g s a t i s f i e s  t h e  condi t ions 
of Theorem 8. We s h a l l  a l so  suppose t h a t  C f. 0 and t h e  quan t i t i e s  
a r e  d i f f e ren t  from zero. 
For any y,A i n  N n C1, u(x,y) = a(x)+B(y),A(x,y) = 
= a(x)+b(y),  ( ' )  denoting d i f f e ren t i a t ion ,  H( r,O)(x,y) = E(x,r)+G(y, r), 
H' ( y-, 0) = E' ( r) + G ( y), and 
(3.16), (3.17) th'at 
f given i n  (3.19) we obta in  from 
E'(y) = 2N!a(x) + r a ' (x ) ,  
f o r  
it i s  no l o s s  i n  genera l i ty  t o  assume t h a t  
r e i a t i o n  H ( r , O )  = 0 
and t h e  above condi t ions on and C imply t h a t  t h e  r e l a t i o n  
E(x, y) = 0 h a s  a unique %-periodic funct ion a(.) which has a 
continuous f i rs t  der iva t ive .  Having determined a, t h e  r e l a t i o n  
G(y, y) = 0 determines a unique .%-periodic funct ion @(y)  which 
0 5 x,y 5 Zrr. From t h e  remark a f t e r  t h e  d e f i n i t i o n  i n  (3.1) 
a The 
E(x, y) = 0, G( y, r) = 0 
io  B(7)d-q = 0. 
i s  equivalent t o  
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has  continuous f i r s t  der iva t ive .  This same argument shows t h a t  
I!' ( r ,C)  has a continuous inverse mapping N n C i n t o  N ll C1 
0 
and Theorem 9 then implies t h e  existence f o r  E small of a so lu t ion  
of problem (3.8) with f given i n  (3.19).  
Remark. Cesari [ 2 ]  discusses (3.8) with f s a t i s f y i n g  (3.19) 
only under t h e  a s se r t ion  C 0 and a s s e r t s  t h e  same conclusion 
as i n  sec t ion  3.3.2. Notice t h a t  we need r, s f 0 i f  $1,$2 
a r e  not i d e n t i c a l l y  zero. If Jr,,q2 w e  i d e n t i c a l l y  zero, we need 
g depending only on x,y, and u as i n  (3.18). 
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