Hilly areas necessitate a field road vehicle with high automation to reduce the amount of labor required to transport agricultural products and to increase productivity. In this paper, an adaptive integrated navigation method (combining global navigation satellite system (GNSS) and inertial navigation system (INS)) and path tracking control strategy of field road vehicles are studied in view of the problems of frequent GNSS outages and high automatic control precision requirement in hilly areas. An indirect Kalman filter (KF) is designed for the GNSS/INS information fusion. A modified method for calculating the KF adaptive factor is proposed to effectively suppress the divergence of the KF and a threshold judgement method to abandon the abnormal GNSS measurement is proposed to deal with GNSS interruptions. To achieve automated driving, a five-layer fuzzy neural network controller, which takes the lateral deviation, heading deviation, and path curvature as input and the steering angle as output, is proposed to control vehicle autonomous tracking of the navigation trajectory accurately. The proposed system was evaluated through simulation and experimental tests on a field road. The simulation results showed that the adjusted KF fusion algorithm can effectively reduce the deviation of a single GNSS measurement and improve the overall accuracy. The test results showed the maximum deviation of the actual travel trajectory from the expected trajectory of the vehicle in the horizontal direction was 12.2 cm and the average deviation was 5.3 cm. During GNSS outages due to obstacles, the maximum deviation in the horizontal direction was 12.7 cm and the average deviation was 6.1 cm. The results show that the designed GNSS/INS integrated navigation system and trajectory tracking control strategy can control a vehicle automatically while driving along a field road in a hilly area.
Introduction
Field roads in hilly areas are narrow and winding. Driving conventional vehicles along such roads is challenging, making the transportation of agricultural materials and products a severe problem for agricultural production in hilly areas. In China, most agricultural materials and products are transported by motorcycles, carts, and tricycles, among other conveyances [1] . These modes of transport have some problems, such as high labor intensity, low efficiency, and low operation safety. In addition, the labor force in hilly areas is severely lacking. These factors strongly affect the development of agriculture in hilly areas. Thus, agricultural workers in hilly areas urgently need a highly automated field road vehicle to trans-fer agricultural materials and products aiming to reduce the required labor intensity and increase production efficiency.
The keys to the automated driving of a vehicle on field roads are autonomous navigation and trajectory tracking control. Currently, the most commonly used autonomous navigation systems are the inertial navigation system (INS), satellite navigation system, magnetic navigation system, machine vision navigation system, and combined navigation systems composed of two or more subsystems [2] [3] [4] . With the rapid deployment of real-time kinematics global navigation satellite system (RTK-GNSS), GNSS positioning performance is expected to be significantly improved in terms of availability, accuracy, reliability, and continuity. Therefore, GNSS positioning has become a ubiquitous facility in outdoor conditions, and GNSS navigation is widely used in land vehicle navigation systems. In fact, short signal blockages of GNSS will occur under restricted conditions, such as leaf attenuation and temporary obstacle shadow conditions [5] . Since the positioning performance of GNSS depends directly on the continuous tracking of satellite signals, positioning methods based on GNSS observation alone are incapable of providing a continuous navigation solution in the GNSS-constrained environment [6] . To solve this problem, GNSS is often integrated with INS. The INS provides positioning information during the GNSS outage, thus assisting the GNSS signal to reacquire after the outage and reducing the search domain required to detect and correct the GNSS cycle slip. The integrated GNSS/INS system combines the advantages of both technologies by reducing INS errors and continuously providing reliable navigation data. So, the GNSS/INS integrated navigation system has favorable complementary advantages, making it superior to other integrated navigation systems in terms of performance [4, 7] .
The key technology of GNSS/INS integrated navigation is the fusion of GNSS observations with INS measurements to obtain more accurate navigation information [7] . Different fusion methods such as Kalman filter (KF), extended Kalman filter (EKF), particle filter (PF), and artificial intelligence (AI) approaches have been proposed and implemented to integrate the INS and GNSS data. Among the existing information fusion technologies, the most mature and widely used method is KF and its improved algorithms [8] [9] [10] . In [11] , an improved KF method was used to assemble the navigation information. The computational performance, convergence speed, and convergence accuracy were better than those of the traditional extended KF. In [12] , an adaptive KF was used to combine GNSS navigation information with INS navigation information to enhance the antijamming capability of agricultural machinery in order to cope with the situation where satellite signals are blocked by windbreaks during the operation of automatic agricultural machinery in the field. In [13] , an innovative fuzzy adaptive KF algorithm and an adaptive interacting multimodel algorithm based on multimodel angle were introduced to measure the varying noise characteristics of a vehicle-mounted GPS/INS integrated navigation system. Recently, several AI-based techniques, such as fuzzy neural networks [14] , wavelet neural network [15, 16] , and adaptive neuro-fuzzy inference system [17] , have been proposed to replace or mix various filtering methods to enhance the positioning accuracy of vehicular navigation systems [18] . The basic principle behind these architectures utilizing artificial neural network (ANN) is to simulate the latest vehicle dynamics as long as the GNSS signals are available. During training, the ANN is trained to simulate the input-output functional relationships associated with INS and GNSS data. In the case of GNSS outages, these AI-based models operate in predictive mode to correct for inaccuracies in INS outputs [19] . However, due to the high inherent INS sensor errors, the nonlinear complexity of the input-output functional relationship increases and the accuracy of ANN-based architecture degrades in the case of low-cost INS. In addition, some adaptive ANN-based architectures have some limitations in parameter optimi-zation, resulting in huge computational load, and then their real-time implementation is affected [19] . In particular, when the GNSS signal is lost, both KF-and AI-based methods will cease to be valid. However, in the first few seconds of a GNSS outage, KF might outperform some AI-based technologies [20] .
The goal of agricultural autonomous navigation is to control the path of the vehicle to keep it along a predetermined trajectory. The development of automatic path tracking control algorithms is critical for the realization of automated vehicle operation [21] . The path tracking methods were classified into three groups: geometric approach, kinematic control law, and optimal control [22] . In [23] , a PID control algorithm was designed to control the front wheels of a navigation vehicle for automatic steering. The test results showed that this control method worked well. In [24] , to make better use of machine vision navigation to control vehicles, a navigation control method based on improved particle swarm optimization adaptive fuzzy control was proposed, which has characteristics such as high response speed, small overshoot, and rapid elimination of lateral errors. In [25] , an adaptive robust controller with hierarchical sliding mode was proposed, and a neural network was used for trajectory tracking and stabilization of underactuated surface vessels. In [26] , a novel Nussbaum-based adaptive fuzzy control scheme was proposed for trajectory tracking of a USV in the presence of complex unknown nonlinearities and completely unknown dynamics, and the tracking errors converged to an arbitrarily small neighborhood of zero. Generally, commonly used path tracking control methods include PID control, fuzzy control, neural network control, optimal control, and combined control methods (e.g., the fuzzy neural network control method).
This paper aims to solve the problem of autonomous driving of agricultural machinery on field roads in hilly areas. However, because of the strong twists and turns of field roads and occasional GNSS signal outages due to obstacles such as trees, the relative study on the autonomous navigation of field road vehicles in a hilly area is very limited. In this paper, a low-cost GNSS/INS integrated navigation method and a fuzzy neural network path tracking algorithm are proposed considering the characteristics of the complex environment, narrow road, frequent short-time GNSS outages, and highprecision requirement of automatic driving control on field roads in hilly areas. The contribution of this paper includes the following: (1) a modified KF is designed for the GNSS/INS information fusion and an adjusted method for calculating the KF adaptive factor is proposed to effectively suppress the KF divergence in GNSS short-time interruption, (2) a fuzzy neural network is used to control the automatic steering of the field road vehicle to solve the nonlinear path tracking control problem, and (3) the proposed GNSS/INS integrated navigation method and the fuzzy neural network path tracking algorithm are simulated and verified by experiments.
The remainder of this paper is organized as follows. Section 2 presents the architecture of integrated navigation system. Section 3 describes the establishment of adaptive KF and proposes a modified method for calculating the adaptive factor. Section 4 presents the fuzzy neural network 2
Journal of Sensors tracking control strategy. Section 5 contains the simulation results, experimental details, and the test results.
Architecture of Autonomous Navigation System
The combined use of the GNSS and INS allows the advantages of the two systems to complement one another, synergizing these two technologies and providing more accurate and reliable navigation information. The complementary advantages of GNSS systems and INS systems are reflected in the following points: (1) the INS system is a closed, completely independent navigation system [27] that can compensate for the GNSS system's vulnerability to interference and its large navigation errors; (2) the update frequency of INS measurements is high [28] , which can compensate for the GNSS system's low update frequency;
(3) the error of the GNSS system is independent of time, which can compensate for the errors of the INS system that accumulate over time [29, 30] .
The field roads of hilly areas have narrow and rugged characteristics and require high precision and stability of the automated navigation system of a field road vehicle. Therefore, this paper adopts the INS as the main navigation system, uses the GNSS to correct the INS, and then formulates the loosely coupled GNSS/INS integrated navigation method to realize the autonomous navigation on field roads in hilly areas. So the GNSS/INS integrated navigation system consists of a GNSS, an INS, a main controller, and a steering system. The architecture of the system is shown in Figure 1 .
The low-cost INS used in this paper consists of a highprecision single-axis gyroscope and a 3-axis accelerometer, which can directly achieve single-axis heading angle and 3-axis acceleration. It is therefore necessary to calculate the heading angle and the angular increments of the other two axes indirectly.
The GNSS is a RTK-GPS system, including a GPS base station and a vehicle-mounted GPS receiver. The GPS base station transmits its own measured GPS data and its own position coordinate information to the vehicle GPS receiver by a wireless signal transmission station. The vehicle GPS receives these data through the radio signal receiver, collects its own GPS observations, and implements a real-time kinematic (RTK) differential positioning system, which ultimately provides centimeter-level positioning results for the vehicle. The INS monitors the vehicle's acceleration and angular velocity in real time.
The positioning data obtained by the RTK-GPS and the acceleration and angular velocity data obtained by the INS are sent to the main controller. The main controller uses the designed KF to fuse the GNSS and INS data to obtain accurate and reliable navigation information. The fuzzy neural network determines the desired trajectory of the vehicle based on the navigation information.
The steering system controls the swerving of the vehicle based on the calculated desired trajectory of the vehicle so that the vehicle can travel automatically.
Establishment of Adaptive KF
In the process of automated vehicle operation, the GNSS and INS measure the position and attitude information of the vehicle. Information fusion is essential for the GNSS and INS to work in conjunction. This paper uses the adaptive indirect KF to fuse the GNSS/INS data, utilizing the error equations of the GNSS/INS system to establish the KF and then the estimated error to correct the navigation parameters to formulate more accurate navigation information. In the information fusion process, if the GNSS signal is judged by the threshold to be a short-time abnormality, the GNSS measurement data are discarded.
3.1. Measurement Parameters. The GNSS and INS loosely integrated navigation system selects the position and velocity of the vehicle as measurement parameters. So, the measurement errors include the position difference and the velocity difference between the GNSS measurement value and the INS measurement value.
The position error equation at time k is 
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R is the radius of the earth; δλ, δL, and δh are the position error noises of latitude, longitude, and altitude measured by INS, respectively; n x , n y , and n h are the position error noises of longitude, latitude, and altitude measured by GNSS, respectively.
The velocity error equation at time k is: ð4Þ δV xI , δV yI , and δV zI are the error noises of eastward, northward, and upward velocity measured by INS, respectively; n xv , n yv , and n zv are the error noises of eastward, northward, and upward velocity measured by GNSS, respectively. Then, the totally measurement error equation is obtained by combining the position error equation and the velocity error equation:
KF Equation.
The KF equation for the field road vehicle's GNSS/INS integrated navigation system is as follows.
(1) One-step prediction equation of the state:
where F is the state transition matrix and X is the state variety
(2) Equation for estimating the state:
where K k is the filter gain matrix and H k is the measurement matrix (3) Filter gain equation:
where P kjk−1 is the covariance error prediction equation and R k is the variance matrix for measuring noise, which is determined by the parameters of the selected GNSS and INS sensors:
where δ Δx , δ Δy , δ Δz , δ Δvx , δ Δvy , and δ Δvz represent the proportionality constants of the displacement error and velocity error in the x, y, and z directions, respectively, in the vehicle coordinate system.
(4) Equation for predicting covariance error:
In the equation, Q k−1 is the variance matrix of the system noise matrix Γ k−1 :
where δ ax , δ ay , δ az , δ ωx , δ ωy , and δ ωz represent the proportionality constants of the acceleration error and angular velocity error in the x, y, and z directions, respectively, in the vehicle coordinate system. In Equation (10), the system noise matrix Γ k−1 can be obtained from the equation of state:
(5) Equation for estimating the covariance error:
The five equations above are the basic equations of the KF of the GNSS/INS integrated navigation system. The cyclical calculation uses the estimation value of the previous state to calculate that of the current state and then corrects the state estimation using the current measurement value. Through continuous iterative updates, the best estimate of the GNSS/INS integrated navigation system is ultimately obtained.
Adaptive
Design of the KF. The memory of the KF increases to infinity [31, 32] ; all the observed data before 4 Journal of Sensors the current moment are used to estimate the current state.
With the recursion of the KF, the amount of previous data in the filter gradually increases and occupies a large proportion in all the data, while the proportion of the new data is too small, resulting in the accumulation of errors and causing the filter to seemingly diverge [33] . An effective method for overcoming the filter divergence problem is to add an adaptive factor to the filter to reduce the proportion of previous data in the filtering calculation and increase the proportion of new data. The adaptive factor λ k reduces the filtering divergence by adjusting the covariance matrix in real time and increasing the emphasis on innovation, as shown in Equation (14):
where λ k is the adaptive factor, P k,k−1 is the covariance error prediction matrix, F k,k−1 is the state transition matrix, P k−1,k−1 is the covariance error estimation matrix obtained in the previous cycle, Γ k,k−1 is the system noise matrix, and Q k−1 is the system noise variance matrix. Define Y k as the innovation sequence of measurement matrix Z k at time t k :
Then, the covariance matrix C k for the innovation can be derived as
In the linear KF, Y k is the white noise sequence. We can derive the linear KF's innovation autocorrelation function [33] , as shown in Equation (17).
Denote
In actual calculations, due to the errors in the system model, the theoretical and actual values of the innovation covariance matrix are not exactly the same; thus, the value of the autocorrelation function is not necessarily zero. Therefore, we let S k = 0 by adjusting the gain matrix K k . Then, it is possible to make the new autocorrelation function (Equation (17)) equal zero, forcing the sequence of innovations to be orthogonal.
In the innovation sequence (Equation (15)), an estimation error is generated by the actual calculation. The reason for filtering divergence is that the estimation error is inconsistent with the theoretical error. Therefore, we can evaluate whether the KF exhibits divergence by comparing the square sum of the innovation and the covariance.
Equation (16) is the theoretical covariance of the innovation. For an innovation with an interval length of N, the estimated valueĈ k of the covariance matrix C k can be described aŝ
The solving formula of K k , and the estimated valueĈ k , which can substituted for the theoretical value C k , can be taken into Equation (18) and set S k = 0, then
Since P k,k−1 ,Ĉ k , and H k are all full-rank symmetric matrices, the following relationship can be obtained from the above formula:
Substituting Equation (14) into Equation (21), we obtain:
In Equation (22), λ k is a weight value for the whole covariance error. It is difficult to optimize each measurement parameter for a single weight value. So the elements of the main diagonal in the matrix
are each divided by the corresponding elements on the main diagonal in the matrix (Ĉ k − R k ), and the obtained results are used as the weight values, as shown in Equation (23).
This method for finding weight values is equivalent to dividing the innovation covariances of the longitude error, latitude error, height error, eastward velocity error, northward velocity error, and upward velocity error by the error covariance to obtain an adaptive factor.
Measurement Equation Adjust
. In Equation (7), Z k is the measurement error. When the vehicle is driving along a regular field road, Z k is obtained from both the GNSS and INS measurements. However, the field road conditions in hilly areas are complex and varying, and the GNSS usually suffers from large errors due to multipath, poor geometry, and high noise. Occasionally, obstacles such as trees will overshadow both sides of the field road and interrupt the GNSS signal, causing large GNSS positioning errors. Because INS requires no external reference (after initialization) and has no 5 Journal of Sensors information exchange with outer devices, it is immune to jamming and deception. Furthermore, INS can be used as a short-term fallback while GNSS signals are unavailable. Therefore, if the GNSS positioning value changes abruptly and the deviation exceeds a certain range, only the INS measurement value is used to calculate Z k . But for long-term GNSS outages, the autonomous navigation will turn to machine vision navigation (this issue will be discussed in a follow-up paper).
Define C k is the average value of n innovation sequence covariance matrices:
Equation (24) reflects the average error of measurement and estimation over a period of time. Define deterioration factor of measurement value is
The error of estimation is gradually increasing with time. Under normal circumstances, the error of a single measurement value should be consistent with the average value C k . If the measurement of GNSS is disturbed, Y k and O k will abnormal increase. So, we can define an error threshold O limit of the estimation, if
the error of the measurement is abnormal. Under this condition, the measurement value of GNSS in measurement error equation Z k will be abandoned and only the measurement value of INS is available, so the measurement error Equation (5) changed to Equation (27): 
Fuzzy Neural Network Tracking Control
After the real-time position and velocity of the vehicle are obtained via the modified KF, corresponding control strategies are still required to control vehicle autonomous tracking of the navigation trajectory accurately. Fuzzy control and neural network control can be combined to utilize the complementary advantages of both. Based on this, a fuzzy neural network path tracking control strategy is designed for the vehicle. The function of the fuzzy neural network is to decide the automatic steering angle according to the deviation between the real-time position and velocity of the vehicle and the navigation line.
4.1.
Structure of the Fuzzy Neural Network Controller. Controlling the automated operation of a vehicle involves a highly nonlinear complex control system composed of multiple variables [34] , with lateral control (also known as steering control) being crucial [35, 36] . Lateral control is directly related to the lateral deviation, heading deviation, and path curvature. Thus, a five-layer fuzzy neural network structure with three input parameters and a single output is implemented, as shown in Figure 3 . The input parameters include the lateral deviation, heading deviation, and path curvature. The output parameter is the steering angle of the field road vehicle. The lateral and heading deviation are calculated by the real-time position and velocity which are obtained via the modified KF, while the path curvature is calculated by the navigation line. 6
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The first layer is the input layer, and the node function is
where i = 1, 2, 3.
In the second layer, each node represents a fuzzy linguistic variable value. This layer calculates the membership function of each input component x i belonging to each linguistic variable μ j i . In this paper, the fuzzy set of each input component includes 7 fuzzy variables and Gaussian function is used as the membership function. The node function of this layer is
where i = 1, 2, 3; j = 1, 2, 3, ⋯, 7; c ij and σ ij are the central value and width of membership function, respectively. In the third layer, each node represents a fuzzy rule. The role of the third layer is to match the premises of the fuzzy rules and calculate the usage degree of each fuzzy rule. Multiplication algorithm is adopted as the node function, that is
where i 1 ∈ f1, 2, 3, ⋯, 7g, i 2 ∈ f1, 2, 3, ⋯, 7g, and i 3 ∈ f1, 2, 3, ⋯, 7g.
In the fourth layer, the single neuron and the corresponding rules are normalized. The node function is
In the fifth layer, the defuzzification calculation is carried out, and the desired steering angle of the vehicle is output. The node function is
In Equations (23), (24) , and (25) , m = 343, and k = 1, 2, 3, ⋯, 343.
Training and
Testing. The parameters of the fuzzy neural network tracking controller that need to be determined via self-learning include the weight of the last layer input variable ω k ðk = 1, 2, 3,⋯,343Þ and the central value c ij and width σ ij ði = 1, 2, 3 ; j = 1, 2, 3,⋯,7Þ of the membership function in the second layer. The vehicle's fuzzy neural network controller structurally belongs to the multilayer feedforward network. According to the back-propagation (BP) network structure [37] , the error back-propagation learning algorithm is selected to learn the related parameters. When training the fuzzy neural network, test data are used to verify the result for each training step, and the trend of the mean squared error (MSE) of the test data as the training time increases is obtained. In this way, we can find the most appropriate training times to ensure that the fuzzy neural network has satisfactory generalizability after learning. 
Journal of Sensors
The change in the test data MSE with the training time in this study is shown in Figure 4 .
As the training time increases, the MSE decreases first rapidly and then slowly. When the numbers of training reaches 331, the MSE reaches a minimum of 0.01; afterwards, it begins to increase, which is due to the influence of noise and model complexity, and a tendency of overfitting occurs. Early stopping method of iterations is applied to determine the training times. Thus, the result obtained from the upper position in 331 training is the best. We take the result of this training as the final result and then determine ω j , σ ij , and c ij .
In order to verify the control effect of the fuzzy neural network path tracking, the input parameters of the test data are input into the trained fuzzy neural network controller, and the steering angle of the vehicle obtained by the solution is compared with the actual measured steering angle of the vehicle. As shown in Figure 5 , it can be seen that the output steering angle by the fuzzy neural network can well predict the change of the actual steering angle during the testing, with an average deviation of 1.12°. It shows that the designed fuzzy neural network controller has good control performance for the automatic driving of the vehicle.
Results and Discussion

Simulation of Information Fusion.
To verify the correctness of the fusion processing and the improving effect of the positioning accuracy of the modified KF algorithm, the information fusions were simulated by MATLAB R2015. The simulation is based on the following steps:
(a) Set the initial state of the field road vehicle. According to the geographical location of Chongqing, the vehicle was located at 30°N., 106°E., and 0 height. The initial speed of the vehicle was set to 2 m/s with the positive south direction Figure 6 shows that the deviation between the simulated GNSS output value and the simulated trajectory fluctuates around zero with a deviation of 5 cm, which is consistent with the performance of the GNSS used in the test. Figure 7 shows the simulated INS output data, which has slight fluctuations compared to the simulated driving state of the vehicle. The simulated INS output is obtained through adding noise to the simulated vehicle trajectory, which is consistent with the performance of the tested INS module.
From Figure 7 , the acceleration and rotation of the simulated trajectory, which are irregular and mutable, can reflect the objective situation of the vehicle driving on the field roads in hilly areas. The simulated GNSS and INS output values, which include simulated measurement noises, are also consistent with the performance of the selected equipment. So, the simulated trajectory and GNSS and INS output values can be used to verify the modified KF information fusion algorithm.
Comparing the calculated driving trajectory through the modified KF fusion algorithm and the simulated trajectory, the deviation between them is obtained, as shown in Figure 8 .
From Figure 8 , it can be seen that the eastward deviation, northward deviation, and upward deviation between the KF fused driving trajectory and the simulated trajectory fluctuate around 0, and the maximum deviation value is within 3 cm. Compared with the simulated GNSS output in Figure 6 , the deviation trend of the KF fusion output is consistent with that of the simulated GNSS output, but the maximum deviation of the KF fusion output is reduce by 40%. This shows that the proposed GNSS/INS integrated navigation and the adjusted KF fusion algorithm can effectively reduce the deviation of a single GNSS measurement and improve the overall accuracy. It provides a more reliable parameter basis for the automatic driving control.
In order to verify the information fusion functionality when the GNSS signal is lost for a short time, an artificial noise error is added to the original GNSS data from 781 s to 800 s as shown in Figure 9 to simulate an abnormal GNSS signal. The improved vehicle Kalman filter designed by this paper is compared with the simulated vehicle trajectory to Figure 6 : The deviation between the simulated GNSS output and the simulated trajectory. 9 Journal of Sensors verify the effectiveness of the proposed algorithm in the case of GNSS signal loss during a short time. Figure 9 shows the eastward, northward, and upward deviation between adaptive Kalman output and simulated vehicle's track from 770 s to 810 s, respectively.
It can be seen from Figure 9 that the deviation between the output value of the Kalman filter information fusion and the simulated vehicle travel trajectory increases at 780 s (point A). The deviation reaches the maximum at 800 s (point B), with an eastward deviation of 14 cm, a northward deviation of 16 cm, and a upward deviation of 23 cm. After crossing the point B, the difference between the output value of the Kalman filter information fusion and the simulated vehicle travel trajectory is rapidly reduced, and the output value of the Kalman filter information fusion returns to normal at 805 s. 
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Journal of Sensors It can be seen from the simulation results that when the GNSS signal is lost, the Kalman filter information fusion relies on the output data of the INS to calculate the driving state of the vehicle. Although the deviation of the solution will accumulate over time, it can still be used in a short period of time. When the GNSS signal returns to normal, the Kalman filter information fusion algorithm uses the output data of GNSS and INS at the same time, which can quickly correct the previous deviation.
Experiment on Normal Field Roads.
To verify the effectiveness of the GNSS/INS integrated navigation system and the fuzzy neural network tracking control strategy for the vehicle, automated driving tests were performed on normal field roads and roads where the GNSS suffers from occasional outages in terms of the position. The length of the field road vehicle is 1.13 m, its wheelbase is 0.76 m, its tread is 0.45 m, and its maximum load capacity is 150 kg. The experimental field road is 1.2 m wide, with significant changes in altitude and curvature. The speed of the vehicle is 2 m/s. The highaccuracy RTK-GPS (model K706, manufactured by ComNav Technology Ltd.), which includes a fixed base station and a rover on the vehicle to reduce the position error, was used to collect the middle line coordinate information of the road and store it as the autonomous navigation path. The positioning accuracy of the RTK-GPS is 2 cm. The INS module (model LPMS-NAV2, manufactured by LP-RESEARCH Inc.), which is composed of a high-accuracy one-axis gyroscope and a 3-axis accelerometer, is low cost with a resolution of 0.122 mg/LSB and an angle resolution of 0.01°.
During the test, the vehicle is placed in the starting position facing the forward direction of the road. The driving mode of the vehicle is set to autonomous travel. The automated vehicle driving scene is shown in Figure 10 .
In the process of autonomous traveling, the main controller records the real-time longitude, latitude, and altitude data of the GNSS/INS integrated navigation system and compares this information with the expected path information to Figure 11 .
The deviations of the autonomous traveling trajectory all fluctuate around 0 because of the unevenness of the accelerometer measurement due to the roughness of the road surfaces coupled with GNSS positioning errors, mechanical errors of the steering system, and other errors. In the eastward direction, the maximum deviation is 8.9 cm and the average deviation is 4.6 cm. In the northward direction, the maximum deviation is 11.9 cm and the average deviation is 4.9 cm. In the upward direction, the maximum deviation is 17.3 cm and the average deviation is 6.8 cm.
The deviation in the horizontal direction, which reflects the accuracy of the path tracking control, could be directly calculated by vector operation of the eastward deviation and the northward deviation. The maximum deviation in the horizontal direction is 12.2 cm and the average deviation is 5.3 cm. The test results show that the designed GNSS/INS integrated navigation system can accurately control the automated driving of a vehicle on a field road in hilly areas.
Experiment during GNSS Outages.
In hilly areas, obstacles such as trees and crops along the field road may can block the signals of the GNSS. As a result, the GNSS positioning information may be strongly distorted or unavailable. To verify the effectiveness of the designed GNSS/INS integrated navigation system during GNSS outages, the following experiment is designed.
In the experiment, a small segment of the field road along which the GNSS system signal is blocked by a tall plant is selected (see Figure 12 ).
When the vehicle travels along the road section shown in Figure 12 , the GNSS suffers from outages in position due to communication link failures and loss of satellite lock due to occlusion by the fruit trees along both sides of the field road, resulting in a large positioning error. The measured position coordinate of the vehicle during automated driving is shown in Figure 13 . Starting from point A, the GNSS signal begins to be distorted, and the positioning information strongly deviates. After the vehicle travels to point B, the GNSS signal returns to normal.
The eastward deviation, northward deviation, and upward deviation of the automated operation of the vehicle during GNSS outages are shown in Figure 14 . Figure 14 shows that the deviations of the vehicle still slightly fluctuate around 0 during automated operation. In the eastward direction, the maximum deviation is 12.3 cm and the average deviation is 5.6 cm. In the northward direction, the maximum deviation is 7.2 cm and the 
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Journal of Sensors average deviation is 3.8 cm. In the upward direction, the maximum deviation is 14.1 cm and the average deviation is 5.2 cm.
The maximum deviation in the horizontal direction calculated from the eastward deviation and the northward deviation is 12.7 cm and the average deviation is 6.1 cm, 
