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Abstract 
Generalizing a result of HSiggkvist et al. (1981), we prove that every non-bipartite graph of 
order n with more than (n - 1)*/4 + 1 edges contains cycles of every length between 3 and the 
length of a longest cycle. 
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In 1981, Hlggkvist et al. [5] proved the following sufficient condition for a 
hamiltonian graph to be pancyclic or bipartite. 
Theorem 1. Every hamiltonian graph of order n with more than (n - 1)2/4 + 1 edges 
is pancyclic or bipartite. 
This generalizes a result of Bondy [l], who proved that every hamiltonian graph with 
at least n*/4 edges is pancyclic or isomorphic to a complete bipartite graph K,Q~,~. 
It is implicit in another paper of Bondy [2] that every graph (be it hamiltonian or not) 
with at least n*/4 edges contains cycles of every length between 3 and the length of 
a longest cycle, unless the graph is K,,,2,+. 
The object of this note is to prove the same generalization for the condition of 
Theorem 1. Let the circumference c(G) be the length of a longest cycle of G. 
Theorem 2. Every non-bipartite graph G of order n with more than (n - 1)2/4 + 1 
edges contains cycles of every length e where 3 < e < c(G). 
It is not difficult to see, as we will prove in Lemma 2 below, that the hypothesis 
implies the existence of a triangle. In view of the complete balanced bipartite graph 
with one edge subdivided once, the bound can certainly not be reduced. Anyway, if we 
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only require cycles of every length between the length of a shortest and a longest cycle 
in a non-bipartite graph, then there is hope for reducing the edge number constraint. 
Graphs containing cycles of every length between the length of a shortest and 
a longest cycle are called weakly pancyclic. This concept was introduced by Brandt 
et al. [3], since in many cases considerably weaker requirements are sufficient for 
a graph to be weakly pancyclic than to be pancyclic. For a degree bound, Brandt 
et al. [3] proved that every 2-connected non-bipartite graph of sufficiently large order 
n with minimum degree 6 >2n/7 is weakly pancyclic. Note that the degree bound 
6 > n/2 needed to ensure pancyclicity under the same hypothesis is much larger. 
A slight improvement on the bound of Theorem 2 for the number of edges might 
be possible if we only require that the graph is weakly pancyclic. 
Conjecture 1. Every non-bipartite graph G of order n with more than (n - l)(n - 3)/ 
4 + 4 edges is weakly pancyclic. 
If true, the bound is the best possible for every n 3 6. For n =6 the 6-cycle with 
a 2-chord misses just Ca. For every r b 3 the graphs consisting of K,_i,, (K,_i,,+i, 
resp.) and a 4-cycle Cd, where the endvertices of an edge of C, are identified with two 
vertices in the larger part of the complete bipartite graph, have circumference 2r + 1 
but no 2r-cycle. For even n > 8 the graph consisting of K,,, and K, intersecting in 
one vertex, which misses all odd cycles of length more than three is another type of 
extremal graph. 
As usual, V(G) and E(G) denote the vertex set and edge set of a graph G. For 
a vertex v, the subgraph induced by V(G)\{ v} is denoted by G - u, and for a fixed 
subgraph H of G, the graph G - H is the subgraph induced by V(G)\V(H). Similarly, 
d&v) denotes the number of edges vx E E(G) with x E V(H). For a cycle C we always 
assume that C has an orientation, which is arbitrary but fixed, and for a vertex x of C 
the vertices x + ’ and x? denote the ith successor and predecessor, respectively, with 
respect to the orientation. 
For the proof of Theorem 2 we need several tools. The first of them is a result due 
to Bondy [2]. 
Theorem 3. Let G be a graph of order n and C a longest cycle of G having length c. 
Then the number of edges of G with at most one end-vertex in V(C) is at most 
c(n - c)/2. 
This result immediately implies the following generalization of Dirac’s famous 
Theorem [4], saying that every graph with minimum degree at least n/2 is hamiltonian. 
Lemma 1. Let G be a non-hamiltonian graph of order n. Then for every longest 
cycle C there exists a vertex u in G-C with do(u) < (n - 1)/2. 
Proof. Assume, to the contrary, that G contains a longest cycle C such that de(u)> 
n/2 for every vertex u in G - C. Then the number of edges with at least one end in 
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C is at least 
n(n - c)/2 - 
( > 
n ; c = (c + l)(n - c)/2 > c(n - c)/2, 
which is by Theorem 3 a contradiction to our assumption of 
cycle. 0 
Lemma 2. Every non-bipartite graph G of order n with more 
edges contains a triangle. 
C being a longest 
than (n - 1)*/4+ 1 
Proof. Let C be a shortest odd cycle of G and suppose c = ICI 2 5. By the minimality 
condition C must be an induced cycle and every vertex in G - C has at most two 
neighbors in C. Since G is triangle-free we conclude 
IE(G)I <c+2(n-c)+(n-c)*/4<(n-1)*/4+1. 0 
Lemma 3. Let G be a balanced bipartite graph of order n = 2r. If every pair of non- 
adjacent vertices u, v from dt@rent sides of the bipartition satisfy d(u) + d(v)>r 
then every pair x, y of vertices on dtyerent sides of the bipartition is joined by 
a hamiltonian path, unless {x, y} disconnects G. 
Proof. We fix a hamiltonian cycle C of G which exists by a result of Moon and 
Moser [6]. If x and y are consecutive vertices on C then we are done. Otherwise, for an 
orientation of C, the vertices x and y are joined by an odd length path P = xx+ . . . y-y 
and there is another odd length path P’ = y+ yf2 . . .x-*x-, such that P and P’ together 
span G. Moreover, we can find a perfect matching M in G consisting of edges of P 
and P’. If y+ and x- are not adjacent, then by the degree bound y+ and x- must 
be adjacent to both ends of a matching edge e E M. If e is in P then we obtain the 
desired hamiltonian path joining x and y, otherwise the subgraph induced by P’ is 
hamiltonian. The latter holds as well if yf and x- are adjacent. 
Now we have a path P of odd length 2 3 and a hamiltonian cycle C in G - P. 
Since {x, y} is no cutset there must be an edge joining P - {x, y} to C. From there it 
is easy to observe, that G contains two disjoint odd length paths Q and Q’ spanning 
G which end in x and y, respectively. Let z and z’ be the other ends of Q and Q’. 
Let M’ be the perfect matching of G consisting of edges of Q and Q’. If z and z’ 
are adjacent, then we are certainly done. Otherwise by the degree bound z and z’ are 
adjacent to both ends of a matching edge of M’, which implies the desired hamiltonian 
path between x and y. q 
It is easy to see that for r > 1 the graphs satisfying the hypothesis of Lemma 3 are 
2-connected, and it is not difficult to characterize the graphs with a cutset consisting 
of one vertex from each side of the bipartition. As one of the referees remarked, this 
gives a characterization of the exceptional graphs in Lemma 3. 
We are now prepared to prove the main result. 
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Proof of Theorem 2. The proof is by induction on n. The statement is certainly true 
for n = 3 so suppose n Z 4. Take a longest cycle C in G. If ICI = n then we are done 
by Theorem 1. If 1 Cl < n - 1 then by Lemma 1 there must be a vertex u of degree 
at most (n - 1)/2 in G - C. Since 
by induction, G - u contains cycles of every length e for 3 6 G < c(G - U) = c(G) 
unless G-U is bipartite. 
Finally, assume that G is not bipartite but G - u is bipartite. By Lemma 2 G contains 
a triangle. Obviously, every triangle of G must be spanned by u and an edge uw 
of G - U. Fix such an edge uw and let A UB (IAl b IBI) be a bipartition of G - U. 
Delete IAl - IBI ve rt ices from A\{u, w}. The resulting induced subgraph G’ of G - u 
is balanced bipartite of order 2 IBI > I Cl and IE(G’)I>(IG’I - 1)2/4+ 1, since G’ is 
obtained from G - u by consecutively deleting vertices of degree at most IBI. Since 
G’ is almost a complete balanced bipartite graph - at most IBI - 2 edges are missing 
- the removal of the set {u, w} cannot disconnect G’. Moreover, for any pair of non- 
adjacent vertices xeAnV(G’) and y6B we obtain do~(x)+do~(y)> lBl+l, so v 
and w must be joined by a hamiltonian path in G’ by Lemma 3. Hence G contains 
a cycle of length n’ + 1, contradicting the maximality of C. 0 
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