The rut formation during forest operations is an undesirable phenomenon. A methodology is being proposed to measure the rut depth distribution of a logging site by photogrammetric point clouds produced by unmanned aerial vehicles (UAV). The methodology includes five processing steps that aim at reducing the noise from the surrounding trees and undergrowth for identifying the trails. A canopy height model is produced to focus the point cloud on the open pathway around the forest machine trail. A triangularized ground model is formed by a point cloud filtering method. The ground model is vectorized using the histogram of directed curvatures (HOC) method to produce an overall ground visualization. Finally, a manual selection of the trails leads to an automated rut depth profile analysis. The bivariate correlation (Pearson's r) between rut depths measured manually and by UAV photogrammetry is r = 0.67. The two-class accuracy a of detecting the rut depth exceeding 20 cm is a = 0.65. There is potential for enabling automated large-scale evaluation of the forestry areas by using autonomous drones and the process described.
Introduction
Mechanized wood harvesting operations can cause rut formation, which deteriorates soil quality, decreases forest productivity and affects hydrological balance and water quality through changed sediment discharge [1] [2] [3] [4] [5] [6] [7] [8] . Thus, the rut depth distribution is one of the central measures of the environmental and economic impact of harvesting operations.
Indeed, international forest certification standards issued by the Forest Stewardship Council (FSC) and by the Programme for the Endorsement of Forest Certification (PEFC) along with national legislations have recommendations and regulations concerning the rut formation [9, 10] . Monitoring the obedience of standards and laws requires data of ruts, and these data are traditionally collected by manual measurements from randomly-selected samples of logging sites [11] . Due to the costs of time-consuming manual measurements, data collected cover unfortunately only a very small part of the operation sites.
Ruts are formed when the loading exerted by the forest vehicle exceeds the strength of the soil [12] [13] [14] . The bearing capacity depends on various static and dynamic factors: e.g., soil type, root density, slope and other micro-topographic water dynamics and frost state. As a result, both the spatial and temporal variation in trafficability is extremely large [14, 15] . An easily collected and extensive dataset on rut depths that covers field measurements over several test sites and various weather conditions is thus needed for any attempts to model forest terrain trafficability [16] .
The development of techniques in the collection, processing and storage of data offers a great possibility to collect extensive datasets on rut formation. Close-range aerial imagery captured by unmanned aerial vehicles (UAV) provides one of several methods under development. This method for retrieving data on changing terrain by photogrammetry with efficient digital workflows has been used by [4, 13, 17, 18] .
Other potential methods include light detection and ranging (LiDAR) scanning [16, 19] and ultrasonic distance ranging accompanied by proxy measurements such as controller area network (CAN-bus) data [20] . Compared with other methods, UAV photogrammetry provides a cost-effective option for collecting high-resolution 3D point clouds documenting the operation site in full extent [4] .
The photogrammetric UAV data have some deficiencies [20] when compared with aerial LiDAR (ALS) [21] . ALS is a true 3D mapping method in the sense that it allows multiple Z returns from a single laser beam, whereas photogrammetric data have only one Z value for each point. This results in hits concentrated at the top layer of the dense canopy or undergrowth, leaving the ground model often rather inadequate or narrow.
Usually, the logging trails have a corresponding canopy opening (a canopy pathway) around them, and the UAV data points sample the trail surface if the flight altitude is low enough and the flight pattern dense enough. Occasional obstructions and discontinuities occur, though, and the numerical methods must adapt to this difficulty. While the point cloud is limited compared to the one produced by a LiDAR scanner, the potential for rut depth detection is worth examining due to lesser costs, smaller storage demands and abundance of details provided by the imagery (RGB) information.
A large dataset on ruts would aid not only extensive monitoring of forest standards, but also the modeling and forecasting purposes as rut formation depends quite directly on soil bearing capacity and, thus, relates to forest terrain trafficability [22] . A post-harvest quality assurance pipeline using the UAV technology could be an essential part in cumulating such dataset.
The rut width depends on the tire dimensions, and the distance between the ruts depends on the forest machine dimensions; these can be approximately known a priori. The rut features have generally a rather fixed scale: a rut is about 0.6-1.2 m wide; the depth varies between 0 and 1.0 m; and the distance between ruts is a machine-specific constant usually known beforehand (approximately 1.8-2.5 m).
The most relevant study in trail detection is [23] , where the usage of the digital elevation map (DEM) has been avoided, making the point cloud recording possible without specific geo-referencing markers. This makes the field procedure simpler and faster and gives more freedom to choose the UAV flight pattern. A multi-scale approach similar to [24] could be useful, since the point cloud density changes especially at the canopy border. Now, a mono-scale analysis has been used. The triangularization produced by methods described in Section 2.5 has approximately a 20-cm average triangle edge length.
Several restrictions have been made in [23] : the locations have to be relatively smooth and without underbrush. An interesting study of [4] uses photogrammetric data from a ground-based recording device. A very good matching of rut depth has been achieved using different point cloud processing methods. The test site is open canopy, but measurements require a field team traversing the trail.
We propose a sequence of processing steps for more realistic conditions (varying terrain, some underbrush and trees allowed, trail pathways only partially exposed from the canopy cover). We have subtracted DEM height provided by the National Land Survey of Finland (NLS) for some visualizations, but actual methods are independent of the local DEM.
We propose a procedure for large-scale field measurement of rut depth. The procedure is based on the point cloud collected by the UAV photogrammetry. The following data models are constructed for autonomous logging trail detection and finally for rut depth data extraction:
1. a canopy height model to focus the point cloud on the logging trail. The model is produced by a solid angle filtering (SAF) of point clouds [25] ; 2. a surface model as a triangularized irregular network (TIN) for trail detection; the model is produced by applying SAF with a different parameter setting, followed by mean curvature flow smoothing (MCF) [26] ; 3. ground model vectorization (orientation of possible ruts and likelihood of having a trail through any given point; 4. the height raster of a straightened harvesting trail; this phase uses a histogram of curvatures (HOC) method; 5. a collection of 2D rut profile curves.
Materials and Methods

Study Area
The field study was carried out in Vihti, Southern Finland (60 • 24.48 N, 24 • 23.23 E), in mid-May 2016. Two routes within approximately 1 km from each other were driven first by an 8-wheeled Ponsse Scorpion harvester with the official operating weight of 22,500 kg, and the rear wheels of each bogie were equipped with chains. Consecutively, the route was driven 2-4 times by a loaded 8-wheeled Ponsse Elk forwarder. The mass of the forwarder was 30,000 kg (operating weight + the scale weighted full load as seen in Figure 1 , second detail below). The rear wheels of the front bogie were equipped with chains, and the rear bogie was equipped with Olofsfors Eco Tracks. The tire width was 710 mm for both the harvester and the forwarder. The general setting of the forest operation, the machinery and their chose weights and the routes used closely resemble a standard forest harvesting operation. As mentioned in several publications [4, 16, 22] , the rut depth has high variability dependent on a multitude of factors, and currently, only case studies are practical. The ruts were measured manually using a horizontal hurdle and a measuring rod. Manual measurements were taken at one-meter intervals. Accurate GPS coordinates of manual measurements were recorded at 20-m intervals.
The route covered various soil types: Bedrock covered by a 5-15-cm layer of fine-grained mineral soil, clay and sandy till covered by an organic layer of 10-60 cm. The terrain profile varied from flat to slightly undulating. Soil moisture conditions varied along the route. Part of the trail in Trail 1 was covered with logging residue.
Point Cloud Data
Photogrammetric data were collected using a single-lens reflex (consumer-grade compact) camera (Sony a6000) with a 24 MPix 20-mm objective. The camera was attached to a GeoDrone-X4L-FI drone, which has a normal flight velocity of 6 m/s and an onboard miniature global navigation satellite + inertial system (GNSS/INS) with a typical accuracy within a one-meter range. The flight heights and the corresponding ground sample distance (GSD) are reported in Table 1 . The forward overlap was 80% and the side overlap 70%. Since there were two different locations, it was possible to test two different flight heights. The optimal flight height depends on the tree species, canopy density and tree density. Trail 2 had less tree cover, so the vertical accuracy was about the same. The aim of this study, however, was not to optimize the flight plan, but to develop an efficient method for point cloud post-processing. The vertical noise level was measured on the smooth surfaces of the geo-markers from the difference of the initial point cloud and the final ground TIN.
Two sets of four and five ground control points (depicted as circles in Figure 2 ) were positioned to minimize terrain surface height error and to allow reconstruction of the unified point cloud from aerial images. GPS coordinates of the control points were recorded with a setting of a 5-cm std.position error target with the RTK GeoMax Zenith25 PRO Series. The above mentioned error target can be reached almost immediately in open fields, but the forest canopy imposes difficulties; sometimes, a prolonged period of waiting time was required for a reliable measurement. All measurements were accomplished within a period of 30 min of cumulated field time per site, however. 
Methodology
An overview of the methodology is given here. The subsequent Sections 2.5-2.8 go through different stages in detail, while introducing various parameters. Section 2.9 summarizes these parameters.
The TIN models for both the canopy height and the ground model are developed first. The canopy height model is used to improve the quality of the ground model at the fragmented boundaries. The ground model visualization is used for comparing with the manually-measured rut depths. A height convolution iteration is performed at this phase to form a smooth center line. The convolution filter uses the information about the assumed wheel distance of the forest vehicle. The final step is about recording the rut depth profiles.
The essential steps of the workflow are: (1) UAV photogrammetry; (2) canopy elimination, forming and visualizing the (4) curvature state of the (3) ground model; (5) finding the central line of the trail and (6) forming the profile model of the ruts; see Figure 3 . Many processing steps used have several alternatives, and a rather intense search for various techniques has already been done in the preliminary phase of this study.
Several parameters were used to produce the point cloud, the ground model TIN and the final rut depth profiles. A summary of the parameters can be found in Section 2.9, where all the numerical values are stated. (6), which are detailed later in the text. SAF is used twice to produce two TIN models. The thinning is done first to all ground points with no limitation, then to that part of the remaining canopy front points, which are overlapping the canopy points. HOC produces a curvature state, which is visualized in order to choose manual control points. The control points are inserted manually, and this phase has potential for further automation (orange box). The end product is the rut depth profile distribution.
Step 0: Point Cloud Generation
The photos taken were processed with AgiSoft PhotoScan Professional software into 3D high-resolution point-clouds. The software applies a structure-from-motion (SFM) process that matches feature-based images and estimates from those the camera pose and intrinsic parameters and retrieves full 3D scene reconstruction [27] , which is geo-referenced by ground control points [28] . The geo-reference markers were identified manually in the set of images in which they appeared, and the AgiSoft software performed the necessary geo-referencing using the images, the UAV GNSS/ISS records and the geo-marker pixel and positioning information as the input. Point clouds were re-projected to the ETRS-TM35FIN projection.
Steps 1, 2: Point Cloud Preprocessing
Proper preprocessing proved to be essential for detecting the rut profiles accurately. Eliminating the direct and secondary effects of the proximity of the canopy was important. Canopy narrows the stripe of the exposed ground and causes a curvature signal. The vegetation and the harvesting residue cause noise and force one to filter and smoothen the TIN in a controlled way.
Two point clouds of Figure 2 and Table 1 have initially an average distance of 6 cm to the horizontally nearest natural neighbor; see Figure 4 . Natural neighbors (NN) are defined by the well-known 2D Delaunay triangulation [29] , and those are needed when the ground TIN model is created. The rut detection requires a detailed control over the TIN model production, so we do not use the standard methods available from the GIS and point cloud software. Instead, we apply SAF [25] , which utilizes the solid angle ω p of the "ground cone" associated with each point p. Filtering is based on having all accepted points within the limits
An important descriptor of the point cloud before and after the thinning is the distribution of the triangle edge lengths of the Delaunay triangularization [30] . See Figure 4 , left, where two distance distributions (before and after thinning) are depicted.
The preprocessing of the point cloud data consists of a sequence of operations to make the rut depth extraction computations feasible. The operations are listed below: Figure 5 ). The model is based on controlled triangularization unlike usual canopy models based on local windows; see e.g., [31] . The second run builds (b) the ground TIN. The spatial angle limit parameters used can be found in Section 2.9. Two models built are used in Steps (c) and (d). (c) The mean curvature flow (MCF) [26] was applied to the ground TIN model to smoothen it.
The MCF procedure contains one method parameter λ ∈ [0, 1], which controls the aggressiveness of the smoothing effect. MCF is a TIN smoothing method, which resembles the mean filtering of the raster data. It has a typical trade-off between smoothing the noise and possibly deteriorating a useful signal. (d) Thinning of the point cloud. Thinning is dictated by the mean natural neighbor distancel (see Figure 4 ), which increases during the process from the preliminary averagel = 0.07 m to the target value l b = 0.20 m in the red zone of Figure 5 . The limit value still enables a rather good imprint of the rut shape on the resulting surface triangularization. The green canopy area was subjected to thinning to l c = 5.0 m. This was to eliminate the noise at the border areas of the ground model. Parameters l b and l c were deemed the most suitable for the further process. See the listing of the actual Algorithm 1. Figure 6 shows some large TIN triangles produced by the thinning step (d). The large triangles do not contribute to the curvature analysis, since they are eliminated by a triangle size limit l max = 1.2 m. This is to make it possible to analyze the trails with a very fragmented boundary and the canopy front.
There is the intermediate zone called the canopy front (see the blue horizontal bar at the right side of Figure 5 ), which is being defined by the height difference of two TIN models. Taking the height difference of two TIN models with independent triangularization is a standard GIS procedure with some subtle practical considerations and speed-ups, which have not been documented here. The end result consists of a mixture of red and blue zones with the canopy part (green) practically disappearing; see Figure 5 . The sparse areas have very large triangles (see Figure 6 ), but the height differences at the canopy front are moderate, i.e., the artificial curvature spike visible in the right detail of Figure 5 becomes partially eliminated. The advantage is that the canopy removal can be achieved without referencing any DEM model. Since the thinning is a non-trivial procedure, it is outlined here. The algorithm runs initially as presented, and the stopList is a list of points already removed. Initially, it is set to be empty; but when the target length l b has been reached, a new target value l c will be set, and a second run ensues with the stopList being initialized by a set of the points at the canopy front (a zone indicated by blue bars in Figure 4 ). This makes it possible to thin the canopy front more heavily. The canopy front is the set of connected ground model triangles with any canopy point above each of the triangles: Algorithm 1: Thinning the point iteratively making the mean neighborhood distance reach the target value. l target is increased incrementally during the process. Note: The algorithm is applied twice: first, as it is presented, and the second time with the stopList being initiated with the canopy front.
Data: Point cloud P, mean distance limit l target Result: Thinned point cloud P l ← ∞ whilel > l target do T ← Delaunay(P) edges ← enumerating all edges of T ls ← lengths of all edges sort ls and edges to the ascending length order l ← mean(ls) stopList ← {} (canopy front points on the second run!) whilel > l target and |stopList| < 0.1|P| and min l∈ls l < 0.5 l target do Starting from the shortest edge e = (a, b) ∈ edge: if {a, b} ∩ stopList = {} then P ← P\{a} Remove one end point a of e (choose randomly) stopList ← stopList ∪ {b} Add the other point b to the stopList list end end A Delaunay triangulation package providing a batch input, and a dynamical delete is recommended for the algorithm. If no suitable algorithm is available, we recommend space partitioning and slight modification of the algorithm (available from the authors), which thins the TIN as much as is possible until a new TIN is produced in one batch run.
Steps 3, 4: Trail Detection
Trail detection has two steps: (a) extracting the rotation-invariant curvature state and visualizing the TIN; and (b) manual insertion of the trail control points to initialize the numerical trail center line match.
Visualizing the trails: The target area was covered by a grid of circular samples with the grid constant δ = 3.5 m and the sample radius r = 2.1 m. A dominant direction of the curvature was detected from each of the samples using HOC, which is a closely related to the well-known histogram of gradients (HOG) method [32] , except that it works with the curvature values. HOC produces histograms of dominant curvatures and the corresponding orientation. The directed curvature is a basic geometric entity along a vertically-oriented plane cutting the TIN surface. The orientation is chosen so that there is a maximum difference between two perpendicularly-oriented curvature histograms; see Figure 7 . This arrangement has a rotational invariance. The directional curvature can be specified for a TIN in a discrete differential geometric (DDG) way. The definition is based on the triangular average of the mean curvature introduced in [33] , with the following modification: vertex normals of each triangle are projected to the directional plane before application of the mean curvature equation. The constructed histogram is then weighted by triangle surface areas. The histogram concerns a set of triangles among a sample circle with a radius r with circle centers forming a sample grid with a grid constant δ. The end result seen in Figure 6 was strongly affected by the choice of the sample radius r.
The details of producing the sample histogram f (κ α ) of the directional curvature κ α in the orientation α are included in Appendix A. The directional curvatures were produced in n α = 20 directions. The number of directions was chosen by the exhibited noise level (difference in neighboring directions), which is larger the less directions are chosen and the smaller the samples
Formally, the curvature state has three components, the orientation α * , the smooth directional curvature histogram f 1 (κ) = f (κ α * ) at the previously-mentioned orientation and the rough directional curvature histogram f 2 (κ) = f (κ α * +π/2 ), the last two perpendicular to each other. Histograms f 1 and f 2 are scaled to be distributions observed from Equation (A4). The orientation α * is chosen by maximizing the directional distribution difference e(α):
where e(α) =
Finally, one can define the curvature eccentricity 0 ≤ e ≤ 1, extremes associated with isotropic and maximally anisotropic cases, respectively:
The value of the upper limit follows from the fact that both f 1 and f 2 are distributions. A vectorized representation x of the curvature state is formed by concatenating f 1 and f 2 :
where i = 1, ..., n α is the bin index of the histograms. The complete curvature state of each sample window is thus a triplet (x, e, α * ), where the feature vector x identifies the rotationally-invariant local micro-topography, the eccentricity e of Equation (1) characterizes a degree of anisotropy and α * of Equation (1) holds the orientation. The orientation is indefinite when isotropy is small: e ≈ 0. Figure 6 shows the directional curvature over the TIN models of Trails 1 and 2. The image has been constructed from the sample grid using the rough directions α * + π/2 at each sample grid center. Figure 7 depicts two spots, one with ruts and one without. The size of the depicted squares is 3.8 m. The boundary inference and noise from the surface vegetation tends to be isotropic, affecting both perpendicular histograms f 1 and f 2 about the same way, thus not contributing much to the eccentricity e, which is related to the difference of the histograms. A vegetation effect is seen at the upper pair of the curvature images and one boundary effect (a dark patch in the height image) in the lower row.
Manual Selection of Trails
It is typical to have the presence of older trails from previous operations, and it seems difficult to direct any automatic detection and analysis to the correct recent trails. Hence, manual insertion of proximate trail control points was used. The control points initialize a more accurate numerical trail detection phase described in the next section. The control points are depicted in Figure A4 of Appendix B.
Steps 4, 5: Profile Evaluation
The first part of the profile evaluation consists of an accurate detection of the trail center line. The second part is about forming the rut depth profile.
The TIN model was rasterized to a height image of a 0.2-m grid length, which was subjected to a convolution filter depicted in Figure 8 using 20 different orientations. The filter was specifically designed to match the trail created by a typical forest forwarder. The convolution computation in each direction α is fast, and thus, it was performed for the whole area at once. The actual formulation is somewhat involved, since the convolution of ruts is performed by two separate runs and then matched (by an ordinary raster multiplication) from the resulting two images using the rut separation D (the axial length of the forest machine). Convolution in two parts seems to produce a better signal than one single convolution consisting of the left and right ruts. The latter creates three responses, the extra ones with one half of the magnitude of the middle one. Given the normal 2D convolution operator , the convolution signal c is:
where z(p) is the rasterized TIN height at location p. The ideal trail profile as a combination of filter functions g le f t (.) and g right (.) of Equation (A5) with the local trail orientation α has been depicted as a projection along the trail in Figure 8 (top left). The top right detail is the convolution filter function g le f t oriented in this depicted case in a direction α = 135 • . See the rut profile convolution parameters D, w, d (rut separation, rut width and depth, respectively) used for this particular case in Figure 8 and their values in Section 2.9. The profile convolution is one ingredient to be maximized along the smooth trail center line. The trail line 'finds' the response of two ruts depicted by the black end of the grey spectrum in Figure 8 (below). The multiplication arrangement of Equation (4) reduces extra stripes in the image, and the trail pattern triggers only once. Areas without a good signal are spanned by a strong continuity restriction and control points inserted manually. See the further details in Appendix B.1. The manual points of Figure A4 outlining the initial trail were used to match a Cornu spline [34] with linear curvature change over the spline length. This spline allows the addition and removal of spline segments without altering the spline shape. The spline was then adjusted by maximizing the convolution match along the trail. The classic nonlinear regularization is based on the curvature squared integrated over the spline length (akin to the nonlinear elastic deformation energy of a thin beam).
A further adjustment was performed using the trail coordinate system with trail relative length t along the spline and the distance v from the spline as the new coordinates. The adjustment involved local shifts along the v axis to track the rut trajectory exactly. Section 3 presents the detected rut depths along the rut length and the average rut cross-profile. The algorithmic details are presented in Appendix B. Table 2 lists all the parameters used. Actual cross-validation verification of the values shown has not been included. Some justifications of the values have been given in the text. Table A1 convolution fit λ 1 = 0.7 m 2 regularization weight ∆l = 0.6 m convolution sampling frequency
Parameterization
Results
The initial filtering by SAF, MCF and thinning described in Algorithm 1 produces the point cloud, which is the basis for the further curvature analysis. An ideal regular triangular lattice with a 20-cm side length (the set value used) has the horizontal point cloud density ρ ideal = 14.4 m −2 . The resulting ground model has a very high quality with density very close to the ideal one; see Table 3 . The given values are for the canopy openings, since the earlier processing reduces the density of the canopy area to a much lower value (ρ < 1 m −2 ; see Figure 6 ). Table 3 . The point cloud properties. Horizontal densities ρ are in m −2 . The abbreviations TP, TN, FP and FN correspond to true and false positives and negatives given as percentages. TIN models were generated from the photogrammetric point cloud at two target areas (Trails 1 and 2), in Figure 1 ; curvature vectors were recorded from a regular grid of sample locations (see Table 2 ) using the histograms of dominant directions, and the rut profiles were analyzed from the TIN model. Some results like the canopy and ground TIN models have been made available for an undetermined time period; see the Supplementary Materials on p. 18 .
Trail Initial ρ ρ TIN ρ after Thinning TP (%) TN (%) FP (%) FN (%)
In Finland, the Government Decree on Sustainable Management and Use of Forests (1308/2013) based on the Forest Act (1093/1996) and related field control instructions by the Finnish Forest Centre, Helsinki, Finland (2013) regulate that rut depths of 10 cm (mineral soils) and 20 cm (peatlands) are classified as damage and can be detrimental to the forest growth. Table 3 gives a summary of detecting particularly the 20-cm depth: P (positive) stands for a depth more than 20 cm, N (negative) for a depth less than 20 cm and, e.g., TP and FN stand for the ratio of the sum of correctly-detected deep rut sections and deep sections not recognized, correspondingly. The overall accuracy (sum of TP and TN weighted by the trail lengths) is 65%. The performance is adequate for the purposes of the quality assurance of forest operations considering the amount of data that can be possibly collected compared to traditional methods.
After manual identification of the control points on trails, the center lines of trails were adjusted automatically by the convolution penalty, and the rut depth profiles were formed. Figure 9 shows the depth distributions along both trails on both manual and UAV measurements. Really deep depressions are rather rare, and they tend to become detected better. The UAV measurement detected much more of the depth 0.2-0.3 m range than the manual measurement on Trail 1. Trail 2 has a good correspondence between the manual and UAV measurements. The trail depth classification is in general worse in the presence of nearby trees.
Pearson's r correlation was taken between UAV and manual rut depth values at each manual measurement point; see Figure 10 . The correlation r = 0.67 relates to the following inaccuracies: horizontal placement error of the point cloud and the reference level estimation in the manual measurement. Figure 11 demonstrates how large differences can occur between two ruts. Some rocks and roots (each correctly identified) force the rut to have positive (above the reference level) heights. Multiple passes deteriorate the shape of the rut, but the average shape is relatively constant over large distances and similar terrain. The averaged trail profile shows typical displacement of the soil. The effect of slopes has been removed, but a long sideways slope causes one of the ruts to become deeper (the right rut of Trail 2 in Figure 11 ). 
Discussion
The experiments of registering the rut depths by UAV photogrammetric point cloud are a part of a larger research project, e.g., [22] , on traversability prediction. Thus, the site was emulating a typical forestry operation dictating payload amounts, machinery used and number of passes. Figure 9 shows how the UAV measurement detected much more of the depth 0.1-0.3 m range than the manual measurement on Trail 1. This can be explained by difficulties in defining the control surface level in a compatible fashion by both methods (manual and UAV) on certain terrain conditions. The manual reference level tends to be assessed by humans from the proximity of the rut, whereas the UAV method fits the reference height origin (0-m level of the trail cross-profiles of Figure 11 ). Neither reference level is imperfect per se, but it seems that the calibration measurements should be done within an artificial environment with absolute measures, or with a ground-based LiDAR scanner, for example, which provides the chance to match the reference height of two point clouds reliably.
The point cloud need not to be geo-referenced nor matched to the DEM. This allows a UAV flight path that is reduced to cover only the trails with only a necessary amount of overlapping to enable the photogrammetric 3D point cloud generation. The RGB information would add to trail registration performance, but requires more research and more varied test materials with different weather, soil, terrain and light conditions.
The following is a short presentation of the observations of the experiments with alternative techniques (not including the proposed methodology presented in the Section 2.3):
Point cloud preprocessing: We extracted the curvature state of the ground model in order to expose the trails from the data. Subtracting the DEM height from the point cloud provides an easy way to eliminate the canopy points, but the resulting algorithm would not cope well in countries and sites with no ubiquitous DEM model. Furthermore, it requires careful planning and placement of the geo-referencing markers to reach the, e.g., ±1 m/100 m height accuracy required with the two sites used in this study.
Ground height model: We produced TIN using a solid angle filtering [25] method. The local linear fit of [35] is a computation-intensive method, which does not adapt well to the noise from the canopy wall around the trail. Various heuristics such as taking the local mean of the lowest point cloud points after a space division to small compartments (approximately 20-30 cm) forces a repetitive inefficient computation and is not suitable for parameter optimization. Traditional local quadratics methods applied to the 3 × 3 raster window used to derive the DEM models [36] in geographic information systems (GIS), when scaled to the UAV point cloud density (≈80 m −2 at the surface), smoothed the rut contour too much and did not provide adequate control for proper signal processing optimizations.
Vectorization: Vectorization is needed to detect a possible rut present locally and to assess the possible orientation of it. We used a novel histogram of curvatures (HOC) approach. There are several possibilities uncharted yet, including image difference methods based on entropy and information measures. Furthermore, all possible sampling radii and sample grid densities have not been fully covered yet. No adequate combination of machine learning methods, features and cloud preprocessing has been found yet to detect the ruts automatically with a reliable performance.
Neighborhood voting: It is possible to improve the track analysis by smoothing and strengthening the orientation information. There are several promising neighborhood voting methods, which need to be adapted only a little to this problem, but the basic signal from the vectorization phase has to be improved first.
Finding the trail center line: Trails can have a complicated structure, the proper handling of which has not been added yet. Early experiments with principal graphs using the software of [37] seem to be capable of handling loops, branches and junctions. It seems to be mathematically possible to utilize the local orientation information of [37] , but at the moment, the noise level of the orientation is too high. The noise signal of the small trees, which do not completely get eliminated by solid angle filtering (SAF) [25] , is particularly problematic. Multiple classification to ruts/young trees/open ground/canopy could be a solution.
Several experiments were made to automate the trail detection. Two major difficulties are: (1) finding methods generic enough to cope with most of the environmental conditions, especially with trails partially covered by the canopy; and (2) speeding up the initial processing steps. At the moment, the initial point cloud generation by photogrammetry is too slow for any online approach that would allow the automated flight control and autonomous flight path planning. At the moment, one is limited to a pre-defined flight pattern and batch processing after the field campaign.
Conclusions
We aim at a streamlined and economical workflow, which could be used after the harvesting operations both for collecting extensive ground truth data for trafficability prediction models and as a generic post-harvest quality assessment tool. A novel method of cumulating histograms of directed curvatures (HOC) is proposed, which reduces the computational burden of curvature analysis of the TIN samples. We demonstrate the procedure comparing the results with the field data collected from a test site. The procedure contributes towards automated trail detection and rut depth evaluation.
The proposed procedure can classify rut depths into two categories (insignificant depression/harmful rut depth) with practical precision using approximately 10 UAV images per 100 m of trail length. It is relatively inexpensive, since it is independent of the following conditions:
• before-after type of data collection • GPS data of harvesting routes • geo-referencing for utilizing the digital elevation maps (DEM)
The UAV requires the visual contact of the operator. This is more a legislation restriction, which could be removed in the future.
A proper point cloud pre-processing seems to be essential when using UAV point clouds for rut depth analysis and similar micro-topography tasks. The profile analysis based on manual control points is already ready for a practical tool implementation, while the pre-processing requires some practical improvements to be used with cross-validation or with neural network methods. Especially the segmentation into several classes, e.g., young trees, dense undergrowth and ruts, could be useful. Furthermore, a combination of the slope and curvature histograms and other pattern recognition methods has to be tested in the future.
The flight height of 100 m seems adequate with the equipment used. Experiments have to be performed with atypical flight plans with no geo-referencing and focusing the flight path on the trails more closely. These experiments will require direct structure-from-motion methods that are based on numerically-estimated camera positions, and the resulting point cloud has slightly lower spatial accuracy [38] .
The 65% accuracy in classifying deep ruts (depth of over 20 cm) is adequate for practical purposes, e.g., as a post-harvest quality assurance. More extensive calibration data have to be produced to evaluate the performance in order to contribute to the on-going research of trafficability prediction. The combination of the canopy height model produced by UAV photogrammetry and the ground TIN produced by a more deeply-penetrating aerial LiDAR scan has to be studied in the future. This combination could contribute to understanding the relation between the rut formation and tree roots.
An efficient pipeline for rut depth field measurements is an essential step in gaining understanding about the interplay between environmental factors described by the public open data and the scale and nature of the variations caused to, e.g., cross-terrain trafficability [22] by the micro-topography. The current size of the test site is not adequate for final assessment of the future rut depth classification performance, but the suggested methodology based on UAV photogrammetry, ground TIN based on the SAF method, directional curvature analysis and using either manual or automatic trail detection seems to have potential.
As [16] states, the reference ground level (namely the ground level before the trail was formed) remains difficult to define by any means, including the best possible ground-based laser scanning and human assessment. The rut depth evaluation has to have some categorical element, addressing mainly two or three rut depth classes.
In the long run, the cloud pre-processing + SAF + MCF + thinning should be implemented either using existing software or a separate application to be developed. There is an on-going effort to streamline this process so that it behaves monotonically under usual cross-validation procedures in order to allow efficient parameter optimization for various machine learning tasks. The HOC procedure (generation of directed curvatures directly from TIN) is a novel generic technique, which will be a part of future attempts at vectorizing the ground models of both LiDAR and UAV photogrammetric origin in order to classify ruts and other useful micro-topographic features automatically at a large scale. 
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Abbreviations
The following abbreviations are used in this manuscript: This Appendix documents some computational definitions and details to produce the curvature histograms efficiently. There are three relevant theorems, the proofs of which are provided in the Supplementary Materials.
The TIN vertex normals are calculated from triangle face normals using the projective tip angles; see Section 2 of [33] . The mean curvature H t of a triangle t with the area A t , vertex points a, b, c and vertex normals n p , p ∈ {a, b, c} is defined as follows [33] :
The relevant theorems in the Supplementary Materials are the following:
1. The averaged mean curvature H t of Equation (A1) is constant over the triangle t.
2.
The directed curvature H − t(α) of Equation (A3) H t (α) with orientation α is constant over the triangle t.
3.
The directed curvature can be calculated by Equation (A3) with substituting original vertex normals n p of Equation (A1) by the projected vertex normals m p of Equation (A2).
Theorems 1 and 2 hold when the barycentric interpolation scheme (see, e.g., ([35] , Appendix II)) is applied to the normal map defined by vertex normals.
The orientation plane is defined by the orientation angle α, and the projection n p → m p is arranged by:ᾱ = (cos(α), sin(α), 0)
where . T is a vector transpose, e 3 is the vertical unit vector, P(α) is a projection matrix and v 0 = v/ v denotes scaling a vector v to be a unit vector. The oriented curvature is:
When the histogram of oriented curvatures hist({(H t (α), A t )} t∈sample is being built, each oriented curvature value H t (α) gets weighted by the triangle area A t . Equations (A1)-(A3) have to be repeated n α times. Numerical benefits can be gained by projecting all the vertex normals n p of a set of triangles T of a sample area, p ∈ t ∈ T at the same time in a matrix N = {n p } p∈point cloud , and re-arranging the vertex points of Equation (A1) to an assembly matrix W, so that:
where H(α) = {H t (α)} t∈T and the unit scaling [.] 0 concerns each column of P(α)N. The sparse matrix W has only six non-zero elements on each column on average. This allows one to use a relatively high number of orientations α (16 in our application) allowing, e.g., the smoothing of the local window histograms f (κ α j ), j = 1, ..., 16 by referring to the two neighboring histograms f (κ α j−1 ) and f (κ α j+1 ).
The window histogram f (κ al pha j ) is cumulated from a subset of terms in H(α j ) concerning triangles within a single circular sample spot with a radius r; see Table 2 and Figure 7 . The histogram of curvatures (HOC) method consists of generating the histograms by Equation (A4) and choosing the vectorization by two dominant orientations of Equation (3). There are several other possible alternatives for Equation (3), however. A similar method exists for the DEM raster data, but it has been excluded from this paper.
Appendix B. Profile Analysis
Appendix B.
The Convolution Filter
The convolution is for matching the trail center line to a pair of ruts (a trail). The convolution filter g le f t ((x, y), α) of Equation (4) for detecting a rut (left one in this case) was constructed from piecewise cubic functions. The following description omits the technical details of necessary rotation due to the orientation angle α. Each interval of Figure A2 is completely defined by specification of the nodal values (v i , z i , z i ), i = 1, ..., 5 and (u i , z i , z i ), i = 6, ..., 8, where v is the dimension across the trail, u runs along the length of the trail, z is height and z is the derivative of height (either dz dv or dz du , depending on the index i). Table A1 holds the necessary parameters, when given the rut width w = 0.6 m and the convolution sample length r rut = 3.8 m. There could be a non-parametric convolution profile for most typical environments and machinery defined by cross-validation measures, but the current amount of data is not enough for that. 
The final convolution functions g le f t and g right are constructed from the two orthogonal components z 1 (v) and z 2 (u):
to which necessary rotation by orientation α dictated by the trail trajectory and translation is applied to map between the real-world coordinates (x, y) and the trail-specific coordinates (u, v). The convolution raster g(x, y) in the globally-rotated coordinates is depicted in the upper left part of Figure 8 . See the definitions of the rut profile parameters D, w, d, r rut from Figure 8 and their values from Table 2 .
Appendix B.2. Forming the Height Raster
The height raster is used in the convolution phase. A rectangular height raster with a 0.2 m × 0.2 m grid was created from the TIN in order to apply the fast raster convolution of the previous section. The chosen raster size leads to 3.8 points per raster slot, which is about the same relative sample density as used in constructing the national DEM model from the aerial LiDAR data. Each slot was assigned the mean height of the ground point samples on the slot. This is a very crude rasterization policy, but serves its purpose as the domain of the numerical height convolution.
Appendix B.3. Convolution Fit of the Trail Center Line
Manual control points initialize an iteration to find out a smooth centerline of a trail consisting of two parallel ruts. An interpolation scheme with piecewise linear curvature [34] (Euler or Cornu spiral) was chosen. This spline has as few parameters (one curvature) per segment as a piecewise linear curve (one orientation), and it provides a high quality transform for the surrounding local point cloud. Figure A3 depicts the spline fitting arrangement. Formally, let a = (q 1 , α 1 , κ 1 , κ 2 , . .., κ m ) be a parameter vector, where q 1 is the first point (given manually), α 1 is the initial trajectory orientation at q 1 and κ i are curvatures at each control point q i ∈ Q, where the set of control points is initially Q = {q i } i=1,...,m . Then, S(a) ∈ R 2 is the spline in question. Using a continuous index t ∈ [1, m] = T ⊂ R, one can define the sub-segments (q t j , q t j+1 ), [t j , t j+1 ] ⊂ T . Sub-segments can be generated so that they have approximately the same length: ∆l = q t j+1 − q t j , where ∆l = 0.6 m has been chosen to sample typical ruts. A sub-segment is depicted in Figure A3 . Figure A3 . A schematic presentation of the trail center line matching. A convolution filter positioned at q(t) ∈ S(a) has been outlined. A sub-segment [t j , t j+1 ] ∈ T is shown with a thick line. The local coordinate frame (u, v) can also be seen in Figure A2 The curvature κ(t j ) can be now defined at each sub-segment end q t j : κ(t j ) = 2φ j q t j+1 − q t j + q j − q j−1 , where φ i is the direction change between segments at q t j . The curve fitting uses the square of the curvature as the regularization term to find the optimal parameters α * :
where V i = min q∈S(a) q i − q is the distance between the control point q i and the spline S(a).
The convolution match should add a curve integral to the Equation (A6) to be maximized. That formulation has weak convergence properties, and an alternative with better convergence and the same end result has been adopted. Some of the control points q i ∈ Q are moved to new positions, where they have a maximal fit by the convolution response c(., α) of Equation (4) . The movement is restricted to the perpendicular line from the control point q i . The procedure uses the perpendicular local coordinate vector v depicted in Figure A3 , and it has the following three steps:
where α i is the curve tangent orientation at q i and := denotes the iterative updates of locations q i . The update occurs every time when the orientation changes more than 15 • . The orientations α i and the possible updated distances V * i , q i ∈ Q can be recorded for further iterations. An addition of control points occurs progressively until a target density L = 4 m has been reached, and a deletion of a control point q i occurs when it does not change the resulting curvature at the same position more than 10%. The two parameters ∆l, ∆L presented here guarantee an acceptable convergence.
After the initial convergence, the fitting continues by upgrading segment points q t j to control points. The variable q i has to be substituted by q t j in Equations (A7) and (A8), and a necessary set update Q := Q ∪ {q t j } has to be made. The addition of new points proceeds from one end of the trail towards the other, since the Cornu spline can have the last point undefined. The speed of the fit and the end quality are satisfactory. The end result is seen in Figure A4 . Original manual points have drifted to new positions (circles), and new control points are not shown. The computation is basically a minimization problem in 700-900 dimensional space (the number of translations of separate profiles each sampling 20 cm of the track length, e.g., with Trail 1: 180 m/0.2 m = 900, where L is the trail length and ∆L is the profile slicing distance). The actual implementation is fast, though, since each individual translation is independent and needs to be computed only once. Figure A6 depicts the change of the mean rut profile from the initial (dashed line) to the adjusted (solid line). The final rut longitudinal depth profiles of Figure 11 have been produced from the center lines of the ruts of these adjusted profiles. The original point cloud points p = (x, y, z) ∈ P can be mapped to the projective coordinates defined by the spline S(a) and the local coordinates (u, v): (x, y, z) → (t, v, z), where t can be scaled to the distance along the trail center line and v is the distance from the center line (including a local shift δv introduced in the previous profile adjustment step). The point cloud can be updated by a linear O(|P|) computational cost during the iteration, thus allowing several other trail detection criteria than the height convolution. This is because a small change in the spline parameters a in each iteration step produces only a minor re-shuffling of co-ordinates t. All derived features (like curvature) naturally require a major re-computation, however. Figure A6 (right) shows a fragment of the rectified point cloud at Trail 1. A linear interpolation of interval [t i , t i+1 ] end point normals was used for this detail.
