We prove a convergence guarantee on the unadjusted Langevin algorithm for sampling assuming only that the target distribution e −f satisfies a log-Sobolev inequality and the Hessian of f is bounded. In particular, f is not required to be convex or have higher derivatives bounded.
From the classical theory of diffusion processes, there are several known conditions milder than logconcavity that are sufficient for fast convergence in sampling. These include functional inequalities such as the Poincaré inequality or the log-Sobolev inequality, which is stronger. In continuous time, Poincaré inequality is sufficient for obtaining an exponential convergence rate in L 2 , while log-Sobolev inequality is sufficient for proving exponential convergence rate in relative entropy. However, in discrete time, proving convergence guarantees for sampling under either Poincaré or logarithmic Sobolev inequality is a challenging problem.
In this paper we study a basic algorithm, the unadjusted Langevin algorithm (ULA), for sampling in discrete time. ULA is a simple discretization of the (overdamped) Langevin dynamics in continuous time, which is known to converge exponentially fast when the target measure satisfies the log-Sobolev inequality. There is an optimization interpretation of sampling using Langevin dynamics, as performing the gradient flow of relative entropy in the space of probability measures under the Wasserstein metric [12] . In fact, a log-Sobolev inequality is equivalent to the gradient-domination condition for relative entropy [25] . From optimization, it is known that gradient-domination is sufficient for the exponential convergence rate of function value under gradient flow, as well as many algorithms such as gradient descent [14] .
In continuous time, this explains the exponential convergence rate of the Langevin dynamics under LSI. In discrete time, however, ULA is not the gradient descent of relative entropy (and the true gradient descent is not implementable [26] ). In fact, ULA suffers from a discretization error which makes it biased, so it converges to a different limiting distribution. There are methods to correct the bias, for example via the Metropolis-Hastings "accept-reject" step; the resulting scheme is known as the Metropolis-adjusted Langevin algorithm (MALA), which has been studied for example in [10, 24] . Alternatively, we can study the convergence rate of ULA with the bias, and choose a small enough step size to make the final error smaller than the desired threshold. This has been done for ULA under the assumption of strong logconcavity [4, 6, 7, 8] . We follow this approach, and prove a convergence guarantee of ULA under LSI, without the assumption of logconcavity.
Our main result is the following; see Theorem 2 for details. Here H ν (ρ) is the relative entropy (or KL divergence) between ρ and ν.
Theorem. Assume the target measure ν satisfies log-Sobolev inequality with a constant α > 0 and its log-density f = − log ν has Hessian bounded by L > 0. For any initial distribution
For example, if we start with a Gaussian initial distribution ρ 0 = N (x * , 1 L I) centered at any stationary point x * of f = − log ν (which we can find, for example, by gradient descent), then we
is the mean of ν; see Lemma 3. Therefore, Theorem 2 gives an iteration complexity of k =Θ L 2 n α 2 δ to achieve error H ν (ρ k ) ≤ δ, using ULA with step size ǫ = αδ 16L 2 n . The theorem above is with a constant step size. We can also analyze ULA with a decreasing step size to make the bias vanish asymptotically. However, this does not seem to yield an improvement in the overall iteration complexity, so we present the basic result above with a constant step size.
Our result above matches the previous known bounds for ULA when the target distribution is strongly logconcave [4, 6, 7, 8] . Our result complements the recent work of Ma et al. [20] , who study the underdamped version of the Langevin dynamics under LSI and show an iteration complexity for the discrete-time algorithm that has better dependence on the dimension ( n δ in place of n δ dependence above for ULA); however, they need significantly stronger smoothness assumptions (specifically that the target log-density has bounded second and third derivatives) and incur higher polynomial dependences on other parameters. Our result also complements the recent work of Mangoubi and Vishnoi [24] , who study MALA for non-logconcave target distribution and show a log( 1 δ ) iteration complexity from a warm start, under the additional assumptions that the third and fourth derivatives of the target log-density are bounded in an appropriate ∞-norm.
The rest of this paper is organized as follows. In Section 2 we present basic definitions and preliminary results, and review the Langevin dynamics in continuous time. In Section 3 we present ULA and prove a convergence guarantee under LSI and a smoothness assumption. We conclude with a discussion in Section 4.
Definitions and preliminaries
Let ν be a probability distribution on R n , represented via its probability density function with respect to the Lebesgue measure. We recall the following definitions. See Appendix A for a review. 
Relative entropy and relative Fisher information
Relative entropy is also known as the Kullback-Leibler (KL) divergence. Relative entropy is nonnegative and minimized at ν: H ν (ρ) ≥ 0, and H ν (ρ) = 0 if and only if ρ = ν. Definition 2. The relative Fisher information of a probability distribution ρ with respect to ν is
Definition 3. The Wasserstein distance between two probability distributions ρ and ν is
where the infimum is over all couplings of (ρ, ν), i.e., joint distributions of (X, Y ) ∼ Π with the prescribed marginals X ∼ ρ and Y ∼ ν. 
Log-Sobolev and Talagrand inequalities
Equivalently, for all smooth function g :
We recall from [2, 25] that if ν is α-strongly logconcave (i.e., f = − log ν is α-strongly convex), then ν satisfies LSI(α). However, the class of distributions satisfying LSI is larger than the class of strongly logconcave distributions. For example, the classical Holley-Stroock perturbation result [11] states LSI is stable under bounded perturbation, so even a multimodal distribution may satisfy LSI. 
We recall the following implication.
Lemma 1 ([25, Theorem 1]). If ν satisfies LSI(α), then ν satisfies T(α).
Langevin dynamics
Suppose we wish to sample from a target probability distribution ν = e −f on R n . The Langevin dynamics in continuous time is a stochastic process X = (X t ) t≥0 in R n that evolves following the stochastic differential equation:
where W = (W t ) t≥0 is the standard Brownian motion in R n that starts at W 0 = 0. The target distribution ν = e −f is a stationary measure for the Langevin dynamics. This is because if X t evolves following the Langevin dynamics (6), then its probability density function ρ t (x) evolves following the Fokker-Planck equation:
where ∇· is the divergence and ∆ is the Laplacian operator (see Appendix A.1 for a derivation). From (7), it is clear that when ρ = ν we have ∂ρ ∂t = 0. This means ρ t = ν is a stationary solution of the Fokker-Planck equation, or that X t ∼ ν is a stationary solution to the Langevin dynamics.
Furthermore, the Langevin dynamics brings any density X t ∼ ρ t closer to the target measure ν. Indeed, by the Fokker-Planck equation (7), we have the following identity along the Langevin dynamics X t ∼ ρ t (see Appendix A.2 for a derivation):
Since relative Fisher information is nonnegative, J ν (ρ) ≥ 0, the identity (8) shows that relative entropy is decreasing along the Langevin dynamics. Furthermore, under LSI, we can prove an exponential convergence rate.
Proof. By the identity (8) and the LSI(α) assumption,
This implies the bound H ν (ρ t ) ≤ e −2αt H ν (ρ 0 ) as claimed in (9) . The second implication follows since ν also satisfies T(α) by Lemma 1.
Unadjusted Langevin algorithm
Suppose we wish to sample from a target probability distribution ν = e −f on R n . The unadjusted Langevin algorithm (ULA) in discrete time is the following iterates with step size ǫ > 0:
where z k ∼ N (0, I) is a standard Gaussian random variable in R n independent of x k . ULA can be viewed as an inexact discretization of the Langevin dynamics. We have seen that the Langevin dynamics in continuous time converges exponentially fast under LSI. However, due to the discretization error, ULA is biased, which means it converges to a limiting distribution which is not equal to the target distribution ν. Nevertheless, by choosing a small enough step size we can control the discretization error and prove a convergence rate of ULA under LSI.
For the discrete-time analysis, we need to make the following additional smoothness assumption.
A key part in our analysis is the following lemma which bounds the decrease in relative entropy along one step of ULA. Here let x k ∼ ρ k and let x k+1 ∼ ρ k+1 be the output of one step of ULA.
The proof of Lemma 2 compares the evolution of relative entropy under one step of ULA with the evolution along the true Langevin dynamics in continuous time, which we know converges exponentially fast under LSI, and bounds the discretization error. We provide the proof in Section 3.1.
With Lemma 2, we can prove our main result on the convergence rate of ULA under LSI.
Theorem 2. Assume ν satisfies LSI(α) and is L-smooth. For any initial distribution
For
Proof. Applying the recursion (11) from Lemma 2, we obtain
Theorem 2 shows that to achieve relative entropy error H ν (ρ k ) ≤ δ, it suffices to run ULA with step size ǫ = αδ 16L 2 n for k = 16L 2 n α 2 δ log 2Hν (ρ 0 ) δ iterations. Since LSI(α) implies T(α), this guarantee in relative entropy also implies a bound on the Wasserstein distance:
The iteration complexity above depends logarithmically on the initial relative entropy H ν (ρ 0 ). When ρ 0 is a Gaussian centered at any stationary point x * of f (which we can find, e.g., via gradient descent) with a small enough variance, we can bound the initial relative entropy by
is the mean of ν. We provide the proof of Lemma 3 in Section 3.2.
. Let x * be any stationary point of f , so ∇f (x * ) = 0. Then for the Gaussian distribution ρ = N (x * , 1 L I), we have
Proof of Lemma 2
Here we prove the main lemma, bounding the bias of discrete step. We will use the following auxiliary results.
Proof. Since ν = e −f , by integration by parts, we can write
Since ν is L-smooth, we have ∇ 2 f (x) L I, so ∆f (x) ≤ nL for all x ∈ R n . Thus,
Lemma 5. Assume ν satisfies T(α) and is L-smooth. For any probability distribution ρ ∈ P(R n ), we have
Proof. Let x ∼ ρ and x * ∼ ν with an optimal coupling (x,
By the triangle inequality and L-smoothness of ν, we have
Squaring and using the inequality (a + b) 2 ≤ 2a 2 + 2b 2 , and taking expectation, we get
Since ν satisfies T(α) inequality,
Plugging in these bounds to the inequality above gives us the desired result.
We are now ready to prove Lemma 2.
Proof of Lemma 2. We write one step of ULA
as the output at time ǫ of the stochastic differential equation
where W t is the standard Brownian motion in R n starting at W 0 = 0. Indeed, the solution to (13) at time t = ǫ is
where z 0 ∼ N (0, I), which is ULA. We derive the continuity equation of (13) as follows. For each t > 0, let ρ 0t (x 0 , x t ) denote the joint distribution of (x 0 , x t ), which we write in terms of the conditionals and marginals as
Conditioning on x 0 , the drift vector field −∇f (x 0 ) is a constant, so the Fokker-Planck formula for the conditional density ρ t|0 (x t | x 0 ) is
To derive the evolution of ρ t , we take expectation over x 0 . Multiplying both sides by ρ 0 (x 0 ) and integrating over x 0 , we obtain
Observe that the difference between the Fokker-Planck equations (16) for ULA and (7) for Langevin dynamics is in the first term, that the drift is now the conditional expectation E ρ 0|t [∇f (x 0 ) | x t = x], rather than the true gradient ∇f (x).
Recall the time derivative of relative entropy along any flow is given by
since the second part of the chain rule is zero: ρ t ∂ ∂t log ρt ν dx = ∂ρt ∂t dx = d dt ρ t dx = 0. Therefore, the time derivative of relative entropy for ULA, using the Fokker-Planck equation (16) and integrating by parts, is given by:
(The last step is just renaming x as x t .) The first term above is the same as in Langevin dynamics. The second term is the discretization error, which we can bound as follows. Using the inequality a, b ≤ a 2 + 1 4 b 2 and the L-Lipschitz assumption, we obtain
Recall from (14) the solution of ULA is
where in the last inequality we have used Lemma 5. This bounds the discretization error by
Therefore, the time derivative (17) is bounded by
Then by the LSI(α) assumption,
We wish to integrate the inequality above for 0 ≤ t ≤ ǫ. Using t ≤ ǫ, we simplify the above to
Since ǫ ≤ 1 2L , we can combine the last two terms above to
Multiplying both sides by e 3α 2 t , we can write the above as
Integrating from t = 0 to t = ǫ gives
where in the last step we have used the inequality e c ≤ 1 + 2c for 0 < c = 3 2 αǫ ≤ 1, which holds because 0 < ǫ ≤ 2 3α . Rearranging, the inequality above gives us
αǫ for ǫ ≤ α 4L 2 , and using e − 3 2 αǫ ≤ 1, we conclude that
This is the desired inequality, after renaming ρ 0 ≡ ρ k and ρ ǫ ≡ ρ k+1 . Note that the conditions ǫ ≤ 1 2L and ǫ ≤ 2 3α above are also implied by the assumption ǫ ≤ α 4L 2 since α ≤ L.
Proof of Lemma 3
In this section, we bound the relative entropy of the starting distribution. We will use the following auxiliary results. Proof. Integrating by parts, we have E ν [∇f (X)] = 0. Then since ∇f is L-Lipschitz,
Since ν satisfies LSI(α), it also satisfies Poincaré inequality with constant α, which implies a variance bound Var(ν) ≤ n α . Plugging this above completes the proof.
. Assume ν satisfies LSI(α) and is L-smooth. Then for any r > 0,
Proof. Since f is L-smooth, for x ∈ B r we can write
where in the last step we have applied Lemma 6. Therefore,
Here Vol(B r ) is the volume of B r , which is
Therefore, log Vol(B r ) ≤ n 2 log 2πe n + n log r.
Combining all together, we conclude that
We decompose relative entropy as
Therefore, the relative entropy between ρ = N (x * , 1 L I) and ν is bounded by
We now bound the log-partition function A. Let µ = E ν [X] be the mean of ν. Recall [15] since ν satisfies LSI(α), for each 1-Lipschitz function g : R n → R we have the concentration inequality
Take g(x) = x − µ , which is 1-Lipschitz, and let M = E ν [g] = E ν [ X − µ ]. The above implies
Let B r = {x ∈ R n : x − µ ≤ r} and let Z r = Br e −f (x) dx. Then the inequality above says that
Therefore, for any r > 0,
where the last inequality follows since ν satisfies LSI(α), so it also satisfies Poincaré inequality with constant α. Thus, Z r+M ≤ Z 2r . Then by Lemma 7,
Combining this bound with (19) gives
where in the last inequality we have used log 4eL
Discussion
In this paper we presented a convergence analysis of the unadjusted Langevin algorithm (ULA) for sampling under log-Sobolev inequality and a standard smoothness assumption, namely bounded Hessian, and no assumption of convexity. Our result matches the previous known bounds for ULA when the target distribution is strongly logconcave. Our result complements the recent work of Ma et al. [20] , who study the underdamped version of the Langevin algorithm under LSI and a stronger smoothness condition (bounded third derivative), as well as the recent work of Mangoubi and Vishnoi [24] , who study the Metropolis-adjusted version of the Langevin algorithm under a boundedness assumption on the third and fourth derivatives. One interesting question is whether we can prove a convergence guarantee for sampling under a weaker condition than log-Sobolev inequality, for example the Poincaré or Cheeger inequality. In continuous time, a Poincaré inequality is sufficient for Langevin dynamics to converge exponentially fast in the L 2 metric. We can ask whether in discrete time, ULA still converges under Poincaré inequality and suitable smoothness assumptions. It is possible, however, that while with LSI we did not need any assumptions on the starting distribution, with Poincaré we might need the assumption of a warm start; in other words, there might be a much higher dependence on the distance between the starting and target distributions.
Another intriguing question is whether there is an affine-invariant version of the Langevin dynamics. This might lead to a sampling algorithm with logarithmic dependence on smoothness parameters, rather than the current polynomial dependence.
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A Review
Given a function f : R n → R, its gradient ∇f : R n → R n is the vector of partial derivatives:
and its Hessian ∇ 2 f : R n → R n×n is the matrix of second partial derivatives:
The Laplacian of a function is the trace of its Hessian:
For example, the divergence of a gradient is the Hessian:
We have the following integration by parts formula:
for any function f and vector field v with sufficiently fast decay, so the boundary term is zero. Furthermore, for any two functions f and g,
A.1 Derivation of the Fokker-Planck equation
Consider a stochastic differential equation
where v : R n → R is any differentiable vector field and W = (W t ) t≥0 is the standard Brownian motion on R n starting at W 0 = 0. If X t evolves following (20) , then its density ρ t (x) evolves following the Fokker-Planck equation:
We can derive this as follows; we refer to standard textbooks for a rigorous derivation [21] . For any smooth test function φ : R n → R, let us compute the time derivative of the expectation
On the one hand, this iṡ
On the other hand, by (20) , we have
where Z ∼ N (0, I) is independent of X t , since W t+ǫ − W t d = N (0, ǫI). Then by Taylor expansion,
Now we take expectation on both sides. Since Z ∼ N (0, I) is independent of X t ,
, v(X t ) + √ 2ǫ ∇φ(X t ), Z + ǫ Z, ∇ 2 φ(X t )Z ] + O(ǫ Therefore, by integration by parts, this second approach giveṡ
Comparing (22) and (23), and since φ is arbitrary, we conclude that we must have
as claimed in (21).
When v = −∇f , the stochastic differential equation (20) becomes the Langevin dynamics (6) from Section 2.3, and the continuity equation (21) becomes the Fokker-Planck equation (7) . In the proof of Lemma 2 in Section 3.1, we applied the continuity equation (21) when v = −∇f (x 0 ) is a constant vector field to derive the Fokker-Planck equation (15) for one step of ULA.
A.2 Time derivative of relative entropy along the Langevin dynamics
since the second part of the chain rule is zero: ρ t ∂ ∂t log ρt ν dx = ∂ρt ∂t dx = d dt ρ t dx = 0. Therefore, the time derivative of relative entropy along the Fokker-Planck equation (7) for the Langevin dynamics (6) is
where in the second equality above we have applied integration by parts.
