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Air quality has been an important concern related to public health. This research is 
motivated by the challenge to understand how U.S. air quality will be affected by 
climate-responsive strategies under climate change. Numerical modeling is chosen as the 
primary research tool through the study, which mainly focused on the modeling 
development and its applications. The complexity and uncertainty of the responses in air 
quality to different strategies, to a large extent, stem from the modeling of regional 
climate at resolutions fine enough for a regional air quality study. Therefore, as to the 
model development, the thesis work contributes from two aspects to improve the 
modeling of regional climate: a nudging approach during the dynamic downscaling, and a 
sub-grid approach based on the existing Noah land surface model. With the sharpened 
modeling tools, the applications include (A) to estimate the impact of climate responsive 
strategies on future climate and air quality; (B) to study the impact of heat mitigation 
scenarios for urban areas on urban heat island (UHI) effect and heat related death; and 
(C) to investigate the impact of biomass burning on regional climate of the southeastern 
U.S. Given that the applications above were carried out as the collaborations with other 
graduate students and research groups, not all of them are included in this thesis. This 
thesis will focus on the modeling development, validation, and a case study in application 







Air pollution is one of the leading risk factors to public health at both global and regional 
scales [1], and anthropogenic emission has been the primary concern to solve the 
problem. In the United States, significant improvement in air quality has been achieved 
by the implementation of emission controls under the Clean Air Act during the past 
decades, though some regions still fail to meet the National Ambient Air Quality 
Standards (NAAQS) for a single or multiple pollutants (Figure 1.1).  
 
 
Figure 1.1 Counties designated “Nonattainment” for Clean Air Act’s National Ambient 
Air Quality Standards (NAAQS) based on the “The Green Book Nonattainment Areas for 
Criteria Pollutants” (as of October 01, 2015) by U.S. Environmental Protection Agency 
(US EPA). The NAAQS are health standards for Carbon Monoxide, Lead (1978 and 
 2 
2008), Nitrogen Dioxide, 8-hour Ozone (2008), Particulate Matter (PM-10 and PM-2.5, 
1997, 2006 and 2012), and Sulfur Dioxide (1971 and 2010). Partial counties, those with 
part of the county designated nonattainment and part attainment, are shown as full 
counties on the map. (map available from 
http://www3.epa.gov/airquality/greenbook/mapnpoll.html) 
1.1 Air Quality Challenges Under Climate Change 
New challenges for air quality, however, have emerged due to the climate change for two 
reasons. First, the concentration and composition of pollutants can be affected by climate 
change via different processes and factors, such as transport, mixing, chemistry, 
background concentrations of relative chemicals, and etc. In 2001, the National Research 
Council (NRC) raised the question “… to what extent will the United States be in control 
of its own air quality in the coming decades” given that “… changing climatic conditions 
could significantly affect the air quality in some regions of the United States… “. The 
Intergovernmental Panel on Climate Change (IPCC) warned of possible air quality 
degradation in some regions due to climate change in the Fourth Assessment Report 
(IPCC, 2007) [2]. Since then, the air quality implications of a changing climate have been 
investigated intensively [3-12]. Meanwhile, better performance in regional climate 
modeling is desired, because meteorological fields play a paramount role in the 
formation, mixing and transport of air pollutants.  
      Second, in response to future climate change, a variety of climate-responsive 
strategies, including technologies, practices and policies has been brought up to mitigate 
the global warming. However, how air quality will respond to different climate-
responsive strategies is in question. Therefore, when assessing the climate-responsive 
strategies, their impact on climate and air quality should be considered in a joint and 
integrated manner. If climate-responsive strategies can be demonstrated to have mutual 
benefits in reducing global warming and regional air pollution, the attractiveness of such 
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strategies will increase. Conversely, climate change mitigation strategies that could 
degrade regional air quality become less attractive. 
       Why do some climate-responsive strategies tend to favor air quality while others may 
have adverse impact on air quality? This is because forcings important to local/regional 
air quality, such as emissions and land use, usually change while emissions in green-
house gases (GHGs) are reduced owing to the climate-responsive strategies. For example, 
some technologies, such as carbon capture and sequestration (CCS), would significantly 
co-benefit air quality, resulting from the extremely low emissions in particulate matter 
(PM), NOx and SO2 as well as almost-zero CO2 emissions, compared to the current 
technology employed in power plants using either coal or natural gas. Some strategies, 
such as switching from gasoline to diesel or ethanol for fuels, may be less beneficial, or 
even potentially harmful to air quality due to the increased emissions of specific 
pollutants [13]. Another climate-responsive strategy of particular interest is to replace the 
fossil fuels with biomass fuels. The state of Georgia (U.S.), for example, plans to produce 
15% of its transportation fuels from locally produced biofuels by the year 2020 
(http://energy.georgiainnovation.org/feature_projects/details/56: accessed Sept. 26, 
2008).  To meet the demand for biomass fuel, land use is expected to change (e.g. 
conversion from forest to agricultural land, or vice versa). Meanwhile, emissions from 
biomass burning is expected to increase because prescribed burning will become more 
frequent and extensive in order to increase productivity, reduce wildfire risk and sustain 
wildlife habitat. Both the change in land use and emissions may affect the local/regional 
air quality directly, or may modify the local/regional climate as well, and in return affect 
the air quality. The involved feedbacks of air pollutants to meteorology make it more 
complex to assess the response of air quality to such climate-responsive strategy.  
       To deal with both of the two challenges, an essential step is to build the reliable 
relationship between an individual forcing (such as land use, emissions, and etc.) and its 
response in regional climate. With improved estimate in meteorological fields, the impact 
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on air quality is expected to be better estimated. In addition, the relationship between an 
individual forcing and its responses in climate and air quality is especially valuable 
information for policy-makers. Efforts have been made to build such relationships based 
on observation data. However, in the real world, forcings usually come into play at the 
same time. In addition, responses in climate are highly non-linear. Therefore, it is very 
difficult to distinguish the impact of one forcing from another based merely on 
observations. Numerical modeling provides such an alternative that we can rely on to 
establish the relationship between a single (or multiple) forcing and its responses. 
Therefore, throughout this work, numerical modeling is chosen as the primary tool to 
fulfill the scientific task. Towards the ultimate goal to understand how air quality 
responds to a variety of climate-responsive strategies, the main contribution of this thesis 
involves the model developments to improve the performance of regional climate 
modeling, with two case studies included as model application.   
1.2 Modeling Framework 
A variety of numerical modeling tools have been available to simulate the forcings and 
responses that we are interested in. During this study, the framework and main model 
platform is based on the “Models-3” regional air quality modeling system. Models-3 has 
three primary components, a regional meteorological model, an emissions processor, and 
a chemical transport model. The first two parts will provide the meteorological conditions 
and emission information that are necessary to drive a chemical transport model. In this 
research, the Weather Research and Forecast (WRF) [14], Sparse Matrix Operating 
Kernel for Emissions (SMOKE) [15] and the Community Multiscale Air Quality 
(CMAQ) [16] models are chosen as the three components of the modeling system. The 
WRF/SMOKE/CMAQ system represents the state-of-the-science in regional air quality 
modeling. WRF, SMOKE and CMAQ are relatively well known and extensively 
documented models.  In addition to its scientific foundation, the widening community of 
 5 
users and continuous model development make this system attractive for use.  For 
example, CMAQ is equipped with the Decoupled, Direct Method in Three Dimensions 
(DDM-3D) [17, 18], a direct and efficient method to calculate the sensitivity of model 
outputs to model inputs. High-order DDM [19] has been available recently to make the 
calculation more accurate. The adjoint method, a backward method for sensitivity 
analysis, has also been under development [20, 21] for CMAQ. Such sensitivity methods 
are powerful tools for diagnosing the model responses of air quality to the changes in the 
input fields and parameters. 
1.2.1 Modeling of Regional Climate and Air Quality 
The meteorological fields at local/regional scales are essential to the model performance 
of chemical transport models. To obtain the projections of future climate, general 
circulation models (GCMs) serve as the primary tool to understand how global climate 
will change under different scenarios [22]. However, meteorological information 
provided by GCMs becomes unreliable at scales smaller than about 200 km [23], the 
spatial resolution of which is still too coarse to be directly used for regional climate and 
air quality studies [24]. Therefore, downscaling GCMs outputs has been proposed to 
bridge the gap of scale discrepancy between the global and regional climate information. 
Downscaling has been categorized into four types (Table 1.1) based on the research 
purpose [25]. This study involves downscaling application of type 2 and type 4. From 
type 1 to type 4, constraints from real-world observation diminish. As a result, the 
accuracy of small-scale features generated by downscaling deteriorates as more climate 
variables are from model predictions instead of observations. However, such 
uncertainties in regional climate are mainly due to the issues in GCMs [26], which are 





Table 1.1  Four types of downscaling applications 
Type Purpose Input to RCMs 
1 short-term numerical weather 
prediction 
 
global analysis of observed data plus observed 
regional initial conditions 
2 regional climate simulation atmosphere information from global or 
regional re-analyses in which the regional 
initial conditions are forgotten 
 
3 seasonal prediction global atmospheric model prediction with 
prescribed observed surface conditions (e.g., 
sea surface temperatures) 
 
4 climate prediction multi-decadal global climate model prediction 
based on prescribed radiative forcing 
 
 
       Downscaling can be achieved by statistical methods (called statistical downscaling) 
or by high-resolution regional climate models (RCMs) (called dynamical downscaling). 
This work will only focus on the latter. Although dynamic downscaling has been 
validated and widely applied by a lot of studies [25-32], issues still remain, which has 
been well summarized by previous studies [27, 33, 34]. Among these issues, a key 
challenge has been to balance the model performance of RCMs in adding small-scale 
features which are the internal solutions of RCMs developed as a result of the 
combination of model physics and high-resolution surface information, and 
simultaneously retaining the large-scale features which are inherited from the RCMs 
input fields (e.g. GCMs outputs).  One of the main contributions of this thesis work is 
that it demonstrated how model performance of RCMs can be improved by the 
implementation of different nudging techniques during dynamic downscaling. 
       In this work, CMAQ is used to simulate air quality at fine scales. CMAQ, as one of 
the state-of-the-art chemical transport models (CTMs), integrates the understandings of 
the complex processes that affect the concentrations of pollutants in the atmosphere. 
CMAQ is a three-dimensional Eulerian (i.e., gridded) model that simulates ozone, 
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particulate matter (PM), toxic airborne pollutants, visibility, and acidic and nutrient 
pollutant species throughout the troposphere. It comprises of detailed chemical and 
physical processes in gas, particle and cloud phases in order to simulate the complex 
interactions of atmospheric chemistry and physics.  
       A main issue of the commonly used WRF/SMOKE/CMAQ system is that this 
system usually does not include feedbacks of air pollutants to climate, especially the 
feedback of aerosols. Aerosol feedback can be summarized as chemistry-aerosol-cloud-
radiation-climate. On one hand, atmospheric aerosols affect climate through 1) changing 
the radiation balance by directly absorbing and scattering the solar radiation (known as 
aerosol direct effect); 2) modifying meteorological variables that depend closely on 
vertical and horizontal radiation distributions, such as planetary boundary layer (PBL) 
height, circulation, convection and clouds (e.g. aerosol semi-direct effect); and 3) altering 
the formation of clouds and precipitation by serving as cloud condensation nuclei (CCN) 
and ice nuclei (IN) (known as aerosol indirect effect). Therefore, feedbacks of air 
pollutants can be important to local/regional climate. On the other hand, the modified 
meteorological conditions will in return affect the pollutants, because spatial distributions 
and formation mechanisms of aerosols are governed by atmospheric processes including 
chemistry in gas phase, aerosol thermodynamic and dynamic processes, cloud processes, 
and deposition, all of which are closely related to meteorological conditions. The 
complexity and the importance of this feedback has made it one of the most interesting 
uncertain research areas in understanding climate change and its potential impact on air 
quality [2, 35, 36]. Hence, in this work, the recently developed coupled WRF-CMAQ 
system [37] will be used. 
1.2.2 Modeling of Emission and Land Surface 
SMOKE, an emissions processing system designed to create gridded, speciated and 
hourly emissions, is used to provide the emission inputs to CMAQ. SMOKE input data 
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consists of emissions inventories, temporal and chemical speciation profiles, spatial 
surrogates, gridded meteorology and land use data, and other ancillary files for specifying 
the timing, location, and chemical nature of emissions.  
       In order to obtain the projections in emissions inventories for different climate-
responsive strategies, EPA MARKAL 9R (an acronym for MARKet Allocation) [38, 39] 
is used. MARKAL is an energy system model that projects the penetration of 
technologies and their associated emissions. Candidate strategies come from other studies 
[40-42], which are economically attractive with great potential for application in the 
future and. Three steps involve in preparing the emissions corresponding to different 
climate-responsive strategies. First, by implementing MARKAL 9R, different climate-
responsive strategies will lead to different changes in emissions, including volatile 
organic compounds (VOCs), NOx, SOx, and speciated PM. Then, the emission outputs 
from MARKAL 9R are mapped to specific inventory categories in standard emission 
inventories, which can be used as input for SMOKE. Last, SMOKE will create the final 
emissions information as the input for CMAQ. The emission modeling and emission 
inputs for CMAQ involved in this work were mainly prepared by Dr. Marcus Trail (a 
former graduate student advised by Dr. Russell), Dr. Yongtao Hu (a senior research 
scientist in Georgia Tech) and the collaborators from NESCAUM (Northeast States for 
Coordinated Air Use Management, Boston, Massachusetts, U.S.A).  
       Land surface is another important forcing to local/regional climate and air quality 
[43-46], and expected to change significantly in the future.  Land-atmosphere interactions 
in numerical models are described by land surface models (LSMs), by which the lower 
boundary of the flux exchange between land and atmosphere are computed, including 
energy, moisture and momentum.  
       In this study, the Noah LSM is chosen as the primary tool to study the impact of land 
use change on local/regional climate and air quality. The Noah LSM [47] has been 
widely used in both regional and global weather and climate modeling. However, a main 
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limitation for the Noah LSM is that Noah LSM only considers the dominant land use type 
in each grid cell, which may limit its utility. For example, in response to climate change, 
there is a growing interest in the heat-adaptation strategies for urban areas. These 
strategies usually involve the modification in land use and land cover (LULC) over urban 
areas. Detailed LULC scenarios at fine scales (e.g. tens to hundreds of meters) are 
developed from the perspective of city-planning. The scenarios then need to be 
investigated by regional climate and air quality models. However, the fine-scale 
modifications in LULC may not be reflected in Noah LSM because dominant land cover 
type of a grid cell usually does not change, unless simulations of ultra-high resolution are 
conducted, which can be subject to numerical issues as well as excessive computational 
cost. Therefore, in this work, a sub-grid approach for the Noah land surface model is 
developed to overcome its limitation of using a single, dominant land cover type across a 
grid cell for the assessment of surface properties. In addition, the model performance is 
evaluated at the sub-grid level by comparison with remote sensing- derived data. To our 
knowledge, this is the first effort to evaluate the modeled sub-grid properties at such a 
fine scale against satellite observations. 
1.3 Thesis Outline 
Towards the ultimate goal of understanding the impact of climate-responsive strategies 
on air quality, this thesis, based on the current “Model-3” modeling framework and the 
issues that may potentially limit the performance of regional climate modeling, focuses 
on the model developments from two aspects. In chapter 2, it is demonstrated that the 
performance of dynamic downscaling process can be in general improved with the 
implementation of spectral nudging. In Chapter 3, a sub-grid approach based on the Noah 
land surface model is developed and evaluated. The new approach makes the “Model-3” 
modeling framework more powerful, especially when studying the impact of land 
use/land cover change at urban scales, when land use/land cover change is expected to 
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occur at scales much finer than the typical spatial resolution of regional climate models. 
Chapter 4 involves a case study of this kind. Then, in chapter 5, the impact of another 
important forcing on regional climate, namely emissions from biomass burning, is 
investigated using the state-of-the-science coupled WRF-CMAQ. The research directions 





IMPROVING THE PERFORMANCE OF DYNAMIC 
DOWNSCALING BY SPECTRAL NUDGING1 
 
During the dynamic downscaling, the simulation of regional climate models (RCMs) 
tends to drift away from the driving fields. Developing a solution that addresses this 
issue, by retaining the large scale features (from the large-scale fields) and the small-scale 
features (from the RCMs) has led to the development of “nudging” techniques. Here, we 
examine the performance of two nudging techniques, grid and spectral nudging, in the 
downscaling of NCEP/NCAR data with the Weather Research and Forecasting (WRF) 
Model. The simulations are compared against the results with North America Regional 
Reanalysis (NARR) data set at different scales of interest using the concept of similarity. 
To our knowledge, this study is the first effort to demonstrate that with the appropriate 
choice of wave numbers, spectral nudging outperforms grid nudging in the capacity of 







1 This chapter is based on the publication: Liu, P., Tsimpidi, A. P., Hu, Y., Stone, B., 
Russell, A. G., and Nenes, A.: Differences between downscaling with spectral and grid 




Dynamical downscaling has been at the forefront of model development of regional 
climate models [48], and now is being used to address how regional air quality would 
change in future climate. In the process of dynamical downscaling, errors are introduced 
primarily in two ways. One is due to incomplete model physics. The other type of error 
results from the downscaling itself. For example, dynamical downscaling typically starts 
with a set of coarse-resolution large-scale fields, which are used as the initial conditions 
(ICs) and lateral and surface boundary conditions (LBCs) for the RCMs. As the 
simulation evolves, the internal solution developed by RCMs may be affected by the size  
of domain, the spin-up period and update frequency of LBCs. Issues related to dynamic 
downscaling have been summarized by previous studies [27, 33, 34].  
        A key source of downscaling errors is the inconsistency along boundaries [49, 50] 
since RCM simulation drifts away from the GCMs driving fields. It has been a challenge 
to balance the performance of RCMs in adding small-scale features and simultaneously 
retaining the large-scale features. Nudging techniques are introduced to RCMs to address 
this issue. A nudging term is added to the predictive equation of the variable to be nudged 
in its grid-point model: 
                                                                                                (1) 
Where Q is the meteorological field to solve by RCMs, t the integration time, S (Q) the 
internal solution of field Q by RCMs, Q* the same meteorological field as Q but from the 
driving data of RCMs or from observations, and ɳ the nudging coefficient. 
       The lateral boundary relaxation technique was brought up [49], in which the solution 
of RCM is nudged to the driving field in a “buffer zone” along boundaries. However, this 
technique is still unable to fulfill the goal of retaining the large-scale information 
provided by GCMs at the interior of the modeling domain. In order to capture the features 
of the driving force through the domain, grid nudging was developed [51] and has been 
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applied to downscaling reanalysis data for regional air quality modeling of historical 
episodes. In this technique, nudging is conducted in every grid cell. Another nudging 
technique that has gained interest recently is spectral nudging [52, 53], in which the 
nudging term is spectrally expanded in both the zonal and meridional directions: 
 
                                                                                                                                      (2)  
Where ∆x ∆y are the grid spacing in x and y direction respectively, Lm Ln the size of 
modeling domain in x and y direction respectively, m n the wave number in x and y 
direction respectively, and A B the coefficients for Fourier transform. 
         In spectral nudging, only the waves under selected wave numbers are kept in the 
nudging term. All other waves are filtered out. By keeping the long waves in the nudging 
term, studies [54, 55] found that spectral nudging can help eliminate the large-scale 
precipitation bias, and, at the same time, maintain the features of small scale.  
         The existing studies, which used dynamical downscaling for the purpose of regional 
air quality modeling [3, 31, 56-59], have implemented boundary relaxation, grid nudging, 
or no nudging. Few have involved spectral nudging. Spectral nudging, however, may 
have an advantage over no nudging or boundary nudging [60-63] and could theoretically 
outperform grid nudging. From the perspective of spectrum, grid nudging modifies the 
RCMs results throughout the spectrum with the same strength, however, the short-wave 
information provided by RCMs is thought to be more reliable than that provided by 
GCMs. Therefore, grid nudging has the risk of over-forcing the RCMs at small scales 
[25]. However, few studies discuss the comparison between grid and spectral nudging 
and how to determine optimal cut-off wave numbers for spectral nudging.  
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        This study aims at improving the performance of downscaling using spectral 
nudging, with a particular focus on developing regional-scale fields for assessing the 
impact of climate change on air quality. The main difficulties involve how to evaluate the 
results between grid and spectral nudging and how to determine the appropriate wave 
numbers for spectral nudging. In order to address these issues, the performance of 
downscaling at multiple scales was investigated. The applications of scale analysis in the 
evaluation of downscaling are well summarized by other study [64].  
2.2 Methods 
2.2.1 Model Description and Simulation Design 
Weather Research and Forecasting (WRF) model [14] version 3.1.1 is used in this 
chapter as the regional climate model for dynamic downscaling. To mimic the spatial 
resolution of GCMs output, NCEP/NCAR reanalysis data is used to drive the WRF. The 
NCEP/NCAR reanalysis data has a spatial resolution of 2.5×2.5 degree and is archived 
every 6 hours. The NCEP/NCAR data is chosen not only to provide the driving fields for 
WRF, but also to facilitate the evaluation the downscaling performance using different 
nudging techniques. Four historical episodes, including July 2009, October 2009, January 
2010 and April 2010, each of which represents a season, are investigated by WRF with 
grid nudging, spectral nudging and no nudging respectively. The modeling domain 
covers the COntiguous United States (CONUS) and portions of southern Canada and 
northern Mexico, and is centered at 40°N and 97°W with dimensions of 162×126 
horizontal grids cells with a grid-spacing of 36 km. It contains 35 vertical levels, with the 
top pressure of 5000pa.  
       The physical configurations in WRF are kept the same for all the simulations in this 
study, except for the nudging technique employed. Both grid and spectral nudging are 
configured to nudge temperature and horizontal winds, but water vapor mixing ratio can 
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only be nudged in grid nudging, and geo-potential height only in spectral nudging. Only 
horizontal winds are nudged at all vertical levels, while no nudging is conducted for other 
variables within the planetary boundary layer (PBL). The strategy for grid nudging is 
based on previous studies [51, 65], which showed that this configuration reduced the bias 
most. For spectral nudging, same nudging strategy is used within PBL to keep the 
simulation consistent with grid nudging, and above PBL, geopotential field is nudged, 
instead of water vapor mixing ratio, which does not have large-scale features as strong as 
other fields and would not be nudged in the spectral nudging of WRF. The nudging 
coefficients for all variables for both grid and spectral nudging are set to be 0.0003 s-1 
[66]. During the simulation, nudging is conducted every 6 hours consistent with the 
frequency of the NCEP/NCAR reanalysis data. When spectral nudging is conducted, all 
waves with wave numbers greater than a preset number are not nudged. In this study, the 
wave number in both directions is set to be 3 (m=n=3, where m and n represent the wave 
number in zonal and meridional directions, respectively). This preliminary choice is 
made based on two considerations. One is the scale of the driving field, in which the 
GCM is able to provide reliable information and this information is also expected to be 
captured by RCM. Previous study [53] determined that scales of about 15º and larger are 
considered to be reliably analyzed by NCEP. The other consideration is the size of WRF 
domain. In this study, the WRF modeling domain is about 6000 km×4600 km in zonal 
and meridional direction respectively. Hence, wave number 3 is employed as the first 
choice in both directions in order to capture NCEP/NCAR features of scale about 
2000km. Sensitivity tests on cut-off wave number choice are conducted later to 
investigate the impact of wave number. 
 
2.2.2 Evaluation Method 
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The concept of similarity [53] is used to evaluate the downscaling performance at 
different scales, using the metric, ( , )P t L , 
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                                                (3) 
 
where t  is the simulation time, L  the scale of interest,  ( , )P t L  the similarity, ( , )t L  the 
input field (e.g., the NCEP/NCAR data),  *( , )t L  the output field (e.g., the WRF 
output), <  > the spatial average over the modeling domain. Similarity at different scales 
of interest is calculated every six hours just after the nudging is updated by calculating 
the representative values of  ( , )t L  and *( , )t L  at different scales. The performance of 
downscaling at large and small scales is evaluated in the opposite way with respect to 
similarity using equation (3). For large scales, it is better when the downscaling results 
are more consistent with the input fields, so higher similarities are desired; while for 
small scales, the results are better when more variance is added, so lower similarities are 
desired.  
        The question arises as to how the large and small scales are determined. As 
mentioned previously, information at about 15º and larger is considered to be reliably 
analyzed by NCEP. Accordingly, 2000 km and larger is chosen as the “large scale”. At 
this scale, when comparing WRF output with NCEP/NCAR input data, the higher the 
similarity is, the RCM is viewed as performing better. As to the “small scale”, instead of 
the WRF resolution of 36 km, 300 km is chosen in order to capture features that occur at 
multiple grids, which are more reliably captured by RCMs than individual grid cells. And 
compared to the NCEP/NCAR data, 300km is a small scale, and the RCMs should be 
adding variability that is not resolved by the GCM. Therefore, 300km is chosen as the 
“small scale” and lower similarities are desired.   
       The calculation of similarity at 2000 km or 300 km involves three steps. First, the 
WRF input field, namely the NCPE/NCAR data, is interpolated to the same resolution as 
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the WRF results. Second, grid cells of 36 km resolution in the modeling domain are re-
divided according to the scale of interest so that each new “aggregated” cell includes 
multiple original grid cells.  For each new cell, its representative values of input and 
output fields, namely ( , )t L  and *( , )t L  in equation (3), are computed from the spatial 
average of the 36km NCEP/NCAR data and WRF results. Finally, similarity is calculated 
by equation (3). At the large-scale case, for instance, the NCEP/NCAR 2.5×2.5 degree 
data is first interpolated to a 36km resolution, so that for both input and output fields, the 
modeling domain includes 162 (zonal) by 126 (meridional) cells. Because we are 
concerned about the features at the scale of about 2000 km, the modeling domain could 
be re-divided into 3×3 new cells, each of which has 54×42 original cells, and then 
( , )t L  and *( , )t L  at the scale of 2000 km are calculated by averaging the 54×42 cells 
of input and output fields respectively. 
         A critical issue is whether the decrease in similarity at small scales is of reasonable 
magnitude. In other words, if the current choice of wave numbers insufficiently 
constrains the RCM so that the similarity decreases too much at the small scale, and vice 
versa. To answer this question, the North America Regional Reanalysis (NARR) data set 
[67] is used to assess the appropriate level of similarity decrease between large and small 
scales. NARR data set has a spatial resolution of the 32 km and the quality of NARR data 
has been evaluated with surface station and sounding measurements [67]. In one case, if 
NARR data set is consistent with NCEP/NCAR data at the large scale, which means 
similarities between these two data set are high, NARR data set is viewed as the best 
result we could have after downscaling from NCEP/NCAR data, and the similarity 
between NCEP/NCAR and NARR data at the small scale could serve as the criteria for a 
reasonable range of similarity for the small-scale results. If the NARR data set can not 
provide enough high similarity at the large scale, similarity between NCEP/NCAR and 
NARR at small scale can not be used directly as the criteria. Instead, the difference of 
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similarity between large and small scale would be used as the reference when assessing 
whether the change in similarity between input and downscaled fields is reasonable.  
2.3 Comparison between Grid and Spectral Nudging 
Given that the ultimate goal is to use the downscaled meteorological fields to drive a 
regional chemical transport model, we are especially concerned about the fields that will 
significantly affect the concentration of pollutants. Therefore, we investigate temperature, 
horizontal kinetic energy (as a surrogate for wind speed), and hydro fields, including 
clouds, accumulated precipitation and water vapor mixing ratio; analysis is carried out at 
three vertical levels, the surface, 850hpa and 500hpa. Only the results of Jul 2009 are 
shown here, since other tested episodes give similar results. 
2.3.1 Similarity in Temperature at Different Scales 
Temperature is nudged in both grid and spectral nudging. At 850hpa, at the large scale, 
both spectral and grid nudging results have high similarities through the simulation 
period (Figure 2.1 a). The temporal means of similarity ( , )P t L at the large scale (as 
summarized in Table 2.1) is over 0.99999 for both. Hence, the spatial averaged relative 
difference of temperature is less than about 0.3% (square root of (1-0.99999)), which 
means at the large scale, both of the nudging techniques are equally capable of capturing 
the features of the driving fields. 
       High similarity is not true at small scales, as spectral nudging gives a much lower 
similarity than grid nudging. Lower similarity is expected at small scales because 
variance is expected to be added by the RCM. The similarity between the NCEP/NCAR 
and NARR data (Figure 2.1 b, Table 2.2) is calculated to determine whether or not the 
lower similarities given by nudging techniques at the small scale are consistent with 
using NARR data. The decrease in similarity between NCEP/NCAR and NARR data 
from large to small scale indicates that at the small scale, spectral nudging performs 
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better than grid nudging because of a lower similarity. If nudging is not applied during 
the simulation, the RCM is not able to retain the features at large scales (Table 2.1). 
 
 
Figure 2.1 Time series plots of similarity in temperature at 850hpa at 2000km and 300km 
scales for Jul 2009: (a) similarity between NCEP/NCAP and downscaling results by 
WRF with grid and spectral nudging, respectively; (b) similarity between NCEP/NCAR 








Table 2.1 Mean and standard deviation of similarities in temperature between 
NCEP/NCAR and WRF outputs during July 2009 at different scales 





































































    Subscripts s, 850 and 500 stand for surface, 850hpa and 500hpa. 
 
 
Table 2.2 Mean and standard deviation of similarities in temperature between 
NCEP/NCAR and NARR during July 2009 at different scales 







     Subscripts s, 850 and 500 stand for surface, 850hpa and 500hpa. 
 
       The similarity results at 500hpa are very similar to the results at 850hpa, except that 
the difference of similarity between grid and spectral nudging is even smaller. At the 
small scale, for instance, the difference of the mean between the two nudging techniques 
is on the order of 10-6, and the difference of standard deviation of similarity on the order 
of 10-7.We have to ask does the small difference in similarity really matter? In other 
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words, we want to know if the similarity is still able to be used to assess the performance 
of downscaling, or it is just noise when the difference of similarity is very small. To 
answer this question, we compare the probability distribution of the temperature 
difference between the NCEP/NCAR data and the WRF output (by grid and spectral 
nudging respectively) with the distribution of temperature difference between 
NCEP/NCAR data and NARR data (Table 2.3). Changing from the large to small scale, 
the width of the distribution provided by grid nudging changes little compared with 
spectral nudging and NARR data, which indicates that for the temperature field at 
500hpa, grid nudging over-forces the RCM results towards the driving fields and the 
small-scale features expected from RCM are hindered.  
 
Table 2.3 Mean and standard deviation (SD) of the distribution of temperature difference 
at 500hpa of July 2009 at different scales  
 
Data set 
at the Scale of 2000km at the Scale of 300km 
Mean (K) SD (K) Mean (K) SD (K) 
NARR minus NCEP/NCAR -0.11 0.533 -0.10 1.219 
Grid Nudging minus NCEP/NCAR -0.09 0.173 -0.09 0.337 
Spectral Nudging minus 
NCEP/NCAR 
-0.08 0.209 -0.07 0.837 
 
To further investigate whether the larger variance provided by spectral nudging is 
reasonable or not, the correlation between WRF output and NARR data is investigated by 
orthogonal regression (Figure 2.2). At the small scale, spectral nudging improves the 
correlation with NARR data compared with grid nudging by giving a slope more close to 
1. Other regression methods, such as least square regression, are also tested and we get 
consistent results. The results above indicate that the metric of similarity at different 
scales is important in evaluating the performance of downscaling, even when the 
difference between similarity values is very small. At the surface, grid and spectral 
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nudging show little difference in similarity, which is not unexpected because temperature 




Figure 2.2 Correlation for the temperature anomaly from NCEP/NCAR data at 500hpa at 
2000km and 300km scales for Jul 2009 with linear regression of 95% confidence. (a) 
anomaly of WRF output by spectral nudging vs anomaly of NARR data; (b) anomaly of 
WRF output by grid nudging vs anomaly of NARR data. 
2.3.2 Similarity in Horizontal Kinetic Energy at Different Scales 
Spectral nudging, likewise, performs better than grid nudging for horizontal kinetic 
energy (KE) with comparable similarity at the large scale and lower similarity consistent 
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with NARR at the small scale at both 850hpa (Figure 2.3 ) and 500hpa (Table 2.4; Table 
2.5). In addition, at the small scale, the similarity found using spectral nudging varies 
temporally with the same trend as that of NCEP/NCAR and NARR data (Figure 2.3). 




Figure 2.3 Time series of similarity in horizontal kinetic energy at 850hpa at 2000km and 
300km scales for Jul 2009: (a) similarity between NCEP/NCAP and downscaling results 
by WRF by grid and spectral nudging respectively; (b) similarity between NCEP/NCAR 
and NARR data. 
 
       By comparing with the change in episode-averaged similarity between NCEP/NCAR 
and NARR from large to small scale (Table 2.5), the results (Table 2.4) also show that 
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spectral nudging performs better than grid nudging in the magnitude of similarity 
decrease. In addition, for grid nudging, little change exists in standard deviation of the 
similarity when changing from large to small scale; while for spectral nudging, larger 
changes shows, with the magnitude of change more similar to that between NCEP/NCAR 
and NARR. If no nudging is used, low similarities occur with standard deviation much 
larger compared with that from NCEP/NCAR and NARR, indicating that constrains 
exposed on WRF are not strong enough to retain the features at large scales from the 
driving fields. The results at the surface are similar to those at 500hpa and 850hpa. 
       
Table 2.4 Mean and standard deviation of similarities in horizontal kinetic energy 
between NCEP/NCAR and WRF outputs during July 2009 at different scales  





































































    Subscripts s, 850 and 500 stand for surface, 850hpa and 500hpa. 
 
 
Table 2.5 Mean and standard deviation of similarities in horizontal kinetic energy 
between NCEP/NCAR and NARR during July 2009 at different scales  







     Subscripts s, 850 and 500 stand for surface, 850hpa and 500hpa. 
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       The improvement in the decrease of similarity from large to small scale implies 
significant differences of the nudged variable between grid and spectral nudging. For 
example, at 500hpa (Table 2.4), grid nudging leads to a mean KE similarity of 0.997 at 
the small scale; while spectral nudging decreases the mean of similarity to 0.940. The 
kinetic energy difference between grid and spectral nudging is around 20%. 
2.3.3 Similarity in Hydro-Fields at Different Scales 
Difference in similarities for horizontal kinetic energy (KE) suggests that the results from 
grid and spectral nudging can be very different for fields strongly affected by KE, such as 
clouds and precipitation, both of which are important in regional climate and air quality 
modeling. Therefore, we further investigated the impact of nudging techniques on hydro-
fields, including column total clouds, accumulated precipitation and water vapor mixing 
ratio at different height.  
        Cloud hydrometeor mixing ratios provided by WRF are used to calculate the 
monthly averaged cloud mass (including cloud water, cloud rain, ice, snow and graup) in 
each column and compared with the convective cloud fraction averaged from NARR data 
archived every 3 hours. The convective cloud from NARR data is used for comparison 
instead of total cloud because the horizontal resolution of WRF in this study is not high 
enough to explicitly resolve such clouds. The two nudging techniques lead to greater 
differences over the middle and the eastern regions of the U.S, with spectral nudging 
better capturing the cloud features (Figure 2.4). The superiority of spectral nudging 
becomes more apparent when comparing the precipitation with NARR data (Figure 2.4b). 
Grid nudging significantly depresses the precipitation across the middle of the U.S. 
Moreover, in the southeast, results from spectral nudging more closely resemble NARR 
data than grid nudging. Spectral nudging (Figure 2.4d) generates the similar rainfall 
region over the east coast, although the rainfall region shifted toward southwest 




Figure 2.4 Comparison of monthly averaged cloud fraction (or cloud water) and monthly 
accumulated precipitation using WRF and NARR data for Jul 2009.  (a)(b) NARR; (c)(d) 
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WRF simulation using spectral nudging; (e)(f) WRF simulation using grid nudging; 
(g)(h) WRF simulation using “grid no gq”. 
 
       The difference in precipitation shown above includes the impact of nudging 
horizontal KE and water vapor mixing ratio as well. To exclude the impact of the latter, 
another case is tested, in which grid nudging is used with the same configuration 
described in section 2.2.1, except that the nudging of water vapor mixing ratio is turned 
off (this case is referred to as “grid no gq” and the cases with nudging configuration 
described in section 2 are referred to as “grid” and “spectral” respectively). Compared 
with “grid” case, “grid no gq” case shows little difference in the similarities of 
temperature and horizontal KE at both large and small scales (not shown here). 
Therefore, the difference of precipitation between “grid no gq” and “spectral” cases 
better represents the impact of horizontal KE. We find out that compared with “spectral” 
case, “grid no gq” case (Figure 2.4h) reproduces precipitation regions over Canada and 
the Atlantic Ocean, although with less strength. However, it still fails to generate the 
features across the middle of the U.S. In addition, much more rainfall occurs over the 
Gulf of Mexico.   
        For water vapor mixing ratio, only grid nudging, not spectral nudging, is applied to 
water vapor mixing ratio in the “grid” case of this study. If spectral nudging is used, the 
correction to water vapor mixing ratio results from the changes in other fields.  
        At the large scale, the similarity using spectral nudging is still as high as that by grid 
nudging at the surface and 850hpa (Table 2.6). At 500hpa, however, spectral nudging 
does not maintain the large-scale features as well as grid nudging (Figure 2.5 a), although 
the similarity of grid and spectral nudging at 500hpa differs little for temperature and 
horizontal kinetic energy. This can be linked to the prediction of cloud formation, which 
is at a scale smaller than that is captured by the GCM, and is very sensitive to a number 
of local factors.  
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Table 2.6 Mean and standard deviation of similarities in water vapor mixing ratio (QV) 
between NCEP/NCAR and WRF outputs during July 2009 at different scales 





































































    Subscripts s, 850 and 500 stand for surface, 850hpa and 500hpa. 
 
       When changing from large to small scale, for all the vertical layers of interest, 
spectral nudging provides the desired decrease in similarity of water vapor mixing ratio 
as compared to NARR; while for grid nudging, little difference occurs at small and large 
scales (Table 2.6; Table 2.7). 
 
Table 2.7 Mean and standard deviation of similarities in water vapor mixing ratio (QV) 
between NCEP/NCAR and NARR during July 2009 at different scales  













Figure 2.5 Time series of similarity in water vapor mixing ratio at 500hpa at 2000km and 
300km scales for Jul 2009: (a) similarity between NCEP/NCAP and downscaling results 
by WRF by grid and spectral nudging; (b) similarity between NCEP/NCAR and NARR 
data set. 
         
2.4 Sensitivity to Wave Number in Spectral Nudging 
Choice of wave numbers in spectral nudging impacts the quality of downscaling. If the 
wave number is too large, which means the nudging term includes all the longer waves 
under the selected wave numbers, the results of spectral nudging would approach grid 
nudging, because the results are overly forced at the smaller scale. If the wave number is 
too small, the long waves included in the nudging term may not be able to represent 
enough energy to force the RCMs to replicate the large scale features. Here, a sensitivity 
test is conducted to investigate how the fields of interest respond to changes in wave 
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numbers. In previous simulations, the wave numbers for spectral nudging were 3 in both 
zonal and meridional directions. Here, wave number sets of m=n=2 and m=n=6 (m and n 
represent the wave number in zonal and meridional direction, respectively) are tested as 




Figure 2.6 Time series of similarity in horizontal kinetic energy at 850hpa for Jan2010 by 
spectral nudging with different wave numbers: (a) similarity between NCEP/NCAP and 
downscaling results by WRF at 2000km scale; (b) similarity results at 300km scale. m 
and n represent the wave number in zonal and meridional direction respectively. 
 
         For the horizontal kinetic energy, at both large and small scales (Figure 2.6), when 
the wave numbers decrease, the ability of spectral nudging to follow large scale features 
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becomes weaker as the similarity markedly decreases; while when wave numbers 
increase, the performance of spectral nudging approaches grid nudging by giving high 
similarity values, particularly at the small scale. As the wave numbers increase, the 
variability and difference between large and small scales also becomes smaller (Table 
2.8). It is critical to choose the wave numbers which are able to generate reasonable 
difference between different scales and variability at the scales of interest. Therefore, the 
results in section 2.3 indicate that the choice of wave numbers m=n=3 is an appropriate 
choice for the studied case here. The results of sensitivity test also suggest that similarity 
at the small scale is more sensitive to wave number choice than that at the large scale 
(Table 2.8). As wave number increase, the loss of variability at small scales is larger than 
the increase of consistency at large scales. Therefore, smaller wave numbers are preferred 
as long as the features at the large scales of interest can be captured, in order to reduce 
the loss of variability at small scales. The choice of wave number had little impact on 
temperature and water vapor. 
 
Table 2.8 Temporal mean and standard deviation (SD) of the similarity (between 
NCEP/NCAR and WRF output by spectral nudging) in horizontal kinetic energy at 
850hpa of January 2010 at the scale of 2000 km and 300 km respectively, using different 
wave numbers (m and n represent the wave number in zonal and meridional direction, 
respectively). 
 
             wave number 
at the Scale of 2000km at the Scale of 300km 
Mean  SD  Mean  SD  
m = n = 2 0.98 1.6×10-2 0.90 4.5×10-2 
m = n = 3 0.99 0.7×10-2 0.93 2.8×10-2 





The performance of two nudging techniques, grid and spectral nudging are examined in 
the downscaling of NCEP/NCAR data with the Weather Research and Forecasting 
(WRF) Model. The simulations are compared against the results with North America 
Regional Reanalysis (NARR) data set at different scales of interest using the concept of 
similarity. 
        Compared with grid nudging, spectral nudging provides a better balance between the 
need to keep RCM results consistent with the large scale driving forces that would be 
provided by GCMs, and at the same time, allows more variance added at the smaller 
scales. The performance of spectral nudging is very good for temperature and horizontal 
kinetic energy at 850hpa and 500hpa. In addition, the improvement at the small scale 
allowed by spectral nudging is not only reflected in spatial variability, but temporal 
variability as well.  
       In order to take the advantage of spectral nudging, appropriate wave numbers should 
be chosen based on a thorough sensitivity analysis. The results of sensitivity tests show 
that for the case studied here, the choice of wave numbers set at m=n=3, or wave lengths 
of about 2000 km is well supported. The choice of wave numbers is determined by the 
size of modeling domain and the scale of driving forces that RCMs should retain. Results 
suggest that the similarity at the small scale is more sensitive to wave numbers than that 
at the large scale, and as wave numbers increase, spectral nudging performs more 
similarly to grid nudging and begins to over-force the RCMs results at the small scale. 
The sensitivity tests also imply that many of the biases of large-scale modes are 
associated with resolved small-scale features, and only spectral nudging can help to 




IMPROVING THE MODELING OF LAND SURFACE BY 
DEVELOPING THE S-NOAH APPROACH2 
 
Studies have demonstrated that anthropogenic impacts on land use/land cover (LULC) 
can affect historical and future climates at a variety of spatial scales. For example, many 
researches have focused on investigating the impact of urbanization and irrigation on 
surface temperature, rainfall patterns, and the hydrologic cycle at local and regional 
scales based on observational data [43-46, 68-70]. By comparing observation and 
reanalysis data, studies estimated the additional warming or cooling trends due to LULC 
change under the background of changing climate, with the results being sensitive to land 
cover type [71-73]. These approaches, however, may have difficulty in separating the 
impact of LULC change from synoptic-scale forcing [74] and other non-climatic factors 
[75, 76]. Numerical modeling provides an alternative that enables sensitivity experiments 
to assess climate responses to LULC change at both regional [77, 78] and global scale 
[79, 80]. 






2 This chapter is based on the manuscript: Liu, P., Hu, Y., Stone, B., Ivey, S., Nenes, A., 
and Russell, A.G. (2015), Development of a subgrid approach for the NOAH land surface 
model and evaluation of modeled subgrid surface temperature with MODIS derived land 
surface temperature (submitted) 
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       In this chapter, a subgrid approach, termed S-Noah, is developed based on the 
widely-used Noah land surface model [47] to overcome its limitation of using a single, 
dominant land cover type across a grid cell for the assessment of land surface properties. 
S-Noah is tested in the Weather Research and Forecasting (WRF) model [14] at a spatial 
resolution of 4-km×4-km. Furthermore, the model performance at sub-grid level is 
evaluated against remote sensing-derived land surface temperatures (LSTs). To our 
knowledge, this is the first study to evaluate the modeled subgrid properties at such fine 
scale against satellite observations. 
3.1 Motivation 
3.1.1 Importance to Include the Sub-Grid Heterogeneity in Land Surface Models 
In numerical modeling, land surface is described by land surface models (LSMs), in 
which the boundaries of fluxes (including energy, moisture and momentum) exchanged 
between land and atmosphere are computed. Although a grid cell in the modeling domain 
is usually a mixture of multiple land cover types and their associated properties, some 
LSMs approximate the grid surface with its dominant land cover type. However, if a grid 
cell contains several land use types with differing properties, as found in urbanized 
settings, assuming a homogeneous surface poses limitations. First, research showed that 
partitioning of sensible heat (SH) and latent heat (LH) are sensitive to the subgrid surface 
heterogeneity [81]. Second, the randomly distributed turbulent motions resulting from 
subgrid surface heterogeneity, especially when grid spacing is coarse, can organize into 
mesoscale circulations [82], which may play an important role in producing and 
organizing clouds and precipitation, and may also interact with synoptic forcings as well. 
A previous study [83] summarized the issues associated with both monitoring and 
modeling work related to the impact of LULC change on climate. As pointed out, the 
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representation of mixed land use within a grid cell still remains a weak component in 
LSMs and additional work is needed.  
3.1.2 Potential Limitations in Noah Land Surface Model due to Lack of Sub-Grid 
Treatment 
The Noah LSM has been widely used in both regional and global weather and climate 
modeling. Continuous development and improvement of Noah has been conducted to 
improve the model performance under different conditions of weather, climate, soil and 
land cover types. Studies showed that Noah displays similar or superior performance 
compared with other LSMs [84-87] and compares well against observational data [88-
92].  
       Although the Noah LSM has many advantages, it only considers the dominant land 
use type in each grid cell, which may limit its utility. For example, there is a growing 
interest in how adverse heat effects on human health under future climate may be 
alleviated by local/regional LULC modification in urban areas [93]. Detailed LULC 
scenarios at fine scales (e.g. tens to hundreds of meters) are available and need to be 
investigated by RCMs. However, the fine-scale modifications in LULC may not be 
reflected in Noah LSM because dominant land cover type of a grid cell usually does not 
change, unless simulations of ultra-high resolution are conducted, which can be subject to 
numerical issues as well as excessive computational cost.  
       One possible way to represent the land surface heterogeneity at the sub-grid level is 
to couple the urban canopy models (UCMs) with the Noah LSM to account specifically 
for the heterogeneity resulting from urban and vegetated surfaces within the same grid 
cell [94, 95]. However, UCMs often require very detailed urban canopy information as 
inputs (e.g. road dimensions and building density), but such information is usually not 
available when future urban land use scenarios are developed. Furthermore, the 
homogeneous representation of vegetated surfaces within a grid cell is usually not 
sufficient. On one hand, in many regions, the main LULC changes involve the changes of 
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green vegetation types (such as deforestation for agriculture or reforestation from 
agriculture) [96], which may have significant impacts on regional climate [97-99]. This is 
because the interaction between vegetation and atmosphere may vary strongly with 
vegetation type [100, 101], leading to significant differences in flux exchange (including 
energy, water, and momentum) between the land surface and atmosphere. On the other 
hand, the representation of vegetated surfaces can affect the model performance over the 
urban surface within the grid cell. For example, one study [102] showed that the 
performance of the UCMs under a range of urban environments and climatic conditions 
depended mostly on the representation of vegetated surface surrounding the urban areas 
and much less on the parameters used to describe the urban surface. 
        In this study, a computationally effective subgrid approach, called S-Noah is 
developed for the Noah LSM. A similar subgrid approach in the WRF-Noah framework 
was developed recently [103]. The two studies were conducted independently and the 
subgrid approach was evaluated differently. The other study [103] evaluated model 
performance at grid level. This study, however, focuses on the evaluation of subgrid 
performance. To our knowledge, few studies have been conducted aiming at LSM 
performance at the subgrid level, due to a lack of observations at a typical resolution of 
RCMs (e.g. 4-km).   
3.2 Methods 
3.2.1 Description of the S-Noah Approach  
The subgrid approach, termed “S-Noah”, is based on the “tile” concept, instead of 
dividing the land surface of a grid cell into multiple finer grid cells, because the latter is 
usually more computationally expensive. For example, a grid cell with typical spatial 
resolution in RCMs (e.g. 4-km), may contain hundreds of finer surface grid cells to 
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reflect the detailed LULC scenarios, while for the tile approach, the number of tiles is 
equal to (or less than) the number of land cover types.  
Applying S-Noah involves looping the Noah LSM over all land use tiles/types 
constituting the land surface in each grid cell. During the each iteration, the grid cell is 
treated as if it were 100% covered by a specific land use type/tile. Resulting properties 
are referred to as the subgrid properties by S-Noah (e.g. subgrid surface skin temperature 
(TSK) of agriculture, forest and urban are calculated by S-Noah, as illustrated in Figure 
3.1 a). After looping over all land use tiles/types, subgrid properties are aggregated to 
grid-level properties based on flux aggregation. In other words, grid-level surface fluxes 
(e.g. heat and moisture) are determined by averaging the subgrid fluxes weighted by the 
area fraction of land use tiles within the grid cell. Grid-level TSK is estimated by surface 
energy balance. The “skin” here refers to the surface where the phase change of water 
occurs (e.g. transpiration of plants, water evaporation or condensation at the bare soil). In 
Noah LSM, energy is balanced at the skin surface for each tile i: 
                        (1) 
where FSW and FLW represent the short wave and long wave radiation reaching the surface 
respectively; A is the albedo; E is the emissivity; σ is the Stefan–Boltzmann constant; and 
i is the land cover type. The first two terms represent the absorbed short and long wave 
energy by land cover type i, which depend on its specific albedo and emissivity. The third 
term is the outgoing long wave radiation, which is directly related to TSK. QL and QS 
describe the energy transfer between surface and lower atmosphere in the form of latent 
and sensible heat, and QSOIL describes the energy transfer between surface and soil. TSK 
of a grid cell is estimated by summing up its subgrid energy fluxes weighted by the land 
use fraction (Eq.2), instead of averaging the subgrid TSK directly. 
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(2)
 
where fi is the subgrid land use fraction of tile i; fwater is the water fraction within the grid 
cell; water surface is not included (i≠water) when S-Noah loops over land cover types. 
This is because Noah is only applicable to land surfaces. Hence, S-Noah ignores the 
contribution from the water surfaces within the grid cell.  
 
 
Figure 3.1 Schematic graph for: (a) a 4-km×4-km grid cell simulated by WRF, where S-
Noah is applied. The schematic grid cell contains 3 land cover types/tiles. When S-Noah 
is applied, the TSK of each subgrid tile is estimated, and referred to as subgrid TSK-a, TSK-u, 
and TSK-f for agriculture, urban and forest tile, respectively; (b) 1-km×1-km LST pixels 
overlapping the WRF grid cell, with its dominant land cover types obtained from LC-1 
data. After screening process described in section 3.3.1, the valid LSTs, if any, are 
marked with red-cross. In this schematic plot, valid LSTs are only found for agriculture 
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(LST-a) and urban (LST-u), but not forest (LST-f). If multiple valid LSTs for certain land 
cover type exist within the same WRF grid cell, taking agriculture surface for example, 3 
valid LSTs for agriculture are found, and the averaged of them will be used as the subgrid 
LST for agriculture (LST-a) and then compared with TSK-a of S-Noah; (c) mixing surface 
of a 1-km×1-km LST urban pixel, with its urban fraction obtained from NLCD (LC-2) 
data. This urban fraction is used in the screening process related to “urban fraction limit”. 
 
3.2.2 Model Description of WRF to Test S-Noah  
WRF version 3.1.1 [14] was used, driven by the North American Regional Reanalysis 
(NARR) data [67], which covers North America at 3-h intervals and 32-km grid spacing. 
The simulation domains contain a 12-km×12-km resolution “mother” domain (d01) 
covering the southeastern US and a 4-km×4-km resolution nested domain (d02) covering 
most parts of the state of Georgia (Figure 3.2).  
       Details of the WRF configuration are as follows: 34 vertical layers with model top at 
100hPa; original Noah LSM for the “mother” domain and S-Noah for the nested domain; 
IGBP land use data; Lin scheme for cloud microphysics; Kain-Fritsch scheme for 
cumulus convection; Rapid Radiation Transfer Model and Dudhia for long wave and 
short wave radiation transfer; Monin-Obukhov scheme for the surface layer and Yonsei 
University scheme for PBL; urban canopy model is off; grid nudging is on for the mother 
domain for wind, temperature and moisture above PBL; and one-way nesting. For 
evaluation purposes, the simulation period includes summers (May to September) from 
the year 2003 to 2005, with re-initialization every six days, the first day of which serves 
as a spin-up period. On one hand, this simulation period is chosen to facilitate the 
comparison with remote sensing data, which is described in the section 3.3.1. On the 
other hand, the urban heat island (UHI) effect usually exposes the most significant 
influence in terms of the heat stress for human health during the summer time. A control 
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run was also carried out with the same setup except that the original Noah LSM was 
applied to the nested domain. 
 
 
Figure 3.2 WRF simulation domains to test the S-Noah approach, including a “mother” 
domain (d01) of 12-km resolution, and a nested domain (d02, dashed box) of 4-km 
resolution covering most of the state of Georgia. The original Noah LSM is applied to 
domain d01, and S-Noah is applied to domain d02. Color contour represents the green 
vegetation fraction (GVF) in July based on MODIS-FPAR data from 2001 – 2010.  
 
3.2.3 Specific Issues in the Application of S-Noah 
Two issues need to point out here during the implementation of S-Noah. First, bulk 
transfer coefficient based on grid-level atmospheric stability is used for fluxes (moisture, 
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heat and momentum) between land surface and lower atmosphere, instead of a local 
transfer coefficient specific to each subgrid land cover tile. Studies [82, 103, 104] have 
shown that using a bulk coefficient is reasonable as long as the scale of subgrid 
heterogeneous land patches is small (e.g. 5km or less). As mentioned previously, the 
urban LULC modification of interest is usually at scales of tens to hundreds of meters. In 
addition, in this study, S-Noah is tested by WRF with a grid spacing of 4km. Hence, the 
bulk transfer coefficient is a reasonable choice here. The transfer coefficients for heat and 
moisture are functions of momentum roughness length, and grid averaged momentum 
roughness length is estimated as described below.   
                                                                
                                                                                           (3) 
where Z0 is the grid averaged momentum roughness length.  
The second issue is related to the green vegetation fraction (GVF), which is an 
important parameter for the Noah LSM when estimating the heat and moisture 
partitioning between vegetated and bare soil. Surface properties, including albedo, 
emissivity and roughness length, also vary with GVF. Monthly GVF data is available in 
WRF and was derived from the MODerate Resolution Imaging Spectroradiometer 
(MODIS) fraction of absorbed photosynthetically active radiation (FPAR) data from 2001 
– 2010 [105].  The default monthly GVF varies in space (Figure 3.2), and is not explicitly 
a function of land cover type. However, there has been research demonstrating that GVF 
varies significantly with land cover type [106]. Therefore, when applying S-Noah to a 
grid cell, it makes more sense to use GVF specifically for each subgrid land surface 
type/tile, compared with the default GVF values at the grid-level. A similar issue may 
also occur when historical land use data (or future land use scenarios) are used in studies, 
in which the corresponding change in GVF due to LULC change is usually not taken into 
account.  
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To determine the dependence of GVF on land cover type for the simulation domain 
d02 in this study, first, the land use information with 1-km×1-km resolution was obtained 
from 30 second International Geosphere Biosphere Programme (IGBP)-Modified 
MODIS land use data, and the corresponding monthly GVF was obtained from MODIS-
FPAR GVF data. Both of the two data sets are available in the WRF package. Then, for 
each land cover type, all 1-km×1-km grid cells that are fully covered (> 99%) by that 
land cover type, were found. Last, using the grid cells found in previous step, the spatial 
mean and standard deviation (SD) of monthly GVF were calculated for that land use 
type. Consistently with existing study, the obtained GVF does vary significantly with 
land cover type, with the largest difference found to be about 0.3 between “evergreen 
broadleaf forest” and “barren and sparsely vegetated”. Meanwhile, the results showed 
that for all the land use types, the SD of monthly GVF is within 20%. For example, GVF 
of croplands in July is about 0.57 ± 0.10. Existing study [107] has showed that for Noah 
LSM, the partitioning between latent and sensible heat changes about 10 Wm-2 with a 
GVF change of 0.25, suggesting that impact of the GVF due to its spatial variability of a 
single land cover type is in general weak, and that the impact due to its variance among 
different vegetation types is expected to be slightly stronger. Therefore, in this study, the 
parameter of GVF was simplified by removing its spatial variability. A lookup table 
including the monthly GVF for each land use type is used during S-Noah, so that only the 




Figure 3.3 Nested-domain (namely domain d02 with resolution of 4-km) averaged 
monthly green vegetation fraction (GVF) for land cover types of evergreen broadleaf 
forest, croplands, urban and built-up, and barren and sparsely vegetated surface based on 
IGBP-Modified MODIS land use classification.  
 
3.3 Evaluation of S-Noah at the Sub-Grid Level Using Land Surface Temperatures 
Derived from Remote Sensing 
A comprehensive evaluation for S-Noah should be conducted at both the grid and subgrid 
levels. Grid-level performance is relatively straightforward by direct comparison with 
observations (e.g. 2m air temperature, ground surface flux measurement, and aircraft 
measurement etc, as shown in a similar study [103]. Few studies have focused on the 
subgrid performance because observations are usually too sparse in space or time to 
provide sufficient subgrid coverage. However, the model performance at the subgrid level 
is important, because it provides insight on whether including subgrid heterogeneity in 
LSM would improve model predictions as expected. A unique contribution of this study 
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is that the S-Noah performance at subgrid level was evaluated, with a particular focus on 
modeled skin temperature (TSK). TSK is a key property modeled by Noah LSM because it 
is closely related to the energy partitioning at the land surface and the energy flux 
exchange between land surface and lower atmosphere. In addition, TSK can be directly 
applicable to health studies that use the quantity to assess human exposures to heat [108].  
       Here, the satellite-derived land surface temperatures (LSTs) are employed to evaluate 
the modeled TSK at subgrid level. LST is derived from radiance measured by thermal 
infrared (TIR) sensors and is equal to the thermodynamic temperature for a homogeneous 
surface [109]. In Noah/S-Noah LSM, energy is balanced at the skin surface, and hence, 
TSK also corresponds to the surface thermodynamic temperature. Therefore, TSK 
simulated by Noah/S-Noah is comparable to the satellite-derived LST. Hereafter, TSK 
refers to the skin temperature modeled by Noah or S-Noah, and LST refers to the surface 
temperature derived from remote-sensing.  
      The modeled subgrid TSK by S-Noah is evaluated from two aspects: a) the variability 
in subgrid TSK of a single land cover type, including urban and agricultural surfaces, 
respectively, and b) the skill of S-Noah in capturing the TSK contrast between urban and 
agricultural surfaces at the subgrid level. The second aspect is of interest because surface 
properties of these two land types differ the most. Furthermore, maximum differences in 
LST are expected between urban and vegetated surfaces so that differences in LST have a 
larger chance to be significantly greater than the uncertainty in the retrieval of LST itself. 
3.3.1 Screening the Land Surface Temperatures Derived from Remote Sensing 
To evaluate the subgrid TSK modeled by S-Noah, Collection-5, level-3 LST products with 
1-km resolution from MODIS [110, 111] are used (MOD11A1 for Terra and MYD11A1 
for Aqua satellite), with crossing time of about 1030h and 2230h for Terra, and 
about1330h and 0130h for Aqua. The data was obtained from the online Data Pool at the 
NASA Land Processes Distributed Active Archive Center (LP DAAC), USGS/Earth 
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Resources Observation and Science (EROS) Center, Sioux Falls, South Dakota 
(https://lpdaac.usgs.gov/data_access)). The MODIS Reprojection Tool (MRT) 
(http://lpdaac.usgs.gov/tools/modis_reprojection_tool) was used to project the MOD11A1 
and MYD11A1 data onto the WRF domain d02. Hence, each 4-km×4-km grid cell in d02 
(Figure 3.2) includes 16 1-km×1-km LST pixels as boxes outlined in red in Figure 3.1b. 
At the same time, the dominant land cover type corresponding to each 1-km×1-km LST 
pixel was obtained (hereafter LandCover-Data1, or LC-1, shown as colors filling the 
boxes outlined in red in Figure 3.1b). LC-1 data is necessary for two reasons. First, when 
evaluating the subgrid TSK of a certain land cover type, it has to guarantee that LSTs and 
TSK of the same land cover type are used for comparison. Second, it is necessary to 
ensure the consistency between the LST and the land cover type used to retrieve it, 
because the retrieval depends strongly on surface emissivity, which is determined by the 
snow cover and dominant land cover type of a pixel (in this study, no snow exists in 
during the simulation periods). IGBP land cover classification is used in retrieving 
Collection-5 LST, and the land use data was generated by observations from 2001 to 
2002 (archived in product MOD12Q1). The land use data was reprojected by MRT as 
well onto the d02 WRF domain with 1-km×1-km resolution, so that LC-1 data maps 
exactly with the LST pixels. Given the large dependence of LST on the land cover type 
and its emissivity, the years closest to MOD12Q1 data period were chosen as the 
simulation episodes (summers of 2003-2005) in order to diminish the impact of 
inconsistent LULC on LST. 
 Further screening of the MODIS 1-km×1-km LST data is required for the purpose of 
subgrid TSK evaluation. First, only LST values with the quality flags showing as “clear 
sky” and “good quality” are considered. Second, the viewing angle of LST is constrained 
within ±30° for both day and night time. During day time, the viewing angle effect on 
LSTs is quite large especially at large zenith angles. For example, during this study, it 
was noticed that at the same location, the LST at 1:30pm can be lower than that at 
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10:30am within the same day if the viewing angle is large, which does not make sense. 
One important reason is that when viewing angle is large, the radiance from areas 
adjacent to the pixel of interest is measured as well while measuring the radiance from 
the pixel of interest. For example, the instantaneous field of view (IFOV) of MODIS 
pixels in TIR bands is about 1-km by 1-km at nadir, 1.3-km (along-track) by 1.6-km 
(across-track) at viewing zenith angle near 40° and 1.7-km by 3.3-km at viewing angle of 
60° [112]. As a result, the radiance measured can actually come from an area much larger 
than the 1-km×1-km pixel, although the resolutions of LST products and the land cover 
and emissivity data used to retrieve LST are as fine as 1-km×1-km. Hence, without the 
constraint on viewing angle, the pixels may not be able to correctly represent the LST of 
its corresponding land cover type. In addition, the viewing angle effect on LST also 
depends on other factors such as surface slope, type and structure, and angular 
distribution of shadows, all of which are difficult to fully account for and quantify during 
the LST retrieval. Constraining the viewing angle turned out to be a key process for the 
evaluation of S-Noah in this study, and the cost of doing this is that fewer LST data are 
available for use. On average, about 10% data is left for MOD11A1 and 5% for 
MYD11A1 after screening based on these two criteria.  
The last issue to consider in the screening process is the impact of mixed surfaces 
within the 1-km×1-km pixels on LSTs. Each 1-km×1-km LST is retrieved by assuming 
the pixel is homogeneously covered with its dominant land cover type (determined by 
LC-1 data) and using a pre-known emissivity specific to that land cover type. In reality, 
pixels are usually covered with multiple land cover types (Figure 3.1c). As a result, the 
measured radiance is not actually emitted by the dominant land cover alone. Similarly, 
actual surface emissivity may also differ from the pre-known value specific to the 
dominant land cover type. Therefore, the retrieved LST may not represent true LST of its 
dominant land cover type as expected. When the surface is mixed with different types of 
vegetation, the impact of mixed surface on LST usually tends to be small. This is because 
 47 
for vegetated surfaces, the differences in emitted radiance and emissivity are usually 
small, so that their difference in LST is usually comparable to the retrieval uncertainty 
itself [110, 113]. However, when surface is mixed with both urban and vegetation, the 
impact of mixed surface on LST can be large due to their significant differences in the 
emitted radiance and emissivity. For example, the emissivity values for agriculture, broad 
leaf forest and urban are 0.983, 0.981 and 0.970 respectively in MODIS band 31. A 
significant impact on LST resulting from mixing of urban and vegetation is later 
supported by the results in section 3.3.3. Therefore, in the last step of the screening 
process, the 1-km×1-km LST data was filtered according to the urban fraction within the 
pixel (as illustrated in Figure 3.1c).  
The urban fraction of each 1-km×1-km LST pixel was obtained by regriding the 30-
m resolution land use/land cover data from National Land Cover Database 2001 
(NLCD2001) [114] to 1-km×1-km grid cells exactly overlapping the LST pixels. This 
urban fraction data is termed as LandCover-Data2 (or LC-2). In this last screening step, 
an urban pixel (determined by LC-1) is valid with urban fraction (determined by LC-2) 
above 95%; and a vegetated pixel is valid with urban fraction below 5% for. This 
criterion of urban fraction for LST pixels is termed the “strong urban fraction limit”. 
In summary, MODIS LST with 1-km×1-km resolution was screened based on its 
quality flag, viewing angle, and urban fraction within the pixel. LSTs that passed the 
screening process are regarded as valid data for evaluating subgrid TSK modeled by S-
Noah. 
3.3.2 Evaluation of S-Noah at the Sub-Grid Level for A Single Land Cover 
The variability in subgrid TSK of urban and agricultural surfaces is investigated in this 
section, respectively. For each 4-km×4-km WRF grid cell, valid 1-km×1-km LSTs for 
urban surface (referred to as LST-u; or agriculture, referred to as LST-a) were obtained, if 
there are any, following the screening criteria discussed in section 3.3.1. If more than one 
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valid LST of urban surface (or agriculture) are available within a 4-km×4-km WRF grid 
cell, the average is used (Figure 3.1b) for the later comparison with the subgrid TSK of 
urban (or agriculture) modeled by S-Noah. Agricultural surface is chosen to demonstrate 
the performance of S-Noah on vegetated surfaces, because agriculture is the most 
abundant vegetated land cover type in domain d02. In addition, difference in LSTs 
between vegetated surfaces tends to be so small that the difference is usually comparable 
to the retrieval uncertainty in LST. 
3.3.2.1 Results 
Subgrid TSK over three simulation periods is compared with MOD11A1 LST at each 
crossing time (local time; Figure 3.4). Results comparing with MYD11A1 are similar and 
not shown. In general, simulated subgrid TSK from S-Noah correlates well with the LST, 
with higher correlation during night than daytime for both urban and agricultural 
surfaces. This is in part because the uncertainty of LST decreases during night [115, 116].  
       For agricultural surface, daytime correlation is worse than that of nighttime, with the 
subgrid TSK (referred to as TSK-a) shifting more towards higher values. This may result 
from the bias in soil moisture during the simulation. A study [117] showed that TSK 
responds non-monotonically to the bias of soil moisture, especially for heavily vegetated 
surface. With a wet bias in soil moisture, Noah LSM was showed to be still able to 
reproduce canopy evapotranspiration reasonably, which suggests that the modeled TSK is 
still adequately represented; while with a dry bias in soil moisture, the canopy 
evapotranspiration can be dramatically under-estimated, which leads to a significant 
over-estimate of TSK [117]. It was also found that the impact of soil moisture on TSK was 
much stronger during the day than the night, which is consistent with what is found here 
(Figure 3.4c,d).  
         For urban surface, different from agricultural surface, nighttime subgrid TSK 
(referred to as TSK-u) (Figure 3.4b) is more overestimated compared with that of daytime 
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(Figure 3.4a), and compared with TSK-a of nighttime (Figure 3.4d) as well, indicating that 
the default emissivity assigned to the urban surface may be low and that the radiative 
cooling of urban surface could be underestimated. No further tests for the related 
parameters were conducted here since it is outside of the scope of this study, but it is of 
interest to investigate in future studies. 
 
 
Figure 3.4 Scatter plots of MODIS LSTs vs. S-Noah subgrid TSK at different crossing 
times for urban surface (a)(b) and for agricultural surface (c)(d). Solid line is the linear 
regression between the LSTs and TSK, with N the number of data involved. Dashed line is 
the 1:1 line.      
      
3.3.2.2 Discussion 
Although the TSK and LST at the subgrid level are close correlated (Figure 3.4), another 
reason could lie behind the high correlation, which is the changes in meteorological 
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conditions (e.g. radiation intensity), instead of the capability of S-Noah. In addition, the 
scatter of subgrid TSK is wide. For example, at a given LST for agriculture during the 
daytime (Figure 3.4c), the subgrid TSK varies more than 10 K. Therefore, a question 
arises as to whether or not the S-Noah approach overestimates the variability of the 
subgrid TSK. To answer this question, ideally, for each 4-km×4-km WRF grid cell, its 
grid-level LST (and TSK) should be subtracted from LST (and subgrid TSK) of agriculture 
before the correlation between the subgrid TSK and LST is examined. Grid-level TSK is a 
standard output by S-Noah (Eq.2). However, it is difficult to obtain the grid-level LST, 
due to the limited availability of valid 1-km×1-km LST pixels within a WRF grid cell 
(Figure 3.1b). Through the three summers simulated in this study, less than 10 records 
were found that valid LSTs exist for all 16 LST pixels within a WRF grid cell.  
       Given the difficulty in obtaining grid-level LSTs, the variability of subgrid TSK is 
therefore investigated in terms of the correlation between TSK-u and TSK-a at the subgrid 
level, and then compared with the correlation between LST-u and LST-a at the subgrid 
level. The correlation between TSK-u and TSK-a directly demonstrates the ability of S-Noah 
in predicting variability at subgrid level. Following the screening process as described in 
section 3.3.1, few records were found to have valid LST-u and LST-a at the same time 
(Figure 3.1b). This is because based on the criteria of “strong urban fraction limit” it is 
very rare to have the pixels with such pure urban and agricultural land covers co-exist 
within the same WRF grid cell.  Therefore, with no other change in the screening process, 
the “strong urban fraction limit” was replaced by “medium urban fraction limit”, in which 
the urban fraction must be over 80% for urban pixels and less than 20% for agriculture 
pixels.     
         The results show that at subgrid level, LST-u and LST-a are highly correlated 
(Table 3.1), with stronger correlation during nighttime. The standard error of regression 
(SD) reflects the variability in LST at subgrid level due to the subgrid heterogeneity in 
land surface, which is about 1.5K during daytime and 0.5K during nighttime. Similar 
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correlation was built between TSK-u and TSK-a at subgrid level as well (Table 3.1). Results 
show that S-Noah is able to reproduce the high correlation at subgrid level. As to the 
standard error of regression, in general, S-Noah provides stronger subgrid variability than 
TSK with SD of about 2K. However, such variability in TSK at subgrid level is much 
smaller than the scatter range found for subgrid TSK-a (Figure 3.4c). The results indicate 
that S-Noah approach is able to provide reasonable subgrid variability in TSK, and the 
wide scatter range (Figure 3.4c) is mainly due to the bias in fields/forcing at scale of 4-
km and larger, instead of S-Noah approach per se. 
 
Table 3.1 Linear regression of the temperatures between agricultural and urban surfaces 
at the subgrid level, using the land surface temperatures (LSTs) derived from MODIS, 
and using the subgrid skin temperature (TSK) from S-Noah, respectively, with the number 
of data points in the S-Noah cases equal to or less than those in MODIS cases, because 
grids with clouds are excluded for the data in S-Noah cases. Results are in bold if they are 
















10:30am MODIS 0.904 27.1 0.85 1.57 211 
S-Noah 0.855 40.1 0.89 1.57 186 
1:30pm MODIS 1.009 -5.7 0.89 1.35 34 
S-Noah 0.780 61.4 0.77 2.03 26 
10:30pm MODIS 0.965 9.2 0.93 0.55 123 
S-Noah 0.879 30.7 0.75 2.05 99 
1:30am MODIS 0.977 5.9 0.98 0.34 175 
S-Noah 0.982 0.8 0.90 1.52 167 
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Figure 3.5 The diurnal cycle of the bias (and standard deviation) in 2m air temperature, 
when comparing the WRF results with observations available over the simulation domain 
d02 for summers 2003-2005. 
 
        To further confirm the reason for the wide scatter range found in subgrid TSK-a 
(Figure 3.4c), the modeled bias in meteorology at the grid level is investigated. WRF 
modeled 2-m air temperature is compared with observations (from TDL U.S. and Canada 
Surface Hourly Observations, available online at http://rda.ucar.edu/datasets/ds472.0). 
With about 30 observational sites available over domain d02, the 3-summer averaged 
mean bias and root mean square of error (RMSE) is plotted in terms of the diurnal cycle 
(Figure 3.5). The WRF control run gave similar results to S-Noah (not shown here), 
indicating that the bias in grid-level 2m air temperature is not related to the 
implementation of S-Noah. The comparison with observations shows that the 2m air 
temperature tends to be overestimated by about 2K in both bias and RMSE. In addition, 
larger bias shows up during the daytime than nighttime. Despite the relationship between 
LST and the 2m air temperatures not being clear [118], the result (Figure 3.5) still 
suggests that the wide range scattering of subgrid TSK-a (Figure 3.4c) may be mostly 
attributed to the modeled bias in atmospheric fields at scales of 4-km and larger. 
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        Another appropriate question to raise here is whether or not the performance of S-
Noah in subgrid TSK depends on the extent of surface homogeneity of WRF grid cells, 
namely the extent that a WRF grid cell is covered by a single land cover type. In S-Noah, 
each surface land use element interacts with the atmosphere independently. In reality, 
however, subgrid surface heterogeneity may induce advection at both meso- and micro-
scales, which may make the subgrid heat fluxes different from that estimated from the 
grid’s atmospheric conditions. For example, the advection of hot dry air from subgrid 
urban land uses can enhance the evaporation of the subgrid vegetated surfaces downwind. 
The meso- and micro scales circulations generated by different land use elements are not 
captured by S-Noah. Therefore, we are interested in whether the performance of S-Noah 
in subgrid TSK-a (or TSK-u) depends on the fraction of agricultural (or urban) surface 
within a WRF grid cell. If not, it suggests that the S-Noah concept is reasonable at the 
tested scale. Owing to the limited number of data for the urban surface, only the case of 
agricultural surface is analyzed here. Two extreme situations in the coverage of 
agricultural surface are investigated. In one situation the 4-km×4-km WRF grid cell is 
sparsely covered by agriculture (less than 10%), and in the other situation the grid cell is 
almost fully covered by agriculture (over 99%). The subgrid TSK-a is then correlated with 
the LST-a from the same WRF grid cell. The results (Table 3.2) clearly show that the 
modeling performance has little to do with the surface homogeneity of 4-km×4-km WRF 
grid cells.  
         S-Noah may not be applicable to RCMs when the grid spacing is either too coarse 
or too fine. Other studies have suggested that meso-scale circulations begin to be induced 
by land surface contrasts with a spatial extent of 5-10 km [119, 120]. Meanwhile, when 
the grid spacing is too fine (e.g. a couple of hundred meters), there may be not enough 
distance to dampen the impact of micro-meteorological features generated by the 
neighboring surface patches [121].  
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Table 3.2 Linear regression between the S-Noah subgrid skin temperature (TSK) and the 
MODIS-derived land surface temperatures (LSTs) for the land cover type of agriculture, 
with data grouped according to the agriculture fraction within the WRF grid cells of 4-km 









R2 Number of 
data points 
10:30am <10% 0.873 41.2 0.43 4289 
>99% 0.707 92.3 0.28 4938 
1:30pm <10% 0.745 80.8 0.39 2333 
>99% 0.435 176.4 0.17 2890 
10:30pm <10% 0.832 51.1 0.67 3984 
>99% 0.826 53.7 0.66 5327 
1:30am <10% 0.929 22.0 0.87 2627 
>99% 1.020 -4.7 0.89 3330 
 
3.3.3 Evaluation of S-Noah at the Sub-Grid Level for the Urban-Agriculture 
Contrast 
In section 3.3.2.2, the correlation between TSK-u and TSK-a at subgrid level was 
investigated (Table 3.1). This section will focus on the contrast/difference between the 
TSK-u and TSK-a at subgrid level. The difference in LST between urban and agriculture 
surfaces within the same 4-km×4-km WRF grid cell is referred to as “subgrid LST 
contrast” hereafter. Similar to what happened in section 3.3.2.2, at each crossing time of 
Aqua and Terra, a very limited number of valid records for the “subgrid LST contrast” 
are found through all the simulated summers if the “strong urban fraction limit” is applied 
to the screening process, because it is very rare to have 1-km×1-km pixels of both urban 
and agricultural surfaces within the same 4-km×4-km WRF grid cell. To increase the 
number of data, “strong urban fraction limit” was removed from the screening process, 
with all other screening criteria unchanged (referred to as “no urban fraction limit” case). 
As a result, the obtained “subgrid LST contrast” reflects the subgrid-level LST contrast 
between urban and agriculture surfaces with impacts of surface mixing below the 1-
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km×1-km LST resolution (Figure 3.1c). Therefore, the “subgrid LST contrast” is not 
directly comparable to the difference between TSK-u and TSK-a, because modeled subgrid 
TSK is a property of pure surface. This hurdle is overcome by estimating the TSK of mixed 
surfaces from the TSK of pure surfaces. In other words, subgrid-level TSK contrast 
between urban and agriculture with mixed surfaces (referred to as “subgrid TSK contrast”) 
is estimated from TSK-a, TSK-u and the urban fractions of 1-km×1-km pixels used to obtain 
the “subgrid LST contrast”. Thus, the “subgrid TSK contrast” can be compared with the 
“subgrid LST contrast”. 
3.3.3.1 Results 
The cumulative probability of “subgrid TSK contrast” is built and compared against with 
“subgrid LST contrast” for the “no urban fraction limit” case at each crossing time. 
Results show that in general the “subgrid TSK contrast” by S-Noah (thin dash line in black 
in Figure 3.6) is able to capture the “subgrid LST contrast” (thick dash line in black in 
Figure 3.6), although with a narrower distribution, especially during the day (Figure 
3.6a,c). This is because for each data point in the “subgrid TSK contrast” distribution, the 
TSK for mixed urban and mixed agriculture surfaces are generated from the same subgrid 
TSK of pure surfaces (namely TSK-a and TSK-u).  
       The results also show that the subgrid contrast between mixed surfaces from subgrid 
TSK is usually smaller than that by LSTs. One reason is that the surface emissivity for 
LST retrieval is not corrected for the effect of mixing surface. For example, there are two 
LST pixels with similar fractions of urban and vegetated surfaces within the pixels, but 
one pixel is slightly dominated by urban surface (e.g. 51%) and the other by vegetated 
surface. The two pixels are supposed to have similar LSTs, and similar TSK calculated 
from the TSK-a, TSK-u and the urban fractions. However, during the retrieval of LST, a 
lower emissivity is used for the urban dominated pixel compared with emissivity used for 
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vegetation dominated surface. As a result, the LSTs tend to provide a slightly larger 
urban-agricultural contrast of the mixed surfaces.  
 
 
Figure 3.6 Cumulative probability distributions of the “subgrid LST contrast” (thick 
lines) and the “subgrid TSK contrast” (thin lines) between urban and agricultural surfaces 
at different crossing time.  The “subgrid LST contrast” is calculated from the differences 
between LST-u and LST-a at the subgrid level of WRF grid cells with 4-km resolution. 
Two cases are shown, in which different criteria regarding the urban fraction within the 
LST pixels are used during the screening process of LSTs as described in section 3.3.1, 
with “no urban fraction limit” case in thick dash line, and “medium urban fraction limit” 
case in thick solid line. In each case, the corresponding “subgrid TSK contrast” (thin dash 
line for “no urban fraction limit” case and thin solid line for “medium urban fraction 
limit” case) is calculated using the TSK-a, TSK-u from S-Noah, and the urban fractions 
within the valid LST pixels, which are used to calculate the “subgrid LST contrast”. 
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       In addition to the “no urban fraction limit” case, the “medium urban fraction limit” 
case was also examined (solid lines in red in Figure 3.6), with case description detailed 
before. Results similar to “no urban fraction limit” case are found during the daytime. 
During the night (Figure 3.6 b d), stronger “subgrid TSK contrast” is obtained by S-Noah 
in “medium urban fraction limit” case, which is due to the overestimate of TSK-u during 
the night as found before (Figure 3.4b). 
3.3.3.2 Discussion 
Although LST has been utilized in many studies to investigate urban heat island 
(UHI) effect (termed as surface urban heat island (SUHI) [122] to distinguish the UHI 
defined by air temperature), SUHI has usually been quantified as the LST difference 
between an urban core and a surrounding buffer zone. However, limited research [123] 
has been conducted to investigate the SUHI at very fine or local scale, which is the 
subgrid level interested in this study. Therefore, a careful look is taken in this section at 
the “subgrid LST contrast” at a scale as fine as 4km and below.  
The cumulative probability of “subgrid LST contrast” for the “no urban fraction 
limit” case was first examined with the number of qualified records listed (black dash line 
in Figure 3.7, which is the same as thick dash line in Figure 3.6). The results show that 
the local SUHI effect, on average, can still be seen at the fine scales, with mean 
temperature differences of 0.98±1.55K, 1.14±1.80K, 0.58±0.63K and 0.52±0.59K at 
10:30am, 1:30pm, 10:30pm and 1:30am local time, respectively. This diurnal trend is 
consistent with the findings by other study [124], which showed that the LST difference 
between Paris and its rural area starts to show up after sunrise and grows quickly, 
culminates about 1h after the noon, and lasts through the night and may drop fast before 
sunrise. Other studies [125, 126] also observed that SUHI reached its peak during 
daytime, which is different from the diurnal variability of UHI from air temperature with 
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maximum UHI usually at night. Although on average, the “subgrid LST contrast” of 
urban-agriculture is evident in “no urban fraction limit” case, there is a large fraction of 
records (about 20%) with negative values, which is opposite to the expected SUHI effect. 
If the negative urban-agricultural contrast, known as urban heat sink (UHS) [126-129], 
occurs in reality at such local scales, it is interesting and important for the evaluation of 
S-Noah. Therefore, we further focus on identifying reasons behind the negative “subgrid 
LST contrast” between urban and agricultural surfaces. 
 The retrieval uncertainty of LST is considered first. Research showed that the 
uncertainty in MOD11A1/MYD11A1 LSTs is around 2-3K in bare soil regions, and 1 K 
for other land cover types [110, 130]. However, in the “no urban fraction limit” case, 
there are negative values (about 5-10%) much larger than LST uncertainty, especially 
during the daytime. Hence, the negative urban-agricultural contrast cannot be attributed 
to retrieval uncertainty alone.  
Another hypothesis is that the long tail on the negative side of the distribution (dash 
lines in Figure 3.7) is related to surface mixing below the 1-km×1-km LST pixel scale 
(Figure 3.1c). As mentioned in section 3.3.1, when the land surface is mixed with 
different land cover types, radiance measured by sensors is not emitted by the dominant 
land cover alone. When the mixed surface contains mainly urban and vegetation, emitted 
radiance by a mixed surface and by a homogeneous surface can be significantly different, 
so that retrieved LST is affected and the urban-agriculture contrast even flips its sign 
from positive to negative. For example, for a LST pixel of urban mixed with vegetation 
(Figure 3.1c), the retrieved LST is lower than that of a pure urban pixel during the day, 
because the vegetation surfaces are usually cooler than urban surface and thus emit less 
radiance. Likewise, for a LST pixel of agriculture mixed with urban, the retrieved LST is 
higher than that of a pure agriculture pixel. To test this hypothesis, two more cases with 
different “urban fraction limits” were examined, with “no urban fraction limits” replaced 
by stricter constraints during the screening process. One case is “low urban fraction 
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limit,” in which the urban fraction (based on LC-2) must be over 50% for urban pixels 
and less than 50% for agricultural pixels. The other is the “medium urban fraction limit” 
case, in which the urban fraction must be over 80% for urban pixels and less than 20% 
for agricultural pixels. As constraints on urban fraction become stricter, the long tail on 
the negative side of the distribution is significantly shortened or removed (Figure 3.7). It 
is expected that the distributions of “subgrid LST contrast” would move further towards 
the positive side as the impact of mixing surface is further ameliorated by more stringent 
constraints on urban fraction. However, as constraints become stricter, less data is 
available after the screening process. When “strong urban fraction limits” is applied, the 
number of valid records is too limited to build distribution. When the “medium urban 
fraction limit” applied, negative sides of the distributions still exist. However, given the 
retrieval uncertainties of LSTs and lack of other observational data, it is impossible to 
further identify if the urban heat sink happens at the scale of interest.  
The results (Figure 3.7) indicate that, for 1-km×1-km MODIS LSTs, surface mixing 
below the resolution of the LST pixels must be taken into account when comparing the 
“subgrid LST contrast” at fine scales with the modeled subgrid TSK. As reported [131], 
MODIS allows for the synoptic overview of the urban thermal environment, and ASTER 
(Advanced Spaceborne Thermal Emission and Reflection Radiometer, with a spatial 
resolution of 90 m) allows for a more accurate determination of LST for urban LULC 
types. However, even using LST data with higher spatial resolutions, mixing surfaces 




Figure 3.7 Cumulative probability distributions of the “subgrid LST contrast” between 
urban and agricultural surfaces (namely the local surface urban heat island (SUHI) effect) 
at different crossing times, when different urban fraction limits are used to filter the 1-km 
resolution MODIS LST data. For “low urban fraction limit”, the urban fraction must be 
over 50% for urban pixels and less than 50% for agriculture pixels. For “medium urban 
fraction limit”, the urban fraction must be over 80% for urban pixels and less than 20% 
for agriculture pixels. For “no urban fraction limit”, there is no constrains on the urban 
fraction for urban and agriculture pixels. 
 
3.4 Conclusions 
In this chapter, an effective subgrid approach based on Noah LSM, called S-Noah, was 
developed. S-Noah predicts subgrid-scale surface properties specific to land cover tiles 
within the parent simulation grid cell and aggregates subgrid properties to grid level. S-
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Noah was tested using WRF with a spatial resolution of 4-km. To evaluate S-Noah, the 
performance of S-Noah at the subgrid level was focused on, which is important but rarely 
studied due to lack of observations, because observations available are usually too sparse in 
space or time to provide sufficient coverage at subgrid level of the spatial resolutions typically 
used in regional climate models. The unique contribution of this study is that the surface 
skin temperature, which is an important surface property predicted by Noah (and S-
Noah), was evaluated at the subgrid level (referred to as subgrid TSK) by comparison with 
land surface temperatures (LSTs) derived from remote sensing. To our knowledge, this is 
the first effort to evaluate the modeled subgrid properties at such a fine scale against 
satellite observations.  
         A series of issues related to the LSTs data had to be addressed before a reasonable 
comparison between the TSK and LST can be carried out at the subgrid scale. As pointed 
out, there are two issues of the most importance, namely the viewing angle and the 
mixing surface within LST pixels. The procedure for screening LSTs was built and 
successfully applied to the MODIS LST products.  
       Comparing LSTs with TSK at subgrid level, it was shown that S-Noah successfully 
captured the urban-vegetation variability at subgrid level due to the heterogeneity in the 
land surface. S-Noah has been implemented in prior study [132], in which impacts of a 
variety of detailed and promising LULC scenarios on urban climate and heat-related 
health were studied across three U.S. cities (Atlanta (GA), Phoenix (AZ) and 
Philadelphia (PA)). S-Noah not only facilitates such studies, but also provides subgrid 
properties (e.g. TSK), which can be directly applicable to health studies that use such 




 CHAPTER 4 
INVESTIGATING A HEAT ADAPTATION STRATEGY FOR 
LOUISVILLE USING DYNAMIC DOWNSCALING AND S-NOAH3 
 
As mentioned before, for dynamic downscaling, one of its important applications is the 
“regional climate simulation”, in which atmospheric information from reanalyses is used 
to drive RCMs, and as the simulation goes, the regional initial conditions are forgotten. 
The simulated regional climate are generated from 1) the internal solutions of RCMs 
developed as a result of the combination of model physics and high-resolution surface 
information, such as land use/land cover, terrain, and etc.; and 2) the nudging terms 
applied to RCMs, if there is any. The “regional climate simulation” of dynamic 
downscaling has been widely used to study the impacts of local/regional forcings to 
regional climate. The land use/land cover (LULC), as one of the most important forcings 
to local/regional climate and air quality, is of particular interest and has been extensively 
investigated by studies, focusing on different regions/cities across the world.  






3 This chapter is based on the manuscript: Liu, P., Hu, Y., Stone, B., Nenes, A., and 
Russell, A.G. (2015), Assessing “white” surface mitigation strategy with high resolution 
numerical modeling—A case study involving the important issues of river temperature 
and cloud feedbacks (in preparation). 
 
 63 
      Though few studies have explicitly shown, the fundamental assumption of this kind 
of study using dynamic downscaling is that the LULC change only influences the climate 
at local/regional scales, but not at large scales. Therefore, the same atmospheric 
information used to drive the base case simulation in RCMs can still be used to provide 
boundary conditions (BC) and the nudging fields to RCMs. During this thesis work, it 
was found that this fundamental assumption is valid when the LULC change happens at 
the scale of a city.  
       In addition, in chapter 2, it was shown that the performance of dynamic downscaling 
can be improved by the implementation of spectral nudging, with appropriate nudging 
parameters used. In chapter 3, based on the existing Noah land surface model, S-Noah 
was developed to take into account the land surface heterogeneity at the sub-grid scale.  
All of work above gives the confidence in further investigating the problems in real 
world. In this chapter, a promising heat adaptation strategy, which involves LULC 
change specifically designed for the metropolitan area of Louisville (Kentucky, U.S.A), 
is explored using dynamic downscaling with spectral nudging and S-Noah. 
 4.1 Impact of Land Surface Change at the Urban Scale on Climate 
Though not highlighted in this thesis, work was done during the research to obtain the 
projections of regional climate from GCMs by dynamic downscaling, and to investigate 
the impact of LULC change at urban scales on future climate. For example, the impact of 
LULC change in the Atlanta city area (State of Georgia, U.S.A) on climate at different 
scales was investigated. As mentioned, this work demonstrated the LULC change at 
urban scale had a very local influence on climate, with the influence mainly in the area 
where LULC change occurred.  
        WRF version 3.1.1 was used to downscale the climate projection in the year of 2050 
obtained from a GCM by Goddard Institute for Space Studies (GISS). To investigate the 
impact LULC change in the Atlanta city area (State of Georgia, U.S.A) on climate at 
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different scales, a series of simulation domains with different spatial resolutions are 
included (Figure 4.1): the contiguous US with part of Canada and Mexico (with 36km 
resolution), the southeastern US (with 12km resolution) and the state of Georgia (with 
4km resolution). During the simulation, spectral nudging was applied to the domains with 
36km and 12km resolutions to maintain the climate patterns with scales larger than 
2000km. Two-way nesting was also used in order to allow the potential feedbacks of the 
nested domains to its mother domain. In other word, if the impact of LULC change in 
Atlanta is able to develop into features with larger scales, and affect the climate of the 
southeastern U.S., or the whole U.S., a simulation with two-way nesting is necessary.  
 
 
Figure 4.1 WRF simulation domains to investigate the impact of land use change at urban 
scale (Atlanta, Georgia, U.S.A) on climate at different scales. Three domains are 
included, with the outmost domain at a resolution of 36-km (the map is at the county-
level for the U.S.A), the nested domain at a resolution of 12-km (as outlined in solid 
black line), and the nested domain at a resolution of 4-km (as outlined in dash black line) 




Figure 4.2 Zoom-in plot of the innermost simulation domain shown in Figure 4.1. The 
metropolitan area of Atlanta (GA, U.S.A) is outlined in blue line. The area within 30 
miles of the center of Atlanta is outlined in red circle, and the circled area is covered by 
foreset in “base” case, and by asphalt in “impervious” case.  
 
      Two land use cases over the Atlanta city were investigated. For the “base” case, most 
of the urban area of Atlanta is covered with forest; while for the other case, termed as 
“impervious” case, all the urban area within 30 miles of the center of Atlanta (Figure 4.2) 
was replaced with asphalt. This choice was made to maximize the potential effects and 
scales of impact.  To further make the two cases different as much as possible, a constant 
green vegetation fraction of 1.0 is assigned to the forest over the Atlanta; while 0.0 is 
assigned to the asphalt.  
      To test the significance of the impact of land use change, 5 ensemble members were 
generated for each land use case using different initial conditions. The summer-averaged 
(from May to September) air temperature at 2-m height was investigated, in terms of the 
difference between “impervious” and “base” case, because air temperature at 2-m height 
is essential to assess the heat-stress for human health. The results of student’s t test found 
that the impact of land use change in Atlanta city had a very local impact (Figure 4.3).  
This finding indicates that the dynamic downscaling by RCMs, applied at continental and 
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regional scales, with BCs from the GCMs or re-analyses is an appropriate approach to 
investigate the impact of city-level LULC impact on its climate. 
 
Figure 4.3 (a) The difference in summer-averaged (from May to September) air 
temperature at 2-m height between “impervious” and “base” case (“impervious” minus 
“base”) simulated by WRF over the outmost domain. (b) Results of student’s t-test based 
on the 5 ensemble members simulated in the “base” and “impervious” case respectively. 
Areas in yellow means the difference in summer-averaged (from May to September) air 
temperature at 2-m height is significant at the confidence interval of 95%; (c) same as (b) 





4.2 Heat Stress and Adaptation Strategies for Urban Areas 
Moderate or extreme heat may increase hospitalization rates [133, 134] and contribute to 
mortality [135-137]. The adverse impact of heat on human health has been receiving 
more attention, given that such threat is expected to grow significantly in the future due 
to the following reasons: 1) the “urban heat island” (UHI) effect may become stronger in 
the future due to the expansion of urban areas [138]; 2) urban populations will increase 
substantially; 3) climate change induced by greenhouse gases may impose extra heat 
stress on human health [139, 140], and heat waves are projected to become more intense, 
frequent, and longer as the average surface temperature increases [141-144]; and 4) urban 
and rural temperatures may respond unevenly to heat waves, with the former more 
vulnerable to heat extremes. For example, the added heat stress in cities can exceed the 
simple sum of the background UHI and heat wave effects [145]. 
        While recognizing the serious heat-related health risks urban populations may 
experience in the future, adaptation strategies have been proposed to mitigate the UHI 
effect. During past decades, research has been conducted to assess the efficacy of 
different strategies, demonstrating that UHI can be ameliorated through judicious urban 
planning and design [132, 138, 146-149] and that heat-related mortality and premature 
mortality can also be decreased [132, 150, 151]. Among these mitigation strategies, 
“cool” or “white” surfaces, in which the albedo of impervious urban surfaces is increased 
by implementing high reflective materials, is considered promising, given the economic 
cost and the limited modifiable surface in urban environment. Potential mitigation in 
near-surface air temperature by reflective materials has been extensively investigated at 
different scales using numerical modeling, as reviewed previously [149]. Furthermore, 
some other aspects critical to urban environment may benefit as well from the surface 
whitening, such as building energy consumption and urban air quality [152]. 
 68 
       In this chapter, a feasible surface whitening strategy is explored for the metropolitan 
area of Louisville (Kentucky, U.S.A), using the Weather Research and Forecasting 
Model (WRF) [27] version 3.6, with spectral nudging and S-Noah.  
 
4.3 Simulation Design and Model Description 
The complete dynamic downscaling process comprises of an outer domain (d01) with a 
grid spacing of 12 km, which is further downscaled to nested domains with resolution of 
2.4 km (d02) and 480 m (d03) by one-way nesting (Figure 4.4a). Previous results in 
section 4.1 have demonstrated that the LULC change at such urban scale has little impact 
on the regional meteorological features. Therefore, the outmost domain covers the state 
of Kentucky and parts of its surrounding states, instead of covering the whole U.S., and 
one-way nesting is chosen.   
 
 
Figure 4.4 (a) WRF simulation domains for the case study of Louisville, Kentucky, 
U.S.A. The outmost domain (d01) covers the state of Kentucky and parts of its 
surrounding states, with a spatial resolution of 12-km. The nested domain (d02) is 
outlined by dash black line, with a resolution of 2.4-km. The innermost domain (d03) is 
outlined by solid black line, with a resolution of 480-m. The color contour represents the 
land use types based on USGS classification. (b) Zoom-in look of the most inner domain 
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d03 at the resolution of 480 m, with the color contour the surface albedo of the 
metropolitan area of Louisville (Kentucky, U.S.) in BASE case, and the Ohio River runs 
alongside the metro area. (c) the same as (b) but the total land use fraction of all five 
types of impervious surfaces in the metro area. 
 
      Meteorological initial and boundary conditions to drive the coarsest domain are from 
the North American Regional Reanalysis (NARR) product [67], with a spatial resolution 
of 32 km and temporal resolution of 3 hours. USGS land use classification is used for all 
domains. For the metropolitan area of Louisville (Figure 4.4b), the land use information 
was obtained at the parcel level and from national land cover dataset at 30m resolution, 
the resolution of which are much finer than the finest land use data available in WRF.  
For other area, the land use information was obtained from the data available in WRF. 
Furthermore, given that reflective materials with different albedo properties may apply to 
different urban surfaces, the impervious urban surfaces in the metro area (Figure 4.4c) 
were further divided into five categories (Figure 4.5), with their corresponding albedo 
properties listed in Table 4.1 for the BASE case and the mitigation case (referred to as 
ALBEDO case).  
 
Table 4.1 Urban categories in metropolitan area of Louisville, KY, and their albedo 
values for BASE and ALBEDO cases. 
 BASE ALBEDO 
Residence roofs 0.12 0.65 
Non-residence roofs 0.12 0.88 
Streets 0.12 0.44 
Airports 0.44 0.44 





Figure 4.5 Land use fractions at horizontal resolution of 480m in WRF domain d03 for 
different urban impervious surfaces over the metropolitan area of Louisville: (a) 
residence roofs (b) non-residence roofs (c) streets (d) others (e ) airports (f) the total of 5 
impervious surfaces. The metropolitan area of Louisville, KY, U.S., is shaded in light 
yellow. When evaluating simulated surface properties in WRF, two meteorological 
stations are available in domain d03, which are located at the airports, as shown in (e ).   
 
 
       With such a detailed land use information over the metro Louisville, the modifiable 
land cover patches are usually at the scale of a couple of hundred meters or less, 
suggesting that to represent the urban surface modifications at such fine scales, 
simulation using an ultra-high spatial resolutions (e.g. 50-100 m) is preferable to the 
typical resolutions used in regional climate models (e.g. 1-100 km). Further, ambient 
temperatures obtained at high resolutions (e.g. at census-tract level) can also be relevant 
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to health-related studies, particularly those examining the environmental justice issues. 
However, as to the numerical modeling, a variety of issues arise with ultra-high 
resolutions, including expensive computational costs, numerical instabilities, and the 
applicability of the parameterizations available in WRF.  Here, a grid spacing of 480 m 
was chosen for the finest simulation domain for two reasons. First, coupling large-eddy 
simulation (LES) into WRF [153] found little improvement was gained regarding the 
fields related to hydrometeorology (e.g. surface latent and sensible heat fluxes, water 
vapor mixing ratio) when increasing horizontal resolution from 480 m to 50 m. Second, 
though land-cover at 480 m resolution is still highly mixed (Figure 4.5), the impact of 
heterogeneous surface can be taken into account by land surface models (LSM) with sub-
grid schemes. In this study, S-Noah, which was developed and evaluated in the previous 
chapter, is applied. In addition, to deal with the 5 types of urban surfaces, the Single-
Layer Urban Canopy Model (UCM) [154, 155] is coupled into the LSM.   
      The treatment of vertical mixing is closely related to horizontal resolution. Here, the 
first-order, non-local YSU scheme [156, 157] is chosen as planetary boundary layer 
(PBL) scheme owing to its performance in a recent comparative study [158]. In addition, 
given that our primary focus is to mitigate UHI effect during summer, and that 
convection in urban areas tends to be strong due to the high surface temperatures, a non-
local scheme is preferred. If the horizontal resolution increases further (e.g. around 
100m), the PBL scheme should be replaced by fully 3-dimension local turbulence 
schemes. Important parameters and physics schemes used for WRF simulation are 









Table 4.2 Important parameters and physical schemes used for WRF simulation. 
 description 
Period June-August 2012 (with May as spinning-up) 
Grid spacing  ∆X=∆Y=12 km (d01); 2.4 km (d02); 480 m (d03) 
Number of grid 
points 
    X direction: 70 (d01); 70 (d02); 121 (d03) 
    Y direction: 70 (d01); 70 (d02); 131 (d03) 
Vertical levels 35 (model top at 100hpa) 
Radiation scheme RRTM (longwave); RRTMG (shortwave) 




Cumulus scheme Kain-Fritsch (off for d03) 
Microphysics  Lin et al. 
Urban physics Single-layer Urban Canopy Model  
Nudging  Spectral nudging above PBL (only for d01) 
 
 
       An interesting feature of the studied area is that the Ohio River runs alongside the 
metro Louisville (Figure 4.4b), and is expected to affect the ambient air temperatures 
nearby, which can be potentially important for populations along the river. However, the 
temperatures of in-land water bodies are usually not dealt with by the physics schemes in 
WRF. In other words, LSMs are not designed to deal with water surfaces. As a result, in 
WRF’s default configuration, the water-surface-temperatures are provided by the driving 
data and interpolated to the simulation resolutions. In this study, the default river surface 
temperature was derived from NARR. It is found that the default river surface 
temperature has a diurnal variance as large as about 20 degrees, which is comparable to 
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the temperature variance of land surfaces but not reasonable for water surfaces. This is 
further confirmed by the measured temperatures of Ohio River (USGS Surface-Water 
Historical Instantaneous Data for Kentucky, U.S.  Geological Survey, obtained from 
http://waterdata.usgs.gov/ky/nwis/uv) (Figure 4.6).  
 
 
Figure 4.6 Time series of the temperature of the Ohio River at 3-hour interval through the 
simulation period by observation (black line) and from NARR (red line), respectively. 
 
       The unrealistic river temperature derived from NARR is due to the spatial resolution 
gap between NARR and our study. The 32 km resolution of NARR is still too coarse to 
capture the river, so that grid cells containing river surfaces are treated as land surfaces.  
A lake model [159] has recently been coupled into WRF to deal with in-land water 
bodies. However, the water-surface-temperatures from the lake models are mainly 
affected by solar radiation, soil under the water and the initial water temperature profile 
of the lakes, while the water-surface-temperatures of rivers are largely determined by 
upstream water temperatures. Therefore, in this study, measured water temperatures are 
used for the water-surface-temperature of the Ohio River, instead of temperatures from 
NARR or lake models. It turns out that using the measured water temperature can 
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produce reasonable 2m-air-temperature above the river, which has a significant impact on 
the surface air temperature of the metro area along the river, especially in terms of daily 
maximum and minimum temperatures. 
        Five ensembles are simulated for the BASE and ALBEDO case, respectively, 
generated by using different initial conditions. All results shown later in this chapter are 
the ensemble averages.  
4.4 Results and Discussion 
4.4.1 Results of the BASE Case 
Given that surface air temperatures and wind speeds are commonly involved in assessing 
the heat stress in urban environments, the simulated 2m-air-temperature and 10m-wind-
speed in BASE case are evaluated using TDL U.S. and Canada Surface Hourly 
Observations [160]. There are 160, 6, and 2 meteorological stations available within the 
simulation domains d01, d02, and d03, respectively. The two stations in d03 are located 
within the studied metropolitan area (Figure 4.5(e)). WRF performance is evaluated on a 
daily basis from June to August 2012 for each domain by comparing the average of 
observations and the average of WRF predictions from the grid cells where the stations 
are located. The comparison results for d01 are not shown, because d01 covers a large 
area and limited insight of model performance is obtained by comparing the domain-
averaged results.  







Figure 4.7 Evaluation of WRF performance on a daily basis by comparing with 
observations for (a) air temperature at 2-m height for domain d02; (b) same as (a) but for 
domain d03; (c) wind speed at 10-m height for domain d02, with number in parentheses 
the mean from June to August 2012; (d) same as (c) but for domain d03. 
 
      The surface temperature generally agrees well with the observations. The simulated 
surface wind speed, though strongly correlated with observations, is biased high. One 
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important reason for the over-estimation can be related to the driving fields, given that 
consistently higher surface wind exist in all simulation domains and that spectral nudging 
is applied above the PBL for domain d01. The discrepancy in surface wind profile 
between NARR and observations has been found before [161], where NARR is found to 
give higher near-surface winds (about 1-3 m/s) compared to observation by radiosonde. 
During the simulation, the bias is further enlarged when downscaling from domain d02 to 
d03, because some physics options (e.g. PBL scheme) become less appropriate when grid 
spacing decreases to sub-kilometer level. Similar root mean square error (RMSE) in the 
simulated 10m-wind-speed at sub-kilometer resolution has been reported by other studies 
[161] when comparing with observations, in which the local and 1.5-order Mellor–
Yamada–Janjic (MYJ) PBL scheme [162, 163] was used for WRF. 
        In addition to the model performance in terms of domain average, the simulated 
surface properties along the Ohio River are also important, given the human activities 
near the river. When using water temperature from NARR, the contrast in 2m-air-
temperature between river and its surrounding land does not make sense. The daily 
maximum 2m-air-temperature above the river is higher than its surrounding land surfaces 
(Figure 4.8a), while the daily minimum 2m-air-temperature above the river is lower than 
its surrounding land surfaces (Figure 4.8b). When using the observed river temperatures, 
however, reasonable contrast in 2m-air-temperature between river and its surrounding 
land is seen, with a significant cooling above the river for daily maximum temperature 
(Figure 4.8d) and a warming for the daily minimum (Figure 4.8e).  The river temperature 
not only has a dramatic impact on the simulated air temperature directly above the river, 
but also on the air temperature in the metro area along the east side of the river, owing to 
the westerly wind during the summer (Figure 4.8c). As moving further to the east of the 
metro area, the impact of the river decreases rapidly. Hence, no significant difference is 
seen if only comparing WRF predictions with the two meteorological stations available in 
domain d03. Our study clearly showed that special carefulness should be paid when 
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rivers exist in the simulation domain. The ambient temperature change along the river 
due to different river temperatures is important when assessing human health related to 
heat stress and the interactions between potential land use change and the river.  
 
 
Figure 4.8 Average 2m-air-temperature over the metropolitan Louisville for the BASE 
case from June to August (a) daily maximum temperature when Ohio River temperature 
is derived from NARR; (b) same as (a) but for daily minimum temperature; (c) same as 
(a) but for wind at 10 m height; (d) difference in daily maximum temperature when 
observation and NARR are used to provide the Ohio River temperature as input to WRF 
respectively (using observation minus using NARR) ;(e ) same as (d) but for daily 
minimum temperature; (f) same as (d) but for daily average temperature. 
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        In general, the model performance for the BASE case is satisfying with the current 
WRF configuration, which gives us confidence in further investigating the mitigation 
efficacy of the ALBEDO case and the potential role cloud feedback may play. 
4.4.2 Impact of the Mitigation Strategy on Urban Area 
The mitigation efficacy in 2m-air-temperature of the surface whitening strategy is 
determined by the averaged difference from June to August between ALBEDO and 
BASE case in terms of daily minimum, maximum, and average temperatures (Figure 
4.9(a)-(c)). The mitigation is most effective in modifying the daily maximum 
temperature, as expected. What is interesting is that the spatial pattern of mitigation 
efficacy in daily minimum temperature does not resemble the pattern in daily maximum 
temperature.  
       To further understand the relationship between the change in surface albedo and the 
mitigation efficacy for each 480m grid cell in the metro area, the grid-level albedo is 
calculated based on all land covers within the grid cell, and the grid-level surface albedo 
change between ALBEDO and BASE case is shown (Figure 4.9(d)). The results show 
that the mitigation in daily minimum temperature is consistent in space with the surface 
albedo changes, indicating that as to nighttime UHI, it is essential for the urban area to 
store less energy during the daytime, which is achieved by absorbing less shortwave 
radiation by surface whitening in the ALBEDO case. Conversely, the mitigation in daily 
maximum temperature does not follow the spatial patterns in albedo change. Stronger 
cooling effects show up in the south and middle of the metropolitan area where the 







Figure 4.9 Differences between ALBEDO and BASE case (ALBEDO minus BASE) 
during the simulation period in (a) daily minimum surface temperature, (b) daily 
maximum temperature, (c) daily average temperature, (d) surface albedo at grid-level by 
averaging albedo values of all land covers in each 480m resolution grid cell, (e ) sensible 
heat flux exchange between land surface and lower atmosphere between local time 3pm 
and 7pm, during which surface air temperature reaches its daily perk, (f) same as (e) but 
for the downward surface shortwave radiation blocked by clouds, (g) same as (e ) but for 
the latent heat flux exchange between land and lower atmosphere, (h) accumulated 
precipitation.    
 
       Though data from other studies indicated that the average and peak ambient 
temperatures in urban areas decrease linearly in general as urban surface albedo 
increases, the efficacy of surface whitening may vary from city to city when the same 
mitigation strategy is applied [132, 149]. Such discrepancy may result from several 
factors, such as intensity of solar radiation, urban surfaces available for albedo change, 
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and urban morphology [164, 165]. Another factor that may potentially play an important 
role in determining the mitigation efficacy is the feedback through clouds, which limited 
studies have focused on, though the impact could be significant. For example, study [166] 
showed that by increasing the roof albedo in two Chicago, Illinois, neighborhoods, 
summer-time local 1.5m-air-temperature decreases significantly under clear sky 
condition. However, only 50%-70% of the clear-sky temperature mitigation can be 
achieved when cloudy days are also taken into account. Similar effect is also noticed by 
other study as well [167], in which a global-coverage gas, aerosol, transport, radiation, 
general circulation, mesoscale, and ocean model (GATOR-GCMOM) was used to 
investigate the impact of converting worldwide roof tops to white roofs. In addition, 
cloud feedback to the increased surface albedo may alter hydro-climate at urban and 
regional scale [168], resulting in potential negative consequences, such as drought.  
        Therefore, three factors are investigated here in their potential contributions to the 
spatial feature in the mitigation of daily maximum temperature. First, shortwave radiation 
(SW) reaching the surface changes resulting from the cloud feedback to the increased 
surface albedo. Figure 4.9(f) showed that weaker buoyance due to surface cooling results 
in less clouds in the middle of metro area, with less SW blocked by clouds and more 
reaching the surface. Meanwhile, sinking flow around the urban area tends to become 
weaker, leading to more clouds around the urban area in ALBEDO case with more SW 
blocked by clouds and less reaching the surface. To further confirm that the change in 
clouds is related to the circulation at the urban scale, instead of larger scales, we 
investigated the vertical profile of cloud mass during the daytime and nighttime, 




Figure 4.10 Vertical profile of cloud mass (average over the metropolitan area of 
Louisville, KY) for (a) daytime and (b) nighttime, with ALBEDO case in dot and BASE 
case in solid line. 
        
       The second factor involves cloud feedback in terms of precipitation. We found that 
resulting changes in latent heat follow well with that in accumulated precipitation in 
space (Figure 4.9(g) (h)). Change in latent heat is also important to surface whitening 
strategies, although it is usually not emphasized. This is because even in impervious-
dense urban areas, there can be considerable amounts of vegetated patches, which are 
captured by sub-grid LSMs and will contribute to the grid-level latent heat flux and affect 
the grid-level 2m-air-temperature ultimately. In this study, both of the two cloud-related 
factors contribute to the stronger cooling in daily maximum temperature in the south 
region of the metropolitan area (Figure 4.9(f) (g)). In most of other metro regions, 
however, the impacts of the two factors tend to trade-off. The third factor is the change in 
atmospheric stability, which is critical in determining the heat exchange coefficient 
between 2m-air and land surfaces. Owing to the cooling in ALBEDO case, weaker 
circulation is expected between impervious-dense urban area and its surroundings, 
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leading to smaller heat exchange coefficient and consequently lower 2-m air temperature. 
Given the three factors discussed above, simulations with high spatial resolutions can be 
superior by better resolving the meteorological fields and capturing the cloud-related 
feedbacks. 
       As to the uncertainty related to the mitigation efficacy, the metro-area-averaged 
mitigation is significant based on the ensemble simulations. However, other sources of 
uncertainty, though not handled in this study can also be important, such as parameters 
used to drive the UCM [169]. In addition, we discussed the radiation change due to 
clouds feedbacks, and the radiation does not further interact with aerosols in this study, 
because no aerosols modules are coupled into WRF here. However, for cities heavily 
loaded with absorbing aerosols, impact of such clouds feedback may get amplified and 






INVESTIGATING THE IMPACT OF AEROSOLS FROM BIOMASS 
BURNING ON THE CLIMATE OF SOUTHEASTERN USA4 
 
Atmospheric aerosols can affect the atmospheric conditions through 1) changing the 
radiation distribution by directly absorbing and scattering the solar radiation (known as 
aerosol direct effect); 2) modifying meteorological variables that depend closely on 
vertical and horizontal radiation distributions, such as planetary boundary layer (PBL) 
height, circulations, convection, cloud formation and precipitation; and 3) altering the 
formation of clouds and precipitation by serving as cloud condensation nuclei (CCN) and 
ice nuclei (IN) (known as aerosol indirect effect). In order to take into account the 
potential impacts of air pollutants to local/regional climate, chemical transport models 
have been coupled with regional climate models, such as WRF-CMAQ and WRF-Chem. 
Studies using such coupled modeling systems have shown that atmospheric aerosols can 
significantly influence the weather and climate at local or regional scales, such as floods 







4 This chapter is based on the manuscript: Liu, P., Hu, Y., Nenes, A., and Russell, A.G. 
(2015), Contribution of the biomass burning aerosols to the climate of southeastern US 
during the main burning season (in preparation). 
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       In the southeastern U.S., it has been demonstrated that biomass burning is a main 
source to atmospheric aerosols, especially during the main biomass burning season. 
Furthermore, emissions from biomass burning in the southeastern U.S. are expected to 
increase in the future. On one hand, wildfires are expected to increase due to climate 
change [174]. On the other hand, prescribed burning will become more frequent and 
extensive due to land use change. However, few studies have placed a particular focus the 
potential impact of biomass burning aerosols on the climate of this region. In this chapter, 
an attribution study will be carried out using the coupled WRF-CMAQ, to understand if 
aerosols from all emission sources do affect the climate in the southeastern U.S, how 
much of the impacts can be attributed to aerosols from biomass burning.         
 5.1 Introduction 
Biomass burning (BB), as one of the largest sources of trace gases and aerosols in the 
atmosphere, can play an important role in air quality, weather and climate by influencing 
the chemistry and radiative forcing. As to air quality, studies [175-179] showed that in 
the southeastern US (SEUS), BB is a major source to particulate matter (PM) especially 
during late winter and early spring, when BB activities happen most frequently. BB is 
found to dominate reactive oxygen species (ROS) sources in PM during winter [180], and 
ROS are close related to adverse health effects of PM. Gas emissions from BB is found to 
contribute to the elevated ozone level, especially during heat wave events [181]. BB can 
also modify the weather conditions and even contribute to the extremes. For example, 
study [182] showed during a heat wave event in the western Europe, BB aerosols lead to 
the reduction in planetary boundary layer (PBL) height and horizontal wind speed, which 
are in favor of the air pollution. Another study [183] found that BB aerosols can increase 
the probability of tornado genesis, tornado intensity and longevity. As to the climate, 
though on global average, the radiative forcing of BB aerosols is estimated as 0.0 (-0.2 to 
+0.2) according to Fifth Assessment Report of Intergovernmental Panel on Climate 
 85 
Change (IPCC) [184] in 2014, the climatic impact of BB can be much stronger at local 
and regional scales. For example, study [185] found BB aerosols intensify drought in 
equatorial Asia during El Niño. The radiative forcing of BB aerosols and the 
corresponding climate responses to BB have been investigated extensively using 
numerical modeling at both regional (e.g. South America; Africa) and global scales [186-
190].  
      For the SEUS, though BB has been and will continue to be a major contributor to the 
aerosols, especially at lower atmosphere, existing studies specific for this region have 
mainly focused on the contribution of BB to aerosol mass or on the radiative forcing of 
BB aerosols [178], with limited studies regarding the potential impact of BB on regional 
climate. Therefore, the main task of this study is to understand under the current climate 
conditions, if aerosols from all emission sources do have an impact on the regional 
climate of SEUS, how much of the impact can be attributed to the BB aerosols. This 
study will particularly focus on the main biomass burning season in the SEUS (from 
January to April).   
       The impact of BB in SEUS can also be extracted from the existing studies in which 
global models are used. However, the relative coarse spatial resolutions in global models 
may make the estimates less reliable. For example, one study [191] showed the properties 
of BB aerosols change rapidly within the 2-4 hours after emission, which is neither 
covered by emission inventories nor captured by large-scale model simulations due to its 
relative coarse temporal and spatial resolution. In addition, it has also been found that the 
impact on clouds estimated in general circulation models (GCMs) can be five times 
smaller than that estimated through large eddy simulations (LES) due to the 
parameterization schemes in GCMs [192]. Therefore, this study is to use the regional 
climate model WRF (Weather Research and Forecasting) [14], coupled with the chemical 
transport model CMAQ (Community Multiscale Air Quality) [16] to estimate the 
contribution of BB to regional climate, so that the results may benefit from the relative 
 86 
high spatial and temporal resolutions in meteorology and emissions, and from more 
detailed and complex chemistry processes in the atmosphere described by CMAQ.    
5.2 Methods 
5.2.1 Simulation Design 
Existing studies show that large uncertainties exist in the estimates of the radiative 
forcing of BB aerosols and the climate responses, because compared with aerosols from 
other sources, BB aerosols have the following features: (1) BB aerosols are more 
abundant in absorbing components, namely black carbon and brown carbon [193]. (2) 
Large variance exists in the optical properties of black carbon (e.g. due to different 
mixing states) and brown carbon [194]. (3) The amount of BB emissions and plume 
height vary significantly from burning event to event. (4) Both the instantaneous [195] 
and equilibrium climate forcing and response [196] of BB aerosols depend highly on the 
horizontal and vertical distributions of absorbing aerosols, which vary significantly 
temporally and spatially. As a result, the convection, atmospheric stability and circulation 
are modified at different scales, which may lead to opposite impacts on clouds [186, 197] 
and radiative forcing. (5) The variation in other meteorological fields may also affect the 
cloud feedback to BB aerosols, such as the background column water vapor [198]. To 
account for the uncertainty in assessing the climate impact of BB, simulation with 
ensembles is necessary, which usually involves multi-year/decade simulations [188, 190, 
199] and can be computationally demanding.  
         In this study, instead of the conventional ensemble method, a new ensemble method 
[200], referred to as “short ensembles”, is applied, in which the continuous multi-year 
long climate simulation is replaced by the ensembles of short-term simulations, as long as 
the ensembles are able to represent the climate. The “short ensembles” method is suitable 
to the situations, where the impact of fast processes (those that produce a model response 
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to a perturbation on a timescale of days for simulations with fixed sea-surface 
temperature) is investigated. The aerosol-related processes, such as the change in 
radiation and clouds, belong to the fast processes, as what is interested in this study. In 
addition, given that the primary goal of this study is to serve as an attribution study of the 
impact of BB to regional climate under the current climate conditions, instead of the 
equilibrium climate forcing and response, the climatic fields that take longer time to 
change and may regain equilibrium after long-term simulations, are not expect to change. 
Therefore, the “short ensembles” method fits the research goal of this study, and is much 
more computational effective compared with the conventional ensemble method. 
        To generate a representative estimate in terms of the impact of BB aerosols on 
regional climate, enough short ensembles are needed to cover a variety of atmospheric 
conditions and the wide variance in BB emissions as well. In the SEUS, the BB activities 
are usually most active from the middle of January to the middle of April, and this period 
from the year of 2006 to 2009 are investigated to represent the current climate and 
provide enough variability in meteorological conditions, as the impact of BB may vary 
with meteorological conditions. For each year, 4 short ensembles are included to cover 
the main biomass burning season, with a 22-day-period for each ensemble. For each 
ensemble, the first 8 days are used to spin-up, which has been demonstrated to be long 
enough for the model to produce responses to the perturbations from aerosols. The results 
from remaining 14 days will be used for the analysis.  
        As to the emission used for WRF-CMAQ, no difference in the emissions exists 
between different years. In other words, the emissions only carry the daily variability 
from January to April. The emissions, except fires, are mainly based on the emissions of 
the year 2007, which was originally prepared for another research project and has been 
described in detail and evaluated comprehensively [201]. The fire emissions are mainly 
derived by averaging the fire emissions across the year 2006 to 2008 to smooth the 
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episodic nature of fire emissions, so that the fire emissions represent a more typical level 
of BB emissions at present [201].     
      To estimate the relative contribution of BB aerosols to the total aerosols in terms of 
the impact on regional climate, 3 cases are simulated in this study. The first case serves as 
a control run, referred to as case CONT, with no aerosols in the modeling system. The 
second case, referred to as case ALL, includes all emission sources. Hence, the difference 
between ALL and CONT represents the impact of total aerosols. The third case, referred 
to as case NOFIRE, has the same emissions as case ALL, but excluding the emissions 
from BB. Therefore, the contribution from BB aerosols can be estimated from the 
difference between case ALL and case NOFIRE, and then compared with the impact 
from total aerosols. WRF version 3.3 is used for the case CONT. For case ALL and 
NOFIRE, the coupled WRF-CMAQ [37] with CMAQ version 5.0.1, is used to include 
the atmospheric chemistry processes into the meteorology. In addition, spectral nudging 
is applied during the simulation to guarantee that the three cases are under the similar 
climate conditions at large scales. Spectral nudging is applied to temperature, 
geopotential height and wind above the planetary boundary layer (PBL) to constrain the 
meteorological features at the scales of  800 km and larger.   
5.2.2 Model Description 
The simulation domain covers the middle and eastern U.S. (Figure 5.1) with a grid 
spacing of 12-km, and includes 180 × 189 grid cells in the latitudinal and longitudinal 
directions, respectively. To better capture the current climate conditions, reanalysis data 
are used to drive the regional climate model, instead of outputs from general circulation 
models. Here, the North American Regional Reanalysis (NARR) data is used, which 
covers North America with a temporal resolution of 3 hours and a spatial resolution of 32 
km [67]. The main model configurations in WRF are as follows: 34 vertical layers with 
model top at 100hPa; Noah land surface model; Monin-Obukhov scheme for the surface 
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layer and Yonsei University scheme for PBL; Lin scheme for cloud microphysics; Kain-
Fritsch scheme for cumulus convection; RRTMG scheme for long wave and short wave 
radiation transfer. For CMAQ, CB05 mechanism [202] is used for gas chemistry and 
aero6 for aerosol mechanism [203]. As to the aerosol optical properties, elementary 
carbon is the only absorbing aerosol component. The version of WRF-CMAQ used in 
this study does not include the interactions of aerosols with long wave radiation. This is 
not expected to be an important issue for this study, because the optical depth of BB 
aerosols damps rapidly as wavelength exceeds 600nm [204, 205].  
 
 
Figure 5.1 Simulation domain with grid spacing of 12km, with the shaded area as the area 
of interest of this study, which covers the most areas of the U.S. EPA region 4 for the 
southeastern U.S. 
 
       A limitation of this study is that the aerosol indirect effect is not included in the 
WRF-CMAQ system. Hence, any changes related to clouds and precipitations are only 
caused by the changes in atmospheric conditions originally generated from aerosol direct 
effect. The aerosol indirect effect from BB is expected to have a minor impact on the 
results [206], because the spatial resolution of 12km is still too coarse to solve the clouds. 
Therefore, this study provides a first-degree quantitative estimate of the radiative forcing 
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and climate response of BB aerosols during the main BB season in the SEUS. Continuous 
efforts in the future would be needed to include the aerosols indirect effect and conduct 
the simulations at cloud-resolved resolutions. It would be very interesting to find out to 
what extent the conclusions drawn in this study may change. 
5.3 Results 
If not stated explicitly, all results shown in this section are ensemble averages, that are 
calculated from the results of 224 days from the 16 ensembles (14 days in each 
ensemble). Hence, the ensemble average represents the climatic mean of the simulated 
season. As to the regional average, the region refers to the shaded area in Figure 5.1. 
5.3.1 Aerosol Loadings 
The contribution of biomass burning to the total aerosol loadings is first investigated. 
Given that elementary carbon (EC) is the only component that absorbs the solar radiation 
described in the model, the aerosol loadings are grouped into two, with the first group 
only including EC, and the second group including the scattering aerosol components, 




Figure 5.2 Column total aerosol loadings for (a) elementary carbon in case ALL, (b) the 
contribution from biomass burning to elementary carbon, which is the difference between 
ALL and NOFIRE cases (ALL minus NOFIRE), (c) scattering aerosols in case ALL, (d) 
the contribution from biomass burning to (c), (e ) the sum of (a) and (c), (f) the sum of (b) 
and (d).  
 
      The spatial distribution of aerosol loading shows that two areas are mainly influenced 
by biomass burning (Figure 5.2). One area is the region of the southeastern U.S., which is 
the area of interest in this study, and the other area is around the states of Missouri and 
Arkansas. For both the absorbing and scattering aerosols, if BB aerosols are removed, the 
spatial distributions of aerosol loadings tend to become smoother over most of the 
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simulation domain, except a region in the northeastern U.S. In other words, biomass 
burnings from these two areas generate an extra horizontal gradient of the aerosol 
loading, and may potentially lead to the change in circulations, as suggested previously 
[197].  The results also show that for these two areas, biomass burning in general has a 
stronger contribution to EC loading than to other components, as biomass burning 
emissions are usually more abundant in EC than other emission sources. For example, in 
the southwest of Georgia, about 50% of the column total EC can be attributed to biomass 
burning; while about 30% of the scattering aerosols can be attributed to biomass burning. 
        In addition to the spatial distribution, aerosol vertical distributions are also of 
importance, especially for the absorbing aerosols. As demonstrated by multiple studies, 
absorbing aerosols at different heights may have contradicting impacts on atmospheric 
conditions and cloud formation [186, 197]. Therefore, the regional average aerosol 
concentration is calculated at different heights. The results (Figure 5.3) show that impact 
of BB can reach to the height of about 3 km, with the strongest impact from the surface to 
about 1 km, which is above the regional average planetary boundary layer (PBL) height 
(~ 700 m). For both absorbing and scattering aerosols, the contributions from BB are 
statistically significant at 95% confidence interval from surface to the height of 1 km. 
Another interesting feature to note is the change in the standard deviation (SD) between 
ALL and NOFIRE cases, with the former usually carrying a much wider variance than 
the latter at the same height. This feature implies that with the simulation design in this 
study, the ensembles are good at covering the wide variance in biomass burning 
emissions with relative uniform emissions from other sources over the simulated season, 
so that the mean impact of biomass burning for the season can be estimated. In addition, 
it would be interesting to find out if a similar change in SD also exists for other climatic 
fields (such as clouds), because such information indicates how sensitive those fields are 





Figure 5.3 Regional average aerosol concentrations with height (a) for elemental carbon, 
and (b) for the scattering components, with error bar as the standard deviation calculated 
from 224 days of the 16 ensembles. The results for case ALL are in red, and NOFIRE 
case in black.  
       
5.3.2 Impacts on Regional Climate 
5.3.2.1 Radiation and Aerosol Radiative Forcing 
Studies have shown that BB can substantially change the radiation energy distribution 
vertically during a single burning event, and as response, leading to a series of change in 
atmospheric conditions. For example, during summer 2007, it was found that [207] BB 
from Greece results in a reduction of ~ 50W/m2 at the ground surface and the 
atmospheric heating of ~ 30W/m2 for the shortwave radiation over the central 
Mediterranean area. Therefore, in this study, the impact of BB aerosols on the vertical 
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distribution of radiation energy is first investigated. Radiation that reaches the land 
surface, radiation that leaves the model top toward upper atmosphere, and the radiation in 
the atmosphere are calculated for each case, respectively (as summarized in Table 5.1).  
        
Table 5.1 Summary of the regional average short wave (SW) and long wave (LW) 
radiation (in unit of W/m2) under the conditions of clear sky and of total sky (namely 
with clouds included), respectively, with the standard deviation in parenthesis 
 CASE 





252.3 (47.2) 247.3 (46.5) 247.9 (46.4) 
total 
sky 
212.4 (52.7) 197.6 (58.2) 198.1 (58.2) 
LW clear 
sky 
296.7 (30.5) 288.4 (31.7) 288.4 (31.7) 
total 
sky 








58.2 (7.6) 60.3 (7.5) 60.3 (7.5) 
total 
sky 
93.7 (30.0) 102.6 (33.1) 102.7 (33.1) 
LW clear 
sky 
247.8 (8.9) 253.2 (9.8) 253.2 (9.8) 
total 
sky 
213.0 (24.7) 218.5 (24.4) 218.5 (24.4) 
Atmosphere SW clear 
sky 
67.4 (12.7) 69.9 (13.2) 69.4 (13.2) 
total 
sky 
64.9 (12.2) 68.6 (13.0) 68.1 (13.0) 
LW clear 
sky 
-139.0 (13.4) -152.1 (14.9) -152.1 (15.0) 
total 
sky 
-115.8 (17.3) -134.5 (20.2) -134.5 (20.2) 
 
       In general, the impact from total aerosols emerges with significant change in the 
radiation distribution is found between CONT and ALL cases. Small or little difference is 
found between ALL and NOFIRE cases. Hence, the contribution of BB on vertical 
radiation energy distribution is very weak in terms of the regional average. In addition, 
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little change in SD is found between ALL and NOFIRE case, indicating that the radiation 
energy is not sensitive to the range of concentrations that biomass burning aerosols vary. 
      For the shortwave (SW) radiation, the aerosol direct radiative forcing is estimated 
based on results in Table 5.1 under clear sky condition (summarized in Table 5.2). To 
clarify, the values obtained in Table 5.2 are slightly unbalanced, with the cooling effect at 
surface not equal to the total effects from the atmosphere and model top. This is because 
in Table 5.1, the radiation reaching the surface is not a net effect, and it only includes 
downward SW from atmosphere to the surface, but not the upward SW from the surface 
to atmosphere. 
 
Table 5.2 Summary of aerosol direct forcing for shortwave radiation (in unit of W/m2) for 
aerosols from all emission sources and from biomass burnings aerosols, respectively, 
with the standard deviation in parenthesis (Negative values represent the cooling effect 
and positive values represent the warming effect) 
 all emissions biomass burning 
Surface -5.0 (1.57) -0.6 (0.54) 
Model top  -2.1 (0.89) 0.0 (0.03) 
Atmosphere 2.5 (1.05) 0.5 (0.45) 
 
      The positive radiative forcing of aerosols in the atmosphere results from the SW 
absorbed by EC. At the model top, BB aerosols provide a zero forcing in terms of 
regional average, which means that for BB aerosols, the SW radiation scattered in the 
atmosphere toward model top is almost completely compensated by the absorption of EC 
in BB aerosols. Therefore, BB emissions do not contribute to the cooling effect of 2.1 
W/m2 at model top for “all emissions”. The results indicate that if increasing EC in BB 
emissions with other emissions unchanged, the amount of EC may have to increase at 
least by a factor of 4 to absorb the SW radiation scattered by other aerosols, and lead to 
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the change in radiative forcing of total aerosols from negative to zero or positive at the 
model top. Furthermore, if brown carbon from BB is taken into account, BB aerosols will 
have a net heating effect. Therefore, for the research in the future, it would be very 
interesting to see how results may change by including the brown carbons. Last, the SD 
of BB aerosol radiative forcing at the model top is one order of magnitude smaller than 
the SD of radiative forcing at the surface and in the atmosphere, indicating that the 
variance in the ratio between absorbing and scattering components in BB aerosols is 
much smaller than the variance in the BB aerosol loading itself. This is consistent with 
findings by other studies, which showed that for BB aerosols, the mass ratio of black 
carbon to organic matters usually falls between 0.05 to 0.1 [208].    
       Though the contribution of BB aerosols to the radiative forcing of total aerosols is 
statistically significant at a 95% confidence interval, the absolute magnitude is small, so 
that the question arises as if such small change matters to other climatic fields, which will 
be discussed in the following sections. In addition, a variety of important climatic fields 
are also investigated, as these fields may respond substantially to the horizontal radiation 
redistributions due to BB aerosols. 
5.3.2.2 Temperature 
Temperature, as one of the primary climatic fields, and is closely related to the energy 
distribution. Here, the surface air temperature at 2m height (T2) is examined, as it is also 
an important property to air quality and heat stress related to human health. Then, the 
vertical distribution of temperature is investigated. 
      Comparing ALL with CONT case, significant cooling is found for T2, with a regional 
average T2 decrease by 1.5K. The change in T2 is generally in agreement with the spatial 
distribution of aerosol loadings (Figure 5.2e and Figure 5.4a). However, the reason 
behind is not the direct cooling of T2 during the daytime, when solar radiation interacts 
strongly with the aerosols. Instead, the cooling of T2 during the nighttime contributes 
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mainly to the average T2 decrease (Figure 5.5).  This is because during the daytime, 
when aerosols are included into the system, the decrease in solar radiation reaching the 
surface is to a large extent compensated by the reduced latent heat flux exchanged 
between the land surface and atmosphere. During the nighttime, however, longwave 
radiation dominates the surface energy balance and the cooling effect in land surface 
temperature during the daytime emerges to affect T2. 
       Though the impact of surface cooling due to the total aerosols is significant over the 
SEUS, little of the cooling in T2 can be attributed to BB aerosols, with a regional average 
T2 decrease by 0.05K due to BB aerosols. This is because the cooling in T2 results from 
the radiative forcing of aerosols and of clouds as well. The cloud radiative forcing is 
discussed later in section 5.3.2.4. It is found that compared with CONT, both aerosols 
and cloud change in ALL cool the surface with similar magnitude; while no cooling 
effect due to the cloud change in ALL can be attributed to BB, though BB aerosols 
contribute to about 10% of the radiative forcing of total aerosols.  
 
 
Figure 5.4 Air temperature at 2m height for (a) difference between ALL and CONT cases 
(ALL minus CONT), and (b) difference between FIRE and NOFIRE cases 
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      As to the spatial pattern, though in general BB contributes to slight cooling over the 
southeastern U.S. and the region around Missouri and Arkansas (Figure 5.2f and Figure 
5.4b), the change in T2 bears perturbations at scales much smaller than the T2 change 
due to all aerosols, and the small perturbations may result from the combined impacts of 
BB and the random errors in the modeling system. 
 
 
Figure 5.5 Diurnal cycle of the regional average air temperature at 2m height for case 
CONT and case ALL, with error bars as the standard deviation 
 
      The vertical distribution of temperature is also of interest, because it is closely related 
to atmospheric stability. Comparing ALL with CONT case (Figure 5.6), cooling is found 
from surface to about PBL (~ 700 m) with a slight temperature inversion from surface to 
about 100 m, and difference disappears above PBL, though above the PBL the aerosol 
concentrations are still high (Figure 5.3). The main reason is that temperature is nudged 
above PBL at scales of 800km and larger, so that little difference is seen in terms of the 
regional average. However, this does not mean that imposed constraints by nudging are 
too strong and not reasonable for the research goal of this study. In later section 5.3.2.3, it 
is shown that compared with CONT, circulations at lower atmosphere in ALL is modified 
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at scales much larger than the scale of circulation change due to BB aerosols alone. 
Comparing ALL with NOFIRE case, no difference is found at all heights. Though BB 
aerosols contribute to the atmosphere heating by 20% under clear sky (Table 5.2), the 
impact is too weak compared with other factors that determine the air temperature profile, 
such as clouds, which will be shown later in section 5.3.2.4. In addition, no difference is 
found in terms of the standard deviation, suggesting that temperature is not sensitive to 
the variance in BB aerosols even within PBL, where the influence and variance of 
biomass burning are expected to be strongest.  
 
 
Figure 5.6 Regional average temperatures with height, with error bar as the standard deviation 
calculated from all 224 days of the 16 ensembles. Only the standard deviation of ALL case is 
shown, because all cases have similar standard deviations at the same height. 
 
5.3.2.3 Circulations 
Another important aspect to investigate is the potential change in circulations. Here, the 
wind fields at surface (10m height), 850 hpa are shown. The wind at 500 hpa was also 
examined with little change found between the three cases and not shown here. For 
CONT case, in general, the circulation of the simulation domain is determined by the 
large-scale circulations of the Hadley cell and the Ferrel cell. Around the middle of 
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troposphere (500 hpa), westerlies prevail. As going toward lower levels of the 
atmosphere, trade winds come into play as well, which blow from the southeast into the 
simulation domain around the south of 30N (Figure 5.7 a b). The descending motion of 
the Hadley cell also contributes to the formation of the high pressure system at the 
surface, the center of which is located on the east of Florida (Figure 5.8a).  
      Comparing ALL with CONT case, the pressure gradient from the center of high 
pressure system to the land decreases (Figure 5.8b), because of the substantial cooling of 
the land surface in ALL case. As a result, the surface winds become weaker by about 
20% over the land on average (Figure 5.7c). The impact of surface cooling on the 
atmosphere almost disappears when the altitude increases to 850hpa (about 1.5km in 
height). Comparing ALL with NOFIRE case, little change is found in wind speed (Figure 
5.7e f), with wave-like perturbations at small scales uniformly distributed over the total 
simulation domain, as found in T2 (Figure 5.4b). The results suggest that the 
perturbations introduced by total aerosols are able to modify the circulations at lower 
atmosphere. However, perturbations due to BB aerosols are too weak to develop into 
features at larger scales and to finally contribute to the circulation change due to total 
aerosols. In addition, the perturbations in circulations due to BB aerosols occur at scales 
much smaller than 800 km (Figure 5.7 e f). Given that no nudging was applied below 
PBL or scales smaller than about 800km, the small-scales perturbations from BB aerosols 




Figure 5.7 Wind field at 10m height (a, c, e) and at 850 hpa (b, d, f). The vectors represent the 
wind field for CONT case (a , b), for ALL case (c, d) and for NOFIRE (e, f). The reference wind 
speed vectors at 10m height and at 850 hpa are shown in the bottom left corner of plot (e ) and (f) 
respectively.  The contours represent the wind speed of CONT case (a, b), the wind speed 
difference between ALL and CONT (c, d), and the wind speed difference between ALL and 




Figure 5.8 Sea surface pressure for (a) CONT case, and (b) difference between ALL and 
CONT case. 
5.3.2.4 Clouds and Precipitation 
Clouds, as mentioned before, play an important role in climate through interacting with 
radiation directly and through a series of responses to the perturbations in the system. 
Here, the cloud radiative forcing (summarized in Table 5.3) is first investigated, which is 
obtained from the difference between clear and total sky condition based on Table 5.1.  
 
Table 5.3 Summary of cloud radiative forcings (in unit of W/m2), with negative values 
representing the cooling effect and positive values representing the warming effect 
 CASE 
CONT ALL NOFIRE 
Surface SW -39.9 -49.7 -49.8 
LW 12.5 18.2 18.2 
Model top  SW -35.5 -42.3 -42.4 
LW 34.8 34.7 34.7 
Atmosphere SW -2.5 -1.3 -1.3 
LW 23.2 17.6 17.6 
 
 
       Compared with CONT, significant change is found in cloud radiative forcing in ALL 
(Table 5.3). The results also indicate the role that clouds play in redistributing the 
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radiation energy vertically. For example, compared with CONT, more LW radiation is 
emitted back to the surface in ALL, and less trapped within the atmosphere, which is 
related to the change in cloud amount and cloud height, as confirmed later in Figure 5.9. 
The contribution of BB aerosols to the change in cloud radiative forcing is found to be 
little, different from its contribution to the aerosol radiative forcing (Table 5.). The results 
suggesting that in terms of the regional average, impact from BB is too weak to change 
the cloud feedbacks.  
       An interesting thing to note is that when comparing ALL with CONT case, clouds 
actually provide a positive feedback to the initial surface cooling generated from the 
inclusion of aerosols in terms of the regional average. Comparing ALL case with CONT, 
the aerosols exert a cooling effect of 5.0 W/m2 at the surface (Table 5.2). Meanwhile, the 
cloud cooling effect on surface also increased by 9.8 W/m2 in SW and warming effect 
increases by 5.7 W/m2 in LW (Table 5.3), leading to a net cooling effect of clouds of 4.1 
W/m2 on top of the aerosol cooling effect. To understand the reasons behind the positive 
cloud feedback to the surface cooling, the vertical distributions of clouds and relative 
humidity (RH) are shown below. 
        The results clearly show that compared with CONT, there is a significant increase in 
clouds from surface to about 500m for ALL case. The change of RH with height is 
similar to that of cloud water. When aerosols are introduced into the system, surface 
cooling weakens the convection and tends to depress the low-level cloud formation, as 
shown of the temperature inversion from surface to about 100m in Figure 5.6. However, 
the cooling of near surface air may also result in higher RH and tends to favor cloud 
formation. The net effect is determined by the two competing effects. From 500m to 
about PBL height, ALL has similar cloud amount to CONT. Then starting from 1km to 
4km, less cloud is found in ALL with lower values in RH and temperature compared with 
that of CONT case at the same height, suggesting that the cloud formation is mainly 
reduced due to the decrease in water vapor. This is consistent with the radiation analysis 
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in section 5.3.2.1. For the LW radiation under clear sky, more energy is emitted from the 
atmosphere in ALL compared with CONT (Table 5.1).    
 
 
Figure 5.9 Regional average cloud water (a) and relative humidity (b) change with height, 
with error bar as the standard deviation calculated from all 224 days of the 16 ensembles. 
Only the standard deviation of ALL case is shown, because all cases have similar 
standard deviations at the same height. 
 
       As to the total precipitation over the southeastern U.S., no significant difference is 
found between ALL and NOFIRE cases in terms of the mean and distribution of 
precipitation. Comparing ALL with CONT case, less precipitation is found in ALL for 
the regional average, which may have potential impacts on regional climate during the 
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seasons following the simulated biomass burning season. However, no difference shows 
in soil moisture between ALL and CONT, because the reduced precipitation in ALL is 
balanced by the reduction in latent heat from land surface in ALL.    
5.4 Discussion and conclusions 
An interesting thing to point out here is the change in PBL height, which can be very 
important to regional climate and air quality. Compared with CONT case, ALL case has a 
higher PBL height (Figure 5.10), though ALL has a cooler surface so that lower PBL 
height is usually expected. The reason is that ALL case may have a stronger wind shear 
due to decreased wind at surface and the slightly increased wind at upper level, as found 
in section 5.3.2.3 (Figure 5.7), so that the increased turbulence via mechanical may 
compensate or even exceed decreased turbulence via buoyance. This result also 
reconfirms that compared with CONT, the circulations are modified by total aerosols at 
scales much larger than that by BB aerosols alone, and that the constraints imposed by 
nudging are reasonable for the research purpose of this study. 
 
 
Figure 5.10 Diurnal cycle of the regional average PBL height 
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       To summarize, in this chapter, compared with aerosols from all emission sources, the 
relative impact of biomass burning aerosols to the climate is estimated for the 
southeastern U.S. over the main burning season in this region.  Simulations using “short 
ensembles” were conducted, which successfully covered the wide variance in biomass 
burning emissions and the atmospheric conditions during the burning season from the 
year 2006 to 2009.  
        A variety of climatic fields that are important to regional climate are investigated, 
including radiation, temperature, regional circulations, clouds and precipitation. The 
results showed that the total aerosols do have a significant influence on the climate in the 
southeastern U.S. during the season investigated. Though biomass burning is an 
important contributor to the total aerosol loading in the SEUS, BB aerosols contribute 
little to the impact on regional climate from total aerosols in terms of the ensemble mean 
of the regional average. In other words, perturbation induced by biomass burning is in 
general too weak to develop into features at larger scale and finally affect the regional 
climate.  
       In addition, though the wide variance occurs in the aerosol loadings from biomass 
burning, the investigated climatic fields are not sensitive to the wide change in biomass 
burning emissions. It is true that locally, the meteorological fields can be affected 
substantially by biomass burning. However, as mentioned, such local perturbations do not 
develop into features at larger scales to modify the climatic fields in terms of the regional 
average of the southeastern U.S. 
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CHAPTER 6 
SUMMARY AND FUTURE DIRECTIONS 
 
Towards the ultimate goal of understanding the impact of climate-responsive strategies 
on air quality, main efforts of this thesis are placed on to improve the performance of 
dynamic downscaling by nudging, and to better simulate the impacts of land use/land 
cover and biomass burning aerosols on regional climate. 
       First, this work clearly demonstrated that during dynamic downscaling, spectral 
nudging is superior to grid nudging by providing comparable high similarities to grid 
nudging at the large scale, and by providing reasonable low similarities at the small scale. 
With the insight into the impact of nudging during the dynamic downscaling shown by 
this work, continuous improvement in the general performance of dynamical 
downscaling can be possible. There have been contradicting results regarding whether 
dynamical downscaling provides added value to its driving fields. Studies that 
demonstrated that dynamic downscaling succeeded in adding value to its driving fields at 
small scales, used reanalysis data as the driving fields [209-211]; while the failed cases 
used outputs from GCMs as the driving fields [212]. It is not surprising that the 
downscaling performance is closely dependent on the quality of the driving fields. The 
reanalysis data provides “perfect” inputs to RCMs. However, no “perfect” inputs are 
available for future climate projections from GCMs. As mentioned in the very beginning 
of the thesis, of all four types of downscaling applications, from type 1 to type 4, 
constraints from real-world observation diminish. Pielke et al. [26] even asserts that type 
4 dynamic downscaling fails to improve accuracy beyond what could be achieved by 
interpolating global model predictions onto a finer-scale terrain or landscape map. The 
main reasons behind the deteriorated downscaling results are due to the issues in GCMs, 
which are beyond my research scope. What I am interested is to explore the possibility to 
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use the tools of nudging help identify the main obstacles in the way of RCMs to add 
values at small scales. For example, during the downscaling, spectral nudging will be 
used to ensure that the RCMs do not drift away from the large-scale features. At the same 
time, different from the conventional practice in dynamical downscaling, a 
random/system bias can be introduced to the nudging fields to mimic the potential bias in 
GCMs, so that the most possible field/bias that hinders the RCMs from adding variance. 
With spectral nudging, the scales of input fields, at which the added values by 
downscaling will become deteriorated or hindered, can also be determined. Such 
information can be useful when choosing a GCM / ensembles of GCMs as the driving 
fields for RCMs, and can also provide additional criteria to evaluate the GCMs. What is 
more, the tools of nudging can also help to better understand the relative contributions of 
forcings at different scales to the added values during downscaling, and to better 
understand whether the features at small scales (or perturbations introduced at 
local/regional scales, e.g. land use change at scales of cities, emissions from biomass 
burning, and etc.) can develop into features at larger scales and even interact with the 
driving fields. 
       In this study, the widely used Noah land surface model has become more powerful 
by developing the sub-grid approach for it, termed as S-Noah. The performance of S-
Noah was evaluated at the sub-grid level, by comparing with satellite observations. To 
our knowledge, this is the first study that focused on the sub-grid performance of for land 
surface models. In the future research, continuous efforts are of importance in terms of a 
better representation of the integrated system of land use/land cover change (especially 
urban heat mitigation strategies involving the land use/ land cover change), hydrology, 
and climate, using the RCMs and/or the coupled RCMs and chemical transport models. I 
am particularly interested in regions/cases where precipitation is sensitive to land use/ 
land cover change, through the response of clouds (especially warm clouds). For 
example, in some areas, their local/regional precipitation and clouds can be very sensitive 
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to land surface albedo during the summer time, and can be significantly depressed due to 
the increase of surface albedo. As a result, though mitigation strategies by increasing 
surface albedos may be effective in the short-term, these areas may bear a risk of drought 
in the long-term, which may even finally lead to the failure of mitigation strategies due to 
significant depress of latent heat. The model improvement from two aspects is of 
particular interest. On one hand, continuous effort is needed to improve the modeled land 
surface fluxes at the grid level. As the S-Noah approach developed in this study, the grid-
level fluxes are aggregated by averaging the sub-grid fluxes weighted by land use 
fractions. Such aggregation approach may be over-simplified, as study indicated that the 
spatial patterns of the surface heterogeneity at the sub-grid level may also affect the 
aggregated fluxes at the grid level, especially for the sensible and latent heat [81]. Hence, 
it would be of interest if a parameterization can be developed and applied to S-Noah to 
take into account the spatial patterns of sub-grid surface heterogeneity. The parameter 
can be estimated using a series of simulations by large eddy simulations (LES) under 
different conditions of atmospheric stability.   On the hand, it is essential to improve the 
model representation in the sub-grid cloud diagnose by taking into account the sub-grid 
land surface heterogeneity when RCM simulation are conducted at the spatial resolutions 
too coarse to resolve the clouds (e.g. larger than 3km). For example, within PBL, the 
probability density function of vertical velocity can be linked to the sub-grid 
heterogeneity through roughness, sensible heat flux and etc. In addition, if the sub-grid 
heat and momentum fluxes are not fully mixed until blending height is reached, it may 
affect the entrainment and detrainment rate of cloud parcels during the convection. 
       Last, this study investigated the contribution of biomass burning aerosols to the 
regional climate of the southeastern U.S., using the coupled WRF-CMAQ model. It is 
found that though aerosols from all emission sources do affect the regional climate, 
biomass burning aerosols contribute little to the change in regional climate, in terms of 
the ensemble average over the southeastern U.S. However, the conclusions drawn are 
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subject to change as the current WRF-CMAQ model is limited by the model 
representation from the following aspects, which are to be improved in the future: 1) to 
include the optical properties of brown carbon, and their aging and the corresponding 
change in the optical properties; 2) to include the cloud absorption of radiation due to the 
absorbing aerosols within the hydrometeor particles and the interstitial particles between 
the hydrometeor particles within the clouds; 3) to include the burning heat flux at the land 
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