Recently, a data-driven model-free control design method has been proposed in [4, 61. It is based on the minimization of a control criterion with respect to the controller parameters using an iterative gradient technique. In this paper, we extend this method to the case where both the plant and the controller can be nonlinear. It is shown that an estimate of the gradient can be constructed using only signal based information. It is also shown that by using open loop identification techniques, one can obtain a good approximation of the gradient of the control criterion while performing fewer experiments on the actual system.
Introduction
The iterative model-free control optimization method that has appeared in [4, 61 has been shown to give good results from both an experimental and industrial point of view: see e.g. [l, 2, 5, 81. This scheme is based on an iterative tuning of the controller parameter vector along the gradient direction of a control performance criterion.
The key contribution of [4, 61 was to show that an unbiased estimate of this gradient can be constructed from filtered versions of the signals measured on the closed loop system. The construction of this gradient requires a "special experiment" in which a finite record of the output of the closed loop system is recycled at the reference input of that system. In [2], the previous method has been modified so as to allow its applicability when the second experiment that is described in [4, 61 causes unacceptable behaviour. This has been achieved by replacing the estimation of the gradient, as described in [4, 61, by an identification-based gradient estimate. A second contribution of this paper was to show experimentally that the iterative controller tuning procedure also gives good results for systems containing nonlinear dynamics and nonlinear friction. In this paper, we formalize and extend these results to the case when both the controller and the plant can be nonlinear. Our main contribution is to show that it is possible to obtain an estimate of the gradient by recycling the filtered outsput of the actual closed loop system at the reference input of some simulated closed loop system. This simulated loop is the feedback interconnection of the linearization (of both the plant and the controller around their respective trajectory, i.e. it is computed by linearization of the closed loop operator around the trajectory produced by the reference signal. It is shown that, although this linearized version of the closed loop operator can not be obtained explicitly, it is still possible to estimate the gradient signals by performing additional experiments with alinost identical reference signals. The total number of experiments per iteration is equal to the number of controller parameters, n, plus two, i.e. one experiment for the generation of the error signal and n + 1 experiments for the estimation of the n gradient signals. The ( n + l)-th experiment in the estimation of the n gradient signids is needed to make sure that the noise-induced perturbation in the gradient signals and the error signal are uncorrelated.
It is also shown that an approximate estimate of the gradient of the control criterion can be obtained by performing just two experiments on the closed loop system, resulting in the identification of a model of the linearization of the closed system around its operating trajectory using open loop identification techniques. A previous contribution to iterative controller optimization for nonlinear s:ystems has very recently appeared in [7] . Although the derivations are different, the experiment-based algorithm that is outlined here shows obvious similarities with the one described in [7] . In Section 2, we extend the method described in [4, 61 to the nonlinear case. In Section 3, we present some numerical simulations. We conclude in Section 4.
Controller optimization for nonlinear systems
In this section, we extend the results of [4, 61 to the we often make use of linearizations of some nonlinear o p erators around their operating trajectories. We therefore require that the plant, the controller and all closed loop operators are smooth functions of the reference signal, the input signal, the output signal and the disturbance signal. We refer the reader to [3] for more details on such smoothness assumptions and a full treatment of the linearization problem. We also require a high Signal-toNoise-Ratio (SNR) and we assume that the closed loop system in Figure 2 .1 is stable in the Bounded-InputBounded-Output (BIBO) sense. For ease of notation, we from now on omit the time argument of the signals. We denote by y ( p ) the output of (2.1) in feedback with 
Criterion minimization
The problem that is addressed now is the minimization of (2.3) with respect to the controller parameter vector p. It is standard that one can find a solution for p to ~ 3750 by taking repeated steps in the negative gradient direction dCr(p, r, y ( p ) ) can actually be computed analytically. It is now straightforward to see that, by equivalence between the relations (2.12) and (2.13), the gradient signals generated using Figure 2 .2 can equivalently be generated using Figure 2. 3. = dCr (p,r,y(p) )-' ~j ( p ) for j = ~, -. -, n .
We assume that aCr(P, r, y(p))-' is stable. The contrary case is commented upon below. Suppose we do a first experiment on the actual system with the usual reference signal r . Then, the closed loop response is given by
where v1 is the noise realization during the first experiment. Using a high SNR assumption and a smoothness assumption on T , we have that
(2.15)
Here, 8Tu(p, r, 0) denotes the linearization of the closed loop operator T in response to a perturbation in v around the trajectory produced by r and by v = 0.
Suppose now that we do a second experiment on the system with a slightly perturbed reference signal r + d,.
Denote the correspondling output by yz(p). Then, using the small signal assumption on dr and a smoothness assumption on T , we have that 
G(~[il) = Yi -Y Y~

Remarks
e In some cases, the approximation involved in the identification-based scheme might be very crude and it might be worthwhile investigating the use of a time-varying model structure for the identification of the linearization of the complementary sensitivity operator; we refer the reader to [9] for further details. However, noiseless simulations have shown that, at least for step-like reference signals, the gradients signals generated by both procedures, experimental or identification-based with a time invariant model structure, are very similar. The first operator could be unstable and the second operator could be non minimum phase making the calculation of the gradient infeasible. In the linear case, both problems can be overcome by choosing the stable operator L in (2.3) in an appropriate way. See [4, 61, for more details. It may be possible to apply similar ideas in the nonlinear case based on nonlinear all-pass filters; we refer the reader to [lo] for further details.
The controller optimization procedure converges to a local minimum of the design criterion under conditions of bounded signals, i.e. it is assumed that stability is preserved while iterating. This is a reasonable assumption since the step size yi can be used effectively to control how much the controller is allowed to change per iteration. We refer the reader to [6] for a convergence analysis which a p pears to applicable also in the nonlinear case.
A numerical illustration
In this section, we discuss how the identification-based generation of the gradient can be applied for the tuning of a nonlinear controller for a nonlinear plant.
The nonlinear system
The nonlinear plant is described by Notice that the initial clontroller is linear. The important fact is that this initial controller stabilizes the actual system (3.1) in the BIE5O sense.
The design quantities The reference signal consisted of the sum of three upward steps and a downward step of amplitude 0.5 delayed in time and filtered with a Butterworth filter of cut-off frequency 0.05.
For the desired response, we chose a similar signal, except that the amplitudes of the second, the third and the fourth step were, respectively, 0.6, 0.7 and 0.6. The reference signal, the desired closed loop response and the closed loop response achieved by the initial controller are shown in Figure 3 .1. As in [2] , the line search procedure has allowed us to select the best controller parameters along the descent direction, thereby significantly reducing the number of iteration steps. Table 3 .1 shows that the performance has improved considerably. Figure 3 .2 shows the reference signal, the desired response and the achieved closed loop response with the final nonlinear controller. Notice that we have improved both the disturbance rejection and the tracking of the desired closed loop response. The parameter p4 that characterizes the nonlinear part of the controller is small but it has its importance for control performance. Indeed, for comparison purposes, we have tuned the linear controller obtained by setting p4 = 0. The control cost achieved with the best linear controller is 0.0017. This figure has to be compared with 0.0010 with the best nonlinear controller.
In this paper, we have presented a nonlinear extension of the controller optimization method proposed in [4, 61. It is shown that one can obtain an estimate of the gradient either experimentally using n + 2 experiments on the actual system or by doing just two experiments per iteration on the actual system and using open loop identification techniques. A numerical simulation example with an identification-based generation of the gradient has shown to give very satisfactory results.
