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FOREWORD
This Integrated Command, Control, Communications and
Computation (IC 4 ) System Study Final Report has been prepared
by Computer Technology Associates, Inc., Denver, Colorado
as a data requirement in the performance of the IC 4 study
contract NAS5-26369 for NASA Goddard Space Flight Center.
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'he purpose of this document is to summarize the results
of the Integrated Command, Control, Communications and
Computation (IC 4 ) system study (contract NAS5-26369).
1.2 Scope
The IC S' system study was awarded to Computer Technology
Associates, Inc. in September, 1980. This study was conducted
in the following three phases:
a. functional requirements phase
b. functional architecture phase
c. design plan phase.
The results of the functional requirements phase were documented
in Reference 2. The results of the functional architecture
phase were documented in Reference 3. The results of the design
plan phase were documented in the July 31, 1981 monthly status
report (Reference 1). This report provides a synopsis of the
activities and results of the three study phases.
.0 INTRODUCTION
.1 Purpose
1
LRP Long Range Planning
NEEDS NASA End-to-End Data System
OBC On-Board Computer
P&S Planning and Scheduling
POI Period of Interest
R/T Real-Time
TDRSS Tracking and Data Relay Satellite System
TM Telemetry
U/L Uplink
2
1. IC4 System Study Contract Monthly R#.^ports
2. IC 4 System Functional Requirements,, Computer Technology
Associates, Inc., March 31, 1981.
3. IC4 Svftem Functional Architecture, Computer Technology
Associates, Inc., August 1981.
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3.0 FUNCTIONAL. REQUIREMENTS PHASE
The purpose of -As section is to describe the functional
requirements phase of the IC 4 study. The results of the
requirements study are documented in the SC 4 System Functional
Requirements document (Reference 2).
3.1 Functional Requirements Approach
As shown in Figure 3.1-1 the generation of the requirements
for the IC 4 system first consisted of performing a survey
of applicable documents and missions to determine a
comprehensive set of command and control requirements.
The requirements were then divided into natural groupings
such that they could be analyzed from a top level
perspective. (The outline given in section 3.4 of reference
2 lists the requirements in the groups: bhown in Figure 3.1-1).
The requirements were then analyzed by building a framework
system around the groupings which allowed interrelationships
to be studied. Figure 3.1-2 sunaiarizes the activities undertaken
during this stage of the requirements analysis.
3.2 Functional Requirements Results
As shown in Figure 3.1-3 the results of the requirements
gathering and analysis resulted in a complete set of functional
requirements. It should be noted that these were generic
requirements for a broad range of missions and were not
specific to any mission; thus, mission unique items such as
time of response or data volumes to be handled were
not specified. Figure 3.1-4 illustrates the overview
of the groupings studied during the requirements analysis.
(Note: This overview wa y modified during the architecture
study as shown in Figure 4.2-1.)
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4.0 FUNCTIONAL ARCHITECTURE PHASE
The purpose of this section is to provide a synopsis of the
functional architecture phase of the IC 4 system study.
A description of the approach used to define the functional
architecture is provided below. The results, as documented
in Reference 3, are summarized M subsequent sections.
4.1 Approach
To define the IC 4 functional architecture, the following
three products were generated:
a. functional hierarchy with allocation of functions
to IC 4 system elements
b. operations concept with timelines of operational
activities
C. interfaces between the system elements.
Figure 4.1-1 summarizes the overall approach to generation
of tho IC 4 functional architecture. Requirements from Phase 1
provided the basic inputs to this activity. The functional
hierarchy and operations concept were derived based on these
requirements. However, this process was iterative as the
definition of operational activities and allocation of functions
levied new requirements on the system. Once the functional
hierarchy and operations concept were firm, system interfaces
were defined. The result was then the functional architecture.
This approach is defined in greater detail below.
4.i.1 Functional Hierarchy
The IC4 system was divided into the system elements illustrated
9
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4by Figure 4.1-2. Each element was then decomposed into
subsequent functions as shown in Figure 4.1-3. These
ti
	
	
functions included mission support, element control, data
acquisition and utilization and ground control. Each system
F	
element performed various combinations of these functions as
summarized in section 4.2.2 of this document.
4.1.2 Operations Concept
To define the IC 4 operations concept, four operational
activity threads were generated. Figure 4.1-4 summarizes
the threads that were developed. These activity threads
are defined in detail in section 4.2.4 of this document.
4.1.3 Interfaces
Figure 4.1-5 summarizes the technique used to define the
IC 4 system interfaces. The N 2 chart was employed Y,hich
defines information generated by one element and used by
another element. For example, in Figure 4.1-5 the number
6A indicates that the science experimenter generates data
that is utilized by mission management. Likewise, the
number 6B implies that mission management provides
information for the science experimenter element. The
interfaces are defined in detail in section 4.2.5 to this
document.
4.2 Results
The IC 4 functional architecture is defined in detail in
Reference 3. A synopsis of this document is given below.
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f
The following summary information to the functional architecture
is provided:
a. overview
b. functional hierarchy
c. key features
d. activity threads
e. interfaces.
4.2.1 Overview
Figure 4.2-1 provides an overview of the IC 4 system. The
components or system elements are indicated on the figure.
The elements are summarized in section 4.2.2 to this document.
Figure 4.2-2 summarizes the IC 4 operational activities. These
activities are divided into four phases: a) long-range
planning, b) planning and scheduling for a period of interest,
c) command generation and validation and d) real-time
operations. These activities are summarized in suction
4.2.4 to this document.
4.2.2 F,inction Hierarchy
Functional hierarchy charts are provided for the following
system elements:
a. science experimenter
b. subsystem (power, thermal, data storage management)
OBC (or command memory)
d. subsystem (communications)
e. attitude subsystem
f . orbit subsystem
9• mission management
h. observatory monitor and control.
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These charts are contained in Figures 4.2-3 through 4.2-10,
respectively. It should be noted that for the purpose of
simplificati,ar, several of the system elements have been
combined as one. The functions of these elements are
similar and can be so treated. Each of the elements are
subdivided as outlined in section 4.1.1 and functions allocated
accordingly. For a detailed description of the IC4
functional hierarchy refer to Reference 3.
4.2.3 Key Features
Four features are key to the IC 4 system. These key features
are as follows:
a. interactive user
b. sequence package
C. adaptive update capability
d. user in-house real-time operations capabilities.
These features are summarized below.
4.2.3.: Interactive User
The IC 4 system is designed to provide a common means far
all users to access data within the system and to utilize
facilities provided by the system. This common interface
with the systern is an interactive graphic terminal. As
shown in Figure 4.2-11, the user terminal provides a means
to interact with all phases of mission activities. Standard
display formats are used which provide the mechanism for
users to display data and enter data. The system provides
skeletons or templates which provide starting points for data
entry and a common framework within which all similar data
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is contained.
	 Users can customize the contents of a data
packages however, as data packaraes and display packages
are synonymous, the general format is always known
F to all users.
	 The system provides the capability to merge
data from multiple packages as one display for comparison
purposes.
	
Displays can also be updated to generate new
displays going back to the starting skeleton and starting
from scratch.
The system provides the user the capability to access all
information in the system and to present data to processes
within the system. Thus, if a user has prepared a data
package for processing, the package can be submitted to the
standard IC 4 procedures directly by the user.
4.2.3.2 Sequence Packages
A prime example of the use of the interactive capabilities
of the IC 4 system is the sequence package. As described in
Figure 4 2-12, the sequence package is the standard data
package u 2d to specify activities which are required to be
done on-board the observatory. For each activity required
of a science instrument or spacecraft subsystem, a sequence
package is generated. (For identical activities which
occur at -varying times, multiple sequence packages are
generated which specify the desired time of execution of the
activity.)
r	 Figure 4.2-13 illustrates a portion of the graphical
representation of a sequence package as it would be seen upon
t
a terminal. A user fills in data such as the examples
1I`r	
shown in this figure. For some items, such as the event
timelines, a low granularity version (major events) and a
higher granularity version (detailed events) actually
k
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are the same data. The user or other users can select the
timeline and specify which granularity they wish to have
displayed. Similary, during early planning times, coarse
granularity is all that is required; however, in order to
generate the actual command load a detailed, completely
specified timeline is necessary. Figures 4.2-14 and 4.2-15
illustrate the tabular version of the sequence package.
The originator may choose to enter the data in a graphic
or tabular form, and the system services will convert either
form to the alternate presentation upon command. when a
sequence package is completed it supplies 111 data necessary
to generate a command file for uplink to the observatory
and to perform a command generation and validation test.
4.2.3.3 Adaptive Update Capability
Figure 4.2-16 summarizes the types of adaptive updates that
IC 4 system users may implement. Also, shown is the impact
to the observatory sequence. Figure 4.2-17 summarizes the
time periods during which users may institute these commands.
Refer to Reference 3 for a detailed description of the user
adaptive update capability.
4.2.3.4 User In-House Real-Time Operations Capabilities
Figure 4.2-18 summarizes the real-time operations capabilities
provided to each user. These capabilities are defined in
detail in Reference 3.
4.2.4 Op?rations Activity Threads
The following activity threads are provided below:
a. long range planning
b. planning and scheduling
C. command generation and validation
d. real-time operations
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4.2.4.1 Long Range Planning
Figure 4.2-19 summarizes the long range planning activities.
Refer to reference 3 for a detailed description of long
range planning.
4.2.4.2 Planning And Scheduling
Figure 4.2-20 summarizes the planning and scheduling
activities for the planning period of interest. Figure
4.2-21 illustrates the capability to modify the observatory
sequences once they have been generated. These activities
are defined in Reference 3.
4.2.4.3 Command Generation and Validation
d	 The command generation and validation activity thread and
the thread to implement parameter updates are summarized
in Figures 4.2-22 and 4.2-23, respectively. The detailed
activities are d.•tined in Reference 3.
4.2.4.4 Real-Time Operation
The real-time operation for both local operations and in-house
user operations are summarized in Figure 4.2-24. The
detailed activities are defined in Reference 3.
4.2.5 Interfaces
Figure 4.2-25 summarizes the interfaces for the IC 4
 system.
For each number indicated, detailed interface
descriptions were generated. Table 4.2-1 is an example
of an interface description, in this case a portion of
38
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number 6A (science experimenter to mission management).
Reference 3 contains the detailed description for all of
these interfaces.
39
LA
z
w
W
z
O_
Ul
CA
S
a
O
d
g
LA
o]
Q
F-
Ln
w
z
O
O
u
O
a
W
C
a
w
a
Q
0
w
15
Ix
O
LL
a
w
CL
z
O
d
w
CL
O
J
Q
D
z
d
W
F-N
N
T
u
O
a
W
c'
D
d
I-
O
z
u
¢
J
CL
v, w
Vi zN ¢
u
z
c
J
t
• • • •
40
• Establish Major
Goals &
Objectives
for POI
• Schedule
Major Events
-Maneuvers
-Poirfing Reqmts.
-Etc.
• Experimenters
• Subsystems
• Attitude/Orbit
Subsystem
FIGURE 4.2-20 PLANNING AND SCHEDULING FOR PERIL
IL i
^c
• Previous POI
Sequences
• Known Events
for POI
• Long Range
Plan
• TDRSS
Contact
Schedule
GENERATE
PROJECTION
DATA TO
SUPPORT POI
P 6 S
• Power Predicts
• Thermal Predicts
•U/LLD/L
Capacities
• Prel. Data
Storage Mgmt.
Strategy
• Attitude/Orbit
Predicts
• Mission Unique
Data
USERS ACCESS
DATA TO	 PLANNING
DETERMINE	 MEETING
POI REQUIREMENTS
USERS ACCES
DATA TO 'EN,
SEQUENCE 'i.
REQUESTS/
PACKAGES
l	 _
41
USER 1
SEQUENCE
REQUESTS/
PACKAGES
INTEGRATED
SEQUENCES
5S	 MISSION MGMT.
N. HUSER 2	 GENERATES
SEQUENCE	 INTEGRATED
/	 REQUESTS/	 OBSERVATORY
PACKAGES	 SEQUENCES
•
	 CONFLICT
SUMMARIES
USER n
SEQUENCE
REQUESTS/
PACKAGES
ACTIVATE	 - --
COMMAND	 INTEGRATEDGENERATION 6	 OBSERVATORY
VALIDATION PROCESS 	 SEQUENCES
,PERIOD OF INTEREST
COORDINATION
SESSION
• Users/Mission
Management
Access Sequence
Schedules
to Resolve
Conflicts
^y^p1JT FR 2
FIGURE 4.2-21
	 USER UPDATE CAPABILITY TO OBSI
i42
USER INPUTS
 ACCESS	 REQUESTS TO
	
HAS
SERVATORY	 ADD, REMOVE,
	 COtO CMD. GEN
REQMT.4
U!SER
EQUENCES	 RESCHEDULE
	
6 VAL
STARTEDTO	 SEQUENCES
MODIFY	 ?
SEAS. 
NOTIFY USER
CHANGES NOT POSSIBLE
	 YES
TIME
AVAILABLE
BEFORE
U/L
? /romoin F*m i
NO
NOTIFY USER
CHANGES NOT POSSI
USER REQUESTS
IMPLEMENTATIO1
® OF SEQ. UPDATI
& NEW CG & V
PRODUCTS
CONFLICTS
7
' HAS
	
USER REQUESTS	 "UPDATED"
	
CMD. GEN
	 NO IMPLEMENTATIO	 INTEGRATED
S VAL	 OF SEQUENCE	 OBSERVATORY
	
STARTED
	 UPDATE	 SEQUENCE
E
	
YES
TIME	 ACTIVATEAVAILABLE	 YES	 CMD. GEN
	
BEFORE
	 gU/L
	
VALIDATE
7^
e Do Not Rerun
Entire P.O. I . ,
	
NO	 Start at Time
of First Effect
NOTIFY USER	 of New
	
RANGES NOT POSSIBLE • 	 Sequence
YES
NOT IFY USER
CHANGES NOT POSSIBLE
PABILITY TO OBSERVATORY SEQUENCES
E0Lp0UT vp-049 z
INTEGRATED
OBSERVATORY
SEQUENCES
• Sequence Packages
is POI Definition
• Sequence Placement
within POI
• U/L, D/L
Opportunities
SEND OVERLOAD PROFILE'
TO INITIATOR
NO
CEPTABL
	 YES
OWEP PROFIL^—
Os.a I B L^/
r
;END OVERLOAD PROFILE
TO INITIATOR
NO
A CEPTAB E YES
ATA STORAG
PROFILE
i
R
R
FIGURE 4 .2-22 COMMAND GENI
(
POWER
REQUIREMENTS POWER
ANALYSIS CONTROL
• Combine All • Generate
Power Useages, Commands for
Generate Power On-Board Use
Consumption to Control
Profile Power System
• Power
Available vs.
Power Req'ed
vs. Battery
State vs. etc.
THERMAL-
SAME AS •
POWER
ON-BOARD STORAGE b
DATA STORAGE PLAYBACK
ANALYSIS PLAN
• Combine All • Generate a
Data to be Storage Map
Collected by and Play Back
Central 'Schedule
Facility • Generate
• Data Storage Commands for
vs. Capacity On-Board Use
to Control
Storage/
Playback
i
43
CO'JINUED
DOWNLINK
	
DOWNLINK
ANALYSIS
	
PLAN
e Combine Central a Place Required
Facility Playbacks, D/L in Specific
Dedicated System Opportunities
Playback, Memory • Fit All D/L to
Dump, Realtime, Available
etc. Requirements Opportunities
For This
Period
• Generate
Required
On-Board
Commands
kL
SEQUENCE
PACKAGE
WITH ANY
OUIRED CMDS
POWER
ROFILES
F • UpGsted for
This POI
• Projections
for Future.
POIs
SEND CONFLICT PROFILE
	 COMMANDTO INITIATOR
	 PACKAGES
IND
CCCEPTABL` YES
	 DOWNLINKDOWNLINKS
\
PLAN	 PROFILES
t
• Updated For
This D/L Set
• Project For
This POI t,
Next POI
• Quantity L
Identification
of Source per
Downlink
• Space
Capacity per
Downlink
SEQUENCE
PACKAGE
WITH ANY	 "U/L - D/L"
	
REQUIRED CMDS	 TRIGGER POINT
AND PLAYBACK
	
SQUIRED W.R.T	 • Continue Process
DOWNLINKS
	
	 From Here Each
Time an Uplink-
Downlink Plan
is to be
Generated
STORAGE
PROFILES
e Updated for
This POI
' e Projected
Into Next
P01
EENERATION AND VALIDATION (CG&V) PART 1
s	
,
(CONTINUED FROM PART 1)
SEND CONFLICT PROFILE
TO INITIATOR
TNO
INTEGRATED
OBSERVATORY
SEQUENCES
• Sequence Packages
(Now Includes
Power/Thermal/
On-Board Storage)
• POI Definition
• Seq. Placement
within POI
• U/L, D/L
Opportunities
(Now Includes
Utilisation of
Downlinks)
	 /
"PARAMETER
ADD/REMOVE"
TRIGGER POINT
e Repeat Process From
Here to Add or Delete
Parameters After
Uploads Have Been
Generated If They
Effect OBC or CMD
Memory
OBC OR
	
OBC OR
MAND MEMOR
	
MEMORY
ANALYSIS
	
MANAGEMENT
e Combine All	 • Generate A
Commands	 Time Sequential(if any) Which	 Memory Map or
Will Be Executed 	 OBC Load
From Central
Fac:lity
• Convert Mnemonics
From Users to
Command Memory
or OBC Actual
Commands as
Required
• Commands Required
vs. Memory Available
vs. Time
vs. Etc.
CEPTAB
PLAN	 YES	 PACKOSSIBL ilEOUI:WITH ED
MEMORY
OR OI
USE PR/
n Update t
This Us
• Project
for This
and Next,
i 7lvailaWe
or Memo
Space per
Period
From R/T OPS: —
Post Pass Update
of Use of Excess
Capability
FIGURE 4.2-22 (continued) COMMAND GENERATION ANI
804^oqz OP. I
^	 e	 nl "4
44
UPLINK
ANALYSIS
• Combine Central
System
Commands with
Engineering,
Subsystem,
Instrument
Processor, etc.
UPLINK
PLAN COMMANDING\ PLAN /
• Place Commands
Which are
Constrained to
Specific Uplinks
• Fit all Commands
to Available
Opportunities
SLND CONFLICT PROFILE
TO ORIGINATOR
^NC
"FILE UPDATE"
TRIGGER POINT
• Enter Here to
Modify Uplink
Files
a Set Indicator
o Update
Memory or
OBC Post Pass
COMMAND UPLINK
PACK AGES PROFILES
• One Package
per Uplink • Update for
Window This U/L Set
e Indexed to a Project Through
Source of This	 POI
	
L
Command Next	 POI
e Upload r'.,ckage
ID's for Each
Uplink Window
• Special Utilization
Indication (i.e.
Automatic Adaptive,
Manual Adaptive,
R/T H&S, etc.)
• Spare Capacity
per Window
UPLOAD
PACKAGES
• ID & Content
(i.e., bit patterns)
• Indexed to Source
• May be "Standard"
Package for any
use as Specified
or Specific for a
single Uplink
ID VALIDATION PART 11
FOLMUT Fib L
NOTIFY ORIGINATOR
CHANGE NOT POSSIBLE
NO
rEnoug
Time to Chan YES
Before
Mink
1
CHANGE
e Change Parameter
in CMD Package
for Uplink
NOTIFY ORIGINATOR
CHANGE NOT POSSIBLEti
NO
^nouq
 Remo	 yl
Before
Uplink
REMOVE
FROM
SEQUENCE
e Find Parameter
In Sequence
Package 6
Remove
NOTIFY ORIGINATOR
CHANGE NOT POSSIBLE
NO
noug
ace 6 Time	 YEAdd Before
Uplink
Does
Paremelt, 	 YEffect OBC ^r
CMD Memory
T
PARAMETER	 FIND "OLD"
CHANGE REQUEST	 VALUE
a Use Index
to Find Upload
Package Which
Contains Parameter
PARAMETER	 FIND "OLD"
REMOVE REQUEST	 VALUE
a Use Index to
Find Upload
Package Which
Contains Parameter
PARAMETER	 FIND
ADD REQUEST	 DESIREDUPLOAD
e Determine Time
to Transmission
is Determine Quantity
In Upload
NO
FIGURE 4 . 2-2$ COMMAND GENERATION AND VALIDATION PART III(PARAMETER UPDATE IMPLEMENTATIONS)
IFOi„pOUT >; WAL
45
GO TO "FILE UPDATE"
TRIGGER POINT
/ Does
Parameter	 CONVERT
fact OBCor	 TO
MD Memory YES	 NO-OPS
^	 1
NO
REMOVE
FROM	 CTO "FILE UPDATE"
COMMAND
	 TRIGGER POINT
PACKAGE
'	 Is
Capacity	 NOTIFY ORIGINATORNO	 CHANAvailable?	 GE NOT POSSIBLE
YES
ADD TO
TIMELINES
ADD TO
COMMAND
PACKAGE
O TO "FILE UPDATE
TRIGGER POINT
a Add a Sequence a Addend to
Package	 Appropriate
Upload Package
now TM
	
SELECT	 CONVERT DATA	 DISPLAY	 MONITORSPECIFIC
	
TO ENGINEERIN	 DATA	 DATA
• R/T	 DATA	 UNITS
• Recot $*d
SELECT
LOCAL OPS
DISPLAYS
_ House User
C0'
	 — — — ° ^ — — .— — — -- — — — — ^ — — — —
_Operations
Local Operations
DATA CAPTUREINCOMING
SELECT
DISPLAY CONVERT DATA	 DISPLAYTO ENGINEERIN MONITOR
• Recorded DATA DATA UNITS
	
DATA DATA
• R/T
• Tracking
1
1	 ^`All Data to	 1 r _ _j
Central Handling
Facility. as
Requirod
1^ 1
-- — - --- L -- -
=SEECTED---^- ----
CONTROL FOR R/T OPERATIONS
FIGURE 4 .2-24 REAL TIME OPERATIONS (PASS ACTIVITIES)
46
CONTINUE DATA
MONITOR WITH
IN-COMING DATA
CONTINUE I
MONITOR 11
IN-COMING
	
00, REQMT.
	
CONTINUE DATA
	
TO XMIT
	
MONITOR WITH
	
CMDS.
	
INCOMING DATA
t
	
YES
	 NO
YES	 ES US	 YES	 SELECT	 REQUEST TO
ANOMA Y 
	
HAVE RZS-
	
PRECANNED
	 LOCAL OPS?	 NSIOILII'
	
COMMANDS
t
	
NO	 NO
PRECANNED YES	
DES US
	 YES
	
ENOUGH
	
YES
	
SELECT	 REQUEST TO
	
HAVE RES-
	
SPACE I. TIME
	
PRECANNED
	 LOCAL OPSADAPTIVE
	 ONSI811.1
	
TO ADD?
	
COMMANDS
T	 i
	
NO	 NO	 C
NOTIFY ORIGINATOR
CHANGE NOT
PARAMETER
	 POSSIBLE
I	
ONLY
1----^	 CONTINUL DATA MONITOR
WITH IN-COMING DATA
REQMT. NO CONTINUE DATA
	
TO XMIT	 MONITOR WITH
CMDS.	 INCOMING DATA
	 B
	
f	 ?
YES
	
ISELECT	
UP ATE NIT
	
CONTINUE DATAO
	
YES	 RECANNE	 ES PRECANNED	 XMIT SAFINC	 MONITOR WITH
	
ANOMALY	 SAFING
	 SAFING
	 COMMANDS
	
ACCORDING TO	 IM-COMING DATA?	 OMMANO
	 COMMANDS
	
.ANOMALY
	NO	 A	 NO	 a XMIT Future
	
=UP
-0	 Command Files
Based on Anomaly
Procedure 
CONTINUE DATA
	
AR YE
	 SELECT	 XMIT	 ANOMALY NO MONITOR WITH
	
COMMAND
	 NOTIFYCOMMAND FILE	 COMMANDS
	
ACKAG
	
1	 IN-COMING DATA	 APPROPRIATE
1	 PERSONNEL
	NO	 YES
C	
A
TIPDAT9-
 NIT
	
-	 NOUG
	 SELECT	 OPS PROC.PACE
	
ADAPTIVE YES	 S	 YES	 NIT PROC.
	
REQMT.	 TIME TO
	
PRECANNED
	
ACCORDING TO
	 UPDATES
	
COMMANDS
	
ADAPTIVEf	 t	 DD	 COMMANDING
	
NO	 NO
CONTINUE DATA
	
NO	 MONITOR WITHIN-COMING DATA
NOUG
PARAMETER	 SPACE L	 YES-.
ONLlr	 TIME TO	 R GINATOR	 FOLDOUT FRAMEnTx-	
nn	 NOT^uiur ,
1FIGURE 4.2-25 IC• SYSTEM INTERFACES
Note: Interface numbers refer to Table numbers in text.
201AUUT F".MF
	 '
47
s.
BOUT F$;^
Z
1r•
L
W
u
C
i
1
vj
N
G
W
Z
W
G_
W
G.
X
W
W
u
Z
W_
V
CA
W
V
Q
U-
or.
W
F-
z
I
N W
^ Ja
d Q
f0 X
^..'	 W
1
C
Rf L
N E
y
C a
v c
L G
•n i0
7 ^
0' a
4 Cn
c
L •^
0) 7
E N N
N O
c ^
•.r N
N
W U
.^ •
w ..I
0 C
S 0
N
O
G.
tr
0
N
L 0J
N U
7 01
6^1 C
N0!
C >
N T
rt
y
C 4
E ^
o^LL
N
rV
L
O!
ro
J
J
J
Ny
U71
L
^v
Cti
S
u
E
S
a;
y	 :^
C 7
71	 0"
E >^ 4)
0; L V
aoip L 0)
C 0 U
m > c
c N J'
O N
NN: ro
.+u.
^ J w
y C ro
> A E
n 0
aU: C
y N
0 y 7
a+ RI
N d
y v u
N C C
a u m01:3
a
v 0 m
+.J N
c
N
L
N
y
7
v
4
J
N
L
v
O.
0!
a
2
JL
U
m
o.
01
U
c01
7
ar
wW
V
0
L
m
y
N
0
O%
N N
y +^
vUC • -I
U y+
N (..	 I
ou
N v
n c
N ^
Q N
N
N
G
U
u
rt7
01
C
UA
E
C
L
u
a
S
rt:
u
.;E
0
v
Q)
U
0
C
0N
w
v
a
1C0N
w
d
Cl -
u
C
z IuZ
f"O a U a = v
c c u E c 7 c
Z h C C ^' C
I) Z
C
a C q
w 7N a0 N v'U C
.C.yO LL Y a I	 v
r
	 I! i7
uz uz O e
>^
M
..	 o >	 0	 au U U 0	 y 0	 y
W O
-^ .+ '9	 ..	 ^ E C G0CLL y n L >	 '^'^
^c 0 M C roCJ	 b	 7N	 .. N 10 0 N i0
ad
C
z^ln oau u
c
^
y
C 4)n N
W
Oy
O
c
y
Vu
Z C
o	
y C0	
0a
N
W
h Au	 t0
i0	 0U	 CJ
yW C	 rtf C	 u N^
\ 7	 ro c	 4 N
h
v
i u
W w u	 i 0 C—
UA 0 6J
u	 ~ C u2 u
vv 0 0	 n.4E, ccr
u % ?w N	 X 4
Jw.a. 0 W
0	 47
C
'
C	 y C
0 C 01W	 L N 	
01 4 ••I
U ^ c	 E a	 t C E
2 J I	 u 0!C	 ti 4
I	 U	 ^^C	 A >. 1
O
G.
.+ 0	 E w u
LL N	
C
•.I
c
I 
ro
O
S
g E v^ p0,	 g y a
w ^
N
\ yN Ch 0 EZ p N 4JW
z	 y a
,.	 y	 ►a
W	 4 N
c •.,
k	 :V	 :'1
Lc	 7 C L V
~Z	 c E E	 S R!,
0 C
E 0
w
w ij^+^
. ,y N E
	^ ♦•i	 F
y 0
V 4 Id\
O	 w w N O
LL ro L y • rte y U
Z	 1! N w U C rt1 A N
.r •n 61 E ro 01
U .4) W w 7	 1	 1	 1
.iN roc 1
uEV) 'o NC
48
	
.3
45.0 DESIGN PLAN PHASE
The IC4
 system design plan was defined in the July status
report (Reference 1). This section provides a synopsis
of the IC 4 system design plan.
The effort to design the IC 4 system detailing hardware and
software components and personnel activities will be conducted
in two phases. Phase 1 will define and design a basis IC4
system which is a rimmand and control system that is common
for all GSFC missions. The basis IC 4 system then becomes
a standard and precanned set of capabilities, functions,
hardware and software that can be used by multiple mission
disciplines. During Phase 1 the basis IC 4 system will be
defined and the design of the detailed personnel activities,
software modules and hardware components will be accomplished.
Architecture design trades will be performed as necessary
to affect the system design. Inherent in the IC 4 functional
architecture are mission unique capabilities that are not
applicable for all missions, and these functions are not
part of the basis IC 4 system. Phase 2 will demonstrate
the manner by which a complete IC 4 system is defined based
upon a hypothetical mission model. During Phase 2, a
hypothetical mission which will include selected mission
unique capabilities that have been excluded from the
basis IC 4 system will be defined. A total IC 4 system
will then be designed illustrating deltas to the basis
system necessary to accommodate the hypothetical mission
case.
Phase 1 is divided into two subtasks of activity. Subtask 1
will address the functional definition of the oasis IC 4
 system
and will depict the mission unique capabilities that are not
t,
f
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included in the basis system. Subtask 2 will be the detailed
design of the basis IC 4 system.
Phase 2 is divided into two subtasks of activity. Subtask 1
will include detailed definition of the hypothetical mission.
Subtask 2 will show the exparsion of the basis IC 4 system
design to encompass the hypothetical mission.
