Introduction
As evidenced by the large body of works (cf., e.g., the monographs [23] , [13] , [10] , [11] , [4] , [12] , [36] , [1] , [14] and the references therein) nonlinear elliptic boundary value problems have become lately the center of considerable attention, especially due to their pivotal role in such diverse disciplines as spectral and scattering theory, differential geometry, mathematical physics, etc. Meanwhile, and particularly more so in the last decade, this field of research has substantially profited from basic progress in many of the related areas in which some of its methods and techniques are rooted.
In [28] , [29] , [30] , [31] , [27] , the authors have initiated a program aimed at extending the Euclidean, constant coefficient theory from [39] , [6] , [16] , [9] to the case of Lipschitz domains in Riemannian manifolds. One notable achievement in [30] is developing a sharp linear theory for the Poisson problem with Dirichlet and Neumann boundary conditions in Lipschitz domains for the Laplace-Beltrami operator, thus extending the main results in [16] , [9] . The aim of the present paper is to continue this line of work and produce a semilinear version of the aforementioned results, which is in the nature of best possible. A task similar in spirit but in a different functional analytic setting has been accomplished in [7] , [8] .
In order to be more specific, we momentarily digress for the purpose of introducing some notation and making some definitions. Let M be a smooth, connected, compact, boundaryless manifold, of real dimension dim M = n (unless explicitly mentioned otherwise, we shall assume that n ≥ 3), equipped with a Riemannian metric tensor g = j,k g jk dx j ⊗ dx k whose coefficients satisfy
, some γ > 0.
(1.1)
The Laplace-Beltrami operator on M is then given in local coordinates by ∆u := div (grad u) = g
where we use the summation convention, take (g jk ) to be the matrix inverse to (g jk ), and set g := det (g jk ). Recall that Ω ⊂ M is called a Lipschitz domain provided ∂Ω can be described in appropriate local coordinates by means of graphs of Lipschitz functions. Also, the Sobolev scale L s (∂Ω) for each 1 < p < ∞ and 1/p < s < 1 + 1/p. For a more detailed exposition, the interested reader is referred to [32] , [37] , [3] , [2] , and especially [16] for the context of Lipschitz domains.
Returning to the mainstream discussion, here we shall be concerned with the semilinear elliptic PDE Under various growth and smoothness assumptions on Ω, N , F and u, the PDE (1.3) has received a lot of attention in the literature lately. Extending some earlier work in [38] , T. Runst and W. Sickel have considered in [32, Chapter 6 ] the case of (1.3) when Ω is smooth, the nonlinearities are of power type, and u, F belong to Sobolev-Besov-Triebel-Lizorkin spaces. In [15] , V. Isakov and A. Nachman have treated (1.3) equipped with a Dirichlet boundary condition in the case of a two dimensional Euclidean Lipschitz domain Ω and when u ∈ L 2 1 (Ω) ∩ C 0 (Ω). In [20] , J. Johnsen and T. Runst have addressed (1.3) in the framework of SobolevBesov-Triebel-Lizorkin spaces in the case of smooth domains and nonlinearities of composition type (i.e., when N (x, u) = N (u)). Related work can also be found in [18] , [13] , [5] , [22] .
In the case of Dirichlet boundary conditions, our main results (cf. Theorem 3.1 and Theorem 3.2) deal with the following situation: Ω is an arbitrary Lipschitz domain, u ∈ L p s+1/p (Ω), F ∈ L p s+1/p−2 (Ω), 0 < s < 1, 1 < p < ∞, and either N (x, u) has sublinear growth in u or a(x, u) (from (1.5)) has an admissible polynomial growth (including a limiting case of exponential behavior). Similar (albeit technically somewhat less refined) results hold in the case of Neumann boundary conditions, even in the presence of (sublinear, power type) nonlinearities in the boundary conditions; cf. Theorem 4.1 for a precise statement.
We are interested in the maximal range of indices s, p, for which (1.3) is solvable in the context of Lipschitz domains on the Sobolev-Besov scales. In this respect, we would like to stress that our results are sharp in the sense that they reduce to an optimal linear theory in the absence of nonlinearities. That is, we solve (1.6) under admissible growth conditions on a(x, u) (of polynomial and exponential nature) and for the same range of indices s, p as in [30] .
The emphasis in the approach we develop is on understanding how the solution of the linear Poisson problem depends on lower order perturbations of the LaplaceBeltrami operator. The main achievement in this regard is to prove that the nonlinear mapping V → (∆ − V ) See (2.6)-(2.7) for an exact formulation. In turn, this key estimate allows for a convenient implementation of the Schauder fixed-point theorem in the framework of Lebesgue spaces. The proof of (1.7) is a delicate argument which relies on the maximum principle, estimates for fractional powers of the Dirichlet Laplacian and interpolation. In the process, we also show that if V ∈ L n/2 is nonnegative, then the Schrödinger operator ∆ − V has the same invertibility range, when considered from L p s+1/p,0 (Ω) onto L p s+1/p−2 (Ω), as the unperturbed Laplacian ∆. The integrability exponent n/2 is natural, given the sharp unique continuation results from [17] .
The layout of the paper is as follows. In §2 we refine the treatment of the linear Dirichlet Poisson problem from [30] by allowing less regular lower order terms and by deriving more precise estimates. This is then used in §3 to prove, among other things, the solvability of (1.6). Neumann boundary conditions are considered in §4. The case of of nonlinearities N (x, u) with sublinear growth in u is treated in §5. This section also contains a more detailed analysis of several relevant examples. Finally, in §6, sufficient conditions on the data are produced so that a solution of (1.6) obeying nontangential maximal function estimates can be found. Here we also analyze the case when boundary nonlinearities are allowed. and for his constant support and interest in our work. The second named author would also like to thank Winfried Sickel and Jon Johnsen for some helpful conversations.
The linear theory revisited
We shall retain as much as possible the notation introduced in §1. The aim of this section is to prove a refined version of the well-posedness result for the Dirichlet Poisson problem for ∆ on Sobolev-Besov spaces from [30] . 
Theorem 2.1 Let Ω ⊂ M be an arbitrary Lipschitz domain and for a function V satisfying
and, in addition,
Then the Dirichlet Poisson problem
(Ω),
has a unique solution, which also satisfies
On the other hand, if s < 1/p, then the estimate
holds with
where ε > 0 is arbitrarily small and C = C(Ω, s, p, ε) > 0 is independent of V . In dimension n = 2, results similar in spirit hold provided (2.2) is replaced by
+ ε and 0 < s < 1;
− ε and 0 < s <
where ε = ε(∂Ω) ∈ (0, 
Parenthetically, we note that when r > n then (2.3) is satisfied for any s ∈ (0, 1), p ∈ (1, ∞). Another simple yet useful remark is that, if ε > 0 is small enough, then Before presenting the proof of the Theorem 2.1, we need to discuss several auxiliary results.
Lemma 2.2 Let Ω be a Lipschitz domain (of dimension ≥ 2) and fix
is compact.
Proof. Consider first the case when sp < n − 1 and r > n/2. In this scenario, we shall show that there exists ε = ε(n, p, s, r) > 0 such that
In concert with Rellich's selection lemma, this proves that, under the current assumptions, multiplication by an element from L For starters, we make the claim that there exist
s (∂Ω). Indeed, the approximating sequence {g j } j can be produced via a standard localization and mollifying procedure. There remains to prove that f belongs to the closure of the convex set C :
Assuming the opposite (and seeking a contradiction), the Hahn-Banach theorem ensures the existence of some
(Strictly speaking, what the Hahn-Banach theorem originally gives is the previous double inequality with 'zero' replaced by some real number λ. However, given that C is in fact a cone, it is easy to see that we can always assume that λ = 0.) Now, the first inequality implies Φ ≥ 0 which, in turn, contradicts the second, given that f ≤ 0. This finishes the proof of the claim made at the beginning of the paragraph.
Next, granted the current assumptions, we will show in the course of the proof of Theorem 2.1 that u (is uniquely determined by, and) depends continuously on f, g. Consequently, thanks to a limiting argument (whose implementation is routine, given the claim above), it suffices to prove (2.15) in the case when f ∈ L ∞ (Ω) and g ∈ C 0 (∂Ω), which we will assume hereafter. It is not difficult to see that these extra
With an eye on (2.15) and seeking a contradiction, assume next that there exists x 0 ∈ Ω such that u(x 0 ) < 0. If we let O be the connected component of the set {x ∈ Ω; u(x) < 0} which contains x 0 and recall that u| ∂Ω > 0, it follows that O ⊂⊂ Ω.
Let ψ ∈ C ∞ (R) be a Lipschitz, non-decreasing, odd function such that ψ(t) = 0 for |t| ≤ 1 and
Then, so we claim,
Indeed, that u i is compactly supported in O and ∇u − ∇u i L 2 (O) → 0 are consequences of u| ∂O = 0 and definitions.
Since ψ is Lipschitz and u ∈ C 1 (Ō), Lebesgue's dominated convergence theorem then yields the desired conclusion. Going further, 20) where
Proof. Clearly, it suffices to deal with the Euclidean version of (2.19). For p = 2 the statement can be found in [36, Chapter 13] and is a key ingredient in the proof of Trudinger's inequality. The argument used there readily extends, so we only outline the main steps. 21) and hat stands for the Fourier transform. Hence, 25) where θ τ := n − 2 n − 2 + 2p/τ and 1
Notice that, as τ → ∞, we have θ τ → 1, q τ → ∞ and τ /q τ → n/(n − 2). Also, θ τ → 0 and q τ → p as τ → 0. Using (2.19) in order to estimate the last factor in (2.25) produces 26) where the last inequality is a simple consequence of τ θτ ≤ Cq τ . Formally replacing q τ by τ in (2.26) (recall that q τ covers the interval (p, ∞) as τ ranges from p to ∞), we arrive at
In turn, this readily implies (2.20) 
and L p n/p (Ω) (here we need the condition that n − 1 < p < ∞). This concludes the proof of the lemma.
2
Next we initiate the
Proof of Theorem 2.1: Part I. In this first segment, we deal with the well posedness aspect of (2.4), including the accompanying estimate (2.5), in the case when r > n/2.
To this end, assume first that n ≥ 3 and consider the mappings
Granted the current assumptions, from [30] we know that the Dirichlet Laplacian Dir is an isomorphism while, from Lemma 2.2, R is compact. It follows that Dir + R is Fredholm with index zero and we claim that this operator is, in fact, an isomorphism. Clearly, to see this, it suffices to prove that Dir + R is one-to-one, a task which we now consider. To see this, assume that u ∈ L p s+
] (here and elsewhere, pr 1 denotes the natural projection onto the first factor of a Cartesian product), repeated applications of (2.14) eventually show that
where H is the (hexagonal) region described by (2.2); cf. Figure 1 . Next, (2.29) can be used to justify the integration by parts formula
which, in turn, readily entails u = 0 in Ω. This takes care of the claim made in the previous paragraph and, hence, finishes the proof of the well posedness of (2.4).
At this stage we turn our attention to (2.6). The proof of this estimate is involved and requires a number of auxiliary tools which we now begin to develop in a sequence of lemmas. Final arguments are presented in the last part of this section.
To get started, if X, Y are two Banach spaces we denote by L(X, Y ) the collection of all linear, bounded operators mapping X into Y , and equip it with the usual (strong) operator norm. This space will be further abbreviated as L(X) when X = Y .
We debut with an interpolation result. In view of the fact that
is a complex interpolation scale, it is natural to ask if for 1 < p < ∞ and 1/p < s < 1+1/p,
Since it is unclear whether the current literature on interpolation covers (2.31), in the lemma below we devise a convenient substitute, equally effective for the applications we have in mind.
Lemma 2.5 Assume that for some
(Ω)) and there exist two finite constants K, κ > 0 so that
(2.33)
This, in turn, readily yields the desired conclusion. In order to continue, we recall some useful facts about fractional powers of the Dirichlet Laplacian in Lipschitz domains. These have been proved in [24] , [30] (cf. also [26] for n = 2), following earlier work in [16] .
Proposition 2.6 Let Ω ⊂ M be an arbitrary Lipschitz domain and denote by
A := (−∆) −1/2 D
, the inverse of the square-root of the (negative of the) Dirichlet Laplacian in
is an isomorphism provided
, one can simply require that µ ≥ 0 and max {0, µ − 1} ≤ 1/p < 1.
Next, if Ω is a Lipschitz domain and V
(Ω), we consider the operator
From what we have proved so far, for each .2) if n ≥ 3, or as in (2.10) if n = 2, as long as (2.3) is satisfied. Our immediate goal is to establish estimates on the norm of the operator T V uniformly in V . As we shall see momentarily, Lemma 2.5 and Proposition 2.6 are two key ingredients in this regard.
where
Proof. In broad outline, the plan is to prove first that the estimates
hold uniformly with respect to the function V , and then to use (2.41) in conjunction with Lemma 2.5 in order to obtain (2.40) when 2 ≤ p < ∞. The situation when 1 < p < 2 is then handled via a duality argument which makes use of Proposition 2.6. Turning to specifics, the first estimate in (2.41) is seen as follows. If f ∈ L 2 1,0 (Ω) and we set u :
Now, a simple argument which involves pairing both sides of (2.42) with u and integrating by parts gives
where all the constants above depend only on the domain Ω. Clearly, (2.43) yields the desired estimate.
The proof of the second estimate in (2.41) is more challenging. Denote byṪ V the restriction of the operator (2.39) to L p s+1/p,0 (Ω), which maps this space isomorphically onto itself (granted the well-posedness of the Poisson problem (2.4)). Thus,
We also find it useful working with the operatorṪ
V which, in the same context, can be written asṪ
(2.45)
Consider the class C 0 (Ω) := {f ∈ C(Ω); f | ∂Ω = 0}, equipped with the usual supremum norm. A standard mollifier argument shows that C
Assuming that this is the case and granted that s, p are such that the Poisson problem (2.4) is well-posed, we get (
Since both (2.46) and (2.47) can be satisfied for some pair s, p within the wellposedness range for the Poisson problem (2.4), we may conclude that bothṪ
, the desired conclusion follows. In a similar fashion, one can check that
With an eye on (2.49), we shall now argue to the effect that for each V as above,
Seeking a contradiction, assume the contrary, i.e., that (2.50) is false. Then we can
Without loss of generality we can assume that sup x∈Ω f (x) = f L ∞ (Ω) , otherwise work with the function −f instead. Since f is continuous and zero at the boundary, it attains its maximum at some point 
Observe that the function u is a supersolution for the Laplace-Beltrami operator on Ω (since ∆u = V f ≥ 0 in Ω) so that, when considered on O, it must attain its maximum at a boundary point. Thus, there exists z ∈ ∂O ⊂ Ω at which
). On the other hand, the definition of
. This contradicts (2.51), and concludes the proof of (2.50).
Turning now to the task of proving (2.49), recall that for each r/(r − 1)
54)
(Ω) for any q < ∞. Then, by virtue of (2.54), we get
With (2.41) in hand and relying on Lemma 2.5, we see that (2.40) holds for each 2 ≤ p < ∞, uniformly in V .
There remains the case 1 < p < 2 which we treat next. Our strategy is based on duality and requires analyzing the action of the operator
by relying once again on Proposition 2.6, we see that matters are further reduced to
≤ C uniformly in V . However, having p ∈ (1, 2) entails p ∈ (2, ∞) and this is precisely the case already addressed. The proof of the lemma is therefore finished. 2
In our next lemma we consider the action of the operator T V on L p spaces.
where C = C(Ω, r, p) > 0 is independent of V . The estimate (2.58) also holds when n = 2 provided r > 4/3.
Proof. Assume first that n ≥ 3. To prove (2.58), we rely on the fact that 
, readily yields (2.58) provided that one can choose q ∈ (1, n/2) so that 1/r + 1/p ≤ 1/q ≤ 1/p + 2/n. As this latter condition is easily checked, (2.58) will follow as soon as we justify (2.59).
In this regard, a simple yet useful observation (whose proof amounts to an algebra exercise) is that
(2.60)
Consequently, one can always employ a factorization of the type
(Ω)) for each q ∈ (1, n/2). Turning now to the actual task of proving (2.59), fix an arbitrary f ∈ L q (Ω) which we write as f = f
(2.62)
D to the above inequalities and invoking Lemma 2.3 yields
Together with the decomposition f = f
and (2.61) with V = 0 allows us to write
as desired. This establishes (2.59) and finishes the proof of (2.58) when n ≥ 3. When n = 2 one can proceed in a similar fashion, the most notable difference being that (2.59) now becomes (
Armed with Lemma 2.7 and Lemma 2.8 we now turn to the task of establishing the following important estimates.
is an arbitrary nonnegative function, and that
0 < s < 1, 1 < p < ∞. (i) If s/(n − 1) < 1/p ≤ s, then T V L(L p s+1/p,0 (Ω),L np/(n−1−sp) (Ω)) ≤ C,(2.
65)
Proof. Consider first the situation when 0 < s/(n − 1) < 1/p ≤ s < 1 (which automatically entails n ≥ 3). The case sp = 1, 1 < p < ∞ has been dealt with in Lemma 2.7. The larger range we intend to addressed here is then a simple consequence of this and the factorization
, and both inclusions above are classical embedding results. As for (ii), i.e. the case sp > n − 1, n ≥ 2, we use (2.41) and the factorization
Next we address the case sp = n − 1 (which forces p > n − 1). When n = 2, the conclusion we seek is an immediate consequence of Lemma 2.7 and Lemma 2.4. Similar ingredients can be used to handle the case n ≥ 3 as well. The idea is to use the factorization At this stage, it remains to deal with the situation described in the point (iv) of the lemma, and our intention is to eventually interpolate between (2.40) and (2.58). To this end, recall first that the two classes, L (Ω), with 1 < p < ∞ and −1/p ≤ s, are complex interpolation scales, in the sense that for each
This observation and convexity arguments readily entail the following principle: if 
We shall use the above remark twice, first for the triangle with vertices at (ε, ε), (1−ε, 1−ε), (1/(r +ε)−1, 1−1/(r +ε)) with ε > 0 sufficiently small. In this scenario, assuming that n ≥ 3, M 1 and M 2 are controlled by C ε and − 1) ). This yields the first line in (2.68). The condition r > 1 + (1 − sp)/(2p − 2) guarantees that the point (s, 1/p) lies inside the triangle under discussion.
The second application of the aforementioned remark is similar in spirit and requires a preparatory step. Specifically, as a result of (2.58) and the factorization
. (2.75) Note that the intersection between
with 1/p = 1 is the point with coordinates (n/r − 1, 1). Inspired by this observation, we write (2.73) for the triangle with vertices at (1−ε, 1−ε), (1/(r+ε)−1, 1−1/(r+ε)), (n/(r+ε)−ε(n−1)−1, 1−ε) for some sufficiently small ε > 0. This time, assuming that n ≥ 3, we get
Availing ourselves of (2.58), (2.40), the second line of (2.68) follows. The role of r ≤ 1 + (1 − sp)/(2p − 2) and
is to ensure that the point (s, 1/p) lies inside the triangle we are currently considering.
The subcase of (iv) corresponding to n = 2 is handled similarly, and requires that r > 4/3 (cf. Lemma 2.8).
Finally, we have all the necessary ingredients in order to tackle the (|h| ± h), (2.76) so that h
For the time being, we continue to assume r > n/2. If we now denote by v
for the solutions of (2.78) with V = 0. According to Lemma 2.3 we have
(2.80)
where the last constant C in (2.81) is that appearing in the estimate (2.5) for V = 0. The case when sp > n − 1 is similar, while the case sp = n − 1 is proved with the help of Lemma 2.4. Similarly, by w V we denote the solution to
The constant C appearing in the last line is again the constant in the estimate (2.5) for V = 0. Now, u V = v V + w V solves the desired equation (2.4) and the estimates (2.6)-(2.7) follow from (2.81), (2.83) and Lemma 2.9. In the two dimensional situation, the well posedness range (2.10) is handled analogously, granted the work in [25] , [26] . Here we only want to remark that, in order to justify (2.30) 
(Ω), thanks to the aforementioned references. Since, under the current assumptions, V |u|
(Ω) is also readily verified, this takes care of (2.30) when n = 2.
Finally, we are left with the analyzing the case r = n/2, a task which we take up next. For starters, we claim that it suffices to deal with the situation when the datum f is actually selected from L q (Ω), where q is given by Assuming
(Ω), for each j, and let u ± j be the unique solution of 
(2.87)
We now make the claim that (u j ) j∈N is a Cauchy sequence in L np/(n−1−sp)
(Ω). To see this, for j, k ∈ N, we note that w := u j − u k solves the problem
Hence, by virtue of (2.87), we have
From this, our claim follows. In order to continue, let u be the limit of the sequence
(Ω). We now intend to show that u solves (2.1). Denote by u = T g (f ) the solution operator of the Poisson problem (2.1) corresponding to V := 0. In particular,
. From this we see that u = T g (f + V u), i.e., u solves (2.1).
To finish the proof of the theorem we need to show that the solution we have just constructed is unique. By linearity, this comes down to proving that the operator
is one-to-one. From what we have proved so far, this operator is onto so, given the invariance of the conditions (2.2)-(2.3) to the transformation (s, 1/p) → (1−s, 1−1/p), the desired result follows by duality. Parenthetically, let us note that we could have reached the same conclusion using the ontoness of (2.90) plus the fact that, much as in (2.28), the operator (2.90) is Fredholm with index zero. 2
Nonlinearities with polynomial growth
In this section we study the semilinear version of (2.4) in the case when the nonlinearity is allowed to have superlinear growth. In order to state our first result, recall that a function a(x, u) is called Carathéodory if it is measurable in x and continuous in u.
Theorem 3.1 Assume that Ω ⊂ M is a connected Lipschitz domain in M , where
1) 
Then there exists ε = ε(Ω) > 0 such that the problem (3. 2) has at least one solution provided the following is true: The pair (p, s) satisfies at least one of the conditions in (2.2), sp < n − 1, and 
For sp ≥ n − 1 the number m could be taken arbitrarily large as long as
. Moreover,
s and m as before, then the solution u of the boundary problem (3.2) is also unique.
Analogous results are valid in dimensions n = 2 and n = 3. If dim M = n = 3 the results stated above remain true without change, provided sp ≥ 1/2 and p(1 + s) ≥ 2. Otherwise 
If n = 2 the previous results are valid provided (2.10) is used in place of (2.2), and
for sp < 1,
By way of contrast, 1 < p < ∞, 0 < s < 1, will do in all dimensions when ∂Ω ∈ C
.
A few comments are in order here.
(i) As far as the range of validity (described by means of (2.2), (2.10)) is concerned, our theorem is in the nature of best possible. This is because the aforementioned range is optimal for the associated linear problems.
(ii) In some instances m in (3.4) can be allowed to attain the value (iv) These results can be extended to allow other types of non-linear terms. We discuss the case of sub-linear nonlinearities in §5, while in §6 we consider other classes of function spaces.
Proof of Theorem 3.1. Assume first that sp < n − 1. The idea is to consider the map 
The first order of business is to show that T is well defined. Sufficient conditions have been discussed in Theorem 2.1 in terms of the integrability properties of V (x) := a(x, u(x)). In this regard, we note that
(Ω) and
with τ := np/(n − 1 − sp), as is immediate from (3.1). Next, suppose that r has been selected as in the first line of (3.13) and assume that r ≥ n/2. The intention is to employ the estimates (2.6), (2.8) in order to deduce that
with C > 0 independent of u, and θ = θ(n, s, p, r) ∈ [0, 1). Here θ := 0 for sp ≥ 1, and is given by (2.9) when 0 < s < 1 p
. Note that this last estimate entails 1/r < 1 − 1/τ , which can be viewed as a necessary condition for (s, 1/p) to belong to the region where estimates for θ are available (cf. (i) − (iv) in Lemma 2.9).
In summary, carrying out the step outlined in the previous paragraph requires that
Clearly, the possibility of choosing r as in (3.15) hinges on whether
a condition which is equivalent to (3.3)-(3.4). Assuming that this is the case and choosing r as in (3.15) , at this stage we would like to be able to pick some R > 0 so that
Another look at (3.13)-(3.14) reveals that matters can always be arranged to that effect (by selecting R large enough) granted that m θ < 1. (ii) If θ is as in the first line of (2.9), we write (3.18) in a way which emphasizes 1/r, i.e. ( 1 p − s). In order to be able to select r as in (3.15) which also satisfies this latest condition we therefore need (3.19) or, equivalently,
We now make the claim that (3.4) implies (3.20) whenever n ≥ 4, or if n = 3 provided 2sp ≥ 1. With this aim in mind, it is sufficient to verify that
under the hypotheses just mentioned, a task to which we now turn. Given the linear nature of both sides of (3.21) in the parameter 1/q 2 ∈ (0, 2/n] and the fact that (3.21) holds when 1/q 2 = 2/n, it suffices to check (3.21) when 1/q 2 = 0. After some algebra, this limiting case eventually comes down to verifying that
which clearly holds if n ≥ 4, or if n = 3 and 2sp ≥ 1. Verifying (3.22) is done in a similar fashion; once again, matters are reduced precisely to (3.23) . Finally, when n = 3 and 2sp ≥ 1,
, then necessarily θ is as in the first line of (2 .9) and, from what we have just proved, (3.18) holds. This proves the claim made at the beginning of the paragraph.
(iii) Consider next the case when θ is as in the second line of (2.9). Note that a necessary condition for this to happen is
(as a simple geometrical argument shows) or, equivalently,
Then, in the case we are considering, mθ < 1 becomes equivalent to the estimate
). In turn, having this compatible with (3.15) requires
We now make the claim that (3.15) and (3.24) always imply (3.25) when n ≥ 4. Clearly, this will follows as soon as we prove that, for n ≥ 4,
Since (3.26) reduces to (3.24) if
, it is enough to consider the case 1 q 2 = 0 only, when (3.26) reduces to
On the other hand, (3.24) implies (3.28) as long as n ≥ 4. As for (3.27) , it suffices to check the situation when
. This, however, is clearly true for each n ≥ 3, thanks to (3.24) . The claim made at the beginning of the current paragraph is therefore justified.
Summarizing, at this point we have proved that, granted (3.16), matters can be arranged so that (3.18) holds unconditionally when n ≥ 4, or if n = 3 provided 2sp ≥ 1 and p(1 + s) ≥ 2.
We now discuss a variant of the above reasoning which will eventually allow us to get manageable conditions on m, q 1 , q 2 in the remaining cases as well. Suppose for a moment that, given r so that
}, we demand that r is sufficiently large instead of the usual condition r ≥ n/2. Say, r > σ, where σ ≥ n/2 is a parameter to be specified later. Enforcing this additional restriction requires
in lieu of (3.16) . Once again, the immediate goal is to ensure that, granted (3.29), the estimate (3.18) holds. With this in mind, in place of (3.21)-(3.22) and (3.26)-(3.27) it suffices to check that 30) and
respectively, where 0 <
}. Much as before, it suffices to check (3.30)-(3.31) only for suitable endpoint values of 1/q 1 , 1/q 2 ; we obtain:
It is now easy to see that implementing the strategy just outlined for n = 3 and n = 2 leads to the choices (3.8), (3.9), (3.10). Finally, under the same hypotheses on the numerical parameters as in the Lipschitz case, ∂Ω ∈ C 1 can also be allowed since the first inequality in (2.3) is contained in (3.15) .
Next, we make the claim that T in (3.11) is continuous and compact. Continuity follows from Theorem 2.1 and the fact that the map u → a(.,
(Ω) (since a is Carathéodory, the latter fact is a simple consequence of (3.1), (3.4) and Egoroff's theorem).
To show compactness, let (u i ) i≥1 be any bounded sequence in L τ (Ω). From (3.14) we get that v i := T u i are also uniformly bounded in L τ (Ω). Hence, introducing 
from the well posedness of the linear problem (cf. Theorem 2.1) we may conclude
(Ω) and this finishes the proof of the fact that T is compact.
On account of (3.17), Schauder's fixed-point theorem finally yields that T has a fixed point u. This, in turn, solves (3.2) and obeys (3.5).
There remains uniqueness which we tackle next. The starting point is the observation that if u 1 , u 2 are two solutions of (3.2), then v : 35) whereṼ is given bỹ
Note that, due to our current assumptions,
(Ω) for some r ≥ n/2, so that v = 0 (i.e. u 1 = u 2 ) from the uniqueness part in Theorem 2.1. This finishes the analysis of the case sp < n − 1.
The case when sp ≥ n − 1 is treated in a similar fashion and this completes the proof of the theorem.
Our next result shows that, in the previous theorem, the polynomial growth condition (3.1) can be further relaxed to an exponential type bound in the case sp ≥ n − 1. Specifically, we have the following. 
(Ω) for some t > σ, (3.40) where σ := (
. Then the boundary problem (3.38) has at least one solution u. Moreover, matters can be arranged so that (2.2) 
Proof. Consider first the somewhat simpler case sp > n − 1. It follows from Theorem 2.1 that any solution to the equation (2.4) satisfies
and, finally, consider the Poisson problem:
48) The problem (3.48) satisfies all the assumptions in Theorem 3.1 and, hence, has at least one solution u. Moreover, matters can be arranged so that the solution also satisfies the estimate (3.46). This forces a(x, u(x)) = a(x, ψ N (u(x))), thus u solves (3.38) as well. The proof of the uniqueness part parallels its counterpart in Theorem 3.1.
Next, we turn our attention to the more interesting case sp = n − 1. To begin with, define the vector space X p by setting
and equip it with the norm
It is not very difficult to check that X p is indeed a Banach space. An essential property enjoyed by functions in X p is that there exists κ = κ(M, Ω) > 0 such that
The proof of this fact can be carried out exactly as the proof of Trudinger's inequality; cf. [36, Chapter 13] for more details. Taking another look at the estimate (2.7), we learn that the solution u to the equation (2.4) belongs to X p and there exists C > 0 independent of V such that
To proceed from here, consider first the case when f ∈ L ∞ (Ω). Denote by u (±) V the solution to the boundary problem:
In this situation, relying on Lemma 2.3 we infer that 0 ≤ u
for any x ∈ Ω. (3.54)
Let us now define
Another simple yet useful observation is that for any τ ∈ [2, ∞) the set O is closed and convex in L τ (Ω). Finally, consider the operator
In order to see that v is well defined, it is sufficient to observe that for any
(Ω) for some r > n/2. This, however, is a consequence of
(Ω). Thus, the desired conclusion follows by choosing q sufficiently large, so that 1/q+1/t < 2/n. Also v = T u ∈ O by (3.54). Finally, T is a continuous and compact map in the L τ (Ω) topology for any τ ∈ [2, ∞). Continuity follows from the fact that if u i → u pointwise on Ω and all u i ∈ O, then also a(., u i (.)) → a(., u(.)) pointwise. As (3.57) gives a common majorant in L r (Ω) (for some fixed r > n/2), we see that
(Ω). With this at hand, Theorem 2.1 readily finishes the proof of the continuity of T . The proof of the compactness of T goes exactly as in Theorem 3.1. Hence, by Schauder's fixed-point theorem, the map T has a fixed point u ∈ O which, in turn, is the solution of the Poisson problem we seek. Moreover, u satisfies (3.52).
There remains to show how to dispense off the extra hypothesis
Granted what we have proved so far, at each step j, we then solve 
Neumann boundary conditions
Building on the sharp linear theory from [9] , [30] , in this section we analyze the semilinear Poisson problem with nonlinear Neumann boundary conditions. , λ ∈ R, 0 < δ < 1, then the Neumann Poisson problem
has at least a solution which satisfies 
Furthermore, when ∂Ω ∈ C
1
, we can take any s ∈ (0, 1) and p ∈ (1, ∞).
1−s (∂Ω) and recall from [33] that
is well-defined and bounded. Furthermore, by allowing an arbitrary small defect of smoothness (for the target space), this operator also becomes continuous and compact; cf. Remark 5 on p. 377 of [32] . Next, with u as above, we let v := T f,g (u) be the unique solution of the linear Poisson problem
That the latter is well posed, granted the current hypotheses, is guaranteed by the results in [30] . We aim at showing that
is a continuous, compact mapping.
). We will show that
Clearly, it suffices to prove the convergence in (4.6) for a subsequence (still denoted (v j ) j≥1 ). Since, by the estimates of the linear theory and (4.
an easy application of Rellich's selection lemma, in concert with the uniqueness in the linear theory, gives that for each small ε > 0 (and after possibly restricting to a subsequence), 9) and
Hence, once again by virtue of the estimates in the linear theory,
Clearly, this and (4.8) yield (4.6), hence the operator in (4.5) is continuous. Turning attention to the compactness of T f,g in (4.5), assume that u j ∈ L
is an arbitrary bounded sequence and set cf. (4.7) ) and the
is compact, there is no loss of generality (cf. also the discussion pertaining to (4.3)) assuming that
(Ω), (4.13) and g j converges to some g 0 in B
q,q −s (∂Ω).
Granted this and observing that
(Ω), (4.14) it follows from the well-posedness of the linear problem that
where v 0 is the unique solution of (4.14) with f j , g j replaced, respectively, by f 0 and g 0 . This proves that the operator in (4.5) is also compact.
Note that if we let B R stand for the closed ball (centered at the origin) of radius R in the space L Finally, granted that λ = 0 and the extra condition 0
(Ω × R), uniqueness for the problem (4.1) can be readily reduced to its linear version, i.e., when a(x, u) is independent of u. The reasoning when ∂Ω ∈ C 1 is similar and this finishes the proof. 2
Nonlinearities with sublinear growth
We retain our standard hypotheses on M and Ω made in Theorem 3.1. As usual, set L = ∆ − V . The main result of this section is the following. 
Theorem 5.1 Let N (x, u) be a Carathéodory function such that
has at least one solution.
On the other hand, if q : 
Similar results hold in dimension n = 2 granted that (2.10) is used in lieu of (2.2) and
in the case of Dirichlet boundary conditions. Finally, when ∂Ω ∈ C for some K = K(k 1 , k 2 ) > 0 independent of u. In particular, if we take R > 0 big enough such that (Ω); h L np/(n−1−sp) (Ω) ≤ R} into itself. Next, the fact that T is continuous and compact is seen essentially as in Theorem 3.1. Hence, by Schauder's fixed-point theorem, the map T has a fixed point T u = u. Since T u solves (5.4) we also have that u = T u ∈ L p s+1/p (Ω) and Tr u = Tr (T u) = g. This concludes the proof of the case sp < n − 1.
The remaining cases discussed in the statement of the theorem are dealt with similarly and are somewhat easier; we omit the straightforward details. 2
Example 5.1. Our first example illustrating Theorems 3.1, 4.1 is the boundary problem
(Ω), and q > 0 if sp ≥ n − 1, granted that n ≥ 4. Explicit conditions, modeled upon (3.8)-(3.10), can be also given for n = 2, 3. A case which is not directly amenable to the analysis we have developed so far corresponds to the choice of a positive sign in (5.8) . In this situation, a partial answer can be obtained by relying on Theorem 2.1 and proceeding much as in [32, Chapter 6 ] (parenthetically, it should be pointed out that this approach works only for small data).
Finally, the range −1 < q < 0 is covered by Theorem 4.1 for either choice of the sign. Furthermore, for (DP ) − one can also establish uniqueness in this range. This can be proved by adapting the argument used in [8, Example 4.5].
Next we discuss a two dimensional curvature equation (cf. also [7] , [8] for a different context).
Example 5.2. Let Ω ⊂ M be a connected Lipschitz domain on a two dimensional compact manifold M , equipped with a Riemannian metric g, whose Gauss curvature is k(x). The problem to be addressed is that of conformally altering g to a new metricg in Ω with a prescribed Gaussian curvaturek(x) ≤ 0 on Ω, and such that g| ∂Ω = g| ∂Ω .
A well known formula, whose proof can be found in, e.g., [36 Next we study conditions guaranteeing that the nonlinear Dirichlet problem just formulated satisfies the assumptions of Theorem 3.2. First, observe that we can rewrite (5.12) as . Hence, if we assume that the original metric tensor g satisfies (1.1), as well as,
(Ω), since it has the same smoothness as ∇ The conclusion is that for any s, p satisfying (2.10), and sp ≥ 1, we can uniquely extend g satisfying (5.15) and (1.1) conformally inside Ω to a new metricg with a
A discussion of the case when k,k are locally bounded in R 2 and entire solutions (with prescribed asymptotic behavior at ∞) are sought, is contained in [22] . Here γ(x) is the nontangential approach region with vertex at the boundary point x; cf. [27] , [7] . In what follows, we make the assumption that ∪ x∈∂Ω γ(x) = Ω. An issue which arises naturally in this context is that of providing an intrinsic description of the space
While at the present time this question remains open, our next definition identifies a rich linear subspace of (6.2). Specifically, let Ω be a Lipschitz subdomain of the Riemannian manifold M and 
It is helpful to observe that
In turn, this follows from Hölder's inequality and the estimate contained in the lemma below (cf. also Lemma 4.1 of [8] ).
Lemma 6.1 For every function u defined in the Lipschitz domain Ω and p > 0, there holds
Proof. The departure point is the observation that for each λ > 0,
where d Vol, d σ are, respectively, the volume element on M and the surface measure on ∂Ω. Indeed, if n = 2 then this follows from definitions and simple geometrical considerations. For n ≥ 3 the argument is slightly more involved and requires working with "tent" regions
associated with arbitrary open subsets O of ∂Ω. The idea is that (6.6) is going to be a consequence of the simple inclusion 9) used in concert with a general fact, to the effect that
, ∀ O open subset of ∂Ω. Integrating both sides in λ ∈ (0, ∞) readily yields (6.6). 2
As a consequence of (6.5), f L 1 (Ω) may be omitted from (6.4) for q large. It is not difficult to check that (6.4) is, indeed, a norm. Moreover, when endowed with (6.4), L q ρ (Ω) becomes a Banach space, a claim which is straightforward to check. Our final introductory remark is that, for n/2 < ρ ≤ ∞, 1 ≤ q ≤ ∞, Indeed, this readily follows from (6.6), Hölder's inequality and definitions. The next proposition is a consequence of [8, Theorem 2.9] . To state it, denote by tilde the extension by zero outside Ω. for some constant C = C(t, q, ρ) > 0.
We are now prepared to discuss Proof. Since, thanks to (6.14) and our current assumptions, L q ρ (Ω) ⊂ L p s+1/p−2 (Ω), the solvability of (6.20) follows from Theorem 2.1. Consider first the situation V = 0 on Ω. In this case, relying on Proposition 6.2, we see that u can be written as [27] . Thus, the estimate (6.21) follows. The case sp = n − 1 follows again from Lemma 2.4. Now the claim for arbitrary V ≥ 0 follows from the previous result for V = 0. This is due to the fact that we once again have 0 ≤ u As a corollary, we can further augment the statement of Theorem 3.1 in the following way. To keep the matters simple we will consider only the case sp < n − 1. , (6.27) then the boundary problem (6.25) has at least one solution u which satisfies The well posedness of the above boundary value problem follows from our assumptions, the second part of Proposition 6.2 and the results in [31] . Moreover, v obeys
(6.37)
Hence if δ < 1, we have v ∈ O R , provided we pick R large enough so that the right side of (6.37) is ≤ R. On the other hand, if δ ≥ 1 and the number k 1
(Ω) is small, it is a simple calculus exercise to check that there exists R > 0 so that
(6.38)
For such R, if f and g are small in the norm, clearly R is bigger than the right side of (6.37) so that, again, v ∈ O R . Thus, in either case there exists a choice of R which guarantees that T : O R → O R is well-defined. Finally, thanks to our hypotheses (6.30), (6.31), it is not too hard to see that in fact the operator T is also continuous and compact (cf. also Theorem 2.4 of [7] for the latter claim). Consequently, by Schauder's theorem, T has a fixed point in O R , as desired.
