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Let  be an arbitrary integral domain, let  = {λ1, . . . , λn}be a
multiset of elements of , let σ be a permutation of {1, . . . , k}, let
n1, . . . , nk be positive integers such that n1 + · · ·+ nk = n, and for
r = 1, . . . , k let Ar ∈ nr×nσ(r) . We are interested in the problem of
finding a blockmatrix Q = [Qrs]kr,s=1 ∈ n×n with spectrum and
such that Qrσ(r) = Ar for r = 1, . . . , k. Cravo and Silva completely
characterized the existence of such a matrix when  is a field. In
this work we construct a solution matrix Q that solves the problem
when  is an integral domain with two exceptions: (i) k = 2; (ii)
k  3, σ(r) = r and nr > n/2 for some r.
Whatmakes thiswork quite unique in this area is thatwe consider
the problem over the more general algebraic structure of integral
domains, which includes the important case of integers. Further-
more, we provide an explicit and easy to implement finite step algo-
rithm that constructs an specific solution matrix (we point out that
Cravo and Silva’s proof is not constructive).
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In general, an inverse eigenvalue problem consists of the construction of a matrix with prescribed
structural and spectral constrains. This is a two levels problem: (i) in a first theoretical level the target
is to find necessary and sufficient conditions for the existence of a solution matrix with the given
constrains, (ii) in a second practical level the target is the effective construction of such a matrix. An
account of inverse eigenvalue problems and extensive bibliography can be found in Chu and Golub [4].
A particular class of inverse eigenvalue problems are completion problems: given a matrix P with
some of its entries prescribed, we would like to decide if and howwe can choose unprescribed entries
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of P in such a way that the completed matrix satisfies certain spectral properties. A survey on these
type of problems is given by Ikramov and Chugunov in [7], where they are specially interested in the
development of finite rational algorithms to construct a solution matrix. A different approach to the
problem is given by Chu et al. in [3], where they consider gradient flow methods. An extensive list of
results in completion problems is given by Borobia in [1].
In a recentwork (see [2]),we started to considermatrix completionproblemsover integral domains.
Inparticularweadapted theHerskowitz result [6] onmatriceswith2n−3prescribedentries overfields
to its analogous over integral domains. Moreover, we described a finite step algorithm to construct a
solution matrix. In this paper we continue extending to integral domains results that were originally
stated for fields, in this case by considering the result of Cravo and Silva [5] on block matrices with
square blocks on the main diagonal and a diagonal of blocks prescribed. We will also describe a finite
step algorithm to construct a solution matrix.
In the following definitionwe introduce a special notation for blockmatrices that will be used from
now on.
Definition 1.1. Let be any integral domain and let =  ∪ {}where denotes an element that
is unprescribed. Let σ be a permutation of {1, . . . , k} and let n, n1, . . . , nk be positive integers such
that n = n1 + . . . + nk . Without loss of generality we will assume that n1  n2, . . . , nk . Under this
conditions we define (n : n1, . . . , nk; σ) to be the set composed of all block matrices
Q =
⎡
⎢⎢⎢⎢⎣
Q11 · · · Q1k
...
. . .
...
Qk1 · · · Qkk
⎤
⎥⎥⎥⎥⎦ ∈ 
n×n
such that:
1. Qrs is a matrix of size nr × ns for r, s = 1, . . . , k.
2. All the entries of Qrs belong to  if σ(r) = s.
3. All the entries of Qrs are equal to if σ(r) = s.
Let Q ∈ (n : n1, . . . , nk; σ) and let = {λ1, . . . , λn}be a multiset of elements of. The aim of
this work is to find a completion of Q with spectrum. This is clearly not possible when σ = id (that
is, all blocks Q11, . . . ,Qkk are prescribed) and q11 + · · · + qnn = λ1 + · · · + λn. If this is the case then
we say that Q is inconsistent with . In all other cases we will say that Q is consistent with .
The original Cravo and Silva’s result can be restated in a more convenient way for our purposes.
Theorem 1.1 (Cravo and Silva [5, Theorem 3]). Let F be an arbitrary field, let k  3, let σ be a per-
mutation of {1, . . . , k} and let n, n1, . . . , nk be positive integers such that n = n1 + . . . + nk. Let
 = {λ1, . . . , λn}be a multiset of elements of F and let Q ∈ F(n : n1, . . . , nk; σ) be a matrix con-
sistent with . Then Q can be completed to a matrix in Fn×n with spectrum  if and only if one of the
following cases is satisfied:
1. σ(1) = 1.
2. σ(1) = 1 and n1  n/2.
3. σ(1) = 1, n1 > n/2, and the invariant polynomials f1| · · · |fn1 of Q11 satisfy
f1 · · · f2n1−n|(x − λ1) · · · (x − λn).
Now we state our main result maintaining the same structure.
Theorem 1.2. Let  be an arbitrary integral domain, let k  3, let σ be a permutation of {1, . . . , k} and
let n, n1, . . . , nk be positive integers such that n = n1 + . . .+ nk. Let = {λ1, . . . , λn}be a multiset of
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elements of  and let Q ∈ (n : n1, . . . , nk; σ) be a matrix consistent with . Then Q can be completed
to a matrix in n×n with spectrum  in any of the following cases:
1. σ(1) = 1.
2. σ(1) = 1 and n1  n/2.
Moreover, we will describe a finite step algorithm to construct a solution matrix.
Remark 1.1. The only case that we do not consider in Theorem 1.2 occurs when σ(1) = 1 and
n1 > n/2. This case seems to be quite complicated for integral domains. A particular situation that
can be immediately solved is if Q11 is filled with elements that belongs to a proper ideal of  and
 = {1, . . . , 1}. In this situation the determinant of any completion of Q can not be equal to 1, so Q
can not be completed to achieve spectrum .
Remark 1.2. The 2×2 blockmatrix case is completely solved for fields in [5]. Surprisingly, it is amore
elusive case for integral domains.
2. Notation
For convenience of the reader we provide a list of most of the notation that we will use, although
the motivation for some of the notation will not become apparent until later.
•  denotes an arbitrary integral domain.
•  denotes the set  ∪ {},where denotes an element that is unprescribed.
• Given s1, s2 ∈  with at least one of the elements equal to, we define
s1  s2 =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
 if s1 = s2 = ,
s1 if s1 ∈  and s2 = ,
s2 if s1 =  and s2 ∈ .
Operation  is not defined if both s1 and s2 belong to .
• n×m denotes the set of n × mmatrices with entries in .
• Let Q ∈ n×m. By #Q we denote the number of prescribed entries in Q .
• Let Q ∈ n×m, I ⊂ {1, . . . , n} and J ⊂ {1, . . . ,m}. We denote by
Q [I,J ] ∈ #I×#J
the submatrix of Q composed by the entries on the rows indexed by I and on the columns indexed
by J .
• Sn denotes the symmetric group on n elements. And (i j) ∈ Sn denotes the transposition of i and j.
• Let τ ∈ Sn and let Q = [qij]ni,j=1 ∈  n×n. We define
τ(Q) = [qτ(i) τ (j)]ni,j=1 .
If Q ∈ n×n then τ(Q) = TQT−1, where T is the permutation matrix corresponding to τ .
• For P,Q ∈  n×n we say that they are related if P = τ(Q) or P = τ(QT ) for some τ ∈ Sn. It
is clear that this defines an equivalence relation. By E(Q) we denote the equivalence class of Q ,
that is,
E(Q) = {τ(Q) : τ ∈ Sn} ∪ {τ(QT ) : τ ∈ Sn}.
Notice that if Q ∈ n×n then all matrices in E(Q) have the same spectrum.
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3. Platformmatrices
In this section we introduce a special class of partially prescribed matrices, the platform matrices.
And we will see how to complete a platformmatrix to a matrix with any spectrum. Suppose now that
we are given a block matrix Q ∈ (n : n1, . . . , nk; σ) and that we desire to complete Q to obtain a
matrix with any arbitrary spectrum  = {λ1, . . . , λn} . In Section 4 we will construct, for the cases
described in Theorem 1.2, a platformmatrix P in the equivalence class E(Q). This closes the argument
since the completion of P to a matrix with spectrum  induces a completion of Q to a matrix with
spectrum .
Definition 3.1. We say that P ∈  n×n, n  2, is a platform matrix if the following properties are
verified:
P1. #P[{1, 2}, {1, 2}]  1,
P2. #P[{1, 2}, {j}]  1 for 3  j  n,
P3. #P[{i}, {1, 2, 3}]  1 for 3  i  n,
P4. #P[{2h − 1, 2h}, {j}]  1 for 4  2h  j  n,
P5. #P[{i}, {2h, 2h + 1}]  1 for 5  2h + 1  i  n.
In other words, P is a platformmatrix if the number of prescribed entries in each box of the following
equation is at most one:
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p11 p12 p13 p14 p15 p16 p17 p18 · · ·
p21 p22 p23 p24 p25 p26 p27 p28
p31 p32 p33 p34 p35 p36 p37 p38 · · ·
p41 p42 p43 p44 p45 p46 p47 p48
p51 p52 p53 p54 p55 p56 p57 p58 · · ·
p61 p62 p63 p64 p65 p66 p67 p68
p71 p72 p73 p74 p75 p76 p77 p78 · · ·
p81 p82 p83 p84 p85 p86 p87 p88... ... ... . . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (1)
Note that the structure of boxes in P[{3, 4, . . . , n}, {4, 5, . . . , n}] is very regular.
In what follows we define for a given platform matrix P of order n a reduced matrix of order n − 1
that will be denoted by (P). The interesting point, as we will see, is that ((P))T is also a platform
matrix.
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Definition 3.2. The reduction of a platform matrix P = [pij]ni,j=1 of order n is defined as
(P) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
   · · · 
p31  p32 p33 p34 · · · p3n
p41  p42 p43 p44 · · · p4n
...
...
...
. . .
...
pn1  pn2 pn3 pn4 · · · pnn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈  (n−1)×(n−1). (2)
Note that pi1  pi2 is well defined for i = 3, . . . , n since #
[
pi1 pi2
]
 #
[
pi1 pi2 pi3
]
 1.
Remark 3.1. Observe that acts only on the first two rows and first two columns of P. More precisely,
in terms of submatrices we have
(P)[{2, 3, . . . , n − 1}, {2, 3, . . . , n − 1}] = P[{3, 4, . . . , n}, {3, 4, . . . , n}].
Lemma 3.1. If P ∈  n×n, n  3, is a platform matrix then ((P))T is also a platform matrix.
Proof. First we draw certain boxes over the entries of (P) as indicated in the equation below:
(P) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
      
p31  p32 p33 p34 p35 p36 p37 p38 · · ·
p41  p42 p43 p44 p45 p46 p47 p48
p51  p52 p53 p54 p55 p56 p57 p58 · · ·
p61  p62 p63 p64 p65 p66 p67 p68
p71  p72 p73 p74 p75 p76 p77 p78 · · ·
p81  p82 p83 p84 p85 p86 p87 p88... ... ... . . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3)
Note that ((P))T has the pattern of boxes that defines platformmatrices of order n− 1. To conclude
the proof we check that each box in Eq. (3) has at most one prescribed entry:
• #(P)[{1, 2}, {1, 2}] = #
[
p31  p32 p33
]
= #
[
p31 p32 p33
]
 1.
• For j = 3, . . . , n − 1 we have
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#(P)[{1, 2, 3}, {j}] = #
⎡
⎢⎢⎢⎣

p3,j+1
p4,j+1
⎤
⎥⎥⎥⎦ = #
⎡
⎣ p3,j+1
p4,j+1
⎤
⎦  1.
• For i = 3, . . . , n − 1 we have
#(P)[{i}, {1, 2}] = #
[
pi+1,1  pi+1,2 pi+1,3
]
= #
[
pi+1,1 pi+1,2 pi+1,3
]
 1.
• The rest of the boxes of (P) are also boxes in the platform matrix P, so they contain at most one
prescribed entry. 
A key component of the induction process that wewill employ to prove Theorem 1.2 is based in the
following result, which is a simplified version for integral domains of a result first obtained by Šmigoc
in [8] for fields.
Lemma 3.2 (Borobia et al. [2]). Let a ∈ ; b, c ∈ n−2 and D ∈ (n−2)×(n−2). Define the matrix:
B =
⎡
⎣ a b
T
c D
⎤
⎦ ∈ (n−1)×(n−1). (4)
For any x, λ ∈  and any y ∈ n−2 define the matrix:
B[x, λ, y] =
⎡
⎢⎢⎢⎣
x + λ x yT
a − x − λ a − x bT − yT
c c D
⎤
⎥⎥⎥⎦ ∈ 
n×n. (5)
Then the spectrum of B[x, λ, y] consists of the spectrum of B with λ adjoined.
Let P be a platform matrix. In the next lemma we show how to construct a completion of P from a
completion of (P). Moreover, the completions of (P) and P will be of types (4) and (5), respectively,
therefore their spectra will be related as indicated in Lemma 3.2.
Lemma 3.3. Let P be a platformmatrix of order n, let B be a completion of(P), and let λ ∈ . Then there
exists a completion of P whose spectrum consists of the spectrum of B with λ adjoined.
Proof. We split the matrices P, (P) and B into blocks as follows:
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p11 p12 p13 · · · p1n
p21 p22 p23 · · · p2n
p31 p32
...
... R
pn1 pn2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ n×n,
(P) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
  · · · 
p31  p32
... R
pn1  pn2
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈ (n−1)×(n−1),
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B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
a b1 · · · bn−2
c1
... D
cn−2
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈ (n−1)×(n−1).
The idea is to construct a completion of P so that we can apply Lemma 3.2. Therefore we construct
adequate completions of each of the blocks of P as follows:
1. Choose x ∈  such that
⎡
⎣ x + λ x
a − x − λ a − x
⎤
⎦ is a completion of
⎡
⎣ p11 p12
p21 p22
⎤
⎦. This can be done
since #
⎡
⎣ p11 p12
p21 p22
⎤
⎦  1.
2. For j = 1, . . . , n − 2, choose yj ∈  such that
⎡
⎣ yj
bj − yj
⎤
⎦ is a completion of
⎡
⎣ p1,j+2
p2,j+2
⎤
⎦. This
can be done since #
⎡
⎣ p1,j+2
p2,j+2
⎤
⎦  1.
3. For i = 1, . . . , n − 2,
[
ci ci
]
is already a completion of
[
pi+2,1 pi+2,2
]
. This is true since
#
[
pi+2,1 pi+2,2
]
 1 and [ ci ] is a completion of
[
pi+2,1  pi+2,2
]
.
4. D is already a completion of R.
Then
B[x, λ, y] =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x + λ x y1 · · · yn−2
a − x − λ a − x b1 − y1 · · · bn−2 − yn−2
c1 c1
...
... D
cn−2 cn−2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ n×n
is a completion of P such that B and B[x, λ, y] correspond to types (4) and (5), respectively. By
Lemma 3.2 we conclude that the spectrum of B[x, λ, y] consists of the spectrum of B with λ ad-
joined. 
The next result says that the platform matrices can be completed to obtain any desired spectrum.
The proof is by induction, more precisely, it uses Lemma 3.3 to reduce the completion problem for a
platform matrix of order n to the completion problem for a platform matrix of order n − 1.
Theorem 3.1. Let  = {λ1, . . . , λn} be a multiset of n  2 elements in  and let P ∈ n×n be a
platform matrix. Then P can be completed to a matrix with spectrum .
Proof. Webegin by showing that the theoremholds for n = 2.Assume P ∈ 2×2 is a platformmatrix.
Then P is of one of the types in the first column of the table below, where x ∈ . The second column
of the table shows the corresponding desired completions of P with spectrum {λ1, λ2}:
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P Completion of P
⎡
⎣ 
 
⎤
⎦
⎡
⎣ λ1 0
0 λ2
⎤
⎦
⎡
⎣ x 
 
⎤
⎦
⎡
⎣ x x − λ2
λ1 − x λ1 + λ2 − x
⎤
⎦
⎡
⎣ 
 x
⎤
⎦
⎡
⎣ λ1 + λ2 − x λ1 − x
x − λ2 x
⎤
⎦
⎡
⎣ x
 
⎤
⎦
⎡
⎣ λ1 x
0 λ2
⎤
⎦
⎡
⎣ 
x 
⎤
⎦
⎡
⎣ λ1 0
x λ2
⎤
⎦
Now we proceed by induction on n. Let P ∈ n×n be a platform matrix, and let {λ1, . . . , λn} be a
givenmultiset of elements that belong to. It follows fromLemma3.1 that ((P))T is aplatformmatrix
ofordern−1. So, by inductionhypothesis, ((P))T canbecompleted toamatrixB ∈ (n−1)×(n−1)with
spectrum {λ1, . . . , λn−1}. Clearly BT is a completion of (P) with the same spectrum. In Lemma 3.3
we showed how to construct, for adequates x ∈  and y ∈ n−2, a matrix BT[x, λn, y] ∈ n×n with
the spectrum equal to the spectrum of BT with λn adjoined and such that B
T[x, λn, y] is a completion
of P. 
4. The alternating (n : n1, . . . , nk)-partition
A matrix Q ∈ (n : n1, . . . , nk; σ) has its prescribed entries concentrated in k groups or blocks.
Let P be a partition of the set {1, . . . , n} into k parts of n1, . . . , nk elements, respectively. We will
construct a matrix QP in the equivalence class of Q obtained by a rearrangement of the prescribed
entries of Q induced byP . The challenge is to find a partitionP that disperses the prescribed entries of
Q all around thematrix and in such away thatQP is a platformmatrix.We are interested in a particular
partition with such a property that we will call the alternating (n : n1, . . . , nk)-partition.
Definition 4.1. Let n, n1, . . . , nk be positive integers such that n = n1+ . . .+nk . An (n : n1, . . . , nk)-
partition is a partition {P1, . . . ,Pk} of {1, . . . , n} such that #Pi = ni for i = 1, . . . , k.
Definition 4.2. Let Q ∈ (n : n1, . . . , nk; σ) and let P = {P1, . . . ,Pk} be an (n : n1, . . . , nk)-
partition. By QP we denote the matrix defined as follows:
QP [Pr,Ps] = Qrs for r, s = 1, . . . , k.
Note that QP ∈ E(Q) and for the individual entries of QP we have:
1. QP [{i}, {j}] ∈  if i ∈ Pr , j ∈ Ps and σ(r) = s,
2. QP [{i}, {j}] =  if i ∈ Pr , j ∈ Ps and σ(r) = s.
Since QP [Pr,Ps] = Qrs for r, s = 1, . . . , k, it is clear that QP = E(Q), then QP = τ(Q) for some
τ ∈ Sn. To determine τ we proceed as follows. Suppose that index i ∈ Pr = {Pr1,Pr2, . . . ,Prnr }, with
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i = Prti . Then, the ith row of QP is a rearrangement of the
(∑r−1
l=1 nl + ti
)
-th row of Q . Doing this with
all rows of QP we get the permutation τ . Moreover, if j ∈ Ps = {Ps1,Ps2, . . . ,Psns}, with j = Pstj ,
then the (i, j)-entry of QP is the
(∑r−1
l=1 nl + ti,
∑s−1
l=1 nl + tj
)
-entry of matrix Q .
Example. Letσ be the permutation of {1, 2, 3, 4} given byσ(1) = 4, σ (2) = 2, σ (3) = 1, σ (4) = 3.
And let
Q =
⎡
⎢⎢⎢⎢⎢⎢⎣
Q11 Q12 Q13 Q14
Q21 Q22 Q23 Q24
Q31 Q32 Q33 Q34
Q41 Q42 Q43 Q44
⎤
⎥⎥⎥⎥⎥⎥⎦
∈ (8 : 3, 2, 1, 2; σ).
The prescribed blocks of Q are
Q14 =
⎡
⎢⎢⎢⎣
a11 a12
a21 a22
a31 a32
⎤
⎥⎥⎥⎦ , Q22 =
⎡
⎣ b11 b12
b21 b22
⎤
⎦ , Q31 =
[
c11 c12 c13
]
, Q43 =
⎡
⎣ d11
d21
⎤
⎦
that is,
Q =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
      a11 a12
      a21 a22
      a31 a32
   b11 b12   
   b21 b22   
c11 c12 c13     
     d11  
     d21  
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ (8 : 3, 2, 1, 2; σ).
Consider the (8 : 3, 2, 1, 2)-partition of {1, . . . , 8} given by
P = {P1 = {1, 5, 7},P2 = {2, 4},P3 = {3},P4 = {6, 8}}.
According to Definition 4.2 we construct
QP =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
     a11  a12
 b11  b12    
c11    c12  c13 
 b21  b22    
     a21  a22
  d11     
     a31  a32
  d21     
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ E(Q). (6)
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Note that QP = τ(Q), where τ is the permutation given by
τ(1) = 1, τ (2) = 4, τ (3) = 6, τ (4) = 5, τ (5) = 2, τ (6) = 7, τ (7) = 3, τ (8) = 8.
So, for example:
QP(5, 6) = Q(τ (5), τ (6)) = Q(2, 7) = a21 and
QP(6, 3) = Q(τ (6), τ (3)) = Q(7, 6) = d11.
Quite often a matrix with no contiguous prescribed entries is a platform matrix, as for instance
matrix (6) in the previous example. The reason is that a matrix with no contiguous prescribed entries
directly satisfies conditions P2, P4 and P5 of the definition of platform matrices. Corollary 4.1 below
says that if a partitionP satisfies certain conditions thenQP has no contiguous prescribed entries. First
we give two auxiliary technical lemmas.
Lemma 4.1. Let Q ∈ (n : n1, . . . , nk; σ) and let P = {P1, . . . ,Pk} be an (n : n1, . . . , nk)-partition.
Let J ⊂ {1, . . . , n} be such that the number of elements of J ∩ Ph is at most one for h = 1, . . . , k. Then
for any i ∈ {1, . . . , n} we have that #QP [{i},J ]  1.
Proof. Let r be such that i ∈ Pr . According to Definition 4.2 we have QP [{i}, {j}] ∈  if and only if
j ∈ Pσ(r). At most one element of J is an element of Pσ(r), so QP [{i},J ] has at most one prescribed
entry. 
Lemma 4.2. Let Q ∈ (n : n1, . . . , nk; σ) and let P = {P1, . . . ,Pk} be an (n : n1, . . . , nk)-partition.
Let I ⊂ {1, . . . , n} be such that the number of elements of I ∩ Ph is at most one for h = 1, . . . , k. Then
for any j ∈ {1, . . . , n} we have that #QP [I, {j}]  1.
Proof. Let s be such that j ∈ Ps. According to Definition 4.2 we have QP [{i}, {j}] ∈  if and only if
i ∈ Pσ−1(s). Atmost one element of I is an element ofPσ−1(s), soQP [I, {j}] has atmost one prescribed
entry. 
Corollary 4.1. Let Q ∈ (n : n1, . . . , nk; σ) and let P = {P1, . . . ,Pk} be an (n : n1, . . . , nk)-
partition. Suppose that Ph has no consecutive integers for h = 1, . . . , k. Then QP has no contiguous
prescribed entries.
Proof. Applying Lemmas 4.1 and 4.2 we have #QP [{i, i+1}, {j}]  1 and #QP [{i}, {j, j+1}]  1. 
In order to apply Corollary 4.1 we construct partitions with, if possible, no consecutive integers in
any of its parts. With this aimwewill construct a special partitionA = {A1, . . . ,Ak} that we will call
alternating. Additionally, we will require that 1 ∈ A1, 2 ∈ A2, and 3 ∈ A3 with the purpose that QA
satisfies property P3 of the definition of platform matrices.
Algorithm. Given n, n1, . . . , nk be positive integers with k  3, n1  n2, . . . , nk , and n = n1 +· · · + nk , this algorithm constructs the alternating (n : n1, . . . , nk)-partition {A1, . . . ,Ak}:
Step 0: A1 := ∅; . . . ;Ak := ∅; c1 := n1; . . . ; ck := nk .
Step 1:
A1 := A1 ∪ {1}; c1 := c1 − 1;
A2 := A2 ∪ {2}; c2 := c2 − 1;
A3 := A3 ∪ {3}; c3 := c3 − 1;
h := 3.
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Step 2: If {i : 4  i  k, ni = n1} = ∅ then let {i1, . . . , it} := {i : 4  i  k, ni = n1} and
Ai1 := Ai1 ∪ {h + 1}; ci1 := ci1 − 1;
...
...
Ait := Ait ∪ {h + t}; cit := cit − 1;
h := h + t; Goto Step 5.
Step 3: If c1 > c2 = · · · = ck = 0 then
A1 := A1 ∪ {h + 1, h + 2, . . . , n}; c1 := c1 − (n − h) = 0;
h := h + (n − h) = n; STOP.
Step 4: If c1 > c2, . . . , ck then let s := max{i : 2  i  k, ci > 0} and
A1 := A1 ∪ {h + 1}; c1 := c1 − 1;
As := As ∪ {h + 2}; cs := cs − 1;
h := h + 2; Goto Step 3.
Step 5: If c1 = · · · = ck = 0 then STOP.
Step 6: If c1 = cq2 = · · · = cql > cj1 , . . . , cjr with l  2, r  0 and {1, q2, . . . , ql} ∪ {j1, . . . , jr} ={1, . . . , n} then
A1 := A1 ∪ {h + 1}; c1 := c1 − 1;
Aq2 := Aq2 ∪ {h + 2}; cq2 := cq2 − 1;
...
...
Aql := Aql ∪ {h + l}; cql := cql − 1;
h := h + l; Goto Step 5.
Lemma 4.3. The alternating (n : n1, . . . , nk)-partition A = {A1, . . . ,Ak} contains a part with consec-
utive integers if only if n1 > n/2. Moreover, if n1 > n/2 then the part that contains consecutive integers
is A1 and they are 2n − 2n1, 2n − 2n1 + 1, . . . , n.
Proof. Consider the algorithm that constructs the alternating partition A. Steps 1 and 2 assign each
of the first 3 + #{i : 4  i  k, ni = n1} integers to a different part of A with 1 assigned to A1.
When Step 4 or Step 6 act they assign t  2 consecutive integers each one to a different part of
A with the first integer assigned to A1. Finally, when Step 3 acts it assigns the last consecutive in-
tegers to A1. Therefore if some part of A has consecutive integers, it is A1 and they are assigned in
Step 3.
Note that if Step 2 makes any assignments or the algorithm reaches Step 5, then Steps 5 and 6 will
repeat until it finishes with Step 5, and so there will not be any consecutive integers in the same part
of A. Then the alternating partition contains consecutive integers if and only if the only steps that
make assignments are Steps 1, 3 and 4, and Step 3 assigns two or more elements to A1. So 1, . . . , n
are assigned consecutively to
Step 1︷ ︸︸ ︷
A1,A2,A3,
Step 4︷ ︸︸ ︷
A1,As1 , . . . ,
Step 4︷ ︸︸ ︷
A1,Asm ,
Step 3︷ ︸︸ ︷
A1, . . . ,A1 where s1, . . . , sm = 1. (7)
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Therefore the last n1 − (n2 + · · ·+ nk)+ 1 integers are assigned toA1. To assure that there are really
two consecutive integers we obtain the inequality n1 − (n2 + · · · + nk) + 1  2, which is equivalent
to n1 > n/2.
If n1 > n/2 then Step 2 has no assignment since n1 > n2, . . . , nk . Moreover, after Step 1 we
have
c1 = n1 − 1 > n2 + · · · + nk − 1 = c2 + · · · + ck + 1 > c2, . . . , ck.
If Step 3 acts then the algorithm stops and we are in the situation described in (7) without Step
4. If Step 3 does not act then Step 4 must act with the assignment of integers 4 and 5 to A1 and
As1 , respectively. Let c′1, . . . , c′k be the reassignment of parameters c1, . . . , ck produced in Step 4.
Then
c′1 = c1 − 1 > c2 + · · · + ck = c′2 + · · · + c′k + 1 > c′2, . . . , c′k.
When we return to Step 3 if it acts then we are in the situation described in (7). Otherwise Step 4
must act again as before by assigning integers 6 and 7 toA1 andAs2 , respectively. We repeat the same
arguments till Step 3 acts, then the algorithm stops and we are in the situation described in (7). So the
last n1 − (n2 + · · · + nk) + 1 integers are assigned to A1. By an easy computation we conclude that
the last integers assigned to A1 are 2n − 2n1, 2n − 2n1 + 1, . . . , n. 
Example. The following are examples of alternating (n : n1, . . . , nk)-partitions:
1. The alternating (12 : 3, 3, 3, 3)-partition is
{A1 = {1, 5, 9}, A2 = {2, 6, 10}, A3 = {3, 7, 11}, A4 = {4, 8, 12}}.
2. The alternating (15 : 6, 3, 4, 2)-partition is
{A1 = {1, 4, 6, 8, 10, 13}, A2 = {2, 11, 14}, A3 = {3, 9, 12, 15},A4 = {5, 7}}.
3. The alternating (15 : 9, 1, 1, 2, 2)-partition is
{A1 = {1, 4, 6, 8, 10, 12, 13, 14, 15}, A2 = {2}, A3 = {3}, A4 = {9, 11}, A5 = {5, 7}}.
In our next result we will consider Q ∈ (n : n1, . . . , nk; σ) and A to be the alternating (n :
n1, . . . , nk)-partition. We will show that in certain cases QA is a platformmatrix or almost a platform
matrix.
Theorem 4.1. Let Q ∈ (n : n1, . . . , nk; σ) where k  3, let A = {A1, . . . ,Ak} be the alternating
(n : n1, . . . , nk)-partition, and let Q ′A be the matrix obtained from QA by replacing the entry in the first
row and first column by. Then the following claims are satisfied:
1. If σ(1)  3 then QA is a platform matrix.
2. If σ(1) = 1, σ(2)  3, and n1  n/2 then QA is a platform matrix.
3. If σ = id and n1  n/2 then Q ′A is a platform matrix.
Proof. We are going to check for QA, or Q ′A, the properties of a platform matrix:
P1. 1. Note that 1 ∈ A1, 2 ∈ A2 and σ(1)  3. We consider three possibilities for σ(2):
• σ(2) = 1. Then QA[{1, 2}, {1, 2}] =
⎡
⎣ 
x 
⎤
⎦where x ∈ .
• σ(2) = 2. Then QA[{1, 2}, {1, 2}] =
⎡
⎣ 
 x
⎤
⎦where x ∈ .
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• σ(2)  3. Then QA[{1, 2}, {1, 2}] =
⎡
⎣ 
 
⎤
⎦.
2. Note that 1 ∈ A1, 2 ∈ A2, σ(1) = 1 and σ(2)  3. Then
QA[{1, 2}, {1, 2}] =
⎡
⎣ x 
 
⎤
⎦ where x ∈ .
3. Note that 1 ∈ A1, 2 ∈ A2, σ(1) = 1, and σ(2) = 2. Then
QA[{1, 2}, {1, 2}] =
⎡
⎣ x 
 y
⎤
⎦ and Q ′A[{1, 2}, {1, 2}] =
⎡
⎣ 
 y
⎤
⎦ where x, y ∈ .
P2. Since 1 ∈ A1 and 2 ∈ A2 then by Lemma 4.2 we have that #QA[{1, 2}, {j}]  1 for j  3 in
the first two cases. And so does Q ′A in the third case.
P3. Since 1 ∈ A1, 2 ∈ A2 and 3 ∈ A3 then by Lemma 4.1 we have that #QA[{i}, {1, 2, 3}]  1
for i  3 in the first two cases. And so does Q ′A in the third case.
P4–P5. Note that theseproperties couldonly be violatedby the existenceof certainpairs of contiguous
prescribed entries in QA or in Q ′A.
1. We consider two subcases for σ(1)  3:
(a) n1  n/2. It follows from Lemma 4.3 that no part of the alternating partition A has
consecutive integers. So by Corollary 4.1 the matrix QA has no contiguous prescribed
entries.
(b) n1 > n/2. It follows from Lemma 4.3 that the only part of the alternating partition that
has consecutive integers isA1, and that they are 2n−2n1, 2n−2n1+1, . . . , n. According
to Definition 4.2 we can conclude that:
· #QA[{i, i + 1}, {j}] = 2 if and only if i  2n − 2n1 and j ∈ Aσ(1). But these
submatrices do not correspond to the boxes defined in property P4 because j /∈ A1
implies j < 2n − 2n1  i.· #QA[{i}, {j, j + 1}] = 2 if and only if j  2n − 2n1 and i ∈ Aσ−1(1). But these
submatrices do not correspond to the boxes defined in property P5 because i /∈ A1
implies i < 2n − 2n1  j.
2. Since n1  n/2 then we conclude, as in (1.a), that QA has no contiguous prescribed entries.
3. Since n1  n/2 then we conclude, as in (1.a), that QA has no contiguous prescribed entries.
And even more so for Q ′A. 
5. The proof of the main result
Theorem 5.1. Let  be an arbitrary integral domain, let k  3, let σ be a permutation of {1, . . . , k} and
let n, n1, . . . , nk be positive integers such that n = n1 + . . .+ nk. Let = {λ1, . . . , λn}be a multiset of
elements of  and let Q ∈ (n : n1, . . . , nk; σ) be a matrix consistent with . Then Q can be completed
to a matrix in n×n with spectrum  in any of the following cases:
1. σ(1) = 1.
2. σ(1) = 1 and n1  n/2.
Moreover, we will describe a finite step algorithm to construct a solution matrix.
Proof. The idea is that in E(Q), the equivalence class of Q , there exists a platform matrix which can
be easily completed to a matrix in n×n with spectrum . This induces a completion of Q with the
same spectrum. Taking into account this we analyze the two cases of the theorem:
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1. We will consider two different subcases:
(a) σ(1)  3. Let A be the alternating (n : n1, . . . , nk)-partition. By item 1 of Theorem 4.1 the
matrix QA ∈ E(Q) is a platformmatrix. It follows from Theorem 3.1 that QA can be completed
to a matrix with spectrum .
(b) σ(1) = 2. For γ = (2 3) ∈ Sk construct the matrix T =
[
Qγ (r) γ (s)
]k
r,s=1 that belongs to the
equivalence class of Q . It is straightforward to check that
T ∈ (n : n1, n3, n2, n4, . . . , nk; γ σγ−1).
As γ σγ−1(1) = 3 then we can proceed as in (1.a) using T ∈ E(Q) instead of Q .
2. We will consider three different subcases:
(a) σ(1) = 1 and σ(2)  3. Let A be the alternating (n : n1, . . . , nk)-partition. By item 2 of
Theorem 4.1 the matrix QA ∈ E(Q) is a platform matrix. It follows from Theorem 3.1 that QA
can be completed to a matrix with spectrum .
(b) σ(1) = 1, σ(2) = 2 and σ(h) = h for h  3. For γ = (2 h) ∈ Sk construct the matrix
T =
[
Qγ (r) γ (s)
]k
r,s=1 that belongs to the equivalence class of Q . It is straightforward to check
that
T ∈ (n : n1, nh, n3, . . . , nh−1, n2, nh+1, . . . , nk; γ σγ−1).
As γ σγ−1(1) = 1 and γ σγ−1(2) = σ(h)  3 then we can proceed as in 2.a) using
T ∈ E(Q) instead of Q .
(c) σ = id. Let A be the alternating (n : n1, . . . , nk)-partition and let Q ′A be the matrix obtained
fromQA by replacing the entry in the first row and first column by. By item 3 of Theorem 4.1
the matrix Q ′A is a platform matrix. It follows from Theorem 3.1 that Q ′A can be completed to
a matrix with spectrum . An easy consequence of the fact that the main diagonal of QA is
fully prescribed is that a completion of Q ′A with spectrum  will always be a completion of
QA ∈ E(Q) with spectrum .
Moreover, all the processes involved in the construction of the completion of Q can be performed by
an easy finite algorithm with the following steps:
• If it is necessary construct
[
Qγ (r) γ (s)
]k
r,s=1.• Construct the alternating partition A.
• Construction the platform matrix QA or Q ′A.• Construct the recursive completion of one of them to a matrix C with spectrum .
• Finally, construct the completion of Q induced by C. 
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