JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. The generalized Pareto distribution is a two-parameter distribution that contains uniform, exponential, and Pareto distributions as special cases. It has applications in a number of fields, including reliability studies and the analysis of environmental extreme events. Maximum likelihood estimation of the generalized Pareto distribution has previously been considered in the literature, but we show, using computer simulation, that, unless the sample size is 500 or more, estimators derived by the method of moments or the method of probability-weighted moments are more reliable. We also use computer simulation to assess the accuracy of confidence intervals for the parameters and quantiles of the generalized Pareto distribution.
THE GENERALIZED PARETO DISTRIBUTION
The generalized Pareto distribution is the distribution of a random variable X defined by X = a(1 - the GEV and the generalized Pareto distributions are equal.
In property 3, Z has only "essentially" a GEV distribution, because Z cannot take negative values; we have Pr(Z < 0) = 0 and Pr(Z = 0) = e-i, and only for z > 0 can the cumulative distribution function Fz(z) be matched by that of a GEV distribution. Properties 2 and 3 are relevant to the analysis of extreme events. The GEV distribution is widely used in the United Kingdom to describe the annual maximum floods at river gauging stations, and each annual maximum flood may be regarded as the maximum of a number of floods arising from separate storm events. If it is reasonable to assume that successive floods arrive according to a Poisson process and have independent magnitudes, then properties 2 and 3 make the generalized Pareto distribution the logical choice for modeling those flood magnitudes that exceed any fixed threshold.
SUMMARY
In this article we consider the problems of estimating the parameters and quantiles of the generalized Pareto distributions. We restrict attention to the case -I < k < 1, for both practical and theoretical reasons. Property 3 of Section 1 implies a close connection between generalized Pareto and GEV distributions with equal values for their shape parameters, and, as Hosking, Wallis, and Wood (1985) remarked, applications of the GEV distributions, particularly in hydrology, usually involve the case -2 < k < 1. When the generalized Pareto distribution is used as an alternative to the exponential distribution, it is likely that values of k near 0 will be of the greatest interest, because the exponential distribution is a generalized Pareto distribution with k = 0. Generalized Pareto distributions with k > ? have finite endpoints with f(x) > 0 at each endpoint (see Fig. 1 ), and such shapes rarely occur in statistical applications. Generalized Pareto distributions with k > 1 have infinite variance, and this too is unusual in statistical applications.
Maximum likelihood estimation of generalized Pareto parameters was discussed by Davison (1984) and Smith (1984 Smith ( , 1985 . In Section 3, we derive estimators of parameters and quantiles by the method of moments and the method of probability-weighted moments (PWM's) and discuss the three methods and some of their large-sample properties. In Section 4, we compare the performances of the estimators for samples of size 15-500, using computer simulation. Our main conclusions are that maximum likelihood estimation, although asymptotically the most efficient method, does not clearly display its efficiency even in samples as large as 500, that the method of moments is generally reliable except when k < -.2, and that PWM estimation may be recommended if it seems likely that k < 0, particularly if it is important that estimated extreme quantiles should have low bias or that asymptotic theory should give a good approximation to the standard errors of the estimates.
In Section 5, we apply our results to the hydrological problem of estimation of extreme floods, using as an example a series of flood peaks for the River Nidd at Hunsingore, England.
ESTIMATION METHODS FOR THE GENERALIZED PARETO DISTRIBUTION 3.1 Method of Maximum Likelihood
The log-likelihood function for a sample x= {xi, ..., xn} is log L(x; a, k) = -n log a -(1 -k) Yi, MLE, of the moment and PWM estimators of k, shows a pattern the implications of which are largely fulfilled in our simulations: that PWM estimators perform well when k < 0, and particularly well when k % -.2, but that moment estimators have high efficiency when k is near 0, and they outperform PWM estimators when k ? 0. As was mentioned in Section 3.1, maximum likelihood estimates sometimes cannot be obtained for the generalized Pareto distribution. The frequency with which our estimation algorithm failed to converge is given in Table 1 . We investigated in detail 100 of the simulated samples for which maximum likelihood estimation failed. The Newton-Raphson iteration was restarted from a variety of starting values of a and k, some based on the sample moments or PWM's, some chosen at random. For 91 of the 100 samples the iteration failed to converge for any choice of starting values. We conclude that the vast majority of failures of the algorithms are caused by the nonexistence of a local maximum of the likelihood function rather than by failure of our algorithm to find a local maximum when one exists. Failure of the algorithm to converge occurred exclusively for samples for which the other estimation methods gave large positive estimates of k, often with k > .5; therefore, to ignore such failures would artificially increase the bias and reduce the variability of maximum likelihood quantile estimators. For this reason, (k, n) combinations that gave more than a 10% proportion of failures of the maximum likelihood procedure have been identified in our tables of results. In our simulations, we used PWM estimators calculated using both a, and da with y = -.35 and 6 = 0 as estimators of a,. The biased estimators based on da, gave the better overall performance, so it is this variant whose results are given in the tables following.
FINITE-SAMPLE PROPERTIES OF THE ESTIMATORS

Our simulation results are summarized in Tables 2-5, which give the bias and root mean squared error (RMSE) of estimators of the parameters a and k and of the upper-tail quantiles x(.9), x(.99), and x(.999).
Biases and RMSE's of quantile estimators have been scaled by the true value of the quantile being estimated. Quantiles in the center of the distribution (.1 < F < .9) are estimated equally well by all three methods and, as noted in Section 3.4, lower-tail quantiles are essentially scalar multiples of the parameter a.
The biases of parameter estimators are all positive but are generally not severe for samples of size 100 or more. Overall, the smallest bias is achieved by the PWM estimators. Moment estimators of both parameters have large positive biases when k < -.2, and this bias decays only slowly, certainly not as fast as n-1, as the sample size n increases.
The parameter estimators with the smallest RMSE are generally the moment estimators when k > 0 and the PWM estimators when k < -.2. For -.2 < k < 0, there is little to choose between the moment and PWM estimators, although the PWM estimators might be preferred in practice because of their lower bias. MLE's are shown to good advantage only when n is large and k is large and positive, and it is barely evident that they are asymptotically the most efficient estimators from the simulation results even for n = 500.
The three estimators of the F = .9 quantile have very similar properties, except that the moment estimator has a relatively high RMSE in small samples when k < -.2. For more extreme quantiles, all estimators have a high RMSE when 1 -F < 1/n, as might be expected, but the moment estimators generally have the lowest RMSE. Moment estimators of quantiles have large negative biases, however, when k < -.2, so the PWM estimators, which, when k < -.2 have the smallest bias, again seem preferable We also included in our simulations the empirical coverage probabilities of confidence intervals with nominal coverage probabilities .8, .9, .95, .98, and .99, for parameters and quantiles, as described in Section 3.5. In assessing the results, we shall consider the accuracy of a method of constructing confidence intervals to be the degree of closeness between the nominal and empirical coverage probabilities. In this sense, confidence intervals based on the MLE's were almost uniformly more accurate when using observed information than when using expected information, the exceptional cases being some confidence intervals for extreme upper quantiles for which both methods performed poorly. Apart from this, it is difficult to draw general conclusions from the simulation results, for the results depend on the numerical values of the shape parameter k, the sample size n, and the nominal coverage probability of the confidence interval, and on whether the confidence interval is for k, a, a quantile near the center of the distribution, or a quantile in the upper tail of the distribution. Results for confidence intervals for a and for quantiles in the lower tail of the distribution are, however, very similar, because of the equivalence x(F) ~ aF as F --0, noted in Section 3.4. Table 6 contains some representative results and illustrates some of the following conclusions, drawn from the whole range of our simulations. Confidence intervals for a and for quantiles x(F) with F < .8 are reasonably accurate for sample sizes n > 50, except for confidence intervals based on method-of-moment estimators when k < 0; these tend to be too long. Confidence intervals for k and for quantiles x(F) with F > .8 sometimes require very large sample sizes, 200 or more, before acceptable accuracy is obtained. This is particularly true of confidence intervals with nominal coverage probabilities greater than .95. Inaccuracy in confidence intervals for upper-tail quantiles generally takes the form that the intervals are too short. Although none of the methods of constructing confidence intervals for quantiles is uniformly accurate, the use of PWM- based estimators in (9) gives the best overall results; for example, provided that n > 50, k > -.3, and F < .99, the 80% confidence interval for x(F) based on PWM's has empirical coverage probability between 75% and 85%. To deduce from the simulation results a recommendation as to which estimation method to use in practice requires some further specification of the problem, particularly of the range of values of k that is likely to be encountered. For k near 0 and for k > 0, moment estimators have the best overall performance. If there is a strong possibility that k is substantially less than 0, and particularly if k might be less than -.2, then PWM estimators will probably be preferred because of their low bias. The PWM method is also recommended if inferences concerning the variability of estimated parameters or quantiles are to be based on approximate variances derived from asymptotic theory. Maximum likelihood estimation, with the additional computational burden that it involves, appears to be justified only for very large samples when k > .2. In any given year there is probability e A(t) that no peak exceeds the threshold, so if F < e -A(), then z(F)
NOTE: ML is maximum likelihood, MOM is method of moments, and PWM is probability-weighted moments. Tabulated biases are for the ratio R(F)/x(F) rather than for
EXAMPLE
is not uniquely defined. As remarked in Section 1, these assumptions, together with the assumption of a GEV distribution for the annual maximum floods, suggest the use of the generalized Pareto distribution for modeling excesses over a threshold. We use the method of probabilityweighted moments to fit generalized Pareto distributions to the Nidd data. This is because we have a priori reason to believe that the shape parameter k might be markedly negative (negative values of k are about twice as common as positive values when fitting GEV distributions to British annual maximum flood series, and, as remarked in Sec. 1, we expect the same to be true for peak-over-threshold series) and because we shall make use of asymptotic theory to approximate finite-sample standard errors of estimated quantiles. In Table 7 we give the estimated parameters of generalized Pareto distributions fitted to the excesses of the Nidd peak floods over four different thresholds and the corresponding estimates of the .9, .99, and .999 quantiles of the distribution of annual maxima. Results of fitting a GEV distribution to the annual maximum series itself are also included. If all of the assumptions made in this analysis were valid, we would expect all of the estimates k in Table  7 to be approximately equal. In fact k/ tends to decrease as the threshold is reduced, and this suggests that there are more relatively small flood peaks than the generalized Pareto assumption implies. The fitted generalized Pareto distributions for thresholds 70 and 100 are plotted on Figure 3 , and it seems that the distribution for threshold 100 gives a better fit to the larger observed peaks, particularly those with magnitudes in the range from 100 to 200 m3 s-. On the whole, therefore, it seems best to use a fairly high threshold for the peak-over-threshold analysis; this also gives better agreement with the results obtained from analyzing the annual maximum series. The differences between estimated quantiles in Table 7 , however, are not large compared with their standard errors. For example, the values of z(.99) in Table 7 differ by up to 22%; standard errors of z(.99) derived from asymptotic theory assuming that k = -.2 are 
