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 1 and a coupling 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2.14 Restoring force in a MOT along the quadrupole coil center axis, z. The
z-axis is chosen as quantization axis. The magnetic eld increases linearly
along z and creates a Zeeman shift for the excited states. The Zeeman shift
results in position dependent detunings + and   for the + and   beams,
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the   beam that pushes them in the negative z-direction. Atoms located
at negative position -z' experience a Zeeman shift that brings them closer to
resonance with the + beam which pushes them in the positive z-direction.
The net eect is that the atoms experience a restoring force that pushes
them toward the trap center. Note that along the longitudinal quadrupole
axis, both beams need to be RHC polarized. This is dierent from the lateral
axes, where both beams need to be LHC polarized (see Fig. 2.15). . . . . . 55
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overlap at the zero of a quadrupole magnetic eld that is generated by Anti-
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eld is the location where a cold
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2.17 Sketch of a mirror MOT setup. The pumping system and the source of atoms
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beams overlap with the re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coils have to be oriented along one of the re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ection o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2.18 Atomic guide formed by an innitely long wire. The wire is along the x-axis.
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T . . . . . . . . . . . . . . 63
2.19 The z-wire geometry leads to a Ioe-Pritchard type trap. The top view of the
wire is shown in a), and the front view is shown in b). The trap minimum
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BIoe = B1+B2+B3+Bbias is the Ioe eld. It prevents Majorana losses
at the trap minimum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
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2.20 The z-wire magnetic microtrap on the atom chip. 3D current densities were
calculated using the nite element method. The current enters the wire in the
positive y-direction. The wire is made of Au. It is 100 m wide and approxi-
mately 9 m high. In a), the Joule heating of the wire surface, proportional
to I2, is plotted as a color gradient. This illustrates the complicated current
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eld magnitude along the three Cartesian axes through the trap minimum
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to the Ioe eld produced by the two side segments of the z wire, and pre-
vents Majorana losses. Along the z direction, the trap is highly anharmonic.
Parameters are I = 1:86 A and Bbias = (0; 30 G; 0)
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2.21 Adiabatic trapping potentials calculated for 87Rb F=2 ground state atoms in
the microtrap from Fig. 2.20 (solid lines), together with the harmonic approx-
imation for the mF = 2 state atoms (dotted lines) and corresponding trap
frequencies !. The plots a), b) and c) correspond to cross sections through
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experience the largest restoring forces, characterized by the trap frequencies
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3.1 Sketch of the vacuum system. The experimental chamber that houses the
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3.3 Schematic of the main laser system. Both external cavity diode lasers are
locked to the side of a hyperne transition of 87Rb using the saturated absorp-
tion spectroscopy setups shown. The cooling (repumping) laser frequency is
adjusted with accousto-optic modulator 2 (4). The optical pumping and
imaging beams are derived from the main cooling laser via accousto-optic
modulators 1 and 3, respectively, before they are ber coupled. The repump-
ing light is overlapped with the +X MOT beam before entering the chamber.
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denote the expected peak positions, calculated from the known hyperne
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3.7 Saturated absorption spectrum of the F = 1! F 0 transitions and crossover
peaks, including the F = 1 ! F 0 = 2 repumping transition. The frequency
axis was calibrated using the F 0 = 1 to F 0 = 2 hyperne splitting. Vertical
lines denote the expected peak positions, calculated from the known hyperne
splittings [2]. The repumping laser lock point is highlighted by a red cross. . 82
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on high power electrical feedthrough, b) view into the cup from above when
it is mounted on the high power electrical feedthrough, and c) bottom of
dewar showing protruding sockets that slide onto cold ngers. . . . . . . . 91
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microwaves. a) Schematic of all magnetic sublevels in the system. For clar-
ity, the 54P level is drawn energetically above the 53D level instead of below.
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elds and antenna. c) Resulting EIT lineshape.
Optical pumping preferentially populates a 53D sublevel that is coupled to
the 54P state by the microwaves. . . . . . . . . . . . . . . . . . . . . . . . 191
xviii
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Abstract
The design, construction and characterization of an atom chip apparatus for cold
Rydberg atom experiments with 87Rb is presented. The apparatus is designed to in-
vestigate interactions between Rydberg atoms and the nearby chip surface, as well as
the dynamics of Rydberg atoms in a double well. The proposed interrogation scheme
is Rydberg electromagnetically induced transparency (Rydberg EIT). Magnetic trap-
ping potentials used to load the chip with atoms are calculated. The atom number
and temperature during various phases of the loading sequence are measured using
absorption imaging. The room-temperature 4-level ladder-type Rydberg EIT system,
in which the 3-level Rydberg EIT system is coupled via microwaves to a second Ry-
dberg state, is investigated experimentally. EIT transmission spectra for dierent
microwave powers and dierent polarizations of optical elds and microwaves are pre-
sented. It is shown that, to explain the observed polarization eects in the probe
transmission lineshape, all magnetic sublevels, including the hyperne structure of
both Rydberg levels, have to be taken into account. The corresponding 52-level the-
ory is discussed. Calculations of long-range multipolar Rydberg-atom Rydberg-atom




This chapter begins with a general overview, continues with brief specic introductions
to the topics of atom chips, Rydberg atoms, and Rydberg EIT, and concludes with
an outline of the thesis.
1.1 Overview
In this thesis, an atom chip setup is described that provides unique opportunities to
study the physics of cold 87Rb Rydberg atoms. The system is designed to investigate
the interactions of cold Rydberg atoms with surfaces as well as the dynamics of cold
Rydberg atoms in a double well potential.
Rydberg atoms are promising candidates to use as qubits for the realization of
a functioning quantum computer, due to their strong long-range interactions and
their long lifetimes. Rydberg atoms are used as the basis for quantum gates in
several proposed quantum computing schemes [5, 6, 7, 8]. One can envision a scalable
quantum computer, in which a microchip is used to interface with cold Rydberg
atoms. The atoms could be held in arrays of multiple magnetic traps close to the
chip surface. In order to understand such future devices, we rst need to understand
how the interactions between Rydberg atoms and nearby surfaces aect the coherent
control of the atoms. In a recent study of coherent excitation of Rydberg atoms
in vapor cells, the authors stressed the importance of interactions between Rydberg
atoms and surface polaritons in the cell walls [9]. Rydberg atoms close to a microchip
surface were recently studied, and the authors observed a shift of the Rydberg energy
levels due to atoms that were adsorbed onto the nearby surface [10]. More work
needs to be done in the ultracold regime to fully understand the interactions between
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Rydberg atoms and surface excitations such as polaritons and plasmons. With the
setup presented here, we will be able to look at such interactions in detail and measure
the Rydberg energy level shifts and dephasing rates as a function of the distance to
the nearby surface at high spectroscopic resolution.
In addition to the interactions of Rydberg atoms with a microchip surface, the
interactions between Rydberg atoms themselves will also be important for future
devices. When Rydberg atoms are excited in arrays of microscopic magnetic traps
close to a microchip, the distances between trapped clouds are on the order of several
m. At these distances, the long-range interactions between Rydberg atoms play an
important role in the dynamics and coherence properties of the trapped atoms [4, 11].
With our atom chip, we will be able to trap atoms in a microscopic double well, where
two clouds of cold atoms are separated by a small distance < 10 m [12]. At these
separations, the long-range dipole-dipole interactions between Rydberg atoms in each
of the two clouds will become observable as shifts of the Rydberg energy levels.
In order to better understand the dynamics of cold interacting Rydberg atoms,
we calculated the Rydberg atom pair interaction potentials. The calculations in-
cluded, for the rst time, the ne-structure of the Rydberg levels and a small back-
ground electric eld. We found that the interaction potentials are very sensitive to
the background electric eld, and support very long-range Rydberg atom-Rydberg
atom molecules, bound at internuclear distances of several m. The results of the
calculations are presented in this thesis.
In order to probe Rydberg atoms on the atom chip, we investigated Rydberg
electromagnetically induced transparency (Rydberg EIT), a direct nondestructive co-
herent probe of Rydberg energy levels [13]. This method is attractive, because it
will allow us to detect changes of the Rydberg energy levels and the Rydberg de-
phasing rates even when they are much smaller than the natural linewidth of the
2
rst excited state, which limits traditional detection schemes based on direct two-
photon excitation and subsequent ionization. We performed measurements on the
room-temperature Rydberg EIT system perturbed by microwaves. We found that the
measured transmission spectra are extremely sensitive to changes in the microwave
power and to polarization eects.
In the following, brief introductions to atom chips, Rydberg atoms, and Rydberg
EIT are given, followed by an outline of the remainder of the thesis.
1.2 Atom chips
An atom chip [14] is a microchip that is used to manipulate cold atoms. A typical
atom chip device is shown in Fig. 1.1. The cold atoms usually hover 100 m or less in
front of the surface of the atom chip. Typically, an atom chip consists of microscopic
wire structures patterned on a planar substrate. The simplest use of the wires is to
generate three-dimensional constant magnetic elds to guide or trap the atoms [15].
Extremely large magnetic eld gradients can be generated with moderate currents,
due to the close distance of the atoms to the wires. This led to the rst observations
of Bose-Einstein Condensation (BEC) on atom chips in 2001 [16, 17], and, recently,
to the rst observation of Bose-Einstein condensation in microgravity [18], where an
atom chip apparatus was dropped from the drop tower in Bremen, Germany.
Atom chip setups bridge the gap between atomic physics and solid-state physics.
The manufacturing of atom chips involves well-developed microfabrication techniques
from solid-state physics such as photolithography, electroplating, and etching [19].
Due to the advancements of microchip fabrication techniques, almost any imagin-
able microscopic wire pattern can be constructed, and elaborate micromanipulation
of atoms can be performed on atom chips. Combinations of DC and AC electro-
magnetic elds on atom chips have been used to create cold-atom devices such as
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Figure 1.1: A typical atom chip device consists of a vacuum chamber in which the
atom chip is mounted upside down. A typical size of an atom chip is 1 cm  2 cm.
The chip is seated in a mount that has standard electrical connectors on the back. The
mount is attached to a heat sink. The atom chip surface consists of microscopic wire
structures that are used to magnetically trap or otherwise manipulate a cloud of cold
atoms that hovers  100 m below the chip surface (the cloud is not drawn to scale).
The atom chip surface is also used to reect cooling laser beams for initial laser cooling
and trapping of the atoms in a magneto-optical trap. For clarity, the external bias
coils, the source of atoms, and the cooling laser beams are not shown.
the atomic conveyor belt [20], matter-wave interferometers [21, 22], integrated single
atom detectors [23], and atom chip based atomic clocks [24, 25]. The close proxim-
ity of a microscopic cloud of atoms to the solid surface of the chip is also ideal to
investigate atom-surface interactions [26, 27, 28].
Atom chips are loaded with cold atoms using laser cooling and trapping methods
that were developed during the \race for BEC" in the 1980s and 1990s [29]. In our
atom chip setup, an initial cloud of cold atoms is collected in a variant of the magneto-
optical trap (MOT, Ref. [30]) called the mirror MOT, which was conceived in 1999
[31, 32]. The atom chip surface is used as a mirror to reect two of four cooling laser
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beams. The initial cloud of atoms in the mirror MOT is a few mm away from the chip.
The atoms are then moved closer to the chip surface through a sequence of magnetic
trapping potentials. The magnetic potentials are created using the wires on the chip,
wires behind the chip, and external magnetic eld coils. Once the atoms are trapped
close to the atom chip surface, the coherent transitions to Rydberg states, including
any level shifts or line shape changes due to the nearby surface, can be probed using
Rydberg EIT [13].
1.3 Rydberg atoms
Rydberg atoms [33] are atoms in states of high principal quantum number n. Tech-
nically, an atom is labeled a Rydberg atom if n is larger than the valence number of
the ground state atom. However, in this thesis, the term Rydberg atom is taken to
refer only to much larger n, n > 30. Because the Rydberg electron is far away from
the core, Rydberg atoms exist on the border between classical and quantum physics
[34]. Rydberg atoms have exotic properties such as large radii  m, large transition
dipole moments to nearby states  10 26 C m, and long lifetimes  100 s. Pairs of
Rydberg atoms also have strong long-range electrical dipole interactions in the range
of several MHz over several m. Rydberg states have been known since 1885 due to
Balmer's formula for the transition wavelengths in Hydrogen. They are named after
J. R. Rydberg, who unraveled some of the early mysteries of the spectral lines of the
alkali atoms in the late 19th century [35]. In the early 20th century, experiments on
pressure shifts due to rare gas atoms [36] led to Fermi's potential for scattering of
Rydberg electrons from ground state atoms [37]. Rydberg atoms have been studied
more extensively since the invention of tunable dye lasers in the 1970s [38], which
made the wavelengths and laser linewidths needed to excite specic Rydberg levels
more easily accessible. It was found that the long-range interactions between Rydberg
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atoms [39] can cause an excitation suppression known as dipole blockade [40]. The
excitation of one Rydberg atom prohibits the excitation of a second Rydberg atom
close to it, if the long-range pair interaction shifts the pair energy out of resonance
with the excitation laser [41]. The region around the Rydberg atom where excitations
of other Rydberg atoms are prohibited is known as the blockade sphere, and can have
a radius of > 10 m for n  80 [41]. Due to the dipole blockade, the excitation of
the second atom is conditional. Several schemes for quantum information with Ry-
dberg atoms have been proposed on the basis of this conditional excitation [6, 7, 5].
It has been shown recently that the excitation of a Rydberg atom is also collective.
The single Rydberg excitation is shared between all the atoms within the blockade
sphere in an entangled state. The N atoms within the blockade sphere behave as one





 [42, 43]. Rydberg atom interactions play an important
part in the evolution to ultracold plasmas [44], and, when tuned with an electric
eld, can lead to resonant energy transfer between Rydberg atoms [45]. The inter-
actions between Rydberg atoms also lead to the observation of exotic states such as
ultralong-range Rydberg-Rydberg molecules [46, 47]. In this thesis, large-scale calcu-
lations of long-range Rydberg pair interaction potentials are presented that include
ne structure and small background electric elds.
Because the Rydberg electron spends a large amount of time far away from the
core, Rydberg atoms are also highly sensitive to electric elds and other external per-
turbations. This makes Rydberg atoms attractive candidates to use in high-sensitivity
electric or magnetic eld sensors. In Rydberg EIT, Rydberg atoms are setup as quan-
tum interferometers coupled coherently to two light elds. The method is extremely
sensitive to perturbations such as external electric elds.
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1.4 Rydberg EIT
Electromagnetically induced transparency (EIT), rst observed in 1991 [48], is a co-
herent nonlinear excitation scheme that involves the coupling of two light elds to
three atomic energy levels. A medium which is normally opaque to a single light eld
can be made transparent by application of a second light eld of the right frequency
and intensity. The transparency is due to a coherent quantum interference eect.
The transmission window can be orders of magnitude more spectrally narrow than
the natural linewidth of the excited state [49]. Rydberg atom EIT is a variant of
EIT, in which a 3-level cascade scheme is used, where the highest of the energy levels
is a Rydberg state. In the context of Rydberg atom-surface interactions, Rydberg
EIT was used recently to probe surface polaritons in vapor cells [9], to perform elec-
trometry near a dielectric surface [50], and to measure the eects of atoms adsorbed
onto an atom chip surface [10]. In the context of Rydberg atom-Rydberg atom in-
teractions, Rydberg EIT was used recently to investigate the interactions between
Rydberg atoms through trap loss [51] and an optical nonlinearity [52]. Due to the
narrow linewidth and high sensitivity to external elds, Rydberg EIT is the ideal
Rydberg atom excitation and detection scheme for our atom chip setup [13].
We will use Rydberg EIT to study the interactions of Rydberg atoms with nearby
surfaces in the microscopic atom chip trap and to study the long-range interactions
between Rydberg atoms trapped in a double well potential. For atom-surface inter-
actions, the external electric elds will be the polariton and plasmon elds created
above the surface that couple to the Rydberg atoms. Due to their large polarizability,
Rydberg atoms are very sensitive to external elds. Since EIT is a coherent probing
scheme that relies on quantum interference, it will enable us to detect decay or de-
phasing of Rydberg atom excitations with high sensitivity, as line broadenings, shifts
and attenuations in the EIT spectrum. For Rydberg atom-Rydberg atom interactions,
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the long-range interactions shift the Rydberg energies, and will cause a corresponding
shift of the EIT line.
In this thesis, model Rydberg EIT measurements in room temperature vapor cells
are described, where we use microwave AC electric elds to coherently couple two
Rydberg levels in a 4-level cascade scheme. The microwaves are used to simulate the
eect of coupling of Rydberg atoms to surface excitations or other Rydberg atoms in
future experiments on the atom chip. We measure for the rst time the polarization
eects in transmission lineshapes in the 4-level Rydberg EIT scheme. We present
theoretical calculations that take into account all magnetic sublevels and explain the
measured EIT lineshapes both qualitatively and quantitatively.
1.5 Outline of the thesis
The thesis is organized as follows. In Chapter 2, the relevant theory is summarized,
including the properties of 87Rb, the properties of Rydberg atoms, the theory of
laser cooling and trapping, the theory of EIT and the theory of magnetic wire traps.
In Chapter 3, each part of the experimental apparatus is described in detail. This
includes the vacuum system, the atom chip, the laser systems, the magnetic coils, the
electrical systems, the imaging system and the control software. In Chapter 4, the
manufacturing and assembly of the atom chip is described in detail. This includes the
mounting of the chip onto the heat sink, the assembly of the heat sink, the electrical
connections to the chip and the insertion of the chip into the vacuum chamber. In
Chapter 5, the loading sequence of the atom chip is described, and the atom number
and temperature at various stages during the loading is measured using time-of-ight
absorption imaging. In Chapter 6, measurements on the room temperature 4-level
Rydberg EIT system are presented and compared to theory. These measurements
serve as a model for future measurements on the atom chip. In Chapter 7, large-scale
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calculations of pair interaction potentials in the cold Rydberg gas are presented. The
thesis closes with conclusions and an outlook on future measurements. Appendix A
describes the eld programmable gate array-based feedback circuit that was used to
frequency stabilize our diode lasers. Appendix B describes how to use our Rydberg
atom interaction code base. In Appendix C, the Mathematica code for numerical
simulation of Rydberg EIT spectra is reproduced. Finally, Appendix D contains a
list of the publications and presentations that I have been involved in during my stay





In this chapter, the basic theory that is necessary to understand the work presented
in this thesis is discussed. First, the properties of the isotope 87Rb are summarized.
Then, some of the theory of alkali Rydberg atoms is presented, including the numeri-
cal methods used to compute the radial wavefunctions of Cs and Rb Rydberg atoms.
Next, the theory of electromagnetically induced transparency (EIT) is presented, in-
cluding numerical methods that allow us to simulate polarization eects in Rydberg
EIT spectra. The theory of laser cooling and magneto-optical traps is then discussed
in some detail. The chapter concludes with the theory of magnetic wire traps.
2.2 Properties of 87Rb
Most experiments described in this thesis are done with the isotope 87Rb. In this
section, the properties of the isotope and the relevant transitions are discussed.
2.2.1 Physical properties
Table 2.1 lists some of the relevant properties of 87Rb, reproduced from Ref. [1].
Further properties of rubidium, such as the vapor pressure at dierent temperatures,
will be introduced as they become relevant in later chapters. The energy level struc-
ture of rubidium is the topic of the next sections.
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Atomic Mass 86:909 180 520(15) u
Relative Natural Abundance 27:83(2) %
Nuclear Lifetime 4:88 1010 yr
Vapor Pressure at 25 C 3:92(20) 10 7 torr
Ionization Limit 4:177 127 06(10) eV
2.2.2 D2 transition
With the exception of a few EIT measurements done on Cs, all of the experiments
presented in this thesis involve the dierent hyperne levels of the transition 87Rb
52S1=2 ! 52P3=2 known as D2 line. Some of the relevant properties of the D2 line
are reproduced in Table 2.2 [1]. A level diagram of the transition is reproduced in
Fig. 2.1, together with the laser transitions used in the experiments. The detunings
of the laser beams are omitted from Fig. 2.1 for clarity. They can be found in Fig. 3.4.
Apart from coupling the ground state to the rst excited state via the D2 line, atoms
were also coupled to highly excited states for the EIT measurements, which is the
topic of the next section.
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Table 2.2: Properties of the 87Rb 52S1=2 ! 52P3=2 transition (D2 line) from Ref. [1].
Quantity Value
Wavelength in Vacuum 780:241 209 686(13) nm
Lifetime 26:2348(12) ns
Natural Line Width (FWHM) 2  6:0666(18) MHz
Recoil Temperature 361:96 nK
Doppler Temperature 145:57 K
Reduced Matrix Elementy p
2 4:227 52(87) e a0hJ = 1=2jjerjjJ 0 = 3=2i
Saturation Intensity
1:669 33(35) mW cm 2
jF = 2;mF = 2i ! jF = 30;m0F = 3i
y I use the convention of Refs. [53, 54] for the denition of reduced matrix
elements which diers from Ref. [1] by a pre-factor
p
2J + 1 as shown here.
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Figure 2.1: Level diagram of the Rubidium D2 line with some of the relevant frequencies
used in the experiment.
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2.3 Rydberg atoms
Rydberg atoms are atoms in highly excited electronic states [33]. In this section, some
of the properties of alkali metal Rydberg atoms are detailed.
2.3.1 Scaling laws
Rydberg atoms have exaggerated properties. For example, pairs of ultracold Cs atoms
in high-lying Rydberg states (n  66) can have such strong electric dipole interactions
that they bind at internuclear distances of several micrometers [55, 56, 47]. Rydberg
atoms are also highly sensitive to external electric elds [57]. This makes them promis-
ing for electrometry applications, especially when combined with a coherent detection
scheme such as EIT [50].
The properties of Rydberg atoms generally scale with principal quantum number,
n [33]. Some of the relevant scaling laws are shown in Table 2.3. In the context of
using Rydberg atoms in multi-level coherent sensing schemes, the scaling laws are
benecial. The scaling of the polarizability and the transition dipole moment mean
Table 2.3: Scaling laws of alkali Rydberg atoms, together with the values for the 85Rb
2S1=2 n=100 state.
Quantity Symbol Scaling Rb 100S Ref.
Radius hri n2 0:7 m [4]
Transition Dipole hnljerjnl0i n2 0:5 m  e [5]
Polarizability  n7 3:8 m3 [58]
Van der Waals Interaction C6 n
11  3:90 1023 (a.u.)y [4]
Radiative Lifetime  n3 1:2 ms [59]
y Corresponds to an energy shift of 56 MHz at internuclear distance R = 10 m.
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that the sensitivity of Rydberg atoms to external elds can be increased by many
orders of magnitude by going to higher n Rydberg states. The scaling of the lifetime
means that high-lying Rydberg atoms have narrow natural linewidths < 100 kHz.
When the atom is driven into a superposition of ground state and Rydberg state by
coherent excitation, the atoms can then form a dark state with a narrow linewidth in
the absorption spectrum. This makes it possible to probe any perturbation caused by
external elds at high resolution. The scaling of the Van der Waals interaction leads to
such diverse phenomena as ultralong-range Rydberg atom pair interactions [4], dipole
blockade and collective excitations [7], quantum computing with Rydberg atoms [5],
and exotic states formed by pairs of Rydberg atoms, such as photo-initiated collisions
[60] and macrodimers [47]. Pair interactions and macrodimers are the subject of
Chapter 7 of this thesis.
2.3.2 Energies
The energies of alkali metal Rydberg atoms are calculated using quantum defect
theory [33]. The inner electrons and the nucleus of the atom together constitute the
ionic core. The ionic core behaves like an eective nucleus for the valence electron.
The Rydberg atom is then treated as a perturbed Hydrogen atom. The dierences
between a Hydrogen atom and an alkali Rydberg atom are that the alkali core can be
polarized because it contains many electrons, and the alkali core has a larger size and
a larger mass. The alkali electron can penetrate the core more frequently. The result
is that the energies of alkali Rydberg atoms follow a Rydberg-like formula known as
the modied Rydberg-Ritz formula [33],
Enlj = IP  Ryalk
(n  nlj)2 (2.1)
where IP is the ionization potential, Ryalk is the Rydberg constant for the alkali
species, n is the principal quantum number, and nlj is called the quantum defect.
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Quantum defects are determined empirically to high accuracy by high-resolution spec-
troscopy, which makes it possible to predict energies with accuracy of  1 MHz using
Eq. 2.1. The quantum defects are related to the phase shift of the radial wave function
of the Rydberg atom due to the presence of the ionic core [33]. The quantum defects
are non-zero due to core polarization and core penetration by the valence electron,
which shift the energy of the state (to lower energy) when compared to Hydrogen. As
the angular momentum l increases, the wavefunction of the valence electron becomes
more and more circular, and the probability to nd it close to or inside the core be-
comes less and less. Therefore, the quantum defect is largest for low l states and goes
to zero as l increases. The quantum defect of a Rydberg state, quantum numbers














8 ;    ; (2.2)
where 
(lj)
k is the quantum defect parameter of order k for the quantum numbers
fl; jg.
The quantum defect parameters for Rb used in this work are taken from Ref. [61]
(nS and nD states), Ref. [62] (nF states), and Ref. [63] (nP states). The defect pa-
rameters for Cs are taken from Ref. [64] and are supplemented with the ne structure
splittings from Ref. [65]. For states with l  4, hydrogenic wavefunctions are used.
2.3.3 Wavefunctions
We calculate Rydberg atom wavefunctions from the l-dependent parametric model










where c is the static dipole polarizability of the ionic core, and Zl(r) is the radial
charge, given as
Zl(r) = 1 + (z   1) e a1 r   r (a3 + a4r) e a2r: (2.4)
Here, z is the nuclear charge of the atom and rc is a cuto radius to truncate the
unphysical short-range part of the core polarization term. In Ref. [66], the energies
determined from Vl(r) were t to the empirically determined Rydberg state energies
to nd optimized values of the t parameters a1 : : : a5 for each alkali species, and the
results were tabulated. Using those optimized t parameters, we programmed the
potential Vl(r) into the program RADIAL [67] to numerically solve the 1D Schrodinger
equation and compute the radial wavefunctions of the Rydberg states of interest.
The radial wavefunctions are highly oscillatory in space near the origin, and less
oscillatory near the outer turning point. To accurately represent every oscillation,
a non-uniform logarithmic grid is used in RADIAL for the wavefunction and the
potential.1 Wavefunctions around n = 60 are typically calculated using a grid of 1000
points with initial points spaced 10 7 a0 apart at r = 0 and nal points spaced 10 a0
apart at r  8500 a0. A wavefunction can be calculated in a few seconds on a desktop
level 3 GHz Pentium D PC using RADIAL.
2.3.4 Lifetimes
The eective lifetime of a Rydberg state is caused by two processes: radiative decay
and black body decay. Radiative decay is due to spontaneous emission. Spontaneous
emission depopulates the Rydberg state via transitions into the ground state and
other low n states. The associated rate is (rad)
 1 where rad is called the radiative
lifetime or lifetime at zero Kelvin. Black body decay, on the other hand, is due to the
1The potential grid parameters used in RADIAL are RATIO=1.15D0, RNN=1000.0D0,
NV=100000, STEP=RNN/(NV-150.0D0), the radial wavefunction grid parameters are RN=6.0D5,
NGP=50000, Ratio=1.15D0, STEP=RN/(NGP-200.0D0)
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interaction of the Rydberg atom with the broadband thermal background radiation.
The thermal radiation can be resonant or near-resonant with transitions to other close-
lying Rydberg states. The resulting stimulated emission and absorption processes
cause a depopulation of the Rydberg state at a rate of (bb)
 1, which is temperature
dependent and goes to zero at 0 K. The eective lifetime is calculated from the sum










The radiative and black body lifetimes used in this thesis are calculated with the
empirical expressions from Ref. [59]







exp (315780B=nCe  T=K)  1
; (2.7)
where s, , A, B, C, and D are optimized parameters that depend on the alkali
species and the quantum numbers l and j of the Rydberg state, ne = n    is the
eective quantum number where  is the quantum defect, and T is the temperature of
the thermal background. The optimized parameters are tabulated in Ref. [59]. The
empirical expressions were veried experimentally to be correct for Rb [68, 69] and
Cs [70].
2.4 Electromagnetically induced transparency
In this section, the theory of the experiments presented in Chapter 6 is detailed.
EIT is the phenomenon where a medium, usually an atomic vapor, that would
normally be opaque to light of a certain frequency, called the probe light, can be
rendered transparent in the presence of intense light of a dierent frequency, called
the coupling light [71, 49, 48, 72]. EIT takes place in the three-level system. Two
example systems are shown in Fig. 2.2. An energy level, usually a short-lived excited
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Figure 2.2: Two alkali three-level systems that exhibit EIT. The hyperne EIT system
shown in a) is a -system in which two hyperne levels of the ground state are coupled
to an excited state by two radiation elds. The ground states are stable or metastable.
A strong coupling beam and a weak probe beam couple the short-lived excited state
to the energetically higher and lower ground state, respectively. EIT arises from a
dark state that forms in the presence of both laser beams. The dark state consists of
a coherent superposition of both ground states. The Rydberg EIT system shown in
b) is a -system consisting of a ground state, the rst excited state, and a Rydberg
level. The ground and Rydberg levels are long-lived. Here, the strong coupling beam
and weak probe beam couple the excited state to the ground and the Rydberg level,
respectively. In this case, the dark state is formed between the Rydberg level and the
ground state.
state, is coherently coupled to two long-lived energy levels by two light elds. EIT is a
coherent nonlinear eect that is due to the destructive interference of a three-photon
process with a single-photon process. The three-photon process consists of absorption
of one photon from the probe and two photons from the coupling light. The single-
photon process consists of absorption of a single photon from the probe light. The
destructive interference is strongest when the coupling light Rabi frequency is much
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larger than the probe Rabi frequency, which is sometimes called the EIT condition.
To satisfy the EIT condition, the coupling beam typically has to be much more intense
than the probe beam.
Closely related to EIT is coherent population trapping [73]: in the presence of
both coupling and probe laser beams, the atoms are transferred into a dark state. A
dark state is a quantum mechanical superposition of eld-free eigenstates that is not
coupled to other states by the laser elds anymore.
Due to its coherent nature, the window of transparency created via EIT can be
orders of magnitude narrower in frequency than the natural linewidth of the probe
transition. The width of the peak is not determined by the spontaneous decay of the
short-lived excited state, but by the coherence relaxation rate between two stable or
meta-stable atomic states. For example, using noise correlation spectroscopy, EIT
linewidths of less than 1 kHz have been measured on a transition that has a natural
linewidth of 6 MHz, in a vapor cell lled with 87Rb [74]. The narrow linewidth
makes EIT a valuable tool for high-resolution spectroscopy and sensitive frequency
measurements. For example, EIT can be used to precisely lock lasers to an absolute
frequency reference [75]. Associated with the narrow EIT transmission peak is a large
dispersion, which has been exploited to create slow light [76, 77]. EIT has also been
used to create lasing without inversion [78], and recently, EIT with single atoms in a
cavity was demonstrated [79].
A system in which EIT is frequently studied is the -system, shown in Fig. 2.2a,
where the common level is the short-lived rst excited state and the two long-lived
levels are two hyperne components of the ground state of an alkali atom. EIT in
this system is sometimes called hyperne EIT [74]. Here, we will focus on ladder-
type systems, or -systems, where one of the long-lived levels is a high-lying Rydberg
state (n  40). One such system is shown in Fig. 2.2b. EIT in such a system is
20
Figure 2.3: Four-level system investigated in this thesis. A three-level Rydberg EIT
system is coupled to a second close-lying Rydberg state via microwave radiation.
sometimes called Rydberg EIT [50]. Due to the high sensitivity of Rydberg atoms
to external elds, Rydberg EIT can be used for precise sensing such as electrometry
or magnetometry, among other applications. For example, three-level Rydberg EIT
has been used recently to demonstrate a giant DC Kerr eect [80], to probe surface
polaritons in microscopic vapor cells [9], to measure small DC electric elds close
to surfaces [10], and to detect cooperative atom-light interactions in an ultracold
Rydberg gas [52].
If a three-level EIT system is coupled to a fourth level, the lineshape of the trans-
mission peak can change dramatically, depending on the strength of the coupling.
The absorption spectrum in this system can be quite rich [81, 82, 83, 84, 85]. In
this thesis, the four-level -system with two Rydberg states, shown schematically in
Fig. 2.3, is investigated. In this setup, a Rydberg state is coupled to a second close-
lying Rydberg state by microwave radiation, and the Rydberg atoms are probed using
EIT. This system can be used for electrometry. EIT is used to setup the atoms as
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interferometers to perform quantum assisted sensing of applied AC electric elds. Be-
cause of the large transition dipole moment between nearby Rydberg states, a small
AC electric eld amplitude on the order of 100 V cm 1 is converted into a large
Rabi frequency on the order of MHz that couples the two Rydberg states together.
This coupling changes the amplitude and lineshape of the EIT peak observed on the
probe transition, which can be resolved to frequencies much smaller than the nat-
ural linewidth, and allows for the detection of very small electric eld amplitudes
< V cm 1, using standard diode laser technology in a room temperature vapor cell.
Using narrow linewidth lasers and high-lying Rydberg states (n  100), the EIT peak
can become as narrow as  2  2 kHz, and the corresponding sensitivity becomes
< 10 nV cm 1. Rydberg atoms can, in principle, provide the most sensitive electric
eld sensors to date. In addition, a detector based on atoms has the benet over semi-
conductor devices that it is linked to the atomic parameters and therefore inherently
traceable. This is because atoms are always the same, while solid state devices are
all slightly dierent, show aging, and need re-calibration.
In the following sections, the basic theory that is relevant for the EIT experiments
described in this thesis is presented.
2.4.1 2-level atom
To understand EIT, we rst consider the 2-level system shown in Fig. 2.4, subject to
laser radiation with frequency !. The eld-free states j1i and j2i have energies ~!1
and ~!2, separated in energy by ~!0 = ~!2   ~!1. Making the dipole approximation
and treating the eld classically, the Hamiltonian is
H = ~!2 j2ih2j+ ~!1 j1ih1j   h2j  Ej1i j2ih1j   h1j  Ej2i j1ih2j; (2.8)
where  =  e r is the electric dipole operator, r is the position of the electron, and
E the electric eld. Here e denotes the positive elementary charge, e.g. e = jej. The
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Figure 2.4: The two-level system. Two energy levels j1i, and j2i, with energies ~!1 and
~!2 are coupled by laser radiation of frequency !, Rabi frequency 
, and detuning .











 ei!t +  e i!t

; (2.9)
where E0 is the real electric eld amplitude, and  is the complex polarization unit
vector.
Since it will be of importance in the later treatment of polarization eects in the
multi-level system, the signicance of polarization will be discussed here. Let x^; y^, and
z^ be the unit vectors of a right handed Cartesian coordinate system. For right-handed




left-handed circularly polarized (LHC) light propagating in the z-direction, LHC =
1p
2
(x^ + i y^), and for light linearly polarized along the z-direction, z = z^. If we
choose z as the quantization axis, and the atomic basis jn; L; J; F;mF i,2 where then
RHC light corresponds to + light that drives mF = +1 transitions, LHC light
corresponds to   light that drives mF =  1 transitions, and light polarized along
the z-axis corresponds to  polarized light that drives mF = 0 transitions. We




(RHC + LHC), and linearly polarized light along the y-axis corresponds to
2Here and in the rest of the thesis, F = J + I denotes the total atomic angular momentum,
J = L+S is the total electronic angular momentum, I is the nuclear angular momentum, L is the








The spherical components of the dipole operator in this frame of reference are
r+1 =   1p
2
(x+ i y) (2.10)




(x  i y) : (2.12)
Any complex polarization vector can also be expressed in terms of its spherical com-
ponents. The dot products  r in the interaction Hamiltonian then gives rise to terms
involving sums over the spherical components of the dipole operator, which can be
evaluated conveniently in the atomic basis jn; L; J; F;mF i using the Wigner-Eckart
theorem [53, 54].
For example, if we assume for a moment that j2i is an mF = 1 magnetic sublevel
of an electronically excited state, and j1i is an mF = 0 magnetic sublevel of an
electronic ground state, we can see that + light gives rise to non-zero elements both
above and below the diagonal of the Hamiltonian. This is because, for + light,
from Eq. 2.9, we not only get a term in the Hamiltonian that is proportional to
  r = 1p
2
(x  i y) = r , but the electric eld also gives rise to a term proportional
to   r = 1p
2
(x+ i y) =  r+. The evaluation of those two terms using the Wigner-
Eckart theorem shows that ( 1)h2j r+j1i = h1jr j2i, a general property that ensures
that the Hamiltonian remains Hermitian even in the case of circularly polarized light.
To illustrate this further, the Hamiltonian in matrix notation is
H = ~
0B@ !1 h1j12E0 e (r   ei!t + r   e i!t) j2i
h2j1
2








0B@ !1 12 (
  ei!t + 0 e i!t)
1
2
(0 ei!t   
+ e i!t) !2
1CA ; (2.14)
where the Rabi frequencies 
  = E0 e ~ 1 h1jr j2i and 
+ = E0 e ~ 1 h2jr+j1i are
both real quantities. Note that the zeros enter because h2jr j1i = h1jr+j2i = 0, since












Incidentally, this particular choice of polarization has eliminated the counter-rotating
terms in the Hamiltonian that would normally be neglected as part of the rotating
wave approximation (RWA) [86].
In the following, we assume the light is linearly polarized along z,  = z^, and
the eld couples two states j1i and j2i with a Rabi frequency 
 =  E0 ~ 1, where
 =  e h2jr  j1i. Since the polarization vector is real, the Hamiltonian becomes
H = ~
0B@ !1 12




 (ei!t + e i!t) !2
1CA : (2.16)
This Hamiltonian is time-dependent. By a sequence of unitary transformations, it
can be put into a time-independent form [87]. First, we go to the interaction picture





In the interaction picture, the wavefunction is  I = U
y S. After this unitary trans-
formation, the Hamiltonian in the new frame is HI = i~dU
y
dt






 eit (e 2i!t + 1)

 e it (1 + e2i!t) 0
1CA : (2.18)
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Here, the detuning is dened as  = !   (!2   !1). To remove the time dependent
factors involving the detuning, we transform into a rotating frame using the unitary
transformation
U2 =













 (1 + e2i!t)  
1CA : (2.20)
Then, we perform a shift in energy, using the unitary transformation
U3 =











 (1 + e 2i!t)

 (1 + e2i!t)  2
1CA : (2.22)
Finally, we make the rotating wave approximation (RWA), ignoring the terms that










The basis that diagonalizes this Hamiltonian is the dressed state basis, which consists
of coupled states of the atom plus laser eld. In the two-level system, there is an
innite number of multiplicities of atom plus laser eld states. One pair of states
fj1; ni; j2; n  1ig exists for each possible photon number n in the laser mode [89].
However, as long as we ignore spontaneous emission and stay within the RWA, the
system is conned within one of the multiplicities. The pair of coupled dressed states
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is then given by [89]
jai = sin()j1i+ cos()j2i (2.24)
jbi = cos()j1i   sin()j2i; (2.25)





The eigenvalues are  ~=2  p2 + 






1 is sometimes referred to as the generalized Rabi
frequency. The light changes the atomic energy levels from their zero-eld values.
This shift is called the light shift. It has a magnitude of ~=2  
1. Explicitly, the















For zero detuning, the dressed states become
ja( = 0)i = 1p
2
(j1i+ j2i) (2.29)
jb( = 0)i = 1p
2
(j1i   j2i) : (2.30)
and the splitting is given by the Rabi frequency 
.
The dressed state basis allows us to gain intuitive insight into the absorption
spectrum that obtains when probing the two-level system on a transition involving a
third level j3i, using a weak probe 
p  
 that couples for example j3i and j2i. Since
each of the dressed states has a component parallel to j2i, the probe can couple to
each of the dressed states, which are both shifted in energy. We therefore expect that
two absorption lines will appear, split by the generalized Rabi frequency 
1. This
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Figure 2.5: Three-level system subject to two laser elds.
is the well-known Autler-Townes eect [90]. The dressed state basis of the two-level
system gives intuitive insight into the three-level system when the probe laser is weak
enough to not perturb the eigenvectors.
2.4.2 3-level atom
To understand the 3-level ladder system subject to two elds shown in Fig. 2.5, we
rst derive the Hamiltonian as in the two-level system. After making the dipole











c  2 (1 +2)
1CCCCA : (2.31)
The evolution of the system can be calculated using the density matrix formalism. In
this formalism, semi-classical decay and decoherence operators are used to account
for spontaneous emission and dephasing due to nite laser linewidths [89]. The time
evolution of the density matrix operator  is given by the master equation
_ =   i
~
[H; ] + L32 + L21 + Ld; (2.32)
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(2ji  ij   ii    ii) : (2.33)
where  ij is the spontaneous decay rate from energy level i to energy level j, and
ij = jiihjj are projection operators. The total decay rate of a level due to spontaneous
emission is i =
P
j  ij = (i)
 1, where i is the e 1 lifetime of state i. The total
dephasing rate of a level due to spontaneous emission is ij = (i + j) =2. The case
of equal indices on a decay operator corresponds to an additional dephasing process,
aecting only the coherences but not the populations. Such additional dephasing
could be due to collisions, laser phase jitter or other sources of decoherence and are
neglected here. The decay of the Rydberg level j3i can usually be neglected on the
grounds of its extremely long lifetime (  100 s for n  50 in Cs and Rb), but is
included here for completeness. Ld is a dephasing operator that can be used to add











is the sum of the linewidths of all lasers coupling the levels i$ j [91].
Ignoring dephasing due to nite laser linewidths, the dierential equations for the
density matrix elements are




_22 =  222 + 333 + i
p
2








_21 =  (21   i1)21 + i
p
2




_32 =  (32   i2)32 + i
c
2




















where 0 is the permittivity of free space, N is the density of atoms and Ep is the
electric eld amplitude of the probe eld. The probe absorption is therefore propor-
tional to Im f21g, and the dispersion is proportional to Re f21g [49]. Solving the
above equations in steady state and setting 3 to zero, 21 becomes, to rst order in

p (weak probe limit),
21 =   (1 +2) 








With the coupling laser on resonance, 2 = 0, the probe absorption and dispersion
in the weak probe limit are then proportional to


























Plots of the transmission and dispersion versus probe detuning, 1, are shown in
Fig. 2.6, for 
c = 2  1:0 MHz and 
c = 0. The EIT peak appears as a narrow
window of transparency on top of the absorption peak, and is associated with a high
dispersion.
Some intuitive insight can be gained from considering the eigenvectors of the
Hamiltonian, which are the dressed states within one multiplicity. For simplicity,
we assume the detunings to be zero so that both lasers are on resonance. Following














































Figure 2.6: Transmission (/ Im f21g) and Dispersion (/ Re f21g) in the three-level
system, in the weak probe limit, as given by Eq. 2.37 and Eq. 2.38. The functions are
plotted against the probe detuning 1, for the two coupling Rabi frequencies 
c =
2  1 MHz (solid lines) and 
c = 0 (dotted lines). The other parameters are 
p =
2  1 kHz, 2 = 2  6:12 MHz, and 2 = 3 = 0.
is an eigenvector corresponding to eigenvalue zero. jvi is not coupled by the Hamil-
tonian to state j2i. Even though the laser elds couple j1i and j3i to j2i, the contri-

















c) = 0 (2.41)
When both laser elds are on, depending on the initial conditions, atoms are either
adiabatically transferred into the dark state jvi or reach it via spontaneous emission.
Once in the dark state, the atoms will not absorb the probe light anymore, making
the medium transparent. Both j1i and j2i need to be long-lived states in order to
prevent the dark state from decaying.











is a superposition of only j1i and j3i that is orthogonal to jvi. In the basis spanned by
jui, jvi, and j2i, H is block diagonal: jvi is not coupled to the other states, but jui is
coupled to j2i with Rabi frequency 
0. The remaining two dressed state eigenvectors
are thus obtained by diagonalizing a 2 2 matrix, to obtain
















































as depicted in Fig. 2.7. The form of the dressed states of the three-level system
fjai; jbi; jcig reveals some of the expected features of the absorption spectrum that
should obtain when 
p is not small, and the system is instead probed from a fourth
level, j4i [82]. The dressed states retain their form as long as the additional probe
laser is weak enough to not perturb the eigenvectors. If this is the case, and this new
probe laser couples j4i to j1i, we expect to see three absorption lines, split by ~
0=2.
When the new probe laser couples j4i to j3i, we should obtain a similar spectrum.
However, when coupling j4i to j2i, only two lines should appear, because the dark
state jbi is not coupled (it has no j2i component).
The four-level system will be analyzed in more detail in the following section.
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Figure 2.7: Light shifts in the three-level system. a) In the uncoupled basis of
atom+eld states, the energy levels are separated by the laser detunings. Shown is
the case of positive (blue) detuning of both laser beams. In the notation j; ; i, 
refers to the atomic energy level, and  and  refer to the photon numbers of the
probe and coupling elds, respectively. b) At zero detuning, the uncoupled states are
degenerate. In the basis of coupled atom+eld states jai, jbi, jci (dressed state basis),
the eect of the o-diagonal coupling terms in the Hamiltonian is to split the energy
levels by the light shift ~
0=2. In the dressed state basis, the Hamiltonian is diagonal.
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Figure 2.8: Four-level system subject to two laser elds and microwave radiation.
2.4.3 4-level atom
The 4-level ladder system with two Rydberg states, subject to two laser elds and
microwave radiation is investigated experimentally in Chapter 6. The system is shown












c  2(1 +2) 
rf
0 0 
rf  2(1 +2 +3)
1CCCCCCCA
: (2.49)
The master equation becomes
_ =   i
~
[H; ] + L43 + L32 + L21; (2.50)
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where the decay and decoherence operators are dened as in Eq. 2.33. Using the same
notation as in the last section, the density matrix equations become
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_43 =  (43   i3)43   i
rf
2





This system of ordinary dierential equations can be solved numerically. The result is
that, although the microwaves couple two Rydberg levels that are both uncoupled by
the probe laser, the probe absorption spectrum changes drastically. In the presence
of the microwaves, a narrow dip of opacity appears in the center of the EIT peak,
with a width determined by 
rf.
Fig. 2.9 shows calculated absorption spectra of the Cs 4-level system, obtained by
numerically solving Eqs. 2.51 in steady state. To illustrate the dierences between
the 2-level, the 3-level, and the 4-level system, the spectrum is calculated in the
presence of one laser, two lasers, and all three radiation elds. The dependence of
the absorption spectrum on the Rabi frequencies of the three lasers and the Rydberg
lifetime is shown in Fig. 2.10.
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Figure 2.9: Calculated probe absorption spectrum in the Cs 4-level system when turning
on a) only the probe laser, b) both probe and coupling laser, and c) probe laser,
coupling laser, and microwaves. When the Rydberg states are resonantly coupled by
the microwave radiation, a narrow dip of opacity appears in the center of the EIT peak.
The parameters used are  21 = 2  5:2 MHz,  32 = 2  2 kHz,  43 = 2  2:33 kHz,

p = 2  100 kHz, 
c = 2  1 MHz, 
rf = 2  157 kHz. Note that the energy level
diagrams are not drawn to scale.
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Figure 2.10: Dependence of the calculated probe absorption spectrum in the Cs 4-level
system on a) 
p, b) 
c, c) 
rf, and d)  32 (assuming  43 =  32 = Ry). The other
parameters are the same as in Fig. 2.9.
Because the microwaves couple two close-lying Rydberg states which have a large
transition dipole moment, 
rf can be large ( 1 MHz) even when the microwave
radiation is extremely weak. As an example, consider the 87Rb 55D ! 54F transition,
which is in the K band of microwaves and has a frequency of 13:9 GHz. Only 1 nW
in a 15 cm diameter beam, corresponding to an intensity of only 5 fW=cm2 and an
AC Field amplitude of only 64 V=cm is enough for 
rf to be 1 MHz, leading to
an opacity peak that is broad enough to be easily observed in the probe absorption
spectrum.
The four-level systems measured in the course of this thesis work are shown in
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Figure 2.11: The four-level systems explored in this thesis. a) Cs system, b) 87Rb
system. In the Rb system, the polarization dependence of the absorption spectrum is
measured.
Fig. 2.11. For the Rb system shown in Fig. 2.11b, the polarization eects on EIT are
investigated. The polarization of the microwaves, probe and coupling laser is found to
signicantly change the absorption spectrum of the system. In the following section,
the theory used to model the polarization eects is detailed.
2.4.4 52-level system
To accurately reproduce the polarization dependence of the measured probe absorp-
tion lineshapes in the 4-level Rydberg EIT system shown in 2.11b, it turns out that
it is necessary to include the degenerate hyperne levels of both Rydberg states,
including all the magnetic sublevels that are coupled by the radiation elds.
The hyperne levels of high-lying Rydberg states with l > 1 are eectively degener-
ate, because the Rydberg electron is so far away from the nucleus that the interaction
with the nuclear spin is usually negligible in experiments. For example, the hyperne
interval between the F = 1 and F = 2 states of the 87Rb 54P1=2 state is  55 kHz,
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estimated from the measurements of Ref. [63] using the reported (n   ) 3 scaling.
The hyperne interval between the F = 2 and F = 3 levels of the 53D3=2 state is
 1:5 kHz, estimated by scaling the splitting of the 4D3=2 state reported in Ref. [93].
Taking the hyperne levels into account, the idealized system of Fig. 2.11b be-
comes the more realistic system of gure Fig. 2.12. The Rb system measured in the
experiment consists of 52 magnetic sublevels that are each coupled dierently by the
dierent possible combinations of laser and microwave polarizations.
To model this system, the states are rst numbered so that jii = jni; Li; Ji; Fi;mii,
where mi is the mF quantum number of state number i, and i ranges from 1 to 52.
The Rabi frequencies, the Hamiltonian, the decay and decoherence operators, the laser
dephasing operator, and the evolution equations are then constructed algorithmically.
The coordinate system is chosen so that the quantization axis, the z-axis, is pointing
along the propagation direction of the probe laser, the x-axis is pointing horizontally,
and the y-axis is pointing vertically up away from the optics table.
The Hamiltonian is constructed according to
hijHjji = ~
2
( 2 ijii + 
ij (1  ij)) i; j = 1 : : : 52: (2.52)
The detunings in the diagonal are given by
ii =
8>>>>>>><>>>>>>>:
0 : niLi = 5S
1 : niLi = 5P
1 +2 : niLi = 53D
1 +2  3 : niLi = 54P:
(2.53)
1 = !p   (!5P   !5S) is the detuning of the probe laser from the 5S1=2; F = 2 !
5P3=2; F = 3 transition, 2 = !p   (!53D   !5P ) is the detuning of the coupling laser
from the 5P3=2; F = 3 ! 53D5=2 transition, and 3 = !RF   (!53D   !54P ) is the
detuning of the microwave source from the 54P3=2 ! 53D5=2 transition. The negative
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Figure 2.12: The 52-level system used to reproduce the measured absorption lineshapes
in Rb Rydberg EIT. The magnetic sublevels of each hyperne state are separated
horizontally. Only a few of all the possible transitions are shown. Double-headed
arrows are used to denote polarization-dependent couplings for one specic combination
of polarizations. Dashed arrows denote spontaneous decay channels of the excited state.
Couplings between Rydberg levels are omitted for clarity. The model accounts naturally
for optical pumping eects. The Rabi frequency between two specic magnetic sublevels
becomes 
ij (see text), changes for dierent laser or microwave polarizations, and
depends on the specic sublevels involved. The numbers in the gure are the values of
the Rabi frequencies j
ij j in units of MHz for a probe eld amplitude of Ep = 0:5 Vcm 1
and a coupling eld amplitude of Ec = 50 V cm
 1. Values are rounded two two
signicant digits for clarity.
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sign in front of 3 in the Hamiltonian arises from the fact that the 54P Rydberg level
is energetically below the 53D level.




















Ep : (nL; n
0L0) = (5P; 5S) or (5S; 5P )
Ec : (nL; n
0L0) = (53D; 5P ) or (5P; 53D)
Erf : (nL; n
0L0) = (53D; 54P ) or (54P; 53D)
0 : else;
(2.55)
is a bare Rabi frequency calculated using only the radial matrix elements of the




2dr, and the electric eld amplitude of
the radiation that couples the two levels. Here, RnL is the radial part of the elec-
tronic wavefunction, dened from the product expansion in spherical coordinates
 i(r; ; ) = RniLi(r)Qi(; ), and Ep; Ec, and Erf are the real eld amplitudes of the






components of the complex polarization vector of the radiation eld that couples the
two states with principal quantum number n and n0,
(nL;n0L0) =
8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:
p : (nL; n
0L0) = (5P; 5S)
p
 : (nL; n0L0) = (5S; 5P )
c : (nL; n
0L0) = (53D; 5P )
c
 : (nL; n0L0) = (5P; 53D)
rf : (nL; n
0L0) = (53D; 54P )
rf
 : (nL; n0L0) = (54P; 53D)
0 : else;
(2.56)
and nq are the spherical components of the unit vector ~r= j~rj. Just as in the derivation
of the two-level Hamiltonian, the complex conjugates arise naturally from casting the
41











 ei!t +  e i!t

; (2.57)
and ensure that the Hamiltonian remains Hermitian even in the presence of circular
polarization. For example, for linear probe polarization in the x-direction,
(5 1;5 0) = p = x^ =
1p
2
(n^ 1 + n^+1) ; (2.58)



















The matrix element of the spherical components of the unit vector,
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hnLJFmF jnqjn0L0J 0F 0mF 0i, can be evaluated using the Wigner-Eckart theorem [53],
hFmF jnqj0F 0m0F i = ( 1)F mF
0B@ F 1 F 0
 mF q m0F
1CA hF jjnjj0F 0i (2.62)
hF jjnjj0F 0i = hJIF jjnjj0J 0I 0F 0i
= II0 ( 1)J+I+F
0+1p(2F 0 + 1) (2F + 1)
8><>: J F IF 0 J 0 1
9>=>; hJ jjnjj0J 0i
(2.63)
hJ jjnjj0J 0i = hLSJ jjnjj0L0S 0J 0i
= SS0 ( 1)L+S+J
0+1p(2J 0 + 1) (2J + 1)














Here ; ; and  denote remaining quantum numbers, the curly braces denote 6-j
symbols, the parentheses denote 3-j symbols, and hjj  jji denotes a reduced matrix
element. The denition of the reduced matrix element and the 6-j and 3-j symbols
are those of Refs. [53, 94].
Setting I = 3=2 and S = 1=2 for 87Rb, substituting Eqs. 2.63, 2.64, and 2.65 into
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Eq. 2.62, and reordering, gives the expression
hnLJFmF jnqjn0L0J 0F 0m0F i =
( 1)J+F 0+J 0+F+mF
p




8><>: J F 3=2F 0 J 0 1
9>=>;





0B@ F 1 F 0
 mF q mF 0
1CA :
(2.66)
It is clear that the Rabi frequencies in the o-diagonal terms of the Hamiltonian
depend on the polarization and specic magnetic sublevels coupled by the radiation.
The master equation is given by
_ =   i
~
[H; ] + L+ Ld; (2.67)
where L is a decay and decoherence operator, and Ld is a pure dephasing operator











(2ji  ij   ii    ii) : (2.69)
Since  ij is the decay rate due to spontaneous emission from state i to state j, it
is nonzero for any two states i and j that are coupled by the dipole operator. For
unequal indices i and j
 ij = B(JiFimi;JjFjmj)  (niLi;njLj) : i 6= j; (2.70)
(niLi;njLj) is the total radiative decay rate from a single upper state into a lower
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 1 : (n0L0; nL) = (5P; 5S)
(53D)
 1 : (n0L0; nL) = (53D; 5P )
(54P )
 1 : (n0L0; nL) = (54P; 5S)
(BB)
 1 : (n0L0; nL) = (53D; 54P )
0 : else
; (2.71)
B is the branching ratio for the decay into a specic lower magnetic sublevel, given
by [1]3
B(J 0F 0mF 0;JFmF ) =
p
(2J 0 + 1) (2F 0 + 1) (2F + 1)
0B@ F 1 F 0
 mF mF  mF 0 mF 0
1CA






B follows the sum rule
X
F q
B(J 0F 0mF 0;JF (mF=mF 0+q)) = 1 (2.73)
for allowed transitions from a single upper state with quantum numbers (J 0; F 0;mF 0)
to a lower hyperne manifold with quantum number J . For the decay of the 5P3=2,
F = 3 state, the decay rate is given exactly by the known lifetime. For the spon-
taneous decays of the Rydberg states, the rates are approximated by the known
radiative [59, 95] and black body lifetimes [59, 96], ignoring any decays out of the 52
level system.
3Care has to be taken when comparing Ref. [1] to the expressions in this thesis, since Steck uses
a denition of the reduced matrix elements that diers from the convention of Refs. [53, 54] that is
used here: hJ jjAjj0J 0iThis Thesis =
p
2J + 1hJ jjAjj0J 0iSteck
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To account for a dephasing of the Rydberg levels, we set
 ii =
8>>>><>>>>:
2 Ry : niLi = 53D
2 Ry : niLi = 54P
0 : else
: (2.74)
Ry is a phenomenological pure dephasing rate of the Rydberg states with respect
to the other states. It could be due to collisions, Rydberg atom interactions, or
uctuating electric or magnetic elds.












is the sum of the FWHM linewidths of the radiation eld coupling the
























: (niLi; njLj) = (54P; 53D) or (53D; 54P )
p + c : (niLi; njLj) = (53D; 5S) or (5S; 53D)
c + rf : (niLi; njLj) = (54P; 5P ) or (5P; 54P )
p + c + rf : (niLi; njLj) = (54P; 5S) or (5S; 54P )
0 : else
: (2.76)
In the above expressions, the polarization dependence of the laser dephasing terms
is approximated by the Kronecker delta, 0
ij , which accounts for the fact that 
L is
zero for a transition that is not coupled by the laser polarizations.
After the dierential equations for the density matrix elements are built algo-
rithmically, they can be solved numerically. Due to the large number of over 2000
variables, an algebraic or numerical steady state solution is computationally more
involved than a numerical integration of the dierential equations using Runge-Kutta
methods. We use the 4th order explicit Runge-Kutta routine found in Mathematica.
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To calculate the absorption spectrum, the initial conditions are set to an equal
distribution of populations in the magnetic sublevels of the ve 5S1=2; F = 2 ground
state sublevels, and all other matrix elements are initialized to zero. The numerical
integration is then run to a time of t1 = 64 s for each probe detuning. t1 is chosen
to be long enough to reach the steady state, e.g.








0 that are non-zero.
The probe absorption is proportional to the weighted sum over all o-diagonal











Here the Kronecker symbols are used to pick out only the o-diagonal density matrix
elements between states that are coupled by the polarization of the probe laser light.
2.4.5 Doppler shifts
In a thermal vapor, the atoms experience velocity dependent Doppler shifts of the
radiation elds. To incorporate thermal motion of the atoms into the theory, the
detunings in the Hamiltonian are modied via !  k v. k is the wavevector of
the laser light and v is the atomic velocity vector. In the case of counter-propagating
probe and coupling laser beams, the detunings become
1 ! 1 + kp vz (2.80)
2 ! 2   kc vz; (2.81)
where kp;c = 2 (p;c)
 1. 3 is not modied, because the maximum Doppler shift of
the microwave eld is negligible (< 15 kHz), due to the much longer wavelength of
the microwaves ( 2 cm).
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The solutions of the master equation are numerically integrated over the Maxwell-


















is the rms velocity at temperature T. Eq. 2.82 is integrated numer-
ically for each probe detuning, using velocity steps of vz = 1 m s
 1 and a velocity
range of ( 600 : : : 600) m s 1. At each velocity value, the density matrix equations
are numerically integrated as described in the last section, to obtain the Doppler
averaged transmission spectrum.
2.5 Laser cooling and trapping
In this section, the basic theory describing laser cooling and the mirror magneto-
optical trap is presented.
2.5.1 Laser cooling
The idea of laser cooling is to use laser light to exert a velocity dependent force on
atoms to cool them down.
When an atom absorbs a photon from a laser beam, the photon momentum ~k
is transferred to the atom, and the atom changes its velocity by a small amount
(0:6 cm s 1 for Rb and light resonant on the D2 line). After this primary momen-
tum kick due to absorption, the atom re-emits a photon and receives a secondary
momentum kick due to spontaneous emission. Since spontaneous emission occurs in
a random direction, the secondary momentum kicks average to zero over the course of
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multiple absorptions, while the primary momentum kicks all add up. The laser beam
thus exerts a net force on the atoms that points in the direction of the beam. This
force is the scattering force. The rate of photons hitting the atoms is proportional to
the intensity of the laser beam. For a two-level atom, in steady state, the scattering
rate from a single beam is given by s =   22, where 22 is the population in the
excited state. This is because, in steady state, the excitation rate must equal the de-
cay rate which is given by  22. Solving the optical Bloch equations of the two-level





1 + I=Is + (2= )
2 ; (2.84)
where  = ! !0 is the laser detuning,   is the spontaneous decay rate of the excited
state, I is the beam intensity, and Is is the saturation intensity. The ratio I=Is is




I=(2Is). For low intensities, the rate
of absorption is proportional to the laser intensity. As the intensity approaches the
saturation intensity, stimulated emission processes start to compete with spontaneous
emission processes. In stimulated emission, the photon emission is in the direction of
the beam, and the corresponding momentum change of the atom is in the opposite
direction of the laser beam. The competition of spontaneous and stimulated processes
results in a saturation of the scattering force at large intensities. On resonance, for
zero velocity atoms, the scattering force for large intensities I  Is saturates at
~ k  =2 [29].
To cool atoms, a velocity dependent force is necessary. Due to the Lorentzian
absorption lineshape, the scattering force already depends strongly on the frequency
of the laser beam. For moving atoms, this frequency dependence is translated into a
velocity dependence by the Doppler shift. For an atom with velocity v, the laser light
in the co-moving frame has the Doppler-shifted frequency !0 = !  k  v. If the laser
beam is red-detuned from the resonance, atoms moving toward the light beam are
49
closer to resonance than atoms moving away from the light beam. The atoms moving
toward the beam feel a larger scattering force and are pushed back stronger than the
atoms moving away from the beam. The net eect is that the atoms moving toward
the beam are selectively slowed down. Using two counter-propagating red-detuned
laser beams, the scattering force is the sum of the forces from each beam. In one
dimension, the scattering force becomes [29]
Fs = F+ + F  (2.85)
F = ~k  
2
I=Is
1 + I=Is + (2( k  v)= )2
; (2.86)
where  is the detuning of the light from resonance, k is the wavevector of the beam
labeled +, pointing in the positive direction, and stimulated emission was neglected
(low intensity regime). The form of this sum of two Lorentzian curves is shown in
Fig. 2.13. We see that the scattering force becomes a pure damping force Fs =   v,
equivalent to friction, for a range of velocities around zero. The friction coecient is
obtained by expanding Eq. 2.85 in a power series around zero for small Doppler shifts
k  v   




1 + I=Is + (2= )
22 v +O  (k  v= )3 : (2.87)
This conguration cools atoms in one dimension and is called one-dimensional optical
molasses. By using six crossed counterpropagating beams in a conguration where
each pair of beams is along one of the Cartesian axes, atoms can be laser cooled in
three dimensions. In the overlap region of the beams, a three dimensional optical
molasses is formed.
The spontaneous emissions cause the atoms to perform a random walk in momen-
tum space with discrete step size ~ k. The minimum temperature associated with this
random walk is known as the Doppler temperature, TD. It was originally believed
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Figure 2.13: Scattering force due to red-detuned counterpropagating beams of light
along one dimension. The total scattering force Fs (solid) is the sum of the scattering
force from the beam in the positive direction, F+ (dashed) and the beam in the negative
direction, F  (dotted). Parameters used are  =   , and I=Is = 0:5. For the D2 line
of 87Rb, a velocity of one would correspond to  =k = 4:7 m s 1, and a force of one
would correspond to an acceleration of ~ k  M 1 = 2:24 105 m s 2, respectively.
of random walk steps is given by the scattering rate multiplied by the number of
incident beams. In one dimension an optical molasses has two beams, and the step
frequency is 2 s. The random walk causes a diusion in momentum space with a
diusion coecient D = 2 (p)2=t = 4 s (~ k)2, related to a minimum steady state
temperature TD = ~  (2 kB) 1 [29]. The minimum temperature is achieved at a
detuning  =   =2 [29].
The Doppler temperature can also be derived from energetic considerations [29].
Since the momentum changes by ~ k during each absorption and spontaneous emis-
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sion, the atoms emit photons at lower frequency than they absorb. In one dimen-
sion, the situation is simplied. When an atom absorbs a photon, the recoil energy
~!r = (1=2) ~2 k2=M is taken away from the photon energy, which must therefore be
~ (!0 + !r). Here, M is the atomic mass. When an atom emits a photon, the recoil
energy is missing from the photon energy, which must therefore be ~ (!0   !r). The
dierence in energy between an absorbed and emitted photon in one dimension is thus
given by twice the recoil energy, 2 ~!r. From the two beams, photons are absorbed
at the rate 2 s. In steady state, the magnitude of energy lost from the light eld is
jF  vj and must be equal to the magnitude of energy emitted by the atom j4 s ~!rj.
Using Eqs. 2.87 and 2.84 to equate those expressions in the low intensity limit, we














which has a minimum at  =   =2. The corresponding temperature is again the
Doppler temperature TD = 2EOM=kb = ~  (2 kB) 1.
For 87Rb, the Doppler temperature is 145 K. In early experiments on laser
cooling, it was found that, in a real optical molasses, temperatures can be signi-
cantly lower than the Doppler temperature [97]. The responsible mechanism for this
sub-Doppler cooling was identied soon after the experiments and is called Sisyphus-
cooling or polarization-gradient cooling [98, 99]. In an optical molasses, the overlap-
ping light elds lead to polarization gradients. Due to the polarization gradients, the
atoms move in spatially dependent periodic light-shift potentials that have hills and
valleys. It turns out that for red-detuned laser beams, the atoms are optically pumped
by the laser light preferentially into the valleys, from which they climb up the hills.
As the atoms climb up the potential hills that are due to the light shift, they lose
kinetic energy and cool down. Temperatures in optical molasses can therefore be as
low as a few K [100]. This is close to the recoil limit Trec = ~2 k2 (kBM) 1, the tem-
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perature associated with a single photon recoil energy. For 87Rb, Trec = 362 nK. Due
to sub-Doppler cooling eects, the temperature in an optical molasses is proportional






T = T0 + 2C TD ; (2.90)
where T0 is a temperature intercept, and C is a dimensionless constant that depends




I=(2Is) is the Rabi frequency of one of the beams. Most theory
is done in 1D [29], but the constant C has been determined experimentally for
87Rb
in a magneto-optical trap to be C = 0:52  0:03 with a temperature intercept of
 5 K [101].4 Note that in the experiments of Ref. [101], temperatures for 87Rb as
low as 10 K have been observed in a magneto-optical trap.
2.5.2 Magneto-optical trap
An optical molasses cools the atoms down, but does not trap them, because there is
a damping force, but no restoring force. The magneto-optical trap (MOT) xes this
shortcoming. In a MOT, a magnetic quadrupole eld is applied that is zero at the
center of the molasses and linearly increases in magnitude away from the center. The
atomic energies are shifted by the magnetic eld due to the Zeeman shift, and the
scattering force becomes position dependent. The polarization of the laser beams is
then chosen so that atoms away from the center are shifted into resonance with those
beams that push them back towards the center. The atomic selection rules are taken
advantage of to ensure atoms absorb light from the correct directions.
4It should be noted that C in Ref. [101] was t using older values of the constants, namely
TD = 141 K, Is = 1:6 mW and   = 2  5:32 MHz, which dier slightly from the most recent
numbers used in this thesis
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The principle of the MOT is illustrated in Fig. 2.14. For simplicity, a F = 0 !
F 0 = 1 cooling transition is assumed. The z-axis is the longitudinal axis of the
quadrupole coils. For atoms located at positive z coordinates, the magnetic eld
points in the positive z-direction. Due to the Zeeman shift, the m =  1 sublevel
of the excited state is shifted closer to resonance with the laser beams. Only the
  beam can excite atoms into this sublevel because of the selection rule m =  1.
Thus, the atoms preferentially absorb light from the   beam and are pushed back
to the center. For atoms located at negative z coordinate, the magnetic eld points
in the negative z-direction. Here, the m = +1 sublevel of the excited state is shifted
closer to resonance with the laser beams. These atoms preferentially absorb photons
from the + beam and are also pushed towards the center. The polarization of the
beams is correct when both beams are right-handed circularly polarized (RHC).
The same principle also works along the x- and y-axes, in directions perpendicular
to the quadrupole symmetry axis. The only dierence is that the magnetic eld
direction is reversed and the light polarization of both beams now has to be left-
handed circularly polarized (LHC) instead of RHC, as illustrated in Fig. 2.15.
A typical MOT setup uses anti-Helmholtz coils to create the quadrupole eld,
wrapped on the outside or inside of the vacuum chamber. The laser beams can
be retro-reected. A quarter-wave plate in front of each retro-reecting mirror is
used to enforce the correct circular polarization of the retro-reected beams. This
setup requires three incident beams. There is a small inherent imbalance between
the incident and retro-reected beams due to losses in the windows and absorption of
light by the atoms, which can be detrimental to the atom number and symmetry of
the MOT. For more control over the exact beam balancing, a setup with six incident
beams can be used, where each beam is balanced separately. The six-beam MOT
is our preferred method, because it allows us to optimize the MOT shape and atom
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Figure 2.14: Restoring force in a MOT along the quadrupole coil center axis, z. The
z-axis is chosen as quantization axis. The magnetic eld increases linearly along z
and creates a Zeeman shift for the excited states. The Zeeman shift results in position
dependent detunings + and   for the + and   beams, respectively. Atoms located
at positive position z' are closer to resonance with the   beam that pushes them in
the negative z-direction. Atoms located at negative position -z' experience a Zeeman
shift that brings them closer to resonance with the + beam which pushes them in the
positive z-direction. The net eect is that the atoms experience a restoring force that
pushes them toward the trap center. Note that along the longitudinal quadrupole axis,
both beams need to be RHC polarized. This is dierent from the lateral axes, where
both beams need to be LHC polarized (see Fig. 2.15).
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Figure 2.15: Restoring force in a MOT along the x-axis, perpendicular to the
quadrupole center axis z. The x-axis is chosen as quantization axis. The same principle
applies as for the z-axis (see Fig. 2.14). However, compared with Fig. 2.14, the mag-
netic eld slope is reversed and the eld now decreases through the trap center. The
role of m0 = +1 and m0 =  1 is therefore reversed. As result, the laser beams along
the x- or y-axis have to be LHC polarized in order to create the desired restoring force.
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Figure 2.16: Sketch of a MOT setup. The pumping system and the source of atoms
is not shown. Six laser beams, counterpropagating along the Cartesian axes, overlap
at the zero of a quadrupole magnetic eld that is generated by Anti-Helmholtz coils.
The zero of the magnetic eld is the location where a cold cloud of atoms forms, with
a radial size of typically a few hundred microns and a temperature of  100 K.
number more precisely than the setup with retro-reections. A schematic of a typical
MOT setup is shown in Fig. 2.16.
Using the one-dimensional model of Fig. 2.14 with two counter-propagating beams
along the z-direction, the detuning from the  beam in the MOT is  =  
(k  v  B=~), where k is the wavevector of the + beam that points in the positive
z-direction, and  is the (positive) eective dipole moment of the m = +1 transition.
The scattering force due to the two beams can be written using Eq. 2.85, making the
replacement k  v ! k  v + B=~. If both the Zeeman shift and the Doppler
shift are small compared to  , we can expand the force in orders of the parameter
 = (k  v + B=~) =  to see that





where  is the friction coecient dened as before, and  = (~ k) 1  dB=dz. We
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see that a restoring force appeared in addition to the damping force of the optical
molasses. The spring constant of the restoring force is .
As an example, for a magnetic eld gradient dB=dz = 10 Gcm 1, single beam laser
intensity I = 0:5 Is, detuning  = 1  , and magnetic moment   2 1:39 MHzG 1
for the Rb D2 F = 2;mF = 2 ! F = 3;mF = 3 transition, the trap frequency is
!MOT =
p
=M = 2:6 kHz, the damping rate is MOT = =M = 6:4 kHz, the motion
is overdamped with a damping ratio of  2 1M 1 ! 1MOT = 1:2, and the restoring time
to the center is r = 2 M
 1 ! 2MOT = 1:8 ms.
In real alkali metal atoms, there are more than two hyperne levels. Even when
using a closed transition such as the 87Rb F = 2 ! F 0 = 3 cooling transition, there
is a small probability of o-resonant excitation of the closest hyperne level, F 0 = 2.
From the F 0 = 2 level, atoms can then decay into the uncoupled F = 1 ground
state. Once in the F = 1 ground state, atoms would be lost from the MOT. A
repumping beam is therefore used to recycle atoms out of the F = 1 ground state
back into the cooling transition. In our case, this is accomplished by overlapping
a weak repumping beam, resonant with the F = 1 ! F 0 = 2 transition, with the
cooling beam along the x-axis. Considering the magnetic sublevel populations in real
systems, the circular light polarization in the laser elds tends to optically pump the
atoms into the stretched Zeeman sublevels and the MOT operation is generally not
hindered by the complicated magnetic sublevel structure of real systems [1].
2.5.3 Mirror magneto-optical trap
The mirror MOT, rst demonstrated in 2001 [32], is a variant of the MOT in which
atoms are trapped a few mm away from a mirror surface. In a mirror MOT, two
beams are reected o a mirror at 45, and two other counter-propagating beams are
passed perpendicular to the reected beams as shown in Fig. 2.17. In the region of
58
Figure 2.17: Sketch of a mirror MOT setup. The pumping system and the source of
atoms is not shown. In a mirror MOT, the zero of the magnetic eld is located a few
mm away from a mirror surface. In the region where the incoming, beams overlap with
the reected beams, the atoms are subject to the same conguration of laser beams
as in a regular MOT. Note that the quadrupole coils have to be oriented along one of
the reected beams, due to the change of polarization upon reection o the mirror
surface.
overlap of all beams just in front of the mirror surface, the atoms are subject to the
same beams and the same magnetic eld gradients as in the regular MOT. To ensure
the correct circular polarizations of reected and incident beams, the longitudinal axis
of the quadrupole coils must be aligned with one of the reected beams and cannot
be aligned with the straight beams. This is because of the polarization change from
RHC to LHC upon reection.
The mirror MOT is the initial trap of choice in atom chip experiments, because an
atom chip represents a natural surface that can be made into a highly reecting mirror.
From the initial cold atom cloud, trapped in the mirror MOT, further magnetic traps
can then be loaded. Such purely magnetic traps are the topic of the next section.
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2.6 Magnetic microtraps
In this section, the theory behind the technique of magnetic wire traps and magnetic
microtraps is detailed.
Magnetic trapping of neutral atoms relies on the Zeeman shift. The atomic en-
ergy states in a magnetic eld are split due to the interaction of the atomic angular
momentum with the magnetic eld









where B is the Bohr magneton, and the g are the various Lande g factors. S, L, I,
and F are the spin, orbital, nuclear, and total angular momentum operators. In the
last step, we chose the quantization axis z to coincide with the magnetic eld axis.
If the splitting due to the magnetic eld is smaller than the hyperne splitting, Fz
and jF j are good quantum numbers, and we can label the resulting potential energy
curves by F and mF . A rst-order approximation of the energy shifts for such weak
elds is then
E(F;mF ) = B gF mF Bz; (2.92)
For larger elds, when the energy shifts are on the order of the hyperne splitting,
the diagonalization of HB is more complicated. For the ground state of
87Rb, this
regime corresponds to elds of a few thousand Gauss. An analytical solution for the
Zeeman shifts is then given by the Breit-Rabi formula [102]:
EjJ=1=2;mj ;I;mI> =  
Ehfs
2(2 I + 1)








where Ehfs is the hyperne splitting, m = mI mJ , and x = (gJ   gI)B B=Ehfs.
The atomic energy states can be divided into weak-eld seeking states (WFS) and
high-eld seeking states (HFS), depending on the sign of the slope @E=@B.
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To determine the atomic motion in a given magnetic eld, in the case of adiabatic
motion, the trapping potentials can be determined by evaluating the eigenenergies of
HB at each point in space for the magnetic eld present at that point. This leads
to potential energy curves that depend on the position of the atomic nucleus. The
nuclear motion can then be treated as if it was conned to one of those potential curves
under the assumption that there are no transitions between potential curves. This is
similar to the Born-Oppenheimer approximation for molecules [103] in so far as any
coupling between internal energy and the motion of the nucleus is ignored, e. g. the
center of mass motion of the atom is assumed to be slow compared to the motion of
the electron. A magnetic eld gradient then leads to forces on the nuclei that allow
trapping of WFS in a local minimum. For a two-state system with constant eld




~ (r (E))r=r0  v(r0)
 1 (2.94)
here E(r0) is the energy dierence between two potential curves, evaluated at a
point in space r0, and v(r0) is the velocity of the atom as it passes through r0. If
the magnetic eld direction is constant in space and time, the interaction potential
becomes scalar in nature. Assuming the magnetic eld points along the z-direction
everywhere, the above expression becomes
(gF B Bz(r0))
2
~ gF B (rBz)r=r0  v(r0)
 1: (2.95)
In real traps, the magnetic eld direction usually varies in space. The criterion for
an eectively scalar potential in the presence of a spatially varying magnetic eld
direction is given by
!B  !L; (2.96)
where the Larmor frequency !L = B=~ is the splitting between neighboring potential
curves, and !B = v  r (B=B) is the apparent rate of change of direction of the
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magnetic eld as seen in the rest frame of the atom. Then, it is jBj instead of the
vector B that governs the atomic motion. Strictly speaking, the above criteria are not
valid for systems with more than two states. However, numerical and experimental
results suggest that the Landau-Zener parameter is a rather robust estimate and
remains valid even in more complicated systems [105, 106]. If in doubt, the time-
dependent Schrodinger equation can be solved numerically in a truncated basis to
determine the validity of the adiabatic approximation.
The above Born-Oppenheimer type approximation breaks down when the motion
becomes nonadiabatic. From the Landau-Zener parameter, we can see that this hap-
pens when the potential curves come close enough to each other, and/or the atomic
velocity is large enough to induce nonadiabatic transitions between Zeeman levels.
During a nonadiabatic transition, atoms change their internal energy state. The
largest Landau-Zener parameters are obtained at the trap center. At the trap center,
the eld has a minimum and the Zeeman splitting is therefore close to zero. In addi-
tion, the atomic velocities are also largest there. If the minimum is at zero magnetic
eld, atoms can change states from WFS to HFS with high probabilities and conse-
quently be ejected from the trap in large quantities. This is a trap loss mechanism
due to nonadiabatic change of magnetic dipole moments and is known as Majorana
opping [107, 108]. To prevent Majorana opping in a Ioe-Pritchard type magnetic
trap, a small homogenous oset eld of a few Gauss, called the Ioe eld, is applied
in a perpendicular direction to the main trapping eld. The small oset eld ensures
a splitting of potential curves even at the trap minimum.
While the original Ioe-Pritchard magnetic trap employed multiple coils [109], a
Ioe-Pritchard type trap can be created by a simple z-shaped current-carrying wire
combined with an external homogenous oset eld [110]. First, consider the eld of
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Figure 2.18: Atomic guide formed by an innitely long wire. The wire is along the
x-axis. Parameters are I = 1 A and Bbias = (0; 10 G; 0)
T







where z is the distance to the wire which is assumed innitely thin, and e is the
unit vector in the direction of the azimuthal angle with respect to rotation about the
x-axis. A homogenous oset eld Bbias, directed perpendicular to the wire direction







away from the wire. This conguration, shown in Fig. 2.18, can be used as an atomic
guide [111]. Assume Bbias points in the +y-direction. The guide is then closed to form
a Ioe-Pritchard type trap by making the central wire nite in length and adding two
segments parallel to the y-axis to give the wire a shape in the form of a \Z". The added
segments close the trap along the x-axis and create a Ioe eld at the trap minimum.
This is illustrated in Fig. 2.19. At the trap minimum, which forms just above the
central segment, the eld from the rst side segment mostly points in the -z-direction,
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Figure 2.19: The z-wire geometry leads to a Ioe-Pritchard type trap. The top view
of the wire is shown in a), and the front view is shown in b). The trap minimum
forms just above the center segment, where the external bias eld Bbias cancels the
eld B2, created by current density j2. The side segments of the wire, current densities
j1 and j3, create two additional elds at the trap minimum, B1 and B3. The larger
vertical components of those elds cancel, but a small component pointing horizontally
remains. This remaining eld BIoe = B1 + B2 + B3 + Bbias is the Ioe eld. It
prevents Majorana losses at the trap minimum.
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towards the central wire segment, but also has a small component in the +x-direction.
The eld from the second side segment mostly points in the +z-direction, away from
the central wire segment, but also has a small component in the +x-direction. The
large z-components of those segments cancel exactly at the trap center, but a small
x-component remains. Since the trapping eld created by the center segment points
along the y direction, this small x-component is the Ioe eld.
To calculate the actual elds of the z-shaped wire, numerical integration of the
Biot-Savart law is necessary. For real wires with non-zero cross sections, the current
ows around the wire corners in a non-trivial way. We therefore perform a nite
element simulation using the open-source software Elmer [112] to obtain accurate
current density elements for all of our Biot-Savart calculations. The current density
is calculated on a nonuniform volume mesh that consists of roughly 30000 elements.
The density data is imported into Mathematica and used to calculate the magnetic
eld vectors on a uniform, three-dimensional grid. Fig. 2.20 shows the results of such
a calculation for our microscopic atom chip z-wire. Impurities and roughness of the
wires are not included in our calculations. The role of microscopic wire imperfections
due to the manufacturing process was studied experimentally in Ref. [113] and shown
to cause a potential roughness of < 1 KA 1 for atoms trapped at distances 100 m
from the imperfect wire surface. For the measurements presented in this thesis, this
roughness is two orders of magnitude smaller than the energies of the trapped atoms,
and can therefore be neglected in the calculations.
A magnetic trap can be characterized by the trap frequencies !x, !y and !z,
corresponding to the frequencies of oscillation of a trapped atom when it is displaced
a small distance from the trap center along the x-, y- and z-directions, respectively.
The trap frequencies are obtained by approximating the trapping potential with that
of a 3D harmonic oscillator with resonance frequencies !x; !y; !z around the trap
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Figure 2.20: The z-wire magnetic microtrap on the atom chip. 3D current densities
were calculated using the nite element method. The current enters the wire in the
positive y-direction. The wire is made of Au. It is 100 m wide and approximately
9 m high. In a), the Joule heating of the wire surface, proportional to I2, is plotted
as a color gradient. This illustrates the complicated current ow across the corners
that leads to heating. In b), c), and d), the magnetic eld magnitude along the three
Cartesian axes through the trap minimum is shown. Note that the eld is non-zero
at the trap center. This is due to the Ioe eld produced by the two side segments
of the z wire, and prevents Majorana losses. Along the z direction, the trap is highly




E(r  r0) = 1
2
m !2x (x  x0)2+
1
2
m !2y (y  y0)2+
1
2
m !2z (z  z0)2+O(jr  r0j3);
(2.99)
where O(xi) denotes terms of order i or higher in x. Once the trapping potential and
minimum is found, a simple Taylor expansion to second order in the displacement
will reveal the trap frequencies, which are proportional to the curvatures of B along
the Cartesian directions. As an example, Fig. 2.21 shows the trapping potentials for
87Rb; F = 2 ground state atoms in the elds of the microtrap from Fig. 2.20, together
with the harmonic approximations and corresponding trap frequencies. To calculate
potential curves, the adiabatic approximation and Eq. 2.93 was used.
As long as r0 is shorter than the length of the central segment, the following





















where L is the length of the central segment. By increasing Bbias or decreasing I,
the trap minimum can be moved closer to the wire. This also compresses the trap
because the trapping frequencies increase according to





!x  B0:5bias; (2.104)
obtained from Eqs. 2.101, 2.102 and Eq. 2.99 under the assumption of a linear Zeeman
shift. For z  200 m, extremely large magnetic eld gradients on the order of several
kG cm 1 can be obtained with moderate currents of a few Ampere and bias elds of
only a few tens of Gauss. This corresponds to very tight magnetic microtraps with
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Figure 2.21: Adiabatic trapping potentials calculated for 87Rb F=2 ground state atoms
in the microtrap from Fig. 2.20 (solid lines), together with the harmonic approximation
for the mF = 2 state atoms (dotted lines) and corresponding trap frequencies !. The
plots a), b) and c) correspond to cross sections through the trap minimum along the
three Cartesian axes x, y and z respectively. Both WFS, mF = 2 and mF = 1, are
trapped. Atoms in the mF = 2 state experience the largest restoring forces, character-
ized by the trap frequencies shown. Trap parameters are the same as for Fig. 2.20.
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large trapping frequencies in the range of kHz. A high atomic density results due
to the large compression of the atom cloud. In addition, this is a setup that lends
itself naturally to miniaturization [114]. Using well-understood technologies from
the microchip industry such as photolithography and electroplating, one can create
almost arbitrary microscopic wire patterns [19, 115, 116]. Such atom chips have
been used not only to create magnetic z-wire microtraps but also other wire patterns
that allow further manipulation and experiments with the trapped atoms, such as
the atomic conveyor belt [20] and many others [15, 117]. Wire traps on atom chips
have been used to implement BEC interferometry [118], and Rydberg experiments on





In this chapter, the experimental apparatus is described in detail. This includes the
vacuum system, the laser systems, the atom chip mount and cooling setup, the Rb
sources, the various magnetic eld coils and coil switching electronics, the microwave
setup, and the imaging system. The remote control system used to switch coil cur-




An overview of the vacuum system is shown in Fig. 3.1. The main vacuum chamber
that houses the atom chip is a stainless steel 6" spherical octagon (Kimball Physics
MCF600-SphOct-F2C8). It has eight 2.75" and two 6" CF ports. It is mounted
such that a 2.75" viewport faces the optical table surface. This viewport is used for
imaging the trapped atoms from below. The atom chip mount is inserted through
the topmost 2:75" port, allowing the atom chip to hang upside down, centered in the
chamber. The Rb sources are situated in a 2.75" nipple on the port facing diagonally
away from the optical table at an angle of 45. The other top diagonal facing port is
blanked o. Two diagonal facing viewports on the bottom are used for two of the four
mirror magneto-optical trap (MOT) cooling beams that reect o the chip surface.
Two smaller horizontally facing viewports, one directly on the chamber and one on
the far end of a 2.75" tee that is connected to the chamber, are used for absorption
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Figure 3.1: Sketch of the vacuum system. The experimental chamber that houses the
atom chip is shown in red. The pumps are attached to the dark blue colored parts as
labeled. Other parts such as the rubidium sources connect to the system as labeled.
Flexible bellows, labeled \bellows" (yellow) in the diagram, are used to isolate the
chamber from vibrations. The MOT and imaging beams are also depicted (dark and
light purple), as is the gate valve used to isolate the chamber (orange).
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imaging and optical pumping. The two larger 6" viewports on the side are used for
the two remaining counterpropagating mirror MOT beams. The 6" viewports are also
used for light from the UV LEDs for light induced atomic desorption (UV LIAD), for
microwave radiation, for sideways imaging of the MOT, and to mount the x-bias coils
to the chamber.
The bottom viewport of the chamber is 6" above the table surface. The vacuum
system is held in place by clamps (not shown). Three clamps support the chamber.
Four clamps that rest on two layers of Sorbothane and lead support the large tee and
turbo pump. The Sorbothane is used to isolate the table from vibrations caused by
the turbo pumps.
3.2.2 Pumps
The pumping setup is shown schematically in Fig. 3.2. The chamber is pumped out
through the top port of a 2.75" tee that is mounted on the horizontally facing small
viewport on the back. Following the tee is a four way cross that connects to an
ion gauge on the side, and a non-evaporable getter pump (SAES Getters Capacitorr
D-400 2) on the top. The other side of the cross connects via exible bellows to a
manual gate valve (VAT 1032). The exible bellows are used to isolate the chamber
from vibrations due to the turbo pumps. The gate valve can be used to isolate the
chamber vacuum. Behind the gate valve is an 8" tee that houses two baking lamps
and another ion gauge which are attached via two ports of a three-way multiplexer on
the side of the tee. The third multiplexer port is blanked o. Connected to the other
side of the tee are the pumps. They are attached in series, starting with a large turbo
pump (Leybold TVAC 340), followed by a small turbo pump (Leybold TVAC 50),
a pneumatic isolation valve, a backing hose, a manual angle valve, a longer backing
hose that leads into the mechanical pump room, and nally a mechanical backing
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Figure 3.2: Schematic of the pump setup. Four pumps are pumping on the experimental
chamber in the conguration shown. Multiple valves allow the user to isolate the
chamber and/or tee, and select whether to pump on the atom chip dewar or not. The
pressure in the chamber and in the tee is measured with Bayard-Alpert ionization
gauges (IG). The roughing line pressure and the pressure on the small turbo pump
exhaust is monitored with thermocouple gauges (T/C). A pneumatic valve can be used
to purge the chamber with nitrogen during a controlled loss of vacuum. The nitrogen
purge pressure is controlled via a manual needle valve. Here, solid lines denote CF
components, and dashed lines denote KF components.
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pump (Stokes 900-013-241) that exhausts into the air. The atom chip cooling dewar
is pumped out by the same mechanical pump through a second manual angle valve
and a roughing hose. The turbo pumps, the mechanical pump and the pneumatic
valve are interlocked to prevent the chamber from lling with air in case of a loss of
power. They are controlled by a programmable-logic circuit (PLC, DirectLogic 105)
that is equipped with a push-button interface.
To pump the chamber out after it has been up to air, the push-buttons on the
PLC circuit are pushed in sequence from left to right, while the pressure gauges
are monitored to ensure leak-free operation. The rst push-button turns on the
mechanical pump. The roughing line pressure can be read o the rst thermocouple
gauge. The second push-button opens the pneumatic isolation valve behind the small
turbo pump, allowing the mechanical pump to pump on the chamber. The pressure
at the turbo pump exhaust can be read o the second thermocouple gauge. The third
push-button turns on the small turbo pump. The fourth push-button then turns on
the big turbo pump. At this point the tee and experimental chamber pressures can
be monitored with the two ion gauges.
The PLC circuit is programmed to not allow pumps to be switched on or o out
of sequence, and to automatically shut o the turbo pumps when the pressure in the
backing line rises above a setpoint of 10 2 Torr.
A separate manual switch controls the pneumatic nitrogen purge valve. This
valve can be used to purge the chamber with nitrogen in case of a controlled loss
of vacuum. Purging the chamber with nitrogen at a pressure slightly above 1 atm
instead of exposing it to room air reduces the amount of water accumulating on the
chamber walls. In addition, the constant ow during purging mechanically hinders
small particles from blowing into the chamber when one of the viewports is removed
to perform maintenance on the chamber. The nitrogen purge pressure is controlled
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by a manual needle valve.
The NEG pump is passive, but should be (re-)activated after it has come up to
atmospheric pressure. The NEG pump can only be activated in a vacuum environment
and should be activated during bake-out. In order to activate the NEG pump, a
voltage of 16 V is applied to its internal heater for a duration of 60 min.
3.2.3 Baking cycle
A bake-out is performed by rst covering the chamber and all vacuum parts apart
from the dewar in a layer of aluminum foil, wrapping the foil with heating tape
(Omegalux STH-101-060), and covering the tape with another layer of aluminum foil.
The two layers of aluminum foil ensure even heating. While the turbo pumps and
mechanical pumps are pumping on the system, the chamber is then heated up to
150 C with the heating tape. The other parts of the vacuum system are heated
up to 120 C with the heating tape and by turning on the baking lamps in the tee.
The pressure is monitored and recorded with the ion gauges until it is not dropping
anymore. A bake-out usually takes 1-2 weeks. If the system has been up to air before
baking, the NEG pump is activated a few days into the bake-out cycle while baking.
Care has to be taken to never subject the NEG pump to atmospheric pressure during
baking. The getter material will burn when it gets into contact with air while it is hot.
This can destroy the pump. At the end of the bake out, all heating tapes and baking
lamps are switched o or turned down, making sure that the chamber is cooling down
slower than the rest of the system. This method of bake-out consistently leads to an
ultimate pressure of < 10 10 Torr as measured by the ion gauge closest to the main
chamber.
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3.3 Main laser system
3.3.1 Laser setup
The main laser system that generates the cooling, repumping, imaging and optical
pumping light from two commercial external cavity diode lasers (ECDL, Toptica
DL100) is shown in Fig. 3.3. Each ECDL is mounted on an aluminum block that
functions as a heat sink. Each mounting block rests on a layer of Sorbothane, to isolate
the ECDL from table vibrations caused by the turbo pumps and cooling water lines.
Using an accelerometer (Wilcoxon Research 731A), we veried that mounting the
lasers on Sorbothane reduces the dominant component of vibrational noise, at 860 Hz,
by 42 dB. As a consequence, the frequency stability of the ECDLs is signicantly
improved.
Four accousto-optic modulators (AOM) are used to x the frequencies of the
cooling, repumping, imaging and optical pumping beams. The frequencies are sum-
marized in Fig. 3.4. The optical pumping beam is derived from the cooling laser
via the minus one order of a 40 MHz xed frequency AOM (Isomet 1201E-2, driver
221A-2, labeled by nr. 1 in Fig. 3.3). The imaging beam is derived from the cool-
ing laser via the rst order of a tunable AOM (Crystal Technologies AOM 3110-140,
driver 1110-AF-AEF0-1.5, nr. 3) in double-pass conguration. The detuning of the
imaging beam AOM is set to bring the beam on resonance with the F = 2! F 0 = 3
transition and is then optimized empirically by maximizing the optical density of
the atomic cloud to account for stray magnetic elds. Imaging and optical pumping
beams are each ber coupled into a polarization maintaining ber before entering
the chamber. The MOT cooling light is derived from the cooling laser via the rst
order of a tunable AOM (same model as imaging AOM, nr. 2), also in double-pass
conguration. The frequency of the cooling beam AOM is set so that the detuning
 from the F = 2 ! F 0 = 3 resonance is  17 MHz during the loading phase of the
76
Figure 3.3: Schematic of the main laser system. Both external cavity diode lasers
are locked to the side of a hyperne transition of 87Rb using the saturated absorption
spectroscopy setups shown. The cooling (repumping) laser frequency is adjusted with
accousto-optic modulator 2 (4). The optical pumping and imaging beams are derived
from the main cooling laser via accousto-optic modulators 1 and 3, respectively, before
they are ber coupled. The repumping light is overlapped with the +X MOT beam
before entering the chamber. PBS: Polarizing beamsplitter cube, BS: non-polarizing
beamsplitter cube, L: focussing lens, Q: quarter-wave plate, H: half-wave plate, AOM:
accousto-optic modulator, FC: ber collimator, CS: collimation stage, M: mirror, PD:
photodiode, VC: Rb vapor cell.
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Figure 3.4: Relevant atomic transitions and laser frequencies in the MOT setup. C:
cooling beams, I: imaging beam, OP: optical pumping beam, R: repumping beam. The
lock points of the cooling laser (left) and repumping laser (right) are shown as dotted
horizontal lines. The laser frequencies denoted by solid vertical arrows are derived from
the locked lasers via four AOMs as described in the text. The detuning  of the MOT
beams is  17 MHz during the MOT loading phase. Hyperne splittings are taken from
Ref. [2] and Ref. [3].
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MOT. The MOT light is then up-collimated to a FWHM of  1 cm and split via
polarizing beamsplitter cubes into four separate cooling beams, labeled +X, -X, Y,
and Z. The mirror MOT is operated with these four dedicated beams instead of two
retro-reected beams. Retro-reected beams are always power-imbalanced, because
the reected beam makes additional passes through lossy windows and experiences
further losses upon reection before it hits the atoms again. This imbalance turned
out to be detrimental to the atom number and shape of our mirror MOT, and we
were able to increase the atom number by a factor of 2 by balancing each of the four
beams separately. The beam balancing is done for each pair of beams by rotating a
half-wave plate in front of a beamsplitter cube. The beam balancing is done empir-
ically every day to maximized the atom number in the MOT. The optimum beam
balance is achieved at an intensity of  4  5 mW cm 2 per beam. The polarization
of each MOT beam is changed into circular polarization by a quarter-wave plate.
The repumping light is shifted by 74 MHz via the rst order of an AOM (Isomet
1205C-1, driver D322B-788, nr. 4) to bring it into resonance with the F = 1! F 0 = 2
repumping transition. It is then up-collimated to the same size as the cooling beams
and overlapped with the +X cooling beam via a polarizing beamsplitter cube. The
repumping light is attenuated and has a power of  1 mW entering the chamber.
3.3.2 Saturated absorption spectroscopy
Each laser is locked via saturated absorption spectroscopy to the side of a crossover
Lamb dip between two hyperne transitions of 87Rb. The necessary piezo and current
feedback signals are generated by a commercial digital locking circuit (Toptica Dig-
ilock). Both locking circuits are controlled from the experimental computer, a desktop
PC running Windows XP. The saturated absorption spectroscopy is performed with
standard 10 cm long Rb vapor cells, heated up to  45 C. The saturated absorption
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Figure 3.5: Saturated absorption spectrum obtained by scanning the cooling laser piezo
and current to cover a large frequency range  9 GHz. The cooling and repumping
transitions are highlighted. The voltages are negative because an oset was applied.
beams are up-collimated to match the size of the vapor cell windows before entering
the vapor cell. This decreases the intensity and allows us to use larger probe powers
while minimizing the power-broadening of the Lamb dips. Using larger probe powers
increases the signal-to-noise ratio in the saturated absorption signal and therefore
increases the quality of the lock. The cooling laser is locked to the red side of the
F = 2 ! F 0 = 1; 3 crossover peak, and the repumping laser is locked to the blue
side of the F = 1 ! F 0 = 1; 2 crossover peak. Increasing the signal-to-noise ratio is
especially useful on the repumping transition, since it is a weaker transition than the
cooling transition and proved dicult to lock to in the beginning. Typical saturated
absorption spectra taken with this setup are shown in Fig. 3.5, Fig. 3.6 and Fig.3.7.
As an overview, Fig. 3.5 shows a scan over the ground state hyperne splitting of
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Figure 3.6: Saturated absorption spectrum of the F = 2! F 0 transitions and crossover
peaks, including the F = 2 ! F 0 = 3 cooling transition. The frequency axis was
calibrated using the F 0 = 2 to F 0 = 3 hyperne splitting. Vertical lines denote the
expected peak positions, calculated from the known hyperne splittings [2]. The cooling
laser lock point is highlighted by a red cross.
87Rb, which spans 6:8 GHz. Fig. 3.6 depicts the saturated absorption spectrum for
frequencies close to the F = 2 ! F 0 = 3 cooling transition. The lock point of the
cooling laser is highlighted. Fig. 3.7 shows a similar spectrum for frequencies close to
the repumping transition, where the lock point of the repumping laser is highlighted.
The spectra were taken with the cooling laser by scanning the grating piezo and diode
current simultaneously, using the scan mode of the locking circuit. They are typical
spectra, displayed in realtime everyday by the locking software. The repumping laser
gives equivalent results.
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Figure 3.7: Saturated absorption spectrum of the F = 1! F 0 transitions and crossover
peaks, including the F = 1 ! F 0 = 2 repumping transition. The frequency axis
was calibrated using the F 0 = 1 to F 0 = 2 hyperne splitting. Vertical lines denote
the expected peak positions, calculated from the known hyperne splittings [2]. The
repumping laser lock point is highlighted by a red cross.
3.4 Atom chip setup
3.4.1 Chip design
The atom chip was manufactured for us by Steve Miller's research group at Air
Force Research Laboratories (AFRL). It consists of a 9 m thick Au layer on a Si
substrate. The wires are dened by 40 m wide gaps in the gold layer that are
patterned according to our chip design. The chip size is 0:86"  0:53" and it is
 400 m thick.
A picture of the mask design is shown in Fig. 3.8, and a photo of the atom chip
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as received from AFRL is shown in Fig. 3.9.
The atom chip wire pattern contains a central z-shaped wire that is used to create
the main Ioe Pritchard type magnetic microtrap. The chip contains four u-shaped
wires that can be used to increase longitudinal connement of the z-trap for experi-
ments that require a smaller trap aspect ratio. There are also two wires for application
of RF currents that can be used to smoothly change the trapping potential from a sin-
gle well into a double well using RF adiabatic potentials [119] for atom interferometry
experiments.
3.4.2 Copper z-wire
While the MOT is located about 2 mm away from the chip surface, the chip trap
minimum is located at closer distances  100 m. Thus, a transfer is necessary to
bring the atoms from the MOT closer to the chip surface before the they can be
loaded into the microtrap. For this purpose, an intermediate, macroscopic, magnetic
trap is loaded from the MOT. It is used to move the atoms closer to the chip surface
and is generated by a macroscopic z-shaped copper wire that is mounted behind the
chip. The macroscopic wire is 1 mm thick, and it can withstand DC currents of
Iz > 40 A. The macroscopic magnetic trap formed by this wire is chosen so that
it initially overlaps with the MOT. After the macroscopic trap is fully loaded with
atoms from the MOT, it is then compressed by ramping up the x-bias eld. As the
trap is compressed, the trap minimum moves closer to the atom chip. The trapped
atoms follow the trapping potential adiabatically if the ramp is slow enough. At
distances of < 1 mm from the atom chip the ramp is stopped, and atoms can then
be transferred into the microscopic chip trap.
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Figure 3.8: Photolithography mask design for the atom chip. Wires are dened by
40 m gaps in the gold surface. The mirror plane covering almost all of the chip
surface is omitted to highlight the actual wire traces. a) overview, b) close-up view of
the center region. Lengths are specied in m.
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Figure 3.9: Photo of the atom chip received from AFRL.
3.4.3 Cooling solution
The microscopic z-wire on the atom chip must withstand currents up to 3 A for
hundreds of ms to create useful trapping potentials with trap depths  1 mK at
distances a few hundred m away from the chip surface. Similarly, the copper z-wire
has to withstand currents up to 60 A for hundreds of ms. To protect the chip from
damage due to the associated Joule heating, it has to be cooled to dissipate the heat.
A sketch of the complete cooling assembly mounted in the chamber is shown in
Fig. 3.10. A photo of a cooling assembly just before insertion into the chamber is
shown in Fig. 3.11.
The atom chip heat sink hangs from a high power electrical feedthrough (Lesker
EFT0543253) that has four 0:25" diameter copper rods thick enough to provide me-
chanical stability. Two of the copper rods serve as conductors for the copper z-wire
currents. The other two copper rods are used as cold ngers to cool and support
an aluminum heat sink on which the atom chip mount rests. On the air side of the
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Figure 3.10: Sketch of the atom chip assembly mounted in the chamber. Two sections
are shown: a section through a plane parallel to the MOT X-beam (a) and a section
through a plane perpendicular to the MOT X-beam (b). The MOT beams are depicted
in purple.
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Figure 3.11: Photo of the atom chip assembly just before insertion into the vacuum
chamber.
feedthrough, the two cold ngers reach into a home-made dewar mounted on top of
the vacuum chamber. The dewar can be lled with LN2, dry ice or ice water. The
two other copper rods are connected to the current supply for the macroscopic z-wire
(Agilent 6672A).
3.4.4 Chip mount
A close-up sketch of the chip mount on the Al heat sink is shown in Fig. 3.12. The
chip is mounted on a small circular ceramic block (AlN) together with the copper
z-wire and the pins used to make electrical connections to the chip. The ceramic
block has a diameter of 1:3" and a thickness of 0:18". All parts are glued to the
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Figure 3.12: Sketch of the atom chip mount.
mount with UHV compatible nonconducting Epoxy (Epotek H77). Alunit (AlN)
ceramic was chosen as the material for the mount because of its insulating qualities,
high thermal conductivity, and UHV compatibility. The ceramic block has engraved
keys for the copper wire and the chip, to ensure that they are mounted with good
thermal contact to the AlN block and are aligned and positioned properly within
the vacuum chamber. The pins are led-down UHV compatible male sub-d type pins
(Lesker FTADPEEK-M). The pins around the atom chip are connected on the back to
Kapton-coated UHV compatible copper wires (MDC KAP2 22 AWG) equipped with
female sockets (Lesker, FTADPEEK). The wires are connected to the outside world
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via an electrical 9-pin type C instrumentation feedthrough (MDC 9152005) using the
same female sockets. The connections to the contact pads on the chip from the front
of the pins are made with 5 mil gold wire that is glued on with UHV silver epoxy
(Epotek H20E-175). Two 0:25" diameter current-carrying copper rods are attached
to the copper z-wire with two vented screws. The copper rods are connected with
home-made barrel-connectors to the two copper rods of the high power electrical
feedthrough that are used to supply current to the copper wire.
3.4.5 Heat sink
The AlN block is connected with two vented screws directly to the aluminum heat
sink. The thermal conductance of the ceramic block is 32 W K 1. Fig. 3.13 shows a
photo of the heat sink mounted onto the high power feedthrough. The heat sink has
a saw cut on its back and two holes to slide it onto to the two copper rods of the high
power electrical feedthrough that are used as cold ngers. Once it is slid onto the
cold ngers, the saw cut is compressed from the side by six screws. This establishes
rm thermal contact between the heat sink and the cold ngers and gives additional
mechanical stability to the setup.
3.4.6 Dewar
The dewar, volume 1:2 l, is mounted via a KF tting onto a specially designed cup
that rests on top of the air side of the high power electrical feedthrough, as shown in
Fig. 3.14. The cup has two custom air-tight ttings on the sides with screw terminal
connections for the wires that connect to the current carrying rods. The cup mounts
on top of the high power electrical feedthrough via a custom o-ring tting. The
dewar has two protruding female copper sockets that slide onto the two cold ngers
and connect them to a copper plate in the bottom of the inner dewar wall. The
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Figure 3.13: Photo of the aluminum heat sink.
dewar wall and cooling cup can be evacuated via a roughing connection on the front
of the cooling cup. The pressure achieved in this volume by the mechanical pump is
< 10 3 Torr and insulates the dewar satisfactorily.
3.4.7 Electrical systems
The macroscopic copper z-wire requires currents in the range 30   60 A to approxi-
mately mode match the magnetic trap to the MOT. The ultra-low noise z-wire current
supply (Agilent 6672A, 20V 100A), in external programming mode, turned out to be
too slow when switching the z-wire current o and on. The switching time was over
10 ms. In order to transfer atoms in and out of the copper z-trap without excessive
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Figure 3.14: Photos of the cooling dewar and cup. Shown are a) dewar and cup
mounted on high power electrical feedthrough, b) view into the cup from above when it
is mounted on the high power electrical feedthrough, and c) bottom of dewar showing
protruding sockets that slide onto cold ngers.
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Figure 3.15: Simplied schematic of the macroscopic copper z-wire electrical system.
The high power IGBT (1:2 kV, 125 A) switches the large currents in 2 s, and a
dummy coil slows down this switching to 234 s (590 s) for the o (on) switching
when switching a current of 34:4 A.
losses, the switching time has to be on the order of a ms or less. The switching time
should also be matched to the switching time of the bias coils. The electrical system
used to accomplish this is shown in Fig. 3.15. The supply is operated in constant
voltage mode. The voltage is chosen on the front-controls of the supply to match the
desired copper z-wire current. The current can be veried with a magneto-resistive
current sensor that is permanently present in the setup (Bell NT-25). An IGBT is
used to switch the load on and o within 2 s, and a dummy coil is used to slow
down this switching time to  200  500 s to match the switching times of the bias
coils.
The atom chip z-wire current supply is an ultrastable supply with a current range
from  3 A to 3 A (High Finesse BCS3/12). It is controlled remotely in current
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programming mode. In the microtrap, small uctuations in current can cause large
uctuations in the trap center position which result in heating of the atoms. To
ensure the most stable z-wire current, the programming voltage that enters the supply




The chamber is lled with Rb by applying current to two of six Rb dispensers (SAES
Getters Rb/NF/4.5/12/FT10+10) that are mounted close to the atom chip on an
electrical feedthrough. The dispensers are trapezoidal metal containers with a slit
that allows evaporation of Rb vapor. The containers have an active length of 12 mm
and come pre-tted with 1 cm long terminals on each side. The containers are
lled with a Rb generating material, a mixture of Rb chromate and a reducing agent
(St101 alloy Zr 84%-Al 16%). When the dispenser is resistively heated to a suitable
temperature (550  850 C) under vacuum, a reduction reaction is initiated between
the chromate and the St101 alloy and free alkali metal is evaporated. At the same
time, the St101 getter alloy also sorbs chemically active gases produced during the
reduction, which keeps the Rb vapor pure.
3.5.2 Dispenser assembly
A picture of the dispenser assembly is shown in Fig. 3.16. The dispensers are mounted
on a 6-pin alumel conductor electrical feedthrough (Lesker IFTAG065103) that is at-
tached to one of the top diagonal ports on the chamber. The sides of each dispenser
terminal are rst clipped with scissors to make them t into the previously attened
crimp side of a BeCu push/crimp connector (Lesker FTAPC062). The clipped termi-
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Figure 3.16: Photo of the source assembly prior to insertion into the chamber. Three
pairs of sources are attached to the six alumel conductors of an electrical feedthrough.
Each pair is connected in parallel with push/crimp BeCu connectors.
nals from two sources are inserted into the crimp side of one connector at the same
time and crimped with needle-nose pliers. The sources are then attached with the
push sides of the connectors onto the alumel conductors so that, upon insertion of
the feedthrough into the chamber port, they point roughly into the chamber center
with their long axis oriented parallel to the atom chip surface.
3.5.3 Dispenser operation
Before use, a pair of dispensers is activated under vacuum by applying ve successive
pulses of 20 A with a duration of 5 s per pulse. We leave enough time for the pressure
to decrease back to < 10 9 Torr between pulses. During the last two activation pulses,
the uorescence due to the cooling laser beams should be clearly visible in the chamber,
which indicates successful source activation. Only one pair of sources is used at any
94
one time, and the next pair is activated only after the previous pair is completely
emptied. During normal MOT operation, a pair of sources is run continuously at
 5  6 A current. The operating current is adjusted to give the desired Rb pressure
of  2   8  10 10 Torr. As the dispensers get older, the operating current usually
has to be increased to reach the same pressure. These activation and operating
parameters were determined empirically for our setup. We decided to use pairs of
sources to increase the time between source replacement. A single source typically
ran out of Rb after  3 months of day to day use.
3.5.4 UV LIAD
Ultraviolet light-induced atom desorption (UV LIAD) is a method to control the alkali
pressure in the vacuum chamber with faster response times than those obtained from
sources that are based on resistive heating. UV LIAD is based on the principle that
atoms which are adsorbed onto the walls of the vacuum chamber can be desorbed
eciently by irradiation with incoherent UV light. The process does not rely on
heating of a source and subsequent slow cooling. The desorption rate instantaneously
increases and decreases as the desorption light is switched on and o. UV LIAD has
been systematically investigated and shown to lead to ecient loading of a Cs MOT
in a quartz cell [120], and a dual-species 87Rb 40K MOT in a stainless steel chamber
[121].
In Ref. [121], it was demonstrated that the number of atoms in the MOT loaded
with LIAD depends linearly on the wavelength of the desorption light. The highest
number was obtained at the lowest wavelength  = 400 nm. In that experiment, the
maximum atom number depended linearly on the intensity of the desorption light for
intensities smaller than  5 mW/cm2 and started to saturate at larger intensities.
To obtain the largest intensities and lowest wavelengths, we use two 10 Watt UV
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Figure 3.17: Photo of a mounted UV LED array used for UV LIAD.
LED arrays (LEDEngin LZ4-20UA10) centered at 400 nm to shine UV light at the
chamber from both sides through the larger viewports. Each LED array is driven by
a regulated LED driver (Buckpuck 3021-D-I-700) at 700 mA and can be switched on
and o via TTL input. The LED arrays have to be actively cooled and are mounted
on heat sinks with cooling fans. Fig. 3.17 shows a photo of a mounted LED array.
3.6 Magnetic eld coils
3.6.1 Coil frame design
The design of the magnetic coils and coil frame had to fulll a number of constraints.
Eight magnetic eld coils are needed for the operation of the experiment. The two
anti-Helmholtz coils that generate the quadrupole magnetic eld for the mirror MOT
have to be at an angle of 45 with the atom chip surface, to ensure the correct circular
polarization of the reected beams. The quadrupole magnetic eld gradient needed
for the operation of the MOT is  10 G=cm [29] and has to be attainable with the
MOT current supply (Sorensen 80-37, 80 V, 37 A). Six bias coils are needed to
be able to generate homogenous oset elds of tens of Gauss in any direction while
staying within the current and voltage range of the bias coil current supplies (Kepco
BOP 20-20M, 20 V, 20 A). All coils have to t around the main vacuum chamber
without obstructing any of the viewports. It must be possible to move the MOT coils
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Figure 3.18: Sketch of the coil setup.
around the chamber freely within a few mm in each direction to rough-align the zero
of the quadrupole eld with the desired MOT location about 2 mm below the center
of the atom chip surface.
Fig. 3.18 shows a sketch of the coil setup that meets the constraints. Each coil
is wound on a shell machined from aluminum. A coil frame holds the MOT, y-bias
and z-bias coils, while the x-bias coil shells slide onto the large viewports on each side
of the vacuum chamber. The coil frame rests on the table via four feet consisting
of stainless steel all thread posts in custom made aluminum post-holders and bases.
Each threaded post is equipped with a leveling nut that determines the height of the
post above the post-holder. The height of the coil frame can be adjusted by hand-
turning the four leveling nuts to dierent heights. The coil frame can be positioned
freely and is secured by clamping down the bases of the post-holders. The rectangular
y=bias coils are mounted onto the MOT coil shells at a perpendicular angle. The
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Table 3.1: Summary of coil parameters. The coil separation is measured between coil
centers. ID: inner diameter.
Coil Pair Inner Coil Size Separation Turns R (
) L (mH) B-Field
MOT 10" ID 3.75" 100 0.58 10.4 n.a.
X-Bias 6" ID 3.45" 75 0.84 3.6 8:1 G/A
Y-Bias 8:9" 6:9" 12.48" 72 1.26 3.2 1:6 G/A
Z-Bias 11.94" ID 3.75" 30 0.6 1.2 2:2 G/A
z-bias coils are wound on top of the MOT coils.
Each coil shell is water cooled. The bias coil shells are cooled by pumping water
through water channels on the inside walls of the shell. The MOT coils are water
cooled via rectangular cooling blocks attached to the outside of the coil shells. In order
to t within the limited space around the chamber, the radius-to-distance ratio of the
MOT coil pair is 1.3, which deviates from the ideal ratio of 1.0 for anti-Helmholtz
conguration. This deviation aects the slopes of the quadrupole eld: the ratio
of axial vs. radial slope becomes 2.1 instead of the ideal 2. However, this is easily
compensated for by adjusting the power balance of the MOT beams and does not
hinder operation of the MOT. The parameters of the coils are summarized in Table
3.1.
All the coils are pre-wound onto their shells. After the coils are wound, the coil
setup is assembled around the chamber in the following steps:
 The two x-bias coils are slid onto the large viewports.
 The top MOT coil shell is positioned around the chamber and the two back feet
of the coil frame are attached to the \ears" on the MOT coil shell.
 The bottom MOT coil is positioned around the chamber and the two front feet
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Figure 3.19: Sketch (a) and photo (b) of the coil setup assembled around the chamber.
are attached to it.
 The bottom MOT coil is connected to the top MOT coil with four aluminum
cylinders that also hold the mounting brackets for the y-bias coils and the water
cooling blocks.
 The rectangular y-bias coils are clamped onto the MOT coils via their mounting
brackets and set screws.
 Water and electrical connections are made. Each coil shell is equipped with
terminal blocks to allow for easy electrical connections.
A sketch and photo of the assembled coil setup is shown in Fig. 3.19.
3.6.2 Coil electrical setup
The MOT coils are powered by a 80 V, 37 A power supply (Sorensen DCS80-37) in
current programming mode. The MOT coils are run at a current of 30 A, correspond-
ing to an axial eld gradient of 14 G=cm and a radial gradient of 7 G=cm at the
center between the coils.
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The bias coils are powered by a set of four 20 V;20 A bipolar current sup-
plies (Kepco BOP20-20), also in external current programming mode. The bias coil
currents are set initially to position the MOT below the exact center of the atom
chip. During loading of the magnetic traps, bias coil currents are then switched and
ramped to values that maximize the atom number in each of the magnetic traps.
3.6.3 MOT coil switching circuit
In order to transfer atoms most eectively from the MOT into the macroscopic z-wire
trap, the MOT has to be switched o in less than a ms. Due to the large inductance
of the MOT coils, the current does not switch o fast enough without added circuitry.
The measured switching times for the MOT when using the remote programming
without extra switching circuitry was  20 ms.
Fig. 3.20 shows the circuit employed to switch the MOT coils o fast. The circuit is
based on Alan Stummler's \Mag-O-Matic" design [122]. A high power insulated gate
bipolar transistor (IGBT, Semikron 200G125, 1:2 kV; 125 A) is connected in series
with the coil return. It is bypassed to ground by a series of reverse transient voltage
suppression diodes. The IGBT gate is driven by a commercial IGBT driver (SKHI
10/12 (R)) which is controlled via a TTL input. When the IGBT is in conducting
mode, the voltage across it is a few volts and the TVS diodes are not conducting.
When the IGBT is switched into non-conducting mode, the back-emf becomes equal
to the breakdown voltage of the TVS array, at which point the diodes start conducting.






where VZ is the breakdown voltage of the TVS array. The switching time can be
adjusted by adjusting the number of TVS diodes. The fastest switching is obtained
when VZ is just below the maximum IGBT voltage. A back-emf larger than the IGBT
100
Figure 3.20: MOT coil switching circuit. The circuit switches the MOT coils o in
450 s. It is based on a high power IGBT and a series of high power transient voltage
suppressing diodes. When the IGBT opens, the coil current decreases according to
_I =  VZ=L, where VZ is the breakdown voltage of the diode array. The IGBT gate
driving circuit is not shown.
voltage rating would destroy the IGBT. For the MOT coil circuit, VZ  9 60 V and
the switching time of the MOT coils is  450 s.
3.6.4 Bias coil switching circuits
The x-bias coils have to be switched on fast to eectively load atoms from the MOT
into the magnetic trap. Due to the large inductance of the bias coils, switching the
bias coils with the current programming of the power supplies took 5 10 milliseconds.
The slow switching of the x-bias eld was one of the main causes of low atom numbers
N < 106 in initial experiments.
Fig. 3.21 shows the circuit employed to switch the x-bias coils. The circuit provides
us with fast on switching and fast o switching capability in times < 500 s. It can
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Figure 3.21: X-bias coil switching circuit. The circuit switches the bias coil pair quickly
on and o. It also allows to quickly switch between current values. Fast on switching is
done by discharging a high voltage capacitor into the coils. The capacitor is discharged
by applying a pulse to the silicon-controlled rectier diode (SCR). Fast o switching is
done through IGBTs and TVS diodes. Switching between currents is done by switching
between two capacitors and two dierent power supplies.
also be used to switch between two dierent currents at similar speeds.
High voltage capacitors are pre-charged with high voltage supplies (Pico Elec.
15VV1) to voltages depending on the desired coil currents, usually between 100  
300 V. The pre-charge voltage is set by the analog \HVset" inputs, where 1 V on
the input results in 100 V pre-charge. In order to switch the coils on fast, a silicon
controlled rectier diode (SCR) is switched into conduction mode with a short positive
voltage pulse of duration < 1 ms, the \FastOn" TTL input. This connects the pre-
charged capacitor to the positive side of the coil pair. The capacitor discharges into
the coil quickly as part of the newly formed LC circuit. When the coil current reaches
102
its maximum, the voltage is at zero and the SCR stops conducting. The regular coil
power supply (Kepco BOP20-20M) is now connected to the circuit through a diode.
The diode only started conducting when the voltage at the positive end of the coil
decreased below the diode drop. The power supply is now supplying all the current,
and the capacitor can be re-charged.
In the circuit for the x-bias coils, two capacitors can be separately charged to
dierent voltages and separately discharged into the coils. This enables us to preset
two dierent currents and quickly switch between them. In addition, two power
supplies can be connected to the circuit. The desired supply can be selected remotely
through an IGBT based high power switch. We found that the Kepco power supply
output current behaved erratically when a single supply was quickly switched between
dierent currents on timescales of 100 s, probably due to internal lter capacitors
that were not discharging fast enough. To overcome this problem, we switch to a
dierent Kepco supply that has been idle for seconds before discharging the second
capacitor. In this circuit, IGBTs and TVS arrays are present on the return side of
the coils. They are used to switch the coils o quickly.
The y- and z-bias coils are equipped with similar switching circuits. However,
the y- and z-bias circuits only contain one capacitor and have no PSU switching
capability.
The switching circuits described here are unipolar while the Kepco power supplies
are bipolar. It turned out that we had to apply negative currents to the y-bias coils
to move the MOT position into best overlap with the magnetic trap. During the
loading of the magnetic trap, a small positive y-bias was needed to increase the mode
matching between the z-trap and the MOT and obtain the largest atom numbers. To
switch the y-bias coils between positive and negative currents within hundreds of s,
while still keeping all the functionality of the capacitor-based fast switching circuit,
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we built the IGBT solid state crossover relay (SSR) circuit shown in Fig. 3.22. We
use the SSR to change the coil polarity in such a way that the previously described
capacitor switching circuit still works. During the short switching period of the relay
of a few s, the current through the coil has to be zero to prevent back-emf in the










































































































































































































































































































































3.7 Rydberg excitation laser
3.7.1 Second-harmonic generation
The Rydberg excitation laser is a homebuilt 480 nm second-harmonic generation
(SHG) system locked to a Fabry-Perot reference cavity (CVI OSA300-12). Fig. 3.23
shows a schematic of our SHG setup, consisting of ECDL, tapered amplier (TA), and
1 cm long periodically poled lithium niobate waveguide crystal (PPLN) [123, 124].
The ECDL is a homebuilt laser similar to the one shown in Ref. [125]. We use a
Figure 3.23: Second-Harmonic-Generation system for Rydberg excitation. Following
the light path, the labels are DL: external-cavity diode laser, AL: aspheric lens, G: grat-
ing, P: piezo-electric transducer, L: spherical lens, OI: optical isolator, AO: accousto-
optic modulator, H: half-wave plate, F: polarization-maintaining single-mode optical
ber, TA: tapered amplier, CL: cylindrical lens, PPLN: periodically poled lithium-
niobate waveguide crystal, CO: crystal oven, BF: bandpass lter, G: glass slide, RC:
reference cavity, PD: photodiode.
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100 mW, 960 nm Fabry-Perot laser diode (QPhotonics QLD-960-100S). The diode is
powered by a combined low noise current supply/temperature controller (Wavelength
Electronics LDTC0520) and thermally stabilized with a Peltier element. After initial
collimation with an asphere (Thorlabs C230TME-B) and a pair of convex lenses (f =
50 and f = 125 mm, B-coated), the output light from the ECDL passes through an
optical isolator (OFR IO-3C-960-VLP) which keeps back-reections from entering the
laser. After the isolator, the light passes through an accousto-optic modulator (AOM,
Isomet 1205C-1) to lter out any amplied spontaneous emission coming back from
the input facet of the tapered amplier. The rst order from the AOM is used as the
main light beam, to be amplied and frequency-doubled. After the AOM, the main
light beam is coupled into a polarization-maintaining ber to increase the transverse
mode quality. A half-wave plate is used to align the polarization with the ber input
facet. After exiting the ber, the light is coupled into a tapered amplier (m2k TA-
0950-1500-CM) with an aspheric lens (Thorlabs C330TME-B), and amplied. The
amplied light, which is highly astigmatic, is re-collimated with another asphere
(Thorlabs C330TME-B) and a cylindrical lens (f = 50 mm, B-coated). Two spherical
lenses (f = 125 mm, B-coated and f = 50 mm, B-coated) down-collimate the light
to couple it into another optical isolator (OFR IO-3-960-HP). This optical isolator
prevents back-reections from the crystal input facet from entering the amplier.
The light is then coupled via a ber pigtail into the 1 cm PPLN waveguide crystal
(HCPhotonics). The waveguide crystal doubles the frequency, generating light at a
wavelength of 480 nm. The crystal is seated in an oven and heated to the phase-
matching temperature of 92 C. After collimation with an asphere (C330TME-A)
and passing through a bandpass lter (Thorlabs FGB37) that lters out residual IR
light, the light is ready to be used for experiments. The zeroth order of the rst
AOM serves as reference beam. It is split into two beams with a glass slide. One part
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passes through the slide and is coupled into the Fabry-Perot cavity. The other part is
reected by the slide, acquired with a photodiode, and serves as amplitude reference.
The intensity of the fringe pattern at the output of the cavity is also measured with a
photodiode. The intensity reference signal is then subtracted from the cavity signal
to give an output signal that is linear in frequency and centered around 0 volts. We
tune the cavity so that the 0 volt point is located in the center of the rising edge of
a cavity transmission peak (side-of-fringe locking).
3.7.2 Rydberg laser locking circuit
To lock the frequency of the Rydberg excitation laser, we implemented a digital
locking circuit on a eld-programmable gate array (FPGA). Our FPGA lockbox takes
the cavity signal as input and outputs the necessary feedback voltages to both piezo
and diode current to keep the frequency of the ECDL constant. We use a commercially
available, inexpensive FPGA board (Digilent Nexys 2). The gains of the feedback
loops can be controlled through a user interface running on an attached computer.
Our FPGA-based lockbox is described in detail in Appendix A. From the rms value
of the cavity signal, we estimate blue laser linewidths of < 1 MHz when locked to the
side of the cavity fringe.
3.8 Microwaves
3.8.1 Waveguide assembly
To excite transitions between nearby Rydberg states in 4-level ladder-type EIT experi-
ments, we use microwave radiation. Our RF source is a HP8340B synthesized sweeper
that is tunable between 10 MHz and 26:5 GHz with output power up to 10 mW. We
chose the K-band frequency range of 12.4-18.0 GHz to excite Rydberg to Rydberg
transitions around n = 55 for Rb and around n = 60 for Cs. This range of n are
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states that we can reach easily with our Rydberg excitation SHG laser system. The
output of the microwave generator is connected to an isolator (Sierra Tech. I1118)
via SMA to prevent back-reections from entering the source. The isolator is con-
nected via SMA cable to a WR-62 waveguide adapter. The adapter is followed by a
50% waveguide directional coupler (HP P752A). One output of the directional cou-
pler is connected to a crystal detector (HP P424A) that can be used to monitor the
microwave power. The other end of the directional coupler is connected to a horn
antenna (Sperry AT-157/U) which is used to aim the microwaves at the atoms.
3.9 Imaging system
3.9.1 Imaging setup
The absorption image of the atom cloud is recorded with a monochrome cooled CCD
camera (Apogee Alta U32). The camera has 21841472 square pixels of size 6:8 m
6:8 m each, with an analog-to-digital conversion resolution of 16-bit per pixel. It is
connected to the computer via USB.
The CCD camera has a mode called kinetics mode, in which multiple images can
be acquired in rapid succession at the cost of active CCD area. In kinetics mode,
a part of the CCD is blocked by an aperture and functions as storage area for the
electrons accumulated during previous exposures. Due to technical limitations, the
electrons can only be shifted vertically so that the blocked area has to ll the whole
horizontal range of the CCD. When taking a series of n rapid images in kinetics mode
the vertical size of the blocked area must be a fraction (n-1)/n of the full CCD array
vertical size, so that the vertical size of the active area shrinks to 1/n of the full
vertical CCD size.
On receipt of a camera trigger, in kinetics mode, the CCD is exposed for the rst
time but no read-out takes place afterwards. Instead of a readout, the electrons are
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moved vertically into to the dark part of the CCD array. Following images move the
sequence further down the array until the whole array is lled with a sequence of
time-delayed images, the latest at the top and the earliest at the bottom. After the
last image in such a series has been exposed, the full CCD is readout.
The imaging beam is collimated to a FWHM of 5 mm and aligned along the
longitudinal axis of the z-wire center segment. The imaging polarization is controlled
with a quarter-wave plate and changed to circular polarization before it enters the
chamber. After exiting the chamber, the imaging beam is up-collimated by imaging
optics, which consist of two positive lenses (f = 75 mm and f = 125 mm). It then
passes through a 780 nm IR interference lter before hitting the bare CCD array of
the camera. Due to the imaging optics, the absorption image on the CCD is 1.67
times larger than the real cloud. When analyzing images, this is taken into account
by using an eective pixel size of 4:08 m 4:08 m.
Two additional cameras are used to capture the uorescence of the mirror MOT in
realtime. The camera feeds are displayed on a TV screen to position and peak up the
MOT. One camera (Edmund Optics NT56-580) looks at the MOT from below through
a turning mirror and a home-made telescope made of two positive lenses (f = 175 mm
and f = 50 mm). The lenses were chosen so that the atom chip lls up the full
TV screen and the MOT is displayed large enough to discern small displacements
or asymmetries in the MOT shape. The other camera (Watec WAT902H-Ultimate)
looks at the MOT from the side at an angle of  80 to the imaging beam through a
commercial adjustable zoom lens (Canon 18  108 mm f2.5 Zoom Lens).
All cameras are equipped with 780 nm interference lters.
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3.9.2 Absorption imaging
To derive the optical density and atom number from absorption imaging, three images
are needed. The rst image is a dark image Idark, taken without any imaging light.
Because of the IR lter in front of the camera, only stray light with a wavelength
of 780  2 nm contributes to the dark image. The dark image is taken once in the
morning and re-taken after any change to the setup or switching sequence that results
in a change of stray light hitting the CCD. The second image is the absorption image
itself Iabs, an image taken with the imaging light and the atoms present. The third
image is the background image Ibg, an image with imaging light present but without
the atoms. Using the camera's kinetics mode, we acquire Ibg at a delay of 100 ms
from Iabs with a single camera trigger.
For intensities below saturation of the atomic transition, the intensity distribution
after absorption is given by the Beer-Lambert law
I(x; y) = I0(x; y) e
 D(x;y); (3.2)
here I0(x; y) is the initial intensity of the imaging beam, and D is the optical density,
D(x; y) = 
Z
n(x; y; z) dz =  ~n(x; y); (3.3)
where n is the number density, ~n is the column number density, and  is the absorption
cross section for the given polarization of imaging light.
The optical density is obtained directly from the camera images through Eq. 3.2.







Ibg(x; y)  Idark(x; y)
Iabs(x; y)  Idark(x; y)

; (3.4)
as long as the intensity incident on the camera is low enough to not saturate the
camera pixels and the imaging beam intensity is below the saturation intensity of the
optical transition. The atom number can be obtained by summing over the pixels
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D(xi; yi) x y; (3.5)
where x and y are the horizontal and vertical pixel sizes. The atom cloud usually
has a Gaussian distribution, and we can alternatively use a 2-dimensional Gaussian
t function to obtain the FWHM of the density distribution in the x and y directions,
FWHMx and FWHMy, as well as the peak optical density at the center, Dpeak,




















Due to the 2D tting procedure which takes all pixel values into account, this gives







An automatic 2D Gaussian t routine was implemented in Mathematica, and used
to t all the images presented in this thesis.
3.9.3 Imaging software
To acquire absorption images with the Apogee camera in kinetics mode, we pro-
grammed our own image acquisition software in C++. A screenshot of the user
interface is shown in Fig. 3.24. The software uses the camera's kinetics mode to
acquire images and automatically calculates the optical density from Eq. 3.2 within
a specied region of interest. The calculation is done for every shot, using the full
16-bit dynamic resolution of the camera. The result is displayed in a color scheme
of choice, and can be output to ASCII les at 16-bit resolution or BMP les at 8-bit
resolution. The mapping of pixel values to brightness values on the screen can be
112
Figure 3.24: User interface of the imaging software written in C++.
adjusted to display dierent subsets of the full dynamic range. Automatic acquisition
of running averages is also supported, as are automatic or manual normalization of
background images.
3.9.4 Fluorescence imaging
We also use uorescence imaging as a way to estimate the atom number in the MOT
[126]. In this technique, the uorescence light from the MOT is collected with a lens,
and focussed on a calibrated photodetector while the MOT is on. The background
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light power without any atoms in the MOT is also measured and subtracted from
each measurement. The power measured with the detector is related to the total





where Pdet is the light power measured with the detector,  is a geometric factor
relating the fraction of light collected by the lens to the total amount of light power
emitted by the MOT in all directions, and  is a loss factor due to the losses at





where a is the distance from the MOT to the center of the lens, and r is the radius
of the lens. In our measurements, the lens is a 1" optic (focal length f = 50 cm),
r = 12:7 mm, positioned just outside one of the small viewports of the chamber, a =
11:66 cm.  is the product of the transmittance of each interface that the uorescence
light passes. In our case the Kodial glass chamber window has a transmittance of
92% at  = 780 nm and the two glass air interfaces on the lens have a 4% loss per





where Psingle is the uorescence power emitted by a single atom, given as the product







1 + Itot=Is + (2 = )
2 ; (3.12)
where Is is the saturation intensity of the cooling transition,   is the spontaneous
decay rate of the excited state, !l is the laser frequency,  is the detuning of the
cooling laser, and Itot is the average intensity at the MOT. The average intensity can
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Here, !ij is the waist of beam i along the direction j. For example, in our case,




, where the full width
at half maximum FWHM = 10 mm for each beam in each direction (the beams are
Gaussian and approximately circular when they enter the chamber).
3.10 Control system
3.10.1 NI-DAQ board setup
The experiment is remotely controlled from a desktop PC running Windows XP. Two
DAQ boards from National Instruments, an NI6254 with 32 digital output channels
and an NI6723 with 32 analog output channels, are used to generate analog and
digital control sequences with 10 s temporal resolution at a low repetition rate of
0:1 Hz. The internal clock of the NI6254 is used as 100 kHz master sample clock for
both boards.
3.10.2 DAQ control software
The DAQ boards are controlled through a pulse sequencer program written in C++.
The program allows for easy conguration of digital pulses with negative or positive
polarity, digital bursts of arbitrary length, an arbitrary number of voltage events
per analog channel and an arbitrary number of linear ramps per analog channel. In
addition, any channel can be modulated at arbitrary frequency and user-selected
duty cycle, the repetition rate of the pulse sequence can be chosen, and specic
congurations can be saved and later recalled. Screenshots of the user interface are
shown in Fig. 3.25.
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Figure 3.25: User interface of the pulse sequencing software written in C++.
116
3.10.3 Channel conguration
Table 3.2 and Table 3.3 summarize the channels used in the experiment. The analog
channel voltage range is  10 V to 10 V. In order to gain a ne-grained control over
the beam powers, the imaging and MOT beam AOM amplitude signals pass through
an OP27-based amplier with a gain of 1=7. The imaging beam AOM frequency
signal passes through a 10 Hz low-pass lter to minimize intensity uctuations.
When updating channel parameters, the re-conguration of all channels on both
boards takes longer than a second. During this time, the boards hold all channels
at their last voltage values, which depend on the exact time the user initiated the
re-conguration and are unpredictable. To prevent these unpredictable voltages and
hold times, all channels are rst quickly set to zero before the full new channel buers
are re-written to the board. This is done by re-conguring the boards to a repeating
sequence consisting of 1 sample of zero voltage per channel before writing the full
new sequence to the boards.
Even with this precaution in place, the y-bias current direction SSR could still be
switched while there is some current running through the y bias coil, which would
destroy the relay. To prevent this situation, the y-bias current direction signal passes
through an FPGA based digital delay circuit that delays the signal by 1 ms. This
ensures that during a reconguration, the SSR input is switched to zero only after all
other channels have already been set to zero.
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Table 3.2: Digital channels used to remotely control the experiment. The operational
denition column describes the eect of setting the digital channel to high. OP: optical
pumping.
Usage Channel Operational Denition
MOT Shutter DO0 Close MOT beam shutter
Camera Trigger DO9 Initiate camera exposure
OP Shutter DO4 Close OP Shutter
OP AOM Amplitude DO12 Turn on OP beam
UV LIAD LEDs DO15 Turn o UV LEDs
MOT IGBT DO6 Turn on MOT coil current
Copper Z IGBT DO13 Turn on copper z-wire current
X-Bias IGBT DO16 Turn on x-bias coil current
X-Bias Fast On 1 DO17 Discharge capacitor 1 into x-bias coils
X-Bias Fast On 2 DO19 Discharge capacitor 2 into x-bias coils
X-Bias PSU Select DO18 Select second x-bias coil PSU
Y-Bias IGBT DO20 Turn on y-bias current
Y-Bias Fast On DO21 Discharge capacitor into y-bias coils
Y-Bias Direction DO2 Select negative current on y-bias coils
Z-Bias IGBT DO10 Turn on z-bias coil current
Z-Bias Fast On DO22 Discharge capacitor into z-bias coils
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Table 3.3: Analog channels used to remotely control the experiment. The operational
denition column describes the quantitative eect of the voltage output, Vc, of each
channel.
Usage Channel Operational Denition
MOT Coil Current AO5 I = 7:4 A=V Vc
X-Bias Current PSU 1 AO1 I =  0:667 A=V Vc
X-Bias HV Set 1 AO21 V  100 Vc
X-Bias Current PSU 2 AO3 I =  2 A=V Vc
X-Bias HV Set for PSU 2 AO22 V  100 Vc
Y-Bias Current AO2 I =  0:667 A=V Vc
Y-Bias HV Set AO24 V  100 Vc
Z-Bias Current AO0 I =  0:667 A=V Vc
Z-Bias HV Set AO25 V  100 Vc
Copper Z-Wire Current AO4 I = 14:68 A=V Vc
MOT AOM Frequency AO13 f = 2 (5:824=VVc + 63:967) MHz
MOT AOM Amplitude AO17 Maximum power at Vc = 7 V
Repumping AOM Frequency AO16 f = 2 (3:3792=VVc + 46:741) MHz
Repumping AOM Amplitude AO14 Maximum power at Vc = 2 V
Imaging AOM Frequency AO15 f = 2 (8:736=VVc + 63:967) MHz
Imaging AOM Amplitude AO19 Maximum power at Vc = 7 V
Chip Z-Wire Current AO18 I = 0:3 A=V Vc





In this chapter, the assembly of the atom chip setup is described in detail. This
includes the chip and foil mirror manufacturing, the mechanical assembly of the chip
mount and the heat sink, the attachment of the foil mirror to the chip surface, the
electrical wire bonding to the chip pads, and the electrical connections from the chip
mount to the electrical feedthroughs.
4.2 Chip manufacturing
The chip currently in use was manufactured for us at Hanscom Air Force Base. How-
ever, we have made signicant progress towards manufacturing our own atom chip.
This progress is detailed in the following paragraphs.
4.2.1 Manufacturing method
We use the method of electroplating shown in Fig. 4.1 to pattern  7 m thick
microscopic wires onto our substrates [115, 19]. First, a thin metallic seed layer is
evaporated onto a substrate. Then, photoresist is applied on top of this seed layer,
exposed, and developed. The substrate is then placed in an electroplating solution
where the metal is grown everywhere on the seed layer except on the areas protected
by the resist. This allows for the wires to be grown to nearly the entire thickness of
the resist. After electroplating, the resist is removed and a wet etch is used over the
entire chip. The wet etch is used to remove a layer of metal of the same thickness
as the seed layer. This results in the wires now being electrically isolated from each
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Figure 4.1: Sketch of atom chip manufacturing steps. a) a metallic seed layer is de-
posited on the insulating substrate, b) photoresist is spun on, c) the photoresist is
exposed and developed, d) the seed layer is grown to a thickness of  7 m in-between




4.2.2 Choice of materials
Considering the choice of substrate material, a few criteria are important. Since
the wires on the atom chip need to be electrically isolated from each other, a non-
conductive substrate is needed to prevent leakage currents into the substrate or short-
ing of the wires. Also, during operation of the atom chip, relatively large currents,
on the order of several Amperes, are passing through the microscopic wires patterned
on top of the substrate. These currents cause Joule heating of the wires. Since the
atoms are trapped in a ultra-high vacuum chamber, thermal conductance through
the substrate into an attached heat sink is the only process that allows dissipation of
heat away from the chip wires. Therefore, a substrate with a good thermal conduc-
tivity is needed to dissipate the heat quickly. For these reasons, the substrates most
often used are silicon (Si), sapphire (Al203), and aluminum nitride (AlN). We chose
aluminum nitride because of its high thermal conductivity, 170   280 W m 1 K 1,
compared to Si, 80  150 Wm 1 K 1, and sapphire, 30  35 Wm 1 K 1.
We purchased AlN wafers of size 4:5"3:75"0:025", polished on both sides to an
average roughness of 50 nm, from Valley Design Corporation to use as our substrates.
Each one of these rectangular wafers is cut into smaller pieces using a dicing saw
(MicroAutomation 1100). When photoresist is spun onto a substrate, the thickness
of the resist is usually thicker at the edges than everywhere else. To accommodate
for this edge bead the substrates must have approximately 5 mm of clearance on
all sides of the design. This extra area is sawed away after the wires are fabricated.
Another restriction on the substrate is that it needs to be approximately square to
provide even spinning of the resist. Our mask design has two atom chip masks on it,
meaning that two atom chips can be patterned on a single piece of substrate. Keeping
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Figure 4.2: Cutting dimensions of the AlN wafer. Two atom chips can be patterned
on one piece of cut substrate. Approximately 5 mm clearance is provided at the edges
of each piece to account for the edge bead created during the spin-on of photoresist.
Dimensions are in inches.
in mind these restrictions, the full wafer was therefore cut down to nine 1:25" 1:5"
rectangular pieces as shown in Fig. 4.2.
Concerning the choice of metal for the wires, a high electrical conductivity is
necessary to prevent excessive Joule heating of the wires and to limit the possibility
of burning up a chip. Due to the ease of thermal evaporation, gold and silver are the
most common metals used for this application. Both the thermal conductivity (Au:
3:17 Wm 1K 1, Ag: 4:29 Wm 1K 1) and electrical conductivity (Au: 4:55 
 1cm 1,
Ag: 6:21 
 1 cm 1) are roughly equivalent. Since silver is prone to tarnishing, and
a setup for gold evaporation and electroplating is readily available through the SPM
group at the University of Oklahoma, we chose to use gold for the wires on the chip.
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Concerning the choice of photoresist for the lithography, we chose AZ nLOF 2070,
a strongly viscous negative resist that has proven successful for atom chip fabrication
[116]. The high viscosity of the resist allows for a thickness of resist layers exceeding
7 m.
4.2.3 Spinning of resist
Before arrival of the AlN wafers, the AZ nLOF 2070 resist was rst tested on silicon
substrates to determine approximate resist thickness and various parameters for the
lithography process. To test the photolithography, substrates are rst thoroughly
cleaned. This is done by a sequence of ultrasonic baths in acetone, methanol and
isopropyl alcohol (IPA) for 5 minutes each. Between baths, the cleaning solutions are
blown o the substrate using dry nitrogen to prevent residue from adhering to the
substrate and interfering with the resist. The substrates are then baked at 200C on
a hot plate for at least 10 minutes to remove any moisture. The resist is then spun
on at a speed of 1000 rpm for 10 seconds and 2500 rpm for 45 seconds using a Laurell
WS-400Bz-NPP-Lite spinner.
4.2.4 Photolithography
The photolithography mask was manufactured according to our specications by the
University of Alberta Nanofab Facility using a laser pattern generator (Heidelberg
Instruments DWL200). It consists of a chrome pattern on a 5"  5" piece of glass.
The mask design is shared with the local SPM group. It is divided into four 2:5"2:5"
quarter plates, which are cut out after receipt of the mask. One of those quarter
plates contains two of our atom chip design patterns aligned side by side, as depicted
in Fig. 4.3. The atom chip designs were drawn in Autocad and converted to the
required gerber format using the program L-Edit. Both designs are identical apart
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Figure 4.3: Design of the photolithography mask that contains two of our atom chip
designs (lower right corner), along with other circuit designs of the local SPM group.
The mask consists of a chrome layer on glass. The blue area denotes the chrome layer.
from the gap sizes used to dene the chip wires. The rst design uses 40 m gap
sizes to dene the microscopic wires, and the second design uses 4 m gap sizes. The
remaining mask area contains lithography patterns designed by the SPM group.
Multiple exposure times of the resist were tested, and the optimum was found to
be around 7 to 9 seconds. After exposing the resist to ultraviolet light in the mask
aligner (Karl Suss MJB3) through a standard test mask, the substrates are baked at
110 C for 1 to 2 minutes to activate the resist. The substrate is then suspended in
a developing solution (AZ 300 MIF) for 1 to 2 minutes while being slightly agitated
to remove the resist not exposed to the light. From the testing done on silicon,
we determined that the resolution is mainly limited by the edge bead. The edge
bead causes the mask to have poor contact with the resist, as illustrated in Fig. 4.4.
This results in diraction of the light and negatively aects the transfer of the wire
pattern onto the resist. During subsequent sets of experiments performed on the AlN
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Figure 4.4: Demonstration how an edge bead can create poor contact between the mask
and resist, limiting the resolution of the photolithography.
Figure 4.5: Comparison of lithography results on AlN substrate with (a) poor mask
contact resulting from edge bead and (b) with edge bead removed. It is clear the
lithography resolution is higher when the edge bead is removed.
substrate, we found that removing the edge bead with a swab (Ted Pella applicator
81530) and acetone greatly reduces this eect and allows for higher resolution, as
exemplied in Fig. 4.5. A cotton swab such as a Q-tip should not be used to remove
the edge bead, because it can leave bers in the resist which can interfere with the
lithography.
Through further testing on the AlN substrates, we found that a 8 second exposure
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Figure 4.6: Chip design on AlN. The darker blue is the negative photoresist while the
lighter blue is the AlN substrate.
time, 90 second post exposure bake time and 60 second developing time provided a
satisfactory transfer of the chip design with its 40 micron gap sizes, as shown in
Fig. 4.6. Using a prolometer (Ambios XP-2), we measured the thickness of the
resist to be 7 m.
When cleaning the resist o the AlN substrate the wire pattern was still visible to
the eye as a dierence in reectivity of the surface. The areas where resist was removed
during developing were slightly matted. Through experimentation with piranha etch
and other cleaning methods it was determined that the pattern left was in fact not
resist still adhered to the substrate, but rather a dierence in surface topography of
the AlN caused by the developer. It was shown through repeated lithography that
this dierence in surface roughness has negligible eect upon subsequent patterning.
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Figure 4.7: Chip design on Au seed layer. Dark gold color is resist. Lighter area is the
seed layer where the wires will be electroplated in.
4.2.5 Metal evaporation
When evaporating the Au seed layer onto the AlN substrate, a thin adhesion layer
must be deposited rst to allow the Au to adhere to the substrate. We thermally
evaporate a 5 nm chromium adhesion layer, followed by a 50 nm thick Au seed layer.
With a prolometer measurement, we measured the thickness of this seed layer to be
closer to 65 nm. The discrepancy can be attributed to error in the calibration of the
thickness measurement during evaporation.
The same lithography parameters as on the AlN are used on the Au seed layer
surface to transfer the resist pattern with similar results. The previously determined
parameter set, consisting of an 8 second exposure time, 90 second post exposure bake
time and 60 second developing time, provides an adequate transfer of the 40 micron
gap sized chip design to the seed layer as shown in Fig. 4.7.
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Figure 4.8: Setup used for electroplating. The anode penetrates into the electroplat-
ing solution to a distance of 4:8 cm away from the cathode. The cathode current is
controlled with a power supply (Keithley Sourcemeter 2400, not shown).
4.2.6 Electroplating
To grow the microscopic wires to a thickness of  7 m, we use electroplating. The
resist pattern on the chip acts as a mold for the electroplated gold. With an applied
electric potential to the metal surface, gold ions in the electroplating solution deposit
on the seed layer and form the microscopic chip wires.
In initial tests, we successfully electroplated gold at a rate of 30 nm/min onto a test
sample. The test sample was a 12 mm 10:5 mm Si substrate with a chromium/gold
seed layer on top. Half of the test sample was covered with photoresist, the other
half was exposed. Our electroplating setup is shown in Fig. 4.8. We use 600 ml
of TG-25E RTU solution by Technic Inc., a ready-to-use gold electroplating solution.
The electroplating solution is held at a temperature of 62 C, by partially submerging
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the electroplating setup in an external water bath which is temperature stabilized at
70 C with a hot plate. The anode to cathode separation is 4:8 cm and the current is
set at 0:63 mA for one hour at a voltage dierence of  0:5 V. The plating area used
during the electroplating tests was 6 mm10:5 mm. After one hour of electroplating,
the thickness of the grown gold layer was 1:8 m, measured with a prolometer.
More tests need to be done using the atom chip seed layers with resist patterns
on them to determine the optimum plating current and temperature to grow the chip
wires to thicknesses of  7 m.
4.2.7 Etching
We use a commercial Au etching solution (Transene TFA) to remove the seed layer
after electroplating. The solution etches at a rate of 2:8 nm per second. Using this
etching solution and carefully measuring the etching time, we successfully etched
away the chromium/gold seed layer on that half of the Si test sample that was used
to perform initial electroplating tests.
The manufacturing process is set up and we are ready to etch the seed layer on a
real atom chip, once the electroplating is optimized using real atom chip seed layers.
4.3 Current atom chip
The atom chip in the current system was manufactured for us by Steve Miller's
research group at the Air Force Research Laboratory in Hanscom, Massachusetts.
The manufacturing process involved photolithography and electroplating on top of
Silicon. The Si substrate had a 200 nm SiO2 insulation layer on top. Starting with
this substrate, a 200 A thick Ti adhesion layer was evaporated on top of the SiO2,
followed by a 500 A thick Au seed layer. Then, using photolithography, the wire
structures were patterned onto a layer of photoresist on top of the seed layer. This
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Figure 4.9: Microscope image of the atom chip. a) whole chip, b) magnied view of
the center region.
was done via a lithography mask manufactured according to our mask design. Using
electroplating, the seed layer of Au was then grown between the resist walls to a
thickness of  9:5 m. Subsequent etching removed the seed layer, resulting in a
fully dened wire pattern. A microscope image of the center wire pattern of the chip
is shown in Fig. 4.9. The 40 m wide gaps in the reective gold layer can be seen. The
gold layer was originally used to reect two of the four MOT beams and form a mirror
MOT at a distance of  2 mm from the chip center. The gaps dene the current
carrying microscopic wires that are used to create magnetic trapping potentials for
trapping and compressing the atoms at distances of a few hundred microns from the
chip surface.
4.4 Foil mirror manufacturing
When loading the mirror MOT from the rst version of the atom chip, it became
obvious that the trapped atom number suered from the diraction pattern on the
reected MOT beams due to the gaps in the chip surface. When the MOT center
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was moved to a position below the exact center of the chip, the MOT density prole
would become severely distorted and holes could be seen to appear in the MOT. The
holes would change shape when moving the MOT beams but could not be made to
disappear. We therefore decided to add a mirror surface on top of the atom chip.
The mirror is manufactured by thermal evaporation of a thin metal gold lm onto
50 m thick Kapton foil. The evaporation is done on a 2"2" size piece of Kapton foil.
As any other element destined to end up in the UHV system, the foil is thoroughly
cleaned in an ultrasonic cleaner using rst acetone and then methanol as cleaning
solvents. Then, a 20 nm thick chromium adhesion layer is evaporated, followed by
a 150 nm thick gold layer. The thickness of the gold layer has to be bigger than
100 nm to ensure a reectivity R > 96% as calculated from the theory of thin lm
reectivity [127] with the index of refraction and absorption coecients taken from
Refs. [128, 129].
After thin lm evaporation, the foil mirror is cut to shape. To keep the mirror
surface from being damaged during the cutting process, the mirror is placed with the
gold layer facing down onto a stack of several lens papers. A stainless steel block of
size 0:76"0:397" and height 0:4" with a nely polished lower surface is then pressed
on the back of the foil mirror. The lower surface of the steel block was polished with
1000 grit sandpaper. While the steel block is pressed to the back of the foil mirror,
a cut is made around the outer edges of the block with a clean razor blade. Many
small foil mirrors are cut out of the larger piece in this fashion, and the best result is
chosen to be glued onto the atom chip later.
The reectivity of the foil mirrors produced in this way is measured to be 92% at
780 nm when reecting a laser beam of waist radius  5 mm. The reected beam
prole looks identical to that of the incident beam. There are no discernible diraction
patterns. For comparison, the reectivity of the atom chip surface is only 81% and
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the reected beam prole is extremely distorted due to the diraction patterns caused
by the gaps between the microscopic wires.
The foil mirror is not attached to the atom chip until after chip is glued onto the
ceramic mount.
4.5 Rinsing
Before mounting the chip, it has to be rinsed and cleaned to remove any dust or
other particles. This is done by holding the chip with plastic tweezers diagonally
over a glass beaker and squirting rst acetone, then methanol onto it from an oblique
angle. After such rinsing, the atom chip is sonicated in methanol for ve minutes and
inspected for defects.
4.6 Assembling the ceramic mount
The assembly of the chip mount is done in the following steps:
 Pins are glued into the mount.
 Gold wires are bonded to the pins with silver epoxy.
 The gold wires are bent up to make room for the atom chip.
 The macroscopic copper z-wire is glued into the mount.
 The atom chip is glued into the mount on top of the z-wire.
 The gold wires are bent back down.
 The gold wires are bonded to the contact pads on the chip using silver epoxy.
 The foil mirror is glued on top of the chip surface.
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Figure 4.10: Photos of the ceramic mount after various steps of the chip mount assembly.
The mount is shown after gluing the pins and wire bonding to the pins (a), after bending
up the wires and gluing the z wire (b), after gluing in the atom chip (c), after wire
bonding to the chip pads (d), and after attaching and grounding the foil mirror (e).
 The foil mirror is contacted to a grounded pad on the chip with silver epoxy.
A sequence of photos of the chip mount at various stages in the assembly process is
shown in Fig. 4.10. In the following paragraphs, each of these steps is explained in
detail.
4.7 Gluing pins
The pins (Lesker FTADPEEK-M) are rst led down using a pin vise and sandpaper
so that they are ush with the ceramic mount surface when inserted into the mount.
After thorough cleaning, the pins are inserted into the mount. To force the pins
into the correct positions while applying and curing the epoxy, the ceramic mount is
fastened upside down to an aluminum block. The aluminum block is covered with a
1 mm thick piece of Teon and a thin layer of Kapton and has four tapped holes. The
slightly exible Teon layer is needed to ensure the mount can be pressed onto the
block rmly without being damaged. The additional Kapton foil keeps the pins from
being glued to the Teon layer. Using four screws with large washers, the ceramic
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Figure 4.11: Setup used to glue the pins into the ceramic mount. The pins are inserted
into the mount, and the mount is fastened upside down onto an aluminum block covered
with a layer of Teon and Kapton foil. The exible Teon pushes on the pin heads and
forces the pins into their correct positions. Epoxy is then applied to the backside of
the pins.
mount is pressed rmly upside down onto the exible Teon layer. This forces all the
pins into their correct positions. Fig. 4.11 shows a photo of this setup used to glue
the pins. The photo is of an initial test where only two of the 22 pins were glued.
The Epoxy (Epotek H77) is applied to the backside of the pins under a microscope.
A piece of stainless steel wire is used as applicator. Care has to be taken to ll in as
much of the pinholes as possible while staying clear of the center surface on the back
of the mount. Any epoxy there would be disastrous to the thermal contact between
the chip mount and the aluminum heat sink later.
After epoxy is applied to all the pins, the mount is baked in a clean oven for
1 hr at 150 C, while still being attached to the aluminum block. After baking, the
ceramic mount is detached from the block, the Teon and Kapton are removed, and
the pins are checked for mechanical stability.
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Figure 4.12: Sketch of the assembled atom chip mount showing the positions of gold
wires and the designations of the contact pads.
4.8 Wire bonding to pins
The electrical connections between the heads of the pins and the atom chip are made
with 5 mil gold wire and UHV compatible silver epoxy (Epotek H20E-175). For each
pin that will be used, a piece of wire is cut and positioned with plastic tweezers on
the pin head so that it is pointing toward the atom chip key. The length and position
of each of the wires is chosen so that they reach the position where the respective pad
on the atom chip will be. A sketch of the wire positions is shown in Fig. 4.12. A small
drop of silver epoxy is applied to each wire to bond it to the pin head. The epoxy is
applied under the microscope with a stainless steel wire. The mount is baked for 2.5
hours at 150 C to cure the silver epoxy. Afterwards, each wire is bent up to make
room for the insertion of the atom chip.
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4.9 Gluing copper z-wire
The copper z-wire is glued onto the mount with H77 epoxy. A thin layer of epoxy
is applied to the bottom surface of the z-wire key using a piece of a razor blade as
spatula. The epoxy layer is made as thin as possible. The z-wire is positioned and
centered in the key, and the mount is baked at 150 C for one hour to cure the epoxy.
4.10 Gluing atom chip
The atom chip is glued onto the mount in the same way as the copper z-wire. The
bottom surface of the chip key, including the top of the copper z-wire are coated with
a thin, uniform layer of epoxy. The chip is positioned in the center of the chip key
under a microscope, and the mount is baked again at 150 C for an hour.
4.11 Wire bonding to chip
To bond the gold wires to the contact pads on the chip, the wires are rst bent down
onto the chip pads with plastic tweezers. This is done under the microscope to ensure
that each wire makes contact with the respective pad on the chip. To bond the wires,
a small drop of H20E silver epoxy is applied to each pad with stainless steel wire.
This is also done under the microscope. Afterwards, the mount is baked for 2.5 hours
at 150 C to cure the silver epoxy.
4.12 Gluing foil mirror
To attach the foil mirror to the top of the atom chip surface, the chip mount is
rst positioned on top of a clean piece of Aluminum and put into the oven. Plastic
tweezers are then used to position the foil mirror so that it is centered on the chip
surface. A stainless steel weight with a polished lower surface is used to atten the
137
mirror and hold it in place while the epoxy is applied. The dimensions of the weight
are 0:688"0:393" and it is 2:5" high. The bottom surface of the weight was polished
using 1000 grit sandpaper. The weight is centered on top of the foil mirror, leaving
the corners exposed. After ensuring that the weight and mirror are centered on the
chip and that they clear the existing wire bonds, a small drop of non-conductive H77
epoxy, diameter < 1 mm, is applied to each corner of the foil mirror using stainless
steel wire as applicator. The epoxy is applied so that it bridges the gap between
the corners of the mirror and the atom chip surface. After applying the epoxy, the
oven door is shut carefully, making sure the weight and mirror are not moving. The
assembly is then baked at 150 C for one hour. After the epoxy is cured and the
mount has cooled down, the weight is carefully removed from the foil mirror. The
mirror should now be at and securely attached to the atom chip.
4.13 Grounding foil mirror
The last step in the atom chip mount assembly is the grounding of the foil mirror
surface. This is done by contacting the mirror surface to an unused pad on the atom
chip referred to as the ground pad (GND). A drop of H20E silver epoxy is applied
to the corner of the mirror above the GND pad. The drop is applied with stainless
steel wire under the microscope. The drop has to be big enough to form a conductive
bridge from the mirror surface to the pad on the atom chip surface, but small enough
to keep it from contacting any other conductor on the atom chip. A photo of a
nished, correctly applied grounding bridge is shown in Fig. 4.13.
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Figure 4.13: Microscope image of some of the nished silver epoxy wire bonds on the
chip mount. The conductive bridge used to ground the foil mirror surface is shown.
Next to the conductive bridge, one of the four drops of non-conductive epoxy can be
seen, used to attach the foil mirror to the atom chip.
4.14 Assembling heat sink
Before the atom chip mount can be attached to the aluminum heat sink, the heat sink
has to be assembled. The heat sink is mounted onto two copper rods of a high power
electrical feedthrough (Lesker EFT0543253). The other two copper rods function as
electrical conductors to supply current to the copper z-wire.
Before the aluminum heat sink is attached, the air side of the feedthrough is rst
secured to the cooling cup. With the cooling cup attached, the feedthrough can stand
securely on the table surface with the copper rods pointing up. The cooling dewar is
not attached to the assembly yet.
A sketch of the heat sink assembly sequence is shown in Fig. 4.14. The aluminum
heat sink is slid onto the two of the four 0.25" copper rods that serve as cold ngers.
In order to ensure that the atom chip will be centered in the chamber, the end of the
heat sink should be 8.21" away from the inner surface of the feedthrough ange. This
means that the rods should penetrate a distance of 4.07" into the heat sink. After
the heat sink is in place, it is compressed from the long side with six stainless steel
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Figure 4.14: Sketch of the heat sink assembly steps. Dashed red arrows denote the
joining of parts and solid red arrows denote the insertion positions of fasteners. a) The
aluminum heat sink is slid onto the copper cold ngers. b) The heat sink is secured
to the cold ngers by compressing the saw cut with six screws, and extension rods are
attached to the current-carrying copper rods with barrel connectors. c) The lower two
set screws on the barrel connectors are tightened, and the atom chip mount is lowered
onto the heat sink. d) The atom chip mount is secured with four screws, and the upper
two set screws on the barrel connectors are tightened.
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screws. The screws compress the saw cut in the heat sink and ensure proper thermal
contact between the aluminum and the cold ngers.
The two Cu rods that function as electrical connections to the copper z-wire are
extended with 4.2" long 0.25" diameter Be-Cu extension rods. The extension rods
are connected with homemade barrel connectors. The extension rods are threaded
on one side to allow easy connection to the copper z-wire. The barrel connectors are
secured to the feedthrough rods, but the extension rods are left loose in the barrel
connectors and are not fastened until after the atom chip mount and the copper z-wire
are attached.
The ceramic atom chip mount is now mounted to the aluminum heat sink with
two stainless steel screws. At the same time, the copper z-wire is attached to the
extension rods with two screws. Fastening the copper z-wire to the loose extension
rods will pull them up to the correct height. With the extension rods xed at the
proper heights, the barrel connectors are then fastened. The barrel connectors now
provide electrical contact from the feedthrough rods to the copper z-wire, and the
heat sink assembly is nished.
4.15 Electrical connections
After the heat sink is assembled, the electrical connections from the pins to the low
power electrical feedthrough (MDC 9152005 9-pin type c feedthrough on a 2.75" size
ange) are made. First, a 4-way 2.75" cross is attached to the high power feedthrough
in the orientation shown in Fig. 4.15. One side of the cross serves to hold the low
power electrical feedthrough, the opposite side of the cross is blanked o and can be
used in future expansions of the setup.
The electrical connections from the pins on the chip mount to the 9-pin electrical
feedthrough are now made using Kapton coated UHV compatible copper wires (MDC
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Figure 4.15: Sketch illustrating the electrical connections between the chip mount and
the 9-pin low power electrical feedthrough. The pairs of pins U1 out-U2 in, U2 out-
U3 in, U3 out-U4 in are connected directly using short wires to ensure correct in-series
operation of the microscopic u-wires. The other pins are then connected to the 9-pin
feedthrough as shown.
KAP2 22 AWG). The wires are rst cut to appropriate lengths and crimped on both
sides with identical female sockets (Lesker, FTADPEEK). The cylindrical sockets pro-
vide a mechanically stable, snug t onto the chip mount pins and the feedthrough
pins. The pairs of pins U1 out-U2 in, U2 out-U3 in, and U3 out-U4 in are connected
directly using short wires. This guarantees correct in-series operation of the micro-
scopic u-wires. Connections between the remaining pins on the chip mount and the
feedthrough are then made according to the inset in Fig. 4.15a). To prevent acciden-
tal grounding of any connection on the electrical feedthrough, a small ceramic bead
is inserted onto each vacuum-side feedthrough pin prior to connection of a socket.
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Figure 4.16: Photos of the chip setup after all electrical connections are made. a)
overview, b) close-up of the chip mount.
Once all the wire connections are made, electrical consistency is tested with a
multimeter. If consistency is met, the electrical feedthrough is fastened to the side of
the cross. Photos of the nished assembly are shown in Fig. 4.16.
4.16 Insertion of atom chip into chamber
After the electrical connections are made, the dewar is attached to the cooling cup and
the atom chip assembly is inserted into the top viewport of the vacuum chamber in
the orientation shown in Fig. 4.15b. A photo of the atom chip assembly after insertion
into the chamber is shown in Fig. 4.17. This completes the atom chip assembly.
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Cold atoms on the chip
5.1 Introduction
The loading sequence of the atom chip proceeds from the initial vapor-loaded mirror
magneto-optical trap (MOT) to the microscopic wire trap created with the z-shaped
wire on the atom chip. The sequence involves the loading of the MOT, a cold MOT
phase (CMOT), the transfer of atoms into a macroscopic z-wire magnetic trap (z-trap),
a compression phase in which atoms are moved closer to the chip surface (compressed
z-trap), and nally the transfer of atoms into the microscopic wire trap (chip trap).
In this chapter, the setup used for loading the magnetic trap is detailed, followed by
a discussion of the heating of the atom chip, and a summary of the loading sequence.
Then each step in the sequence is described in some detail. The chapter closes with
an outlook on future atom chip experiments.
5.2 Trapping setup
The experimental setup used for cooling and trapping is shown in Fig. 5.1. The four
MOT cooling beams are labeled +X, -X, Y and Z, to coincide with a right-handed
cartesian coordinate system (x, y, z) with origin at the zero of the quadrupole eld
generated by the MOT coils. The zero is located a few mm below the center of
the atom chip surface. The z-axis points diagonally upward along the MOT coil
center axis, the x-axis points horizontally and perpendicular to the center segment
of the atom chip z-wire, and the y-axis points diagonally downward away from the
atom chip surface, as shown in Fig. 5.1. The +X- and -X-beams are left-handed
circularly (LHC) polarized, and counterpropagate horizontally below the atom chip
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Figure 5.1: Atom trap setup. a) top view, b) side view. Note that positive currents
through the x-, y-, and z-bias coil pairs (not shown) create uniform magnetic elds
in the positive x-, y-, and z-directions, respectively. The x-, y- and z-directions are
indicated by arrows in b). The coordinate system (u, v, w) is used when referring
to absorption images. The u-, v- and w-directions are indicated by arrows in a) and
b). Q: Quarter-wave plate, H: half-wave plate, PBS: polarizing beamsplitter cube, BS:
non-polarizing beamsplitter cube.
along the x-axis. The repumping light copropagates with the +X-beam and is also
LHC polarized. The top third of the X-beams are cut o by the atom chip mount.
The Z-beam is right-handed circularly (RHC) polarized and enters the chamber from
below at an angle of 45. It propagates along the center axis of the MOT coils, and
reects o the atom chip mirror surface. The reected beam is LHC polarized and
counterpropagates with the Y-beam. The Y-beam is LHC polarized and also reects
o the atom chip mirror. The reected beam is RHC polarized and counterpropagates
with the Z-beam. In the region just below the atom chip where all beams meet, there
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are six beams overlapping, one pair of counterpropagating beams parallel to each of
the three cartesian axes (x, y, z). In this region, the beams perpendicular to the MOT
coil center axis are LHC polarized, and the beams parallel to the MOT coil center
axis are RHC polarized. This gives the correct +   conguration along each axis
that is necessary for the operation of a MOT.
The MOT is positioned  1:5 mm away from the chip mount. This is the closest
distance we can achieve in the experiment. In order to capture as many atoms as
possible in the MOT, the diameter of the MOT is large, FWHM  1 mm. Moving
the MOT closer to the chip surface leads to collisions of atoms with the chip and
a drastic reduction of the atom number. Being able to move the MOT up to this
distance proved to be crucial to load the magnetic trap. In early attempts, we tried
to load the magnetic trap from a MOT that was further away from the atom chip,
 3 mm, but were unable to transfer more than 105 atoms into the magnetic trap,
because of the imperfect mode-matching between the two traps.
The direction of the x-, y-, and z-axes are shown in Fig. 5.1b. When referring to
absorption images and the magnetic trapping potentials, a second Cartesian coordi-
nate system, (u, v, w), will be used, with origin at the center of the lowest atom chip
mount surface. The orientation of the (u, v, w) coordinate system is illustrated in
Fig. 5.1a. The u- and v-axes are parallel to the plane of the atom chip surface, and the
w-axis points vertically down, away from the chip. The chip wire surface is located
behind the 50 m thick foil mirror, and is recessed in the mount by 80 m. The exact
position of the atom chip surface with respect to the chip mount is measured with a
micrometer screw gauge, since it depends on the thickness of the layer of epoxy used
to glue the chip to its mount.
Also shown in Fig. 5.1 are the conguration of the imaging beam and optical pump-
ing beam. The imaging beam and optical pumping beam are counterpropagating and
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enter the chamber along a horizontal axis parallel to the u-axis and perpendicular
to the axis of the +X- and -X-beams. They are overlapped via a non-polarizing
beamsplitter cube.
The imaging beam is up-collimated to a FWHM of 5 mm. It then passes through a
half-wave plate and a polarizing beamsplitter used to adjust beam power and lter the
polarization. A quarter-wave plate is used to change polarization to circular before the
beam enters the vacuum chamber. After passing through the atom cloud, the imaging
beam passes through the imaging optics shown in Fig. 5.1 and is detected by a CCD
camera. One pixel in the absorption image on the bare CCD screen corresponds to
an area of 4:08 m 4:08 m in real space.
The optical pumping beam has a FWHM of 2 mm. The intensity is adjusted to
 2:2 mW cm 2 with a neutral density lter. A quarter-wave plate is used to adjust
the optical pumping beam polarization to circular before it enters the chamber.
The positions of the three cameras used to image the MOT are also shown in
Fig. 5.1. Camera 1 (Watec WAT902H-Ultimate) and camera 2 (Edmund Optics
NT56-580) are used to look at the uorescence of the MOT from the side and from
below in realtime, which aids in the positioning of the MOT during daily alignment.
Camera 3 is the astronomy CCD camera (Apogee Alta U-32) used for absorption
imaging of the MOT and the magnetic traps as described in Section 3.9.
5.3 Trapping potential calculations
The trapping potentials for the magnetic traps are calculated using nite element
methods (FEM) and numerical integration of the Biot-Savart law as described in
Section 2.6. The FEM result for the current density of the macroscopic copper z-
wire is shown in Fig. 5.2, together with a comparison of the resulting elds to those
obtained with a simpler current density model. In the simple model, the current
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Figure 5.2: Current density distribution and magnetic elds calculated for the macro-
scopic copper wire. The wire is 2 mm high. a) Joule heating in the wire. Black (white)
corresponds to the minimum (maximum) current density. In b), c) and d), the magnetic
elds from the nite-element currents (solid) are compared to a simpler model (dashed).
The current and bias elds parameters are I = 30 A, Bv = 16:2 G, Bu = 27:64 G, and
Bw = 2:72 G. Note that w points into the page in a).
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density is assumed to be uniform in the straight segments of the wire, and to curve
around the wire corners in concentric circular arcs. The FEM-based potentials are
more accurate and dier from the simple model calculations by more than 20%. The
bump in the potential seen in Fig. 5.2c illustrates the eects of overcompensation of
the Ioe eld. The bias eld Bu is too large to create a tight trapping potential in
the longitudinal direction. Note that the z-wire surface is located 500 m behind the
w = 0 plane, as denoted by the gray area in Fig. 5.2d.
In order to nd the optimum bias eld values for the magnetic traps, trapping
potential curves are rst calculated, taking into account the experimental constraints
such as the maximum currents on the bias eld coils and the initial position of the
atom cloud. The bias eld values in the calculation are optimized manually to overlap
the various potentials. Fig. 5.3 shows the result of the calculations. Three dierent
magnetic traps are used in the loading sequence. Note that, due to the dierent
z-wire geometries of the macroscopic and microscopic traps and the large size of the
MOT, only approximate matching of the potentials can be obtained at each step
of the loading sequence. The approximate matching of the potentials is critical for
maximizing the number of atoms in the atom chip trap.
The z-trap, loaded from the MOT atoms, is formed by running current through
the mm size copper z-shaped wire behind the chip. The z-trap is chosen to be shallow
to minimize the heating when atoms are loaded from the much larger MOT cloud. If
the trap frequency of the z-trap is larger than the trapping frequency of the MOT,
atoms loaded from the wings of the MOT into the z-trap gain energy as they move
in the magnetic potential. Because the trap frequency of the MOT is on the order
of one kHz, the characteristic time for this eect is on the order of milliseconds. To
minimize this heating, the trap frequencies of the z-trap are chosen to be < 1 kHz.
The z-trap is then compressed and moved closer to the chip to a distance of 260 m
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Figure 5.3: Magnetic elds calculated for the three magnetic traps employed during
the loading sequence. The z-trap (solid), compressed z-trap (dashed), and chip trap
(dotted) are shown. The elds along the three perpendicular axes w, u and v are shown.
Each curve in c), d), e) and f) is evaluated at the w coordinate of the respective trap
minimum.
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away from the chip mount. From this compressed z-trap, the atoms are transferred
into the chip trap. The chip trap is created using the microscopic gold wire on the
chip surface. The change in the Ioe eld between the macroscopic and microscopic
trap does not result in heating if the elds are switched fast enough to ensure non-
adiabaticity. Here, non-adiabaticity means that the atoms are not accelerated during
the switching of the elds. The trap frequencies in the two traps are  1 kHz, so that
non-adiabaticity is ensured as long as the magnetic elds are switched faster than
 1 ms [88].
In the experiment, the bias elds are initialized to the calculated values, and then
varied to optimize the atom number and trap shape. Table 5.1 shows the calculated
and experimentally optimized applied elds for the dierent magnetic traps. The
dierence between the calculated and empirical values is of the order of a few Gauss.
The dierence is most probably due to stray magnetic elds in the vacuum cham-
ber. Such stray elds of a few Gauss might be caused by residual magnetization of
some of the parts used in the atom chip assembly. Stray elds could also be due to
residual magnetic elds from nearby magnets from ion pumps and optical isolators.
Background elds of a few Gauss are indeed present in the vicinity of the chamber,
as veried with a Gaussmeter. However, it is dicult to measure the exact magnetic
eld inside the chamber, close to the atom chip surface. Manual optimization of the
bias coil currents for each trap, albeit tedious, is therefore necessary.
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Table 5.1: Parameters of the magnetic traps. Applied bias elds for the magnetic
traps are given in the (x, y, z) coordinate system. The calculated and experimentally
optimized bias eld values are shown. The discrepancy is most probably due to stray
magnetic elds in the chamber.
Parameter Z-Trap Compressed Z-Trap Chip Trap
Current (A) 34:4 34:4 1:82
Trap Freq. (Hz)
!u 170 258 556
!v 591 1213 1824
!w 590 1219 1759
Calc. Bias Field (G)
Bx 21.48 41.89 7.73
By 10.59 10.59 2.12
Bz 10.59 10.59 2.12
Exp. Bias Field (G)
Bx 21.48 41.89 6.44
By 10.59 10.59 2.12
Bz 14.35 14.35 5.17
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5.4 Heating of the atom chip
To generate the chip trap potential, relatively large currents of several Ampere have
to be pushed through a wire that is only 100 m wide and 9 m high.1 At these
currents, Joule heating becomes a concern. A semi-empirical theory of the Joule
heating of atom chips has been developed in Ref. [115]. A resistive measurement
of the heating of the atom chip in vacuo is shown in Fig. 5.4, and compared to
the theory of Ref. [115] with no adjustable parameters. In this measurement, the
current through the chip wire is pulsed for 10 ms, and the voltage is monitored using
the monitor output on the chip wire power supply. The voltage is converted into a
temperature using the known temperature coecient of the resistance of gold. We
found that lling the cooling dewar with ice water is enough to keep the atom chip
from heating up more than 20 C as long as currents of < 3 A are used. Filling the
dewar with liquid nitrogen or dry ice turned out to be detrimental to the initial atom
number in the MOT, most probably because the chip assembly starts to act like a
cryogenic pump and depletes the Rb gas density in the MOT region.
1The atom chip is manufactured using photolithography and electroplating. In this method, the
thickness of the wire is limited to be on the order of the smallest features present on the atom chip,
which are the 10 m wide RF-wires.
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Figure 5.4: Measured heating of the atom chip z-wire. a) Time dependence of the
heating for applied currents up to 4 A, b) Temperature increase within 10 ms as a
function of applied current.
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5.5 Loading sequence
A summary of the chip trap loading sequence is shown in Table 5.2. In the following
























































































































































































































































































































5.6.1 Mirror MOT parameters
The MOT is loaded with a cooling laser detuning of  =  17 MHz. The repumping
laser is held on resonance. The Rb sources are usually run continuously at a current
of 4 A per source. They can also be pulsed in short bursts or replaced with UV LIAD
if necessary. The pressure in the chamber is typically 5 10 10 torr during operation
of the MOT. The MOT coils are operated at a current of 30 A, corresponding to an
axial (radial) eld gradient of 14 Gcm 1 (7 Gcm 1) at the MOT position. To nd the
MOT initially, the wave plates that control the beam balancing and the polarization
of the various beams are rough-adjusted using a power meter to check beam powers
and a polaroid strip to check polarizations. The power is 4 mW per beam. The
cooling beam proles are Gaussian with a FWHM of 10 mm. The beams are rough-
aligned to hit the center of each viewport and the center of the atom chip. This is
done by attaching a pair of rubber bands to the bolt heads on each viewport such
that the they mark the viewport centers. The +X- and -X-beams are then lowered
from the center position so that roughly the top third of each beam is clipped by the
atom chip mount. The uorescence image of the MOT is monitored on a CRT TV
via the live feed from cameras 1 and 2. The MOT cloud is found by changing the
beam polarizations by small amounts until a weak uorescence of the MOT atoms
becomes visible. The polarizations, beam balancing, and beam pointing are adjusted
to optimize the atom number in the MOT to give the brightest uorescence image.
The positioning of the MOT is then optimized. The centering of the MOT on the
atom chip is checked via camera 2. The vertical distance from the MOT center to the
chip mount is veried via camera 1. The ideal MOT position is perfectly centered
with respect to the chip, about 1:5 mm below the chip mount surface. Large changes
in the MOT position are made by physically adjusting the magnetic coil frame height
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Figure 5.5: Fluorescence image of the cold atoms in the mirror MOT, hovering 1:5 mm
below the chip.
and position. Small changes in the MOT position are made by adjusting the x-, y-
and z-bias coil currents to move the zero of the magnetic eld. After a change in
MOT position, the beam pointing and polarization are re-adjusted for largest atom
number. A photo of the MOT uorescence after the MOT has been peaked up in this
manner is shown in Fig. 5.5. A re-tweak of the MOT is performed every morning, in
order to keep the atom number and position of the MOT stable over several months.
Using the (x, y, z) coordinate system shown in Fig. 5.1b, the optimized bias eld to
position the MOT 1:5 mm below the atom chip surface was found to be Bx = 0:71 G,
By =  1:6 G, and Bz = 3:2 G. The y-bias coil current had to be negative to optimize
the MOT position. To achieve a negative y-bias coil current, the solid-state crossover
relay input is held high during the MOT loading phase (see Section 3.6.4).
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Figure 5.6: Loading curves of the MOT for various durations of LIAD pulses. The UV
LEDs are pulsed on together with the MOT magnetic eld at time zero. The LEDs are
turned o after various delays. Each curve is labeled on the right by the delay used.
5.6.2 UV LIAD
The eect of turning on the UV LED arrays during the loading of the MOT is shown
in Fig. 5.6. The LIAD loading curves are measured with a calibrated photodiode
by imaging the MOT uorescence onto the detector area. The Rb sources are o
during these measurements. The increased loading rate due to LIAD is evident. The
LIAD measurements were done with an early version of the atom chip that did not
have a foil mirror on the surface. This is the reason for the comparatively low atom
number. The gaps between the gold wires on the atom chip surface caused diraction
of the reected MOT beams. This created holes in the MOT which prevented us from
moving the MOT closer to the chip than 3 mm without losing all of the atoms.
5.6.3 Loading curve
After attachment of the foil mirror to the atom chip, the loading rate of the MOT was
measured again. The measurement was done by imaging the MOT uorescence onto
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Figure 5.7: Loading curve of the MOT after installation of the foil mirror. During this
measurement, the MOT was 3 mm away from the chip surface, just as during the LIAD
measurements. The foil mirror increased the atom number by a factor of 3:5.
the entrance aperture of a photomultiplier tube. The atom number was calibrated
separately using absorption imaging. The resulting curve is shown in Fig. 5.7. A
maximum atom number of N = 21 106 was measured with the foil mirror in place.
In these measurements, the MOT was still  3:0 mm below the atom chip surface, a
distance that proved too far away to load the magnetic trap. The foil mirror enables
us to move the MOT closer to the atom chip surface without losing all of the atoms.
At the closer distance of 1:5 mm, the peaked up MOT contains (6:4 1:5)106 atoms.
The quoted shot-to-shot noise in the atom number, N=N = 23%, was measured by
analyzing 50 separate absorption images that were taken under the same conditions.
It is approximately the same during all phases of the loading sequence.
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5.6.4 Absorption images
In order to take an absorption image of the cold cloud, all lasers are switched o
with the AOMs at a time t0, typically after a 9:5 s long loading time of the MOT.
The quadrupole and bias coil IGBTs are switched at the same time to turn o the
magnetic elds. The camera is then triggered to take a pair of images in kinetics mode.
The camera trigger goes high 21 ms before the rst imaging beam pulse. The time
of 21 ms was determined empirically, and is necessary to allow the camera shutter
to open fully. The camera exposure time is set to 10 ms, which is the minimum
exposure time that can be set on this camera model. The delay between kinetics
mode exposures is set to 100 ms. During each of the two camera exposures, the
imaging beam is pulsed once, with a pulse duration of 100 s. The pulse duration is
chosen so that the full dynamic range of the camera is utilized and the CCD array
is not saturating. The pulse duration depends on the imaging beam power, which is
typically 80 W. The rst imaging beam pulse is triggered after a delay  measured
from t0. The second imaging pulse happens 100 ms later and is used as the background
image. The imaging beam polarization and detuning are ne-tuned to maximize the
contrast in the absorption image. A typical absorption image of the MOT is shown
in Fig. 5.8. The atom number is obtained from an absorption image by tting all
pixels of the image to Eq. 3.6 and calculating N via Eq. 3.8. The MOT atom number
deduced from the absorption image in Fig. 5.8 is 6:0 106.
5.6.5 Temperature
The temperature of the cold cloud is measured using time-of-ight absorption imaging
(TOF). Several absorption images are taken at variable delays  . Each image is t
to the Gaussian t function, Eq. 3.6, using all the pixels in the image to nd the full
width at half maximum in the horizontal, FWHMv, and vertical, FWHMw, directions.
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Figure 5.8: Absorption image of the MOT, taken while the MOT was on.







where kB is the Boltzmann constant, T is the temperature of the sample, m is the
atomic mass, and FWHM0 is the cloud size at zero delay time. A measured TOF
curve for the MOT is shown in Fig. 5.9. The temperature of the MOT obtained from
the t is (245 16) K. The quoted error is the standard error from the t. The
MOT is slightly hotter than the Doppler temperature TD = 145 K. To reduce the
temperature of the MOT, we employ a polarization gradient cooling phase.
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Figure 5.9: Time-of-ight temperature measurement of the MOT.
5.7 Cold MOT (CMOT)
Before loading the magnetic trap from the MOT, the atoms are cooled down in
a cold MOT (CMOT) phase. The CMOT relies on polarization gradient cooling
to lower the temperature below the Doppler limit. Due to polarization gradient
cooling eects, the temperature in a MOT is proportional to the light shift parameter
 = 
2= (jj ) according to Eq. 2.90 [101]. By increasing the red-detuning of the
cooling beams and decreasing the beam intensity, the temperature in the MOT can be
lowered signicantly. In our case, the coldest temperature in the CMOT is achieved by
applying a 30 ms long CMOT phase at the end of the MOT phase. During the CMOT
phase, the cooling laser is detuned from  17 MHz to  55:3 MHz and the power in
each cooling beam is reduced from  4 mW to  2 mW. The repumping laser power
is reduced from 1 mW to 30 W. The parameters of the CMOT are determined
empirically, optimizing for the lowest temperature and highest atom number.
An absorption image of the CMOT is shown in Fig. 5.10. The atom number
deduced from the absorption image isN = 2:64106. The results of TOF temperature
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Figure 5.10: Absorption image of the cold MOT, taken at delay  = 200 s. The atom
number deduced from this image is N = 2:64 106.
measurements for the CMOT are shown in Fig. 5.11a). Each data point in Fig. 5.11 is
the average of ts to nine separate absorption images. The error bars are the standard
deviations across the nine ts. The error on the temperature is the standard error
obtained from the two-parametric t in T and FWHM0. Also shown in Fig. 5.11 is
the measured free fall of the cloud center, t to
w() = w0 +
1
2
g  2; (5.2)
with g = 9:81 m=s2, to obtain the initial vertical position of the cloud w0 = 1:588 
0:020 mm. The temperature of the CMOT is (9:25 0:25)K. Using Eq. 2.90 with
the parameters of the CMOT stated above and the coecient C = 0:52  0:03
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Figure 5.11: Time-of-ight temperature measurement of the cold MOT (a), and vertical
center-of-mass position of the cloud (b).
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for 87Rb taken from Ref. [101], the predicted temperature is (9:38 0:3) K, in
agreement with the measured temperature.
5.8 Optical pumping
Before the magnetic trap is loaded, an optical pumping pulse transfers the majority
of the atomic population into the magnetically trapped (F = 2;mF = 2) weak-eld
seeking magnetic sublevel of the ground state. To prepare for the optical pumping
pulse after the 30 ms long CMOT phase, the cooling light and the repumping light are
rst switched o. At the same time, the MOT coils and all bias elds are switched
o in < 500 s. The magnetic elds are then switched into the optical pumping
conguration. 380 s after the light has been shut o, the y-bias current has decayed
suciently, and the solid-state crossover relay is switched from high to low to reverse
the current direction on the y-bias coils. After reversal of the current direction, a
positive current setting on the y-bias coils will now create a eld pointing in the
positive y-direction. 400 s after the light has been shut o, the bias coils are then
switched to their new values. The x-bias eld is kept at 0 G, while the y-bias and
z-bias elds are switched to 2 G each. This creates a eld of Bu = 2:8 G that
points in the direction of the optical pumping beam and denes the quantization
axis during optical pumping. After a delay of 1 ms, long enough for the elds and
any residual eddy currents to settle, a 120 s long optical pumping pulse is applied.
The polarization and duration of the optical pumping pulse are ne adjusted by
maximizing the atom number in the magnetic trap. Applying the optical pumping
pulse increases the atom number loaded into the magnetic trap by a factor of four.
The magnetic trap is the subject of the next section.
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5.9 Macroscopic magnetic trap (z-trap)
The Ioe-Pritchard type trapping potential of the macroscopic magnetic wire trap
(z-trap) is generated by running current through the copper z-shaped wire and simul-
taneously applying a bias eld. To achieve the best loading from the CMOT into
the z-trap, we apply a current of 34:4 A to the copper z-wire. The current runs
through the central segment of the wire in the positive u-direction. The external bias
eld points mostly in the positive x-direction, but a small component in the y- and
z-directions is also applied to ne tune the Ioe eld. In order to switch the x-bias
eld rapidly within 500 s the high voltage capacitor circuitry, detailed in Section
3.6.4, is employed. The x-bias eld is switched on 110 s after the end of the optical
pumping pulse. At the same time, the copper z-wire current is switched on. The
switching time of the copper z-wire is slowed down to match that of the x-bias coils
using a dummy coil, as described in Section 3.4.7. The y- and z-bias elds are used
to adjust the Ioe eld. They do not have to be switched as fast as the x-bias. The
y- and z-bias elds are therefore switched to their new values within 1-2 ms, using
the current programming inputs on the power supplies. Starting from the calculated
values, the bias elds are then adjusted empirically to optimize the atom number,
position, and shape of the z-trap. The empirically determined optimum values for
the z-trap bias elds are Bx = 21:5 G, By = 10:6 G and Bz = 14:4 G. The y- and
z-components result in a Ioe compensation eld of Bu = 17:6 G in the longitudinal
u-direction and a small component of Bw =  2:66 G pointing vertically upwards.
The empirically optimized bias elds dier by a few Gauss from the calculated val-
ues. The dierence is probably caused by stray magnetic elds in the chamber. The
optimum pre-charge voltage on the x-bias capacitor is 230 V. This voltage gives the
fastest switching without any overshoot of the current.
An absorption image of the z-trap is shown in Fig. 5.12, taken after a 133 ms long
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Figure 5.12: Absorption image of the z-trap, taken at delay  = 500 s. The z-trap
was loaded for 133 ms. The atom number deduced from this image is N = 1:02 106.
z-trap phase during which the MOT was o. The image was taken at a delay  =
500 s. In this image, the atom number is N = 1:02 106. Some heating is observed
when loading the magnetic trap from the CMOT. The heating can be attributed to
the mode mismatch between the z-trap potential and the MOT which results from
the anharmonic nature of the wire trap potential compared to the harmonic MOT
potential (see Fig. 5.3). Results of temperature measurements for the z-trap are
shown in Fig. 5.13, also taken after a 133 ms long z-trap phase. The measurement and
analysis is done in the same way as for the CMOT TOF measurements. The resulting
z-trap temperature is T = (53 4) K. The estimated initial center position deduced
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Figure 5.13: Time-of-ight temperature measurement of the z-trap (a), and vertical
center-of-mass position of the cloud (b).
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from the t to the free fall equation is w0 = 1:394 0:005 mm.
Before loading the microscopic atom chip trap, the z-trap is compressed to move
the atoms closer to the chip surface.
5.10 Compressed z-trap
Compression of the z-trap is done by slowly ramping up the x-bias coil current from
2:7 A to 5:2 A. This increases the bias eld in the u-direction from Bu = 21:5 G to
Bu = 41:9 G. A ramp duration of 125 ms was found to give the largest atom numbers
in the compressed z-trap and cause the least amount of heating. The compression
ramp moves the trap minimum closer to the chip surface, from a distance of 1:4 mm
to a distance of 300 m. The bias eld ramp is applied 1:2 ms after the z-trap is
turned on. After the ramp, the elds are held constant for 5 ms before any TOF
measurements are done.
An absorption image of the compressed z-trap, taken at delay  = 500 s, is shown
in Fig. 5.14. The atom number deduced from the image is N = 1:04106. The atom
number in the compressed z-trap is the same as in the uncompressed z-trap. This
indicates that we do not lose any atoms during the compression time. Results of TOF
measurements for the compressed z-trap are shown in Fig. 5.15, taken in the same
manner as the TOF measurements for the CMOT and the z-trap. The temperature
of the compressed z-trap from the t to the TOF curve is T = (86 3) K, and the
vertical position of the cloud is w0 = 300 m. The compression is slow enough to only
cause a small amount of heating of the sample. The center of the atom cloud is now
close enough to the atom chip surface so that the microscopic trap can be loaded.
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Figure 5.14: Absorption image of the compressed z-trap, taken at delay  = 500 s.
The atom number deduced from this image is N = 1:04 106.
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Figure 5.15: Time-of-ight temperature measurement of the compressed z-trap (a), and
vertical center-of-mass position of the cloud (b).
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5.11 Microscopic magnetic trap (chip trap)
The microscopic magnetic wire trap (chip trap) potential is created by running current
through the microscopic z-shaped gold wire on the atom chip surface. We use a chip
wire current of 1:82 A to overlap the chip trap to the compressed z-trap. Before the
chip current is switched on, the y- and z-bias coils are ramped to their chip trap
values, using 250 s long ramps. Each ramp begins 250 s before the end of the
compressed z-trap phase. At the same time, the x-bias coils are switched o using
the IGBTs. A delay of 50 s after they have been switched o, the x-bias coils are
switched over to the second Kepco power supply unit depicted in Fig. 3.21. The
second unit has been idle for seconds, and is preset to the x-bias current needed for
the operation of the chip trap. The switching is done using the "PSU select" circuit
described in Section 3.6.4. This is done to circumvent problems we found with the
Kepco supply changing currents erratically on time scales of ms during the atom chip
loading sequence. 50 s after switching the x-bias coils to the second supply, they are
switched on using the IGBTs. After a short delay of 10 s, the second high voltage
capacitor is discharged into the x-bias coils to quickly switch on the current to its nal
value. After all bias elds are switched on, the chip wire current shown in Fig. 2.20
is turned on in < 100 s using the analog programming voltage on the High Finesse
power supply. The optimum bias elds for the chip trap are found to be Bx = 6:44 G,
By = 2:12 G, and Bz = 5:17 G.
An absorption image of the chip trap is shown in Fig. 5.16. The result of a TOF
measurement of the chip trap is shown in Fig. 5.17. At close distances to the chip
mount surface, the imaging beam shows more interference noise due to diraction. In
addition, The density distribution in the chip trap is highly asymmetric and does not
t well to the two-dimensional Gaussian t function. To obtain the data shown in
Fig. 5.17, 15 absorption images were taken at each delay and averaged to reduce the
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Figure 5.16: Absorption image of the chip trap while it is on. The atom number
deduced from this image is N = 5:8 105.
noise in the images. The resulting average image was then t to a one-dimensional
Gaussian distribution along a line in the v-direction. For each image, the position of
the line was chosen manually to go through the point of peak optical density. The
error bars of each data point in Fig. 5.17 represent the standard error from the 1D
Gaussian ts. The approximate temperature obtained this way is T  (384 44) K.
The initial position of the cloud is w0 = (147 25) m. The atoms in the chip trap
are signicantly hotter than in the compressed z-trap, and about 40% of the atoms
are lost during the transfer. The heating and atom loss is most probably due to
imperfect mode-matching between the compressed z-trap and the chip trap. The
175


















Delay  ( s)
T
Chip Trap
=(385  45) K
Figure 5.17: Time-of-ight temperature measurement of the chip trap.
trap frequencies of the chip trap are higher than those of the compressed z-trap, due
to the shorter central segment of the wire, and the chip trap is more anharmonic than
the compressed z-trap. This can cause heating when atoms are captured in the side
regions or anharmonic regions of the trap where the potential energy is higher than in
the compressed z-trap. The atoms gain extra kinetic energy as they are accelerated
by the new trapping potential. This eect causes heating of the atoms. If necessary,
the atoms in the chip trap could be cooled further by evaporative cooling.
5.12 Outlook
Once in the chip trap, the atoms are close enough to the chip surface to enable fu-
ture experiments to investigate the interactions of Rydberg atoms with the nearby
conducting surface through surface plasmons and polaritons. Alternatively, adiabatic
RF potentials can be employed on the chip to split the atom cloud into two. The in-
teractions of Rydberg excitations in one of the clouds with Rydberg excitations in the
other cloud through long-range dipole-dipole interactions could then be investigated.
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The proposed probing scheme for Rydberg atoms on the chip is electromagnetically
induced transparency (Rydberg EIT). In an eort to better understand the use of EIT
as a sensitive probe for Rydberg atoms, we decided to rst perform measurements in
a vapor cell. In the vapor cell, experiments can be done continuously without having
to wait  10 seconds for the magnetic traps to reload between two measurements. To
investigate the sensitivity of Rydberg EIT to external perturbations, we couple the
three-level system to a resonant microwave eld. In addition to an extraordinary high
sensitivity to the microwave amplitude, the resulting coupled 4-level system exhibits
polarization eects that depend on the eectively degenerate hyperne structure of




Ladder-type EIT with Rydberg atoms
6.1 Introduction
In this chapter, measurements on the room temperature 4-level ladder-type Rydberg
EIT system are presented, in which two Rydberg levels are coupled via an applied mi-
crowave eld. The dependence of the probe transmission spectrum on the microwave
power and polarization is investigated. The polarization dependence is explained
theoretically by taking all the magnetic sublevels of the system into account. The
measurements were done to better understand the sensitivity of Rydberg EIT to ex-
ternal perturbations. These experiments serve as a model for future measurements
on the atom chip, where we intend to use Rydberg EIT to probe the coupling of cold
Rydberg atoms to surface plasmons and polaritons, and to probe interactions between
cold Rydberg atoms. Due to the high sensitivity of Rydberg atoms to electric elds,
the setup presented here also has potential applications as an ultra-sensitive traceable
narrow-band microwave detector.
Polarization eects in the 3-level ladder-type EIT system were rst observed over
ten years ago by Fulton et al. [131]. The authors of Ref. [131] were able to model
their system by multiplying and adding single-photon transition probabilities to arrive
at eective two-photon transition probabilities between initial and nal magnetic
sublevels. The authors pointed out that the simplied model is only valid as long
as all hyperne splittings are larger than the largest natural linewidth in the system.
Just recently, polarization eects in EIT were investigated by Moon and Noh [132] in
the 3-level ladder-type system, and the authors specically stressed the importance
of taking into account all magnetic sublevels in a numerical simulation of the full
density matrix evolution to explain their observations. In both experiments, the
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upper state was not a Rydberg state, the hyperne structure was resolvable, and the
observed polarization eects manifested themselves in changing EIT peak heights for
the dierent resolved hyperne transitions. The systems studied were not coupled to
a fourth level. A 4-level ladder-type Rydberg EIT system more similar to the one
studied here was recently investigated in a MOT by C. S. Adams et al. [91]. The
authors had to take into account all magnetic sublevels coupled by the laser elds to
explain the observed transmission lineshapes. However, a specic optical pumping
scheme and combination of polarizations was used, and the polarization dependence
of the EIT lineshape was not further investigated. To our knowledge, the results
presented here are the rst observation of polarization eects in the 4-level ladder-
type Rydberg EIT system.
6.2 Cs measurements
6.2.1 Methods
Initial EIT measurements were done on a Cs 4-level ladder-type system. The excita-
tion scheme is shown in Fig. 6.1a, and a sketch of the experimental setup is shown
in Fig. 6.1b. The Cs is contained in a 10 cm long vapor cell at room temperature.
A probe beam, a coupling beam and microwave radiation are overlapped in the cell.
The absorption of the probe light is detected as the coupling laser is scanned. The
probe laser is a homebuilt external cavity diode laser, locked via saturated absorption
spectroscopy, and shifted to the Cs 6S1=2; F = 4! 6P3=2; F = 5 resonance at 852 nm.
The probe light has a power of 120 W and is collimated to a FWHM of  2:5 mm.
The coupling laser is a Coherent-699 dye laser tuned to the 6P3=2; F = 5 ! 59D5=2
transition at 509:1695 nm. The coupling light has a power of 4:8 mW, and is col-
limated to a FWHM of 2:5 mm. It is chopped with a chopper wheel at 800 Hz
for lock-in detection. The microwaves, tuned to the 59D5=2 ! 57F7=2 transition at
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Figure 6.1: Cs Rydberg EIT setup. a) Excitation scheme, b) experimental setup. CM:
cold mirror, C: chopper wheel, VC: Cs vapor cell, DM: dichroic mirror, PD: photodiode,
A: microwave horn antenna.
 15 GHz, are aimed at the vapor cell from the side using the assembly described
in Section 3.8.1. The distance from the antenna exit aperture to the center of the
cell is 2:5 cm. Due to the horn antenna, the microwave beam is divergent and has a
FWHM of  5:6 cm at the center of the vapor cell. The microwave power is varied in
the experiment between 0 and 141 W. The microwaves are linearly polarized in the
vertical direction. Both laser beams are linearly polarized in the horizontal direction.
Before entering the vapor cell, the coupling beam is overlapped with the probe beam
using a cold mirror. After exiting the cell, the probe light passes through a dichroic
mirror and is detected with a photodiode.1 The coupling light is back reected by
the dichroic mirror so that it is also counterpropagating with the probe light. Lock-in
detection is used to increase the signal-to-noise ratio.
1All photodiodes used are equipped with the respective narrow bandwidth (FWHM = 10 nm)
interference lters, in this case it is a 852 nm lter (Thorlabs FL850-10).
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6.2.2 Results
When measuring the probe absorption spectrum, we tune the microwave frequency
to obtain the largest eect on the probe absorption. We see the largest eect at a
microwave frequency of 15:581943344 GHZ. This agrees remarkably well with the pre-
dicted resonance frequency for the 59D5=2 ! 57F7=2 transition of 15:581920081 GHz,
calculated using the known quantum defects as described in Section 2.3.2.
In the Cs system, we observe an eect from the microwaves at microwave powers
of  500 nW, corresponding to AC electric eld amplitudes of  1 mV/cm. This
sensitivity is comparable to the best commercially available antenna-based microwave
detectors. The high sensitivity of the system is due to the large transition dipole
moments associated with the Rydberg-to-Rydberg transitions. A large transition
dipole moment translates into a large Rabi frequency on these transitions, which is
observed in the experiment as a splitting of the EIT peak. The sensitivity is therefore
only limited by the EIT linewidth. In the Rydberg EIT system, the EIT linewidth
can in principle be decreased as low as the natural linewidth of the Rydberg states of
 22 kHz [133]. A reduction of the EIT linewidth could be achieved by using ultra-
narrow linewidth lasers and reducing the probe intensity, or by using noise correlation
spectroscopy [74] as detection method. A splitting of the EIT lineshape due to the
microwaves can in principle be detected when it is a factor of 102 smaller than the
FWHM of the main feature, which is routinely achieved when locking diode lasers to
the side of a Lamb dip in saturation absorption spectroscopy. Employment of such
methods, and a reduction of the linewidth from 10 MHz to < 2 kHz, would make
this system sensitive to AC electric eld amplitudes of < 10 nV/cm. For comparison,
current state-of-the-art traceable RF electric eld sensors based on the electro-optic
eect in nonlinear crystals such as LiNbO3 have sensitivities on the order of 10 V/cm
[134, 135]. Since the microwave Rabi frequency is proportional to the transition dipole
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Figure 6.2: Measured EIT in Cs. Shown is the probe transmission vs. detuning of the
coupling beam. a) low microwave powers, b) high microwave powers. The microwaves
cause a broadening and splitting of the EIT peak.
moment between nearby Rydberg states, which scales as n2, the sensitivity can be
further increased by using higher Rydberg states. Using n > 100 instead of n  50,
the sensitivity can in principle be brought into the range of a few nV/cm, which
would be more sensitive than any currently available microwave detector. In addition,
a microwave detector based on this system is inherently traceable, since it depends
only on the atomic properties and does not require calibration.
In Fig. 6.2, measured probe transmission spectra are shown for dierent microwave
powers. As the microwave power is increased, the EIT peak rst decreases in ampli-
tude and broadens. At intermediate microwave powers, the expected absorption dip
appears in the center of the EIT peak. At the largest microwave powers, the EIT
peak is split into two separate peaks. The appearance of the absorption dip and
the splitting of the EIT peak are both predicted by the theory described in Section
2.4.3 and plotted in Fig. 2.10. An unknown dephasing mechanism leads to the addi-
tional broadening and reduction of the peak heights with increasing microwave power.
Common sources of dephasing are collisional broadening and transit time broadening.
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Collisional broadening is due to collisions between ground state atoms and Rydberg
atoms. It is estimated to be < 3 MHz=Torr [136]. The pressure in the cell is given by
the vapor pressure of Cs at room temperature, P  2 Torr, and collisional broad-
ening should therefore be negligible. Transit-time broadening is due to the limited
interaction time as atoms move through the laser beam at thermal velocities. The







where jvj is the mean thermal velocity and FWHM is the laser spot size. This gives
 1:3 MHz for a laser spot size of FWHM = 100 m and a mean thermal velocity
v = 300 m s 1. The spot size in the experiments is 2:5 mm, and therefore transit
time broadening is also negligible. Another source of dephasing is the coupling of
the system to other Rydberg levels through black-body radiation. The black-body
decay rates of the Rydberg states around n = 50 are on the order of 1 kHz, which
is negligible. The observed dephasing is most probably due to diuse reection of
microwaves from the optical table surface, which we identied as a source of dephasing
in later experiments with Rb.
In Fig. 6.3, the eect of detuning the microwaves from resonance is shown. The
frequency of the absorption dip changes with the three-photon detuning. This is
similar to 3-level EIT systems, where the frequency of the EIT signal was shown to
depend only the two-photon detuning [49].
Further measurements were done on the 87Rb system, and are described in the
next section.
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Figure 6.3: Eect of detuning the microwaves in the Cs system, measured at a
microwave-power of 14 W.
6.3 Rb measurements
6.3.1 Methods
The excitation scheme used for EIT measurements in the 87Rb 4-level ladder-type
system is shown in Fig. 6.4a, and a sketch of the experimental setup is shown in
Fig. 6.4b. The Rubidium is contained in a 1 cm long vapor cell, heated to 85C.
In order to prevent the rubidium from condensing on the cell windows, the cell is
situated in an oven. The oven has dimensions of  4" 4" 4" and is made out of
ve AR coated square windows (Edmund Optics NT46-103) that were glued with high-
temperature epoxy. The oven is heated by heating an aluminum block, dimensions
 1" 1" 1", with a cartridge heater. The probe beam is derived from the imaging
beam in the atom chip setup. It is on resonance with the 5S1=2; F = 2! 5P3=2; F = 3
transition, and has a FWHM of 1:9 mm after it exits the ber. The probe power is
 89 W. A homebuilt noise-eater feedback loop is used to stabilize the power
of the probe beam. Before it enters the vapor cell, a piece of the probe beam is
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Figure 6.4: Rb EIT setup. a) Excitation scheme, b) experimental setup. H: half-wave
plate, PBS: polarizing beamsplitter cube, H/Q: half-wave plate or quarter-wave plate,
I: iris, O: oven, VC: Rb vapor cell, CM: cold mirror, AO: accousto-optic modulator,
PD: photodiode.
split o with a non-polarizing beamsplitter cube and directed onto a photodiode to
measure the probe power. The photodiode signal is used as the error signal and
fed into a FPGA-based PID controller identical to the one described in Appendix
A. The output signal of the PID is connected to the power modulation input on
the imaging AOM (AOM nr. 3 in Fig. 3.4) to close the loop. The coupling beam is
generated by the Rydberg excitation laser described in Section 3.7 and is tuned to
the transition 5P3=2; F = 3! 53D5=2 at 480:0049 nm. It has a FWHM of  1:5 mm
and a power of  4 mW. Before the coupling beam enters the cell, it is passed
through an AOM and modulated at  100 kHz for lock-in detection. The coupling
beam is scanned slowly over the EIT peak at a rate of  1 MHz s 1 by changing
the length of the Fabry-Perot reference cavity with a piezoelectric transducer (see
Fig. 3.23). The microwaves are tuned to the 53D5=2 ! 54P3=2 transition at  14 GHz
and are coupled in from above. The microwave beam exiting the horn antenna has an
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angular divergence of 30. From the distance between antenna and cell, d = 2:54 cm,
we calculate the FWHM of the microwave beam to be 5:7 cm. The power of the
microwaves is reduced from the set value at the generator by 3.5 dB due to the losses
in the isolator and the directional coupler (see Section 3.8.1). The polarization of the
microwaves is varied by rotating the antenna. The polarizations of both laser beams
are ltered with polarizing beamsplitter cubes and adjusted with half- or quarter-wave
plates. A cold mirror is used to overlap the coupling beam with the probe beam in a
counterpropagating geometry. The probe absorption is detected on a photodiode.
The Cartesian coordinate system shown in Fig. 6.4b) is used when discussing beam
polarizations. The z-axis is parallel to the probe beam propagation direction, and is
chosen as the quantization axis.
6.3.2 Results
In 87Rb, we observe the largest eect on the probe absorption spectrum at a mi-
crowave frequency of 14:2368 GHz, in reasonable agreement with the calculated value
of 14:2318 GHz from the known quantum defects.
The measured probe transmission spectra for dierent microwave powers are
shown Fig. 6.5a. Here, the probe and coupling beams are circularly polarized and the
microwaves are linearly polarized in the x-direction. The results are similar to those
obtained with Cs. At low powers, the microwaves cause a broadening and a reduction
of the amplitude of the EIT transmission peak. At intermediate powers, the expected
absorption dip appears inside the EIT transmission peak. At larger powers, the EIT
peak is split into two peaks by the microwaves. Results of the corresponding calcula-
tion with no adjustable parameters are shown in Fig. 6.5b. The calculation is done
by solving the density matrix equations in the 4-level system in steady state. The
results are integrated over the thermal velocity distribution of atoms in the vapor cell
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Figure 6.5: Rb EIT measurements. Probe transmission vs. coupling beam detuning.
The eect of increasing the microwave power is to split and broaden the EIT peak. a)
Experiment, b) 4-level theory with no adjustable parameters.
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as explained in Sections 2.4.3 and 2.4.5. Assuming perfect + polarization of both
beams and perfect optical pumping, the four relevant levels in the system are taken to
be the 5S1=2; F = 2;mF = 2 ground state, the 5P3=2; F = 3;mF = 3 excited state, the
53D5=2; F = 4;mF = 4 Rydberg state and the 54P3=2; F = 3;mF = 3 Rydberg state.













0(53D;54P ). The numerical factors are due to
the angular part of the transition dipole moment, and the 
0 depend on the electric
eld amplitude and the radial matrix element (nL;n0L0) as dened in Eq. 2.55. The
radial matrix elements  involving Rydberg atoms are calculated by numerical integra-
tion. Using the wavefunctions described in Section 2.3.3, we get (5S;5P ) = 5:17763 a0,
(53D;54P ) = 3611 a0, and (5P;53D) = 0:024 a0. From the measured powers and spot
sizes, we determine the electric eld amplitudes to determine the Rabi frequencies

p = 2  10:4 MHz and 
c = 2  0:150 kHz. 
rf is varied between 0 and
2  111 MHz. Decay rates involving Rydberg states are calculated as described
in Section 2.3.4. The decay rate between Rydberg states is approximated to be equal
to the black body decay rate  34 = 2  1 kHz [59], and the decay of the upper
Rydberg state is approximated by the radiative rate  32 = 2  1:2 kHz [59]. The
decay rate of the excited state is set to the known value of  21 = 2  6:0666 MHz
[1]. The spontaneous decays give rise to dephasing terms with rates  =2. No addi-
tional dephasing terms are used. The probe laser and the microwaves are assumed
to be perfectly on resonance, 1 = 3 = 0, while the coupling detuning 2 is var-
ied. For the integration over the thermal distribution of velocities, the detunings are
replaced by 1 !  kp v, 2 ! 2 + kc v, where kp and kc are the wavenumbers of
the probe and coupling beams, respectively. The Doppler shift of the microwaves is
ignored, because it is less than 15 kHz due to the long wavelength of the microwaves,
rf = 2:1 cm. As can be seen in Fig. 6.5b, the theory predicts the initial width of the
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Figure 6.6: Eect of detuning the microwaves in Rb, measured at a microwave power
of 1:4 W.
EIT peak and the measured splitting at intermediate microwave powers correctly, but
does not account for the additional broadening, and peak height reduction at larger
microwave powers. For the same reasons as in the Cs system, transit-time broadening
and collisional broadening are negligible. We found that a source of some additional
broadening of the peaks is dephasing caused by back-reections of microwaves from
the optical table surface.
The eect of changing the detuning of the microwaves is shown in Fig. 6.6. Com-
pared to the Cs system, the shift of the absorption dip has the opposite sign, because
the energetic order of the Rydberg levels is inverted.
To further investigate the EIT lineshape in the four level system, we studied the
polarization eects.
6.3.3 Polarization eects
When we rotate the microwave antenna to change the polarization of the microwaves
from transverse linear (x) to longitudinally linear (z), the measured absorption spec-
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trum changes dramatically. Depending on the laser beam polarizations, the double
peak structure, depicted in Fig. 6.7c, changes to either a single transmission peak, as
depicted in Fig. 6.8c, or a three-peak structure, as depicted in Fig. 6.9c. This un-
expected eect can not be explained in the 4-level approximation, and is due to the
hyperne structure of the Rydberg levels. The eect can be understood qualitatively
by considering the magnetic sublevels of the system. Depending on the polarization
of the light elds, there can be signicant population in Rydberg hyperne levels that
are not coupled by the microwaves. The case of circular beam polarization and trans-
verse microwave polarization is sketched in Fig. 6.7. The laser beams optically pump
into the highest mF Rydberg sublevel. Since the microwave polarization is transverse
linear, it is a superposition of + and   and has the selection rule mF = 1.
The microwaves therefore couple the atoms to the second Rydberg state, resulting in
the observed splitting of the EIT peak into two peaks shown in Fig. 6.7c. The case
of circular beam polarization and longitudinal microwave polarization is sketched in
Fig. 6.8. Since the microwaves are now -polarized, the selection rule is mF = 0
and the populated Rydberg sublevel is not coupled by the microwaves anymore. The
eect of the microwaves is diminished and a single unperturbed EIT peak obtains,
as shown in Fig. 6.8c. The case of linear beam polarization and longitudinal mi-
crowave polarization is sketched in Fig. 6.9. In this case, both coupled and uncoupled
Rydberg sublevels are populated. This results in a spectrum consisting of an unper-
turbed EIT peak due to the uncoupled sublevel populations and a split peak due
to the coupled sublevel populations, as shown in Fig. 6.9c. This qualitative discus-
sion demonstrates that all magnetic sublevels should be taken into account, including
the hyperne structure of the Rydberg levels, to predict the polarization eects in
the transmission spectrum. The details of such a 52-level calculation are described
in Section 2.4.4. As an example, calculated transmission spectra for T = 0 K and
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Figure 6.7: Sketch of polarization eects for + beam polarization and transverse linear
microwaves. a) Schematic of all magnetic sublevels in the system. For clarity, the 54P
level is drawn energetically above the 53D level instead of below. Transitions deemed
most important are highlighted by solid arrows (absorption/stimulated emission) and
dashed arrows (spontaneous decay). b) Geometric conguration of the elds and an-
tenna. c) Resulting EIT lineshape. Optical pumping preferentially populates a 53D
sublevel that is coupled to the 54P state by the microwaves.
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Figure 6.8: Sketch of polarization eects for + beam polarization and longitudinal
linear microwaves. a) Schematic of all magnetic sublevels in the system. For clarity,
the 54P level is drawn energetically above the 53D level instead of below. Transitions
deemed most important are highlighted by solid arrows (absorption/stimulated emis-
sion) and dashed arrows (spontaneous decay). b) Geometric conguration of the elds
and antenna. c) Resulting EIT lineshape. Optical pumping preferentially populates
a 53D sublevel that is not coupled to by the microwaves, denoted by the red X. The
eect of the microwaves is reduced.
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Figure 6.9: Polarization eects for linear beam polarization and longitudinal linear
microwaves. a) Schematic of all magnetic sublevels in the system. For clarity, the 54P
level is drawn energetically above the 53D level instead of below. Transitions deemed
most important are highlighted by solid arrows (absorption/stimulated emission) and
dashed arrows (spontaneous decay). b) Geometric conguration of the elds and an-
tenna. c) Resulting EIT lineshape. Both coupled and uncoupled (denoted by red
crosses) Rydberg sublevels are populated. The uncoupled sublevels are denoted by red
crosses.
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Figure 6.10: Polarization eects in calculated probe transmission spectra at T = 0 K.
The density matrix evolution in the 52-level system was solved numerically for dierent
polarizations. a) All elds linearly polarized along x, b) beams along x and microwaves
along z (-polarization), c) beams circular (+-polarization) and microwaves along x,
d) beams circular and microwaves along z.

0(5S;5P ) = 21:73 MHz, 
0(5P;53D) = 22:25 MHz and 
0(54P;53D) = 28:17 MHz
are shown in Fig. 6.10, for four dierent sets of polarizations. Here, the probe de-
tuning is varied. Due to the lock-in detection, the experimentally measured quantity
is A   A0 where A is the transmission in the presence of the coupling light and A0
is the transmission in the absence of the coupling light. To simulate this eect in
the calculation, both A and A0 are calculated separately and subtracted from each
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Figure 6.11: Eect of dephasing terms due to nite laser linewidths on the calculated
probe transmission spectra. The calculation was done for T = 85 C, including all
52-levels and the average over thermal velocities. The laser beams are + polarized
and the microwaves linearly along x.
other. The calculation reveals dierent numbers of transmission peaks, depending
on the microwave and beam polarizations. As can be seen in Fig. 6.10, some of the
predicted peaks have an unexpected double-peak substructure.
To compare the 52-level theory to the experiments, which are done at T = 363:2 K,
we integrate the probe transmission over the thermal velocity distribution of the
atoms. Additional dephasing rates c; p due to the nite laser linewidths of the
coupling and probe beams are also included. The dephasing due to the laser light is
incorporated through the dephasing operator Ld as described in Section 2.4.4. The
eect of the dephasing terms is to wash out the substructure in the split EIT peaks,
as shown in Fig. 6.11. From the manufacturer's specications of the Toptica diode
lasers and the linewidth measurements we performed on our homebuilt SHG system
(see Fig. A.4), we estimate our current laser linewidths to be approximately c =
p = 2  1 MHz, dominated by low frequency technical noise such as vibrational
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and thermal noise during the slow scans that typically take tens of seconds. The
substructure in the split EIT peaks is therefore not observed in our experiment.
In the experiment to measure the polarization eects, the probe is scanned slowly
( 1 MHz s 1) over the EIT peak using the imaging AOM, while the coupling laser is
held at constant frequency. To increase the EIT signal, the coupling beam is weakly
focussed through the vapor cell with a positive lens (f = 400 mm). This results in
a reduced coupling beam FWHM of  250 m, and increased bare Rabi frequency

0(5P;53D) = 2  1:4 MHz. For the probe, 
0(5S;5P ) = 2  8:64 MHz. The microwave
power is kept xed at 14 W, resulting in 
0(54P;53D) = 2  78:3 MHz. To reduce
the dephasing caused by diuse microwave reections from the optical table surface,
the Rb cell is seated on a rectangular sheet of microwave absorber. A comparison of
the measured spectra to the full 52-level calculations with no adjustable parameters
is shown in Fig. 6.12. The theory is in good agreement with the experimental results.
Small remaining discrepancies in the lineshapes are most probably due to imperfect
polarizations. Polarizations impurities are most probably due the birefringence of
the oven and vapor cell windows, the imperfect extinction ratios of the beamsplitter
cubes and the AOM in the coupling beam.
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Figure 6.12: Polarization eects on the probe transmission in Rb EIT. a) Experimental
results, b) 52-level theory with no adjustable parameters.
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6.4 Conclusion
In conclusion, we presented measurements of electromagnetically induced transparency
(EIT) in the 4-level ladder system. The system includes two Rydberg states that are
resonantly coupled by microwave radiation. We looked in detail at the perturbed
EIT lineshape and found that it depends in a non-trivial way on the power and po-
larization of the microwaves. We found that the lineshape can only be calculated by
taking into account the hyperne structure of the Rydberg states and all magnetic
sublevels of the system. We calculated the lineshape using a 52-level theory with
no adjustable parameters and the theory agreed qualitatively with the experiment.
We identied the diuse reection of microwaves from the optical table surface as an
important dephasing mechanism. In the future, the Rydberg EIT probe scheme will
be implemented in the atom chip setup and used there to probe the coupling of cold
Rydberg atoms to surface excitations and other Rydberg atoms. Our current room
temperature setup is sensitive to microwave amplitudes of  1 mV cm 1, which is
slightly better than commercially available microwave antennas. We argued that it
should be possible to increase the sensitivity into the regime of a few nVcm 1 by em-
ploying narrow bandwidth lasers and by using Rydberg states with higher principal
quantum numbers. This is the rst time a double dark resonance has been used for
electrometry with Rydberg atoms.
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Chapter 7
Cold Rydberg gas calculations
7.1 Introduction
We intend to use our atom chip for future experiments on the dynamics of cold
Rydberg atoms in a microscopic double well potential. In order to understand the
behavior of cold Rybderg atoms in a double well, we rst need to understand the
long-range interactions between Rydberg atoms.
In this chapter, the results of calculations of Rydberg atom pair interaction po-
tentials are presented. The calculations were done for the cold Cs Rydberg gas, and
show that ultralong-range molecules can be formed between two Rydberg atoms. At
high principal quantum numbers n  89, a pair of Rydberg atoms can be weakly
bound at internuclear distances of several micrometers. The binding forces are the
electric multipolar interactions. This was the rst ever large-scale calculation of Ryd-
berg interaction potentials by direct matrix diagonalization. The results complement
calculations done previously using perturbation theory, but also reveal new features
not observed in the perturbation approach, such as many avoided crossings in the
potential curves. The avoided crossing change the potential shapes and lead to long-
range bound states. These long-range dimers were subsequently observed in our lab
[55]. These are the largest dimers ever observed. The rst part of this chapter was
published as Ref. [138], and the second part of this chapter was published as Ref. [139].
The content of both publications was adapted to the context of this thesis.
In the rst part, calculations of potential curves for very high n (89D) Cs Rydberg
atom pairs, including a background electric eld are presented. From these potentials,
it is shown that energy transfer occurs at rates of  30 70 MHz, background electric
elds play an important role and dipole-dipole and quadrupole-quadrupole induced
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avoided curve-crossings should lead to conversion of electronic to kinetic energy, n-
changing collisions, and to observable ultracold long-range Rydberg molecules.
In the second part, bound states at long-range (R  5 m) are analyzed for pairs
of Cs atoms in the 89D and neighboring states. These wells are due solely to avoided
crossings between the Van der Waals pair interaction potentials. The depth of the
wells is  40 MHz, and vibrational spectra consist of hundreds of bound states. The
properties of two of these wells are calculated at dierent electric elds ( mVcm 1),
since the electric eld changes the well depth and shape. Estimated properties are
the lifetimes ( 400 s), the lineshapes, and the two-photon excitation and detection
rates ( Hz) from the 6P state at a temperature of T = 40 K for these molecules.
The calculations presented in this chapter were conrmed by multiple experiments
done in our group and in collaboration with the group of Luis Marcassa at the Uni-
versity of Sao Paolo, Brazil. We observed photo-initiated collisions in the cold Cs
Rydberg gas that agreed with our Rydberg potential calculations [60], and we de-
tected ultralong-range Rydberg-atom Rydberg-atom molecules that also agreed with
the potential calculations [55]. We were able to explain electric eld eects observed
in the excitation of cold Rydberg-atom pairs [140, 141]. Recently, we were able to
explain the observed manipulation of the decay of nD+nD quasi-molecules with an ap-
plied electric eld by evaluating Landau-Zener dynamics on our calculated potential
curves [142].
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7.2 Calculation of interaction potentials in a cold Rydberg
gas
7.2.1 Introduction
Ultracold Rydberg gases are intriguing quantum systems. Current interest is fo-
cussed on applications in quantum computing [6], the physics of ultracold plasmas
[143, 44, 144], and the nature of dipolar interactions. Phenomena such as resonant
energy transfer [145, 45, 44], Rydberg excitation blockade [41], quantum computing
[6, 7], Rydberg atom collisions [41, 146], and long-range Rydberg molecules [47, 147]
all require accurate calculation of Rydberg atom pair potentials for a quantitative com-
parison of theory to experiment and identication of spectral features. Though the
Rydberg gas is a system where many-body interactions can dominate [146, 148, 149],
accurate knowledge of two body potentials is still important.
Cold Rydberg atom physics is dominated by near zone (m) Coulombic inter-
actions. These long-range interactions are tunable by electric elds (E-elds) and
principal quantum number selection. Here, we focus on Cs Rydberg atom pair inter-
actions in the near zone for energies around the 89D89D states. These states were
chosen in light of the work done in our research group. We quantitatively show that
for these states 1) near-resonances dominate the interactions and cause many avoided
crossings between the potential curves that lead to observable molecular and/or col-
lisional resonances, 2) many states mix making matrix diagonalization the only accu-
rate calculation method [149], and 3) small E-elds on the order of tens of mV cm 1
and the ne-structure signicantly perturb the energies on a scale easily resolvable by
high-resolution spectroscopy. We calculate energy transfer rates, and note that the
time-scale is on the order of hundreds of nanoseconds.
A perturbative calculation of the potential for a pair of atoms in 1/R yields the
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Van der Waals coecients [4]. However, non-degenerate perturbation theory smoothly
goes over into degenerate perturbation theory as the potentials approach each other
and eventually cross. The nondegenerate case gives a 1=R6 leading dipole-dipole
contribution, the degenerate case a 1=R3 dipole-dipole contribution. For the dense
high n Rydberg states considered here and used in the majority of experiments, the
near-resonant terms become non-negligible and lead to avoided crossings at large
R on the order of m. Recent experimental and theoretical results suggest that
diagonalization of the Hamiltonian in a reasonably truncated basis is more appropriate
for a cold Rydberg gas than the perturbative calculation of Van der Waals coecients
[44]. This is true especially when background E-elds are varied and changes of the
potentials are studied. Matrix diagonalization directly accounts for the o-resonant,
near-resonant, and resonant interactions.
We nd that small applied E-elds can be used to tune the Rydberg interactions.
The main eect of E-elds is to mix the zero-eld eigenstates and shift the asymp-
totic potential energies. Depending on the magnitude of the applied E-eld, attractive
potentials can be changed into repulsive potentials, and avoided crossings between
potential curves can be made to appear and disappear at dierent internuclear dis-
tances.
7.2.2 Hamiltonian
When two Rydberg atoms are separated by distances of several m, as in typical
cold trapped Rydberg gases, dipole and quadrupole interactions dominate. The
Hamiltonian used for the calculation includes the dipole-dipole, dipole-quadrupole
and quadrupole-quadrupole interactions between atom pairs in their respective Stark-
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Figure 7.1: Two Rydberg atoms interact via electric multipole interactions over a long
internuclear distance R of several m. A small applied electric eld  mV cm 1 along
the internuclear axis is denoted by .
shifted atomic states. The Hamiltonian is [147]
fhjfhjH(R)gj0igj0i =





















[(2L1 + 1) (2L2 + 1)]
1=2
(L1 + L2)!
[(L1 +m)! (L1  m)! (L2 +m)! (L2  m)!]1=2
:
(7.2)
where Greek letters denote sets of atomic quantum numbers fn; l; j;mjg, including
the ne-structure, L< denotes the smaller value of L1 and L22, and direct products
are abbreviated as jiji = ji 
 ji. See Fig. 7.1 for a diagram of the system.
Superscripts denote atom 1 vs. atom 2 spherical coordinates from the respective
atom's nucleus. The internuclear distance, R, is taken to be oriented along the quan-
tization axis z, which is also the E-eld axis. The tilde denotes an eigenfunction
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of the Stark Hamiltonian, and E = E + E denotes the asymptotic (R ! 1)
Stark-shifted pair energies. Incorporating the ne-structure this way corresponds to
a j-j coupling scheme [150]. The pair states are labeled by the full set of zero-eld
quantum numbers for each atom jn1; l1; j1;mj1ijn2; l2; j2;mj2i. This basis is closest
to the physical situation because the electron clouds of the atoms do not overlap.
The only interactions are long-range multipole interactions. The coupling of L to S
in the separated atoms is strong compared to the coupling of each L and S to the
molecular axis. In this model, M = mj1 + mj2 remains a good quantum number.
The interactions are treated as perturbations of the single atoms. Since the eld is
held xed along the internuclear axis, the quantization axis used for diagonalizing
the Stark Hamiltonian coincides with the quantization axis used for the multipolar
interaction Hamiltonian. Thus, the Stark Hamiltonian and the multipolar interaction
Hamiltonian do not mix dierent M.
The range of valid R is estimated to be 2:5 m < R < 1 mm for 89D and adjacent
pairs. The range of validity is set by the conditions that retardation eects are negli-
gible, the dipole and quadrupole interactions dominate higher multipole interactions,
and exchange can be ignored. Neglect of retardation eects gives an upper bound
set by the reduced wavelength Rmax =  [151]. Between dipole coupled states in the
region around 89D,  > 1 mm. Neglect of higher multipoles than the quadrupoles is
justied using the scaled Van der Waals coecients [4]. Even at the lowest R con-
sidered in this paper, R = 3 m, the energy shifts due to octopole interactions (C7)
are on the order of 10 4 cm 1, which is 1% of the combined dipole and quadrupole
contributions. They quickly drop to below 10 6 cm 1 at R = 6 m. The lower bound
for R is the LeRoy radius [152], RLR = 2(
phjr2ji+phjr2ji). Below the LeRoy
radius, exchange interactions become non-negligible. For 89D pairs RLR  2:5 m.
The average distance between atoms in a cold Rydberg gas at typical experimental
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number densities of  106 cm 3   1010 cm 3 is  3 m   25 m, well within the
range of valid R.
7.2.3 Numerical method
We calculate the interaction potentials in three steps: 1) calculation of Stark-shifted
single atom energies and basis states, 2) selection of an appropriate truncated pair
basis, and 3) diagonalization of the Hamiltonian in the Stark-shifted pair basis.
In a typical experiment, a background E-eld will be present. The E-eld will
lift the angular momentum degeneracy and the correct single atom states fji are the
Stark eigenstates. The permanent dipole moments of the fji lead to interaction terms
in the diagonal of H in addition to the o-diagonal transition terms. The Stark shifted
atom states are calculated by nding the eigenvectors of the Stark Hamiltonian [57].
Zero E-eld asymptotic energies E for the atomic states are obtained from empirical
quantum defects up to order 8 [64] supplemented by the empirical ne-structure
splittings [65]. We found convergence of the Stark energies for jmax = 27=2. An
example of the calculated single atom Stark energies for Cs 89D and surrounding
states is shown in Fig. 7.2.
Radial matrix elements are obtained by numerical integration. For states with
a large quantum defect (l  3) the radial wavefunctions are calculated numerically
using RADIAL [67] with the l-dependent model potential from [66]. Accuracy of the
numerical wavefunctions is ensured by comparing the energies with the ones obtained
from quantum defects. For the Stark fan states (l > 3), hydrogenic wavefunctions are
used.
Due to the close spacing of the energy levels at n  89, a large number of states
mix at distances of several m, and the two-state approximation cannot be made if
spectroscopic accuracy (error < 10 3 cm 1) is desired. However, the basis has to be
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Figure 7.2: Calculated single atom Stark energies for Cs 89D and adjacent states.
truncated to make numerical calculation feasible. Each calculation is done including
allmj pairs in the truncated basis that give the sameM = mj1+mj2 = 0. Truncation
is done by including only those atom pair Stark states that are close in energy and
most coupled to the states of interest. This works because transition matrix elements
decrease quickly with n [57]. Convergence on the level of 10 4 cm 1 is acquired
only by large pair basis sizes of  6000 close-lying states at each M . For higher M ,
slightly smaller basis sizes can be used ( 4000 basis states at M = 5). The process
is computationally intensive but was easily parallelized for a cluster architecture.
7.2.4 Rotation of Hamiltonian
For the potentials presented here, the electric eld is chosen to be parallel to the
internuclear axis. This choice makes the calculation simpler, because H is block
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diagonal with respect to M. As long as the electric eld is small enough to not polarize
the atoms, the angular dependence of the interaction energies is small, and this choice
is justied. Using our program, we can also calculate the interaction potentials for the
case where the electric eld is at an arbitrary angle with respect to R. The method
is briey summarized in this section.
The multipolar interaction Hamiltonian (ignoring monopoles) can be written as a
series of powers of 1/R:

















where (r; ; ) are the electronic coordinates for each atom, and R is the internuclear
distance. Terms with l = 1 are dipolar in nature, terms with l = 2 are quadrupolar
in nature. So the term with l1 = 1, l2 = 2 would be a part of the dipole-quadrupole
interaction. In the case where the electric eld is parallel to the internuclear axis,
atomic wavefunctions are written in terms of the same coordinates (r; ; ) as the
Hamiltonian. This is because in the Hamiltonian,  is measured with respect to the
internuclear axis which denes the z-axis. In this case, calculation of the Hamiltonian
matrix elements involves calculation of the radial matrix elements and calculation
of integrals of products of three spherical harmonics. Those integrals simplify to
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hn1 n2 0 0 j n1 n2 n3 0i hn1 n2 m1 m2 j n1 n2 n3 m3i :
In the case where the electric eld is at angle  to the internuclear distance, atomic
wavefunctions are written in terms of coordinates (r; 0; 0). These coordinates are
measured in a coordinate system with z-axis along the electric eld. The primed
coordinate system is thus rotated with respect to the one used in the Hamiltonian,
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which has its z-axis along the internuclear axis. The rotation that has to be applied
to the Hamiltonian to make easy integration possible is the one that assures that
the Hamiltonian is also written in terms of primed coordinates. Unprimed angles
appear in the Hamiltonian only as arguments of spherical harmonics. The rotation
of spherical harmonics from the unprimed to the primed system is given simply by
the identity







where D are the Wigner rotation matrix elements, expressed in the basis of spherical
harmonics [53]. The D depend on the Euler angles, here  should be ^(E;R). A
direct expression of the D in terms of sums over the half Euler-angles was found
by Wigner. The above expression is used to replace the spherical harmonics in the
Hamiltonian by sums over other spherical Harmonics that now depend on the primed
coordinates. Note that the above rotation conserves l, but mixes m. Thus dipolar
interactions stay dipolar, and quadrupolar interactions stay quadrupolar. However,
the resulting rotated Hamiltonian is not block diagonal with respect to M anymore
in the Stark-shifted atomic pair basis as it was if the eld was directed along the
internuclear axis. This makes the calculation more dicult because it requires a
dramatic increase in the number of basis states. Even on a cluster supercomputer,
the Hamiltonian matrix has to be spread out on several compute nodes using the
SCALAPACK library.
In calculations of the angular dependence of potentials for Cs 90D pairs and
surrounding states, we found that varying the angle between the internuclear axis
and the electric eld changed the potential energies by less than 3 MHz at R = 5 m
at an applied eld of 100 mV cm 1. Inside the range of 5 m, the interaction due
to the induced dipole terms in the diagonal of H can dominate or at least be the
same size as the interaction due to the transition dipole moments in the o-diagonal
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Figure 7.3: Overview of the pair potentials of the 89D89D and surrounding states
for zero background E-eld. Labels are zero-eld labels. The 89D89D potentials are
circled.
elements of H. Compared to the energy scales and elds considered here, this angular
dependence should be negligible for the cases considered in this thesis.
7.2.5 Results
An overview of the pair potentials around the 89D89D pair states is shown in Fig. 7.3
for M = 0 and zero E-eld. The energy changes shown in the gures are entirely due
to near resonant interactions. While the curves at zero E-eld basically reproduce
those found in [4] by perturbation theory, there are dierences on the scale of 
10 3 cm 1, as shown in Fig. 7.4. Major dierences are that we obtain the avoided
crossings between potentials and stronger attractive curves. We attribute these to
the fact we use matrix diagonalization instead of perturbation theory, and that we
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Figure 7.4: Comparison of pair potentials calculated via matrix diagonalization (solid
black) to those from Ref. [4] calculated via perturbation theory (dashed red). Poten-
tials for all M are plotted. The background eld is zero. Note that the perturbative
calculations did not include the ne-structure and therefore converge asymptotically
to a single energy. For ease of comparison, the asymptotic energy of the perturbative
potentials is chosen to be the 89D5=289D5=2 pair.
include the ne-structure.
Results for M = 2 on a smaller energy scale are shown in Fig. 7.5, for a back-
ground E-eld of 28 mVcm 1. The electric eld introduces additional weak long-range
attractive interactions as it induces permanent dipole moments aligned with the inter-
nuclear axis on each atom. The eld also mixes the pair states and shifts the energy
levels. There are two eects that lead to the splitting of degenerate asymptotic pair
states and avoided crossings between states that are not dipole coupled at zero E-eld.
The E-eld causes a 1=R3 resonant coupling between the asymptotically degenerate
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Figure 7.5: Pair potentials of the 89D89D and surrounding states forM = 2 for a back-
ground E-eld of 28 mV cm 1. Pairs of numbers below a given label are the respective
j1; j2 combinations. The exclamation mark denotes the splitting of degenerate states
caused by the E-eld and the quadrupole-quadrupole interaction. For small R, the
manifold of Stark fan pairs appears that can lead to large energy transfer and eventual
ionization.
states and the quadrupole-quadrupole interaction creates a 1=R5 resonant coupling
between such states. The former eect is due to the mixing by the Stark eect, the
latter eect is due to the non-vanishing quadrupole moments of the 89D states.
For small R . 4 m, atoms moving on the attractive potentials will enter the
dense manifold of n=86, n=87 Stark fan pairs. This dense manifold exists even at
zero background E-eld, as states are split due to the mutual elds of the atoms.
Motion along the potentials through the many avoided crossings in this manifold of
states can then lead to population transfer to higher n states, and eventual Penning
ionization. A Landau-Zener (LZ) analysis of our data indicates that atoms will enter
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Figure 7.6: Pair potentials of the 89D89D and surrounding states for M = 3 for a
background E-eld of 28 mV cm 1. Some avoided crossings are circled.
the manifold with  90% probability. Inside the manifold, R  3   4 m, atoms
pass through several dierent avoided crossings (LZ probability each  10%   90%)
to other n, l states. This picture is similar to the eld ionization of single atoms
viewed as motion along the Stark fan [153], and can play an important role in the
rst steps toward evolution to ultracold plasma. These features are consistent with
experiments that have measured n-changing collisions as a Rydberg gas evolves into
a plasma [154, 155]. Relevant to this point is that almost all asymptotes have some
attractive curves because this is a complicated function of the energies and mj-values
of closely coupled states.
In Fig. 7.7, potentials for M = 3 at a slightly smaller energy scale are shown, and
some avoided crossings can be seen. Similar avoided crossings are also found for other
low M values. These features lead to the formation of potential wells with depths of
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 10 3 cm 1 at distances R  4   8 m. The wells we nd support  300   500
bound states, with a spacing  10 5 cm 1 [156]. A LZ estimate shows that the energy
gaps at the crossings are large enough to make these vibrational states stable over
a time far in excess of the radiative lifetime of the single atoms ( seconds). The
wells will lead to observable spectral features of width  30 MHz in the high density
regime [46]. The possibility of deep wells caused by avoided crossings was mentioned
in Ref. [47] for Rb. We note that the wells we nd from avoided crossings for Cs are
at least 2 orders of magnitude deeper than those found by considering the dispersion
coecients alone for Rb [47], and that they are tunable by changing the E-eld. The
eect of increasing the E-eld on the M = 3 states is shown explicitly in Fig. 7.6.
It can be seen that the potential curves are highly tunable with small E-elds - the
formation of long-range molecules is controllable from an external parameter. The
wells are analyzed in more detail in Section 7.3.
The dipole and quadrupole interactions induce a mixing of Stark shifted pair states
in addition to the mixing of single atom states by the Stark eect from the background
E-eld. At R = 6 m, M = 3, the various 89D89D pairs contain total admixtures
of other Stark pairs of 1:5   3:4%. Using zero-eld labels, for 89D89D, the largest
admixtures are from the various ne structure components of the 90P90P, 87F90P,
90P89D, 87F86F and 86F91P, 87F90S, 90P91S pairs, in order of decreasing magnitude.
The combined eect of the E-eld together with the quadrupole interactions results
in coupling of otherwise dipole forbidden states, most prominently the 90P89D state.
These states contribute to the energy shifts. The opening of these new collision
channels presents additional modes of internal energy conversion for the attractive
potential curves.
For comparison, we also calculated potentials for Cs 23P pairs and surrounding
states, shown in Fig. 7.8. For these, the admixture of other states at R = 6 m is less
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Figure 7.7: Pair potentials of the 89D89D and surrounding states for M = 3 obtained
by matrix diagonalization for dierent background E-eld magnitudes: a) 28 mVcm 1
and b) 120 mV cm 1.
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Figure 7.8: Pair potentials of the 23P23P and surrounding states for 0  M  5,
obtained by matrix diagonalization for a background E-eld magnitude of 60 mVcm 1.
Note the change of scales compared to the n  89 potentials. Labels in parentheses
denote the (j1, j2) quantum numbers of the respective pair.
than 10 9%. The admixtures for 23P become non-negligible only in the range R <
0:5 m, corresponding to densities of > 1012 cm 3. Experimentally, these densities
would be dicult to attain in anything but a dipole trap or magnetic trap. Conversion
of internal energy is dramatically reduced for states around n  23. Compared to
the n  89 potentials on the energy scale of Fig. 7.3, the n  23 potentials are at
for all internuclear distances R > 1 m.
To gain further insight into the time scales for the interactions to develop, we







fhjfhjH ^j89D; j;mji ^j89D; j0;m0ji2
E   E89D89D ; (7.5)
where the sum is over all states that are not 89D89D pairs. For R = 6 m, M = 3,
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  = 35  69 MHz. Individual channels with largest rates are to the zero-eld labeled
90P90P ( 11 MHz), 87F90P ( 7 MHz), 90P89D, 86F87F (both  3 MHz), 86F91P,
91P86F, 91S86F (all  0:4 MHz). The rates vary depending on the specic ne-
structure states. Thus, for experiments taking place in time intervals shorter than
 100 ns, the atoms will behave as an 89D pair wave packet that dynamically evolves
on the potentials. Conversely, for experiments taking place over longer time intervals,
the excited atom pairs will behave as stationary eigenstates. The fact that there are
many states with similar rates means that excitation transfer in the gas, a highly
disordered system, will generally be complicated.
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7.3 Analysis of long-range molecular Rydberg atom - Ryd-
berg atom potentials
7.3.1 Introduction
Long-range ( 5 m) Rydberg diatoms have been the subject of several recent theo-
retical studies [47, 157, 158] because of the unique nature of these peculiar molecules.
The two-photon excitation of these kinds of molecules gives rise to new features that
can be observed in the energy spectrum of a cold Rydberg gas. These resonances
are important because the (nonlinear) optical properties of and interactions taking
place in a cold Rydberg gas are sensitive to the positions of all the energy states,
including those of the Rydberg molecules. The use of the interactions and nonlin-
ear optical properties of a cold Rydberg gas are essential for quantum computation
schemes based on cold Rydberg atoms [6].
In this section, we analyze long-range Cs Rydberg molecules that consist of elec-
tronic doubly excited congurations. We concentrate on molecular resonances that
are energetically close to singly excited Rydberg absorption lines in the region of
n  89. The vibrational energy spacing, electric eld dependence and spectral line-
shape are calculated. We also present estimates of the Rydberg molecule lifetime and
excitation rate.
7.3.2 Bound states
As described in the last section, the matrix diagonalization of the multipole inter-
action Hamiltonian for pairs of highly excited Cs Rydberg atoms in the presence of
a small electric eld along the internuclear axis reveals potential wells at very large
internuclear distances of R  5 m. These wells are due to avoided crossings be-
tween the potentials. They appear at small electric eld,  = 30 mV cm 1, and shift
217
and change shape with increasing electric eld. Molecular resonances resulting from
such wells have been proposed as a possible explanation of unexpected spectral fea-
tures that have been observed [46]. Here, we will focus on investigating some of the
properties of these potential wells.
Fig. 7.9 shows the M = 3 pair interaction potentials of 89D89D, 88D90D and
surrounding pair states for four dierent applied elds. We will consider the two
avoided crossings that are labeled C1 and C2 at  = 30 mVcm 1, and C1' and C2' at
 = 60 mVcm 1. At  = 120 mVcm 1, the Stark shift is signicant and causes many
states to cross and change energy in such a way that the avoided crossings disappear.
The atomic energy levels at high n are so closely spaced in energy that many similar
wells can be found, for example in the M = 2 potentials, for dierent combinations
of principal quantum numbers.
Fig. 7.10 shows the potential wells at the crossings C1 and C2 in detail, including
the bound state wavefunctions and eigenvalues for =0, 99, and 199. There are
hundreds of bound vibrational states in each well. There are 398, 372, 291, and 348
states in C1, C2, C1', and C2' respectively. The bound state wavefunctions and the
vibrational energies were calculated using the program LEVEL [156].
Fig. 7.11 shows the spacings between successive vibrational levels for the same four
wells. Apart from the lowest lying states, which have energy spacings of hundreds of
kHz, the higher vibrational states are eectively a continuum, with spacings on the
order of kHz. The spacings change with the electric eld.
Since we are modeling the creation of these molecules at ultracold temperatures
(T  40 K), we neglect the rotation of the molecules. This is done on the grounds
that the centrifugal distortion at such temperatures for large R for the heavy Cs atoms
is negligible. This can be seen from a classical estimate. In a MOT at T = 40 K,
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Figure 7.9: Long-range wells in the pair potentials of the Cs 89D89D and surrounding
states for M = 3 for a background E-eld of a) 0 mV cm 1, b) 30 mV cm 1, c)
60 mV cm 1, and d) 120 mV cm 1. Potential wells C1 and C2 in b) and C1' and
C2' in c) are circled. Pairs of numbers below a given label are the respective j1, j2
combinations. Labels for small elds are asymptotic zero-eld quantum numbers. At
larger elds, c) and d), even the asymptotic (R ! 1) states begin to mix. The zero
eld quantum numbers become meaningless, apart from M.
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Figure 7.10: Detail of the potential wells that are circled in Fig. 7.9: a) C1, b) C2,
c) C1', and d) C2'. The bound vibrational (J = 0) wavefunctions for =0, 99, and
199 and corresponding eigenvalues are indicated. The energy axis is the atom-pair
energy. The energetic zero is chosen as the asymptotic (R ! 1) pair energy of the
state correlating at zero eld to 89D5=289D5=2 (M = 3) for C1, C1' and 88D5=290D5=2
(M = 3) for C2, C2'. The kink in the potential curve at R = 5 m in a) is due to an
additional avoided crossing with a very small gap size of 2 MHz. It is further discussed
in the text.
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Figure 7.11: Vibrational (J = 0) energy spacings vs. vibrational quantum number 
for the potential wells circled in Fig. 7.9. Upper vibrational states in these wells form
an eective continuum, with spacings on the order of kHz. The kink in a) results from
the kink in Fig. 7.10a) at R = 5 m.
If the molecule rotates at this velocity, the time to trace one complete revolution of
the nuclei at R = 5 m is rev = 630 s, which is larger than our estimated radiative
lifetime of the bound states. With the same parameters, the maximum classical
nuclear angular momentum is lmax = vR  261 in units of ~,  being the reduced
mass. The rotational constant of the long-range Rydberg molecule is B  3 Hz. The
maximum rotational energy will then be 154 kHz, much less than the typical narrow-
band cw laser line width. The rotational energy will, however, be on the order of the
vibrational energy spacings shown in Fig. 7.11. This means that if one considers the
full set of all rovibrational states in the potential wells, the energy spectrum will be
observed to be even closer to a true continuum, with spacings between rovibrational
states on the order of hundreds of Hz, or less.
One subtle point arises here due to the background eld. If the molecule rotates,
the orientation of the body-xed internuclear axis with respect to the lab-xed eld
axis will change in time, resulting in a slowly varying AC eld component both per-
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pendicular and parallel to the internuclear axis. This is an eect similar in principle
to magnetic spin resonance. In order to account for this small eect, the more com-
plicated Hamiltonian for arbitrary eld direction described in Section 7.2.4 needs to
be solved, and a dynamic consideration of the AC eld component by introducing an
approximation similar to the rotating wave approximation would be needed. We are
currently working to develop this theory in detail.
7.3.3 Lifetimes
The wells found in our calculations arise from avoided crossings between pair states
that are close in energy. An estimate of the lifetime of the bound states must include
the predissociation channels and ionization channels, through Auger processes, in
addition to the radiative decay channel. For the two wells shown, we make a simple
Landau-Zener estimate to get an estimate of the lifetime due to predissociation [159].
Assuming one dominant predissociation channel, the Landau-Zener probability of





~ (dE1=dR  dE2=dR) v
!
; (7.6)
where E1 and E2 are the two potentials, v = dR=dt is the nuclear velocity in the center
of mass frame on the upper potential, and E is the potential gap. With exception
of the well C1, the gaps are on the order of 10 MHz for the crossings considered
here. Assuming the worst case, we let v  p2 E=, where the depth of the well,
E  50 MHz, and the reduced mass,  = 1=2 mCs. The slopes of the potentials
are estimated from the potential curves of Fig. 7.9, to be dE1=dR   dE2=dR 
61 MHz m 1. The probability of dissociation in half a vibrational period is then on
the order of PLZ  5  10 7. This is negligible at the slow velocity of the atoms in
the wells of v  60 cm s 1. The calculated probability, PLZ, leads to a lower limit for
the predissociation half-life for all vibrational states of LZ > 100 ms.
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The well C1 has to be considered separately, since it displays an additional avoided
crossing with a very small gap. This feature is seen in Fig. 7.10a as a kink on the
inner wall of the potential, and as a kink in the vibrational spacings in Fig. 7.11a.
The gap is so small, 2 MHz, that any bound state close in energy to or above this
kink will predissociate with LZ < 1 s. This will aect all but the lowest few bound
states. Due to the Stark shift, this feature disappears at higher elds. It is already
negligible for C1' at  = 60 mV cm 1. This is particularly interesting, because the
electric eld has the eect of stabilizing the molecule. The externally imposed eld
controls the molecule formation to some extent.
The contribution to the lifetime due to Auger autoionization processes is negligible
due to the large internuclear separation at R = 5 m. It can be seen from Fig. 7.9
that ionization will take place as the system follows potentials through the manifold
formed by the high l states at R < 4 m because of the many avoided crossings. In
eect, one atom eld ionizes the other in this region. The newly created ion can then
in turn eld ionize the remaining Rydberg atom. For the bound molecular states,
this process does not take place, since the molecular potentials are repulsive at short
range.
The radiative lifetime due to spontaneous emission is estimated to be close to
the atomic lifetime. Black-body radiation will aect the lifetime since it aects the
lifetime of the Rydberg states. Using the semiempirical polynomial scaling law from
Ref. [95], the radiative lifetime of the d-states around n=89 is  466 s. Thus
rad < LZ by several orders of magnitude, making radiative decay the dominant decay




The lineshape associated with excitation into the potential wells C1, C2, C1', and C2'
from the 6P excited MOT state can be estimated from the Franck-Condon factors
for the excitation. We rst assume that the electronic contribution to the transition
matrix element from two 6P atoms to the vibrational states in the well is constant
over the extent of the wells. The dominant electronic pair states along the wells
have only small admixtures of other states, several percent. The value of the dipole
moments will then be approximately the same as the asymptotic (R ! 1) atomic
transition dipole moments. We expect the change in dipole moments with R to
be less than 10 percent of the asymptotic value. The primary contribution to the
lineshape then comes from the overlap of the initial scattering wavefunction ( i(R))
with the vibrational wavefunction ( (R)) in the well, FC = jh ij ij2. Due to the
two photon nature of the excitation process,  i is the scattering wavefunction of a
6P88D or 6P90D pair for C1, C1', and of a 6P89D pair for C2, C2'.






f(E)jh i(k(E); R)j (R)ij2 dR dE (7.7)
where R0 and R1 are the boundaries of a suciently large grid that encompasses all
of the vibrational states, and f(E) is the Maxwell-Boltzmann distribution of energies.
If E is the thermal kinetic energy of the nuclei, it is distributed according to a
Maxwell-Boltzmann probability density f(E). The FWHM thermal spread in energy
at T  40 K used here is 1:5 MHz. The integration over energy reects the weighted
averaging over the thermal wavelengths and phases for  i. The asymptotic nuclear
wavefunction is  i(k;R) = C sin(k R+(k)) [160] where C is a normalization constant,
k is the wavevector magnitude k(E) =
p
2E=~2,  = 1=2mCs is the reduced mass,
and  is the phase shift. Although the wavefunctions are highly oscillatory, the integral
over R is evaluated rather easily numerically by the method of Fast-Fourier-Transform.
224
We used C =
p
2=(2 m) to normalize  g, estimated from the radial extent of the
wells. The phase shift  depends on the scattering length [160]. It is expected to
change by  2 over the thermal energy range at T = 40 K. While FC will depend
on , and therefore on the scattering length of the initial state, the thermal energy
distribution will be responsible for averaging over all of the phases. The dependence
on  should therefore be negligible for the averaged quantity FC. We calculated FC
for eight dierent values of ,  = 0; 1=4; : : : ; 7=4. The maximum relative change
of FC with  was on the order of a few percent. On the scale of the plots shown in
Fig. 7.12, there is no discernable dependence of the nal averaged FC on the specic
value of  chosen, and the scattering length used. To simulate the eect of exciting
the bound states with a typical dye laser linewidth of 1 MHz, we convolute FC with
a Lorentzian of FWHM = 1 MHz and arrive at an estimated spectral lineshape for
the excitation of the molecules.
Fig. 7.12 shows the convoluted and unconvoluted thermally averaged Franck-
Condon overlap factors FC for the two potential wells at  = 30 mV cm 1 (C1
and C2) and at  = 60 mV cm 1 (C1' and C2'). The lineshape is qualitatively sim-
ilar to Fig. 7.12 for other crossings found in the M = 2 potentials. The width of
the overall shape changes from well to well, and is in the range of several tens of
MHz. These wells, if observed, should appear in the spectra as features to the red or
between the split atomic ne-structure lines. The maximum values of the averaged
Franck-Condon factors are on the order of 1% for all the crossings found. Such a
molecular resonance has to be created with a 2-photon transition to conserve angular
momentum, since it involves a two electron excitation from P-states into D-states.
The 88D90D line is favorable for possible observation using a single laser frequency !,
since no resonant power-broadened single photon transition will be near. In contrast,
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Figure 7.12: Eective thermally averaged Franck-Condon overlap factors FC vs. bind-
ing energy for the transition of a pair of 6P atoms into the crossings circled in Fig. 7.9.
The main plots of a), b), c), and d) show the values of FC convoluted with a 1 MHz
laser linewidth for the wells C1, C2, C1' and C2', respectively. The insets show the
unconvoluted values of FC for the same wells. The energetic zero is chosen as the
asymptotic (R!1) pair energy of the state correlating at zero eld to 89D5=289D5=2
(M = 3) for C1, C1' and 88D5=290D5=2 (M = 3) for C2, C2'.
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single photon resonances.
7.3.5 Two-photon excitation rate
Assuming one contributing intermediate state to the two-photon excitation process
and neglecting ne-structure, the two-photon excitation cross-section [161] on reso-
















f (!f = 2!): (7.8)
Here, index i denotes the initial, indices m and m0 the intermediate, and index f the
nal state.  are the electronic transition dipole moments of the atomic transitions
for each of the pair of atoms, (!m !) are the detunings of the photons from the inter-
mediate state, f is the density of states for the nal state. We consider the excitation
from the 6P state into the well C1 formed by 88D90D to estimate the observable signal.
The closest lying allowed intermediate states, are the 6P88D and 6P90D pair states.
Assuming these are the dominant intermediate states, we consider the two-photon ex-
citation process as depicted in Fig. 7.13. To approximate 
(2)
fi (!), we use FC = 0:01.
The dipole moments are estimated to be the atomic transition moments averaged
over all m for unpolarized light, mi  h6Pjh6Pjer1j88Dij6Pi =  1:424  10 2 ea0,
fm  h88Djh6Pjer2j88Dij90Di =  1:375  10 2 ea0. From symmetry m0i = fm,
and fm0 = mi. r1 and r2 are the electron distances measured from the respective
atom core. The detuning from the 6P88D state is 10:3 GHz and the detuning from
the 6P90D state is 10:0 GHz. Since we are interested in the resolution limited cross-
section, the density of states is limited by the width  i = 5:22 MHz of the initial
atomic states (6P3=2) to be f = (2  i)
 1.
Using this cross-section, we can estimate the expected ion detection rates in an
experiment. Our experimental setup involves excitation from the 6P3=2(F = 5) state



















Figure 7.13: Schematic of the two-photon excitation into the well C1. The two possible
choices for the intermediate state are shown. Due to the large R between the atoms in
the nal state, each of the two atoms will interact mostly with one of the two photons,
and the pair transition dipole moments reduce to the atomic ones. Thus the left arrow
is a transition taking place mostly on atom 1, the right arrow is a transition taking
place mostly on atom 2.
eld ionized and the ions are detected with an MCP detector [130]. The transition





where I is the incident laser intensity. With W , the number of excited molecules, N ,






where Nt is the total number of atoms illuminated, and  is a dephasing rate that
limits the coherent two-photon process. Nt is equal to the number density of atoms
n times V . Since the limited lifetime of the 6P state will dominate the dephasing
processes, we estimate  = 5:22 MHz. In our experiment, the excitation laser is
focussed into the Cs MOT to create a cylindrical excitation volume of length L 
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500 m, with a radius at the focus of r = 50 m. The excitation volume is then
V = r2 L. Further parameters are I = 255 Wcm 2, and assuming an average
spacing of 5 m between the cold Rydberg atoms, n  1010 cm 3. If the repetition
rate of the experiment is 1 kHz, using these parameters, we predict an ion creation
rate of  6 Hz. This is low, but above the typical noise in a PFI detection scheme
and thus should be detectable.
7.3.6 Conclusion
In conclusion, we calculated accurate pair potentials of the high n Cs 89D Rydberg
atom pairs and surrounding states, including quantum-defect energies, near-resonant
interactions, ne structure, and eects of a small background E-eld parallel to the
internuclear separation. This is the rst calculation of Rydberg potentials that in-
cludes all the above essential features. Our results have conrmed former estimates
based on scaling [149], but also revealed new features. We found many avoided cross-
ings at R of several m. These crossings cause potential wells that are at least two
orders of magnitude deeper than the ones found before from perturbation theory for
Rb [47]. We calculated energy transfer rates, and noted that energy transfer involves
many states and that the time scale for state-to-state couplings at n=89, R = 6 m,
is hundreds of nanoseconds. We also showed that the Stark fan states should play an
important role in initial ionization of ultracold plasmas.
We investigated some of the potential wells that appear in the calculated pair
potentials at large internuclear distances around 5 m, when a small background
electric eld of tens of mV cm 1 is applied along the internuclear axis. The wells are
unique in that they feature a quasi-continuum of bound states, are found at extremely
long range, and are solely due to the interplay between Van der Waals interactions
and the additional Stark eect from the background eld. The background E-eld
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actually stabilizes the molecule. We estimated an upper bound on the lifetimes of
these states of > 400 s, by considering a Landau-Zener model of predissociation,
radiative decay, and ionization. Radiative decay was calculated to be the dominant
decay mechanism. The Rydberg molecules are observable as two-photon resonances
in Rydberg spectra. These resonances appear as small features to the red or between
the atomic lines with linewidths on the order of tens of MHz, and a unique lineshape.
We estimated the ion-detection count rates for one of the molecular states that is
removed from any resonant atomic line. A two-photon excitation into this long-range
bound state from a Cs MOT at T = 40 K at a initial Cs 6P3=2(F = 5) density of
 1010 cm 3, followed by pulse-eld ionization and subsequent single ion detection
gives count rates of  6 Hz.
This work was veried by experiments done in our group using pulsed-eld ioniza-
tion time-of-ight spectroscopy in a Cs MOT. We measured the kinetic energy gain of
two Cs Rydberg atoms excited onto a repulsive 88D90D pair potential. The measured
kinetic energy agreed with the one deduced from the calculated pair potential curve
[60]. We excited long-range Cs Rydberg atom-Rydberg atom molecules close to the
89D89D pair state and the excitation energies agreed with the positions of wells in
the calculations [139]. We used the Coulomb repulsion to deduce the equilibrium sep-
aration of long-range (n 1)D(n+1)D Cs Rydberg atom molecules, 64  n  67, and
found good agreement with the pair potential calculations [55]. In collaboration with
the group of Luis Marcassa, we were able to explain the observed population transfer
from 32S1=2 to 32P3=2 states in a cold Rb Rydberg gas using the calculated mixing
fractions of other Rydberg states, obtained from the eigenvectors in our pair poten-
tial calculations [140]. Recently, we explained the manipulation of the decay rate of
nDnD quasi-molecules, 29  n  41, with a DC electric eld using a Landau-Zener
type analysis of the dynamics on our calculated potential curves [142].
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Future directions are to investigate the collision dynamics at small R to gain more




In conclusion, we constructed and characterized an atom chip setup for experiments
with cold 87Rb Rydberg atoms. We demonstrated that we can load the chip with
 6 105 cold 87Rb atoms at distances of  150 m away from the chip surface.
Our method of choice to probe Rydberg energy levels is electromagnetically in-
duced transparency with Rydberg atoms (Rydberg EIT). To better understand the
method, we performed Rydberg EIT measurements with room-temperature Cs and
87Rb. In the EIT experiments, we used microwaves to couple the 3-level ladder-type
Rydberg EIT system to a second Rydberg level. The role of the microwaves was to
simulate the eects of atom-surface interactions in future experiments on the atom
chip. The coupled levels in Cs were 6S1=2; F = 4, 6P3=2; F = 5, 59D5=2 and 57F7=2.
The coupled levels in 87Rb were 5S1=2; F = 2, 5P3=2; F = 3, 53D5=2 and 54P3=2. We
observed polarization eects in the Rb system that changed the EIT lineshape dramat-
ically. We were able to explain the observed polarization eects on the transmission
lineshapes only by taking into account all magnetic sublevels, including the hyperne
structure of both Rydberg levels. To our knowledge, this is the rst observation of
polarization eects in Rydberg EIT. In addition, we found that the Rydberg EIT sys-
tem has potential application as a highly sensitive traceable narrow-band microwave
detector.
In order to better understand the long-range interactions between Rydberg atoms,
we calculated the pair interaction potentials of cold Cs Rydberg atoms, including the
ne-structure and a small applied electric eld. We found that avoided crossings
between potential curves lead to long-range wells that support hundreds of bound
states for atom pairs at internuclear distances of several m.
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In the near future, we plan to use the current atom chip for two experiments. First,
we want to investigate the decoherence rates and energy level shifts due to interactions
between Rydberg atoms and nearby surfaces. To observe small shifts < 1MHz and
perturbations of the transmission lineshape using Rydberg EIT, we would like to
achieve the smallest EIT linewidth. Our measurements on Rydberg EIT suggest that
the currently observed EIT linewidths can be reduced by reducing the laser linewidths.
Since the laser linewidths are limited by low frequency technical noise, we should be
able to decrease the eective laser linewidths by scanning the probe laser quickly
within a few hundred s over the EIT peak. Since lock-in detection does not work
when scanning the laser that fast, we will need to average many separate scans to
increase the signal-to-noise ratio. In order to be able to average many scans, we need
to reduce the drift of the Rydberg excitation laser. We plan to implement a better
frequency stabilization by locking the Rydberg excitation laser to a second, separate
EIT setup that will be used solely as frequency reference.
Second, we want to study the dynamics of Rydberg atoms in a microscopic dou-
ble well potential. Our atom chip contains several wires for future experiments on
Rydberg atoms in double wells. u-wires on the chip can be used to change the as-
pect ratio of the trapped cloud, and RF-wires that run alongside the central z-wire
segment can be used to generate RF adiabatic potentials. Using a combination of
RF and DC current-carrying wires, our microscopic trapping potentials can be de-
signed to trap atoms in a microscopic double well, where two clouds of cold atoms
are separated by a small distance < 10 m [12]. At these separations, the long-range
dipole-dipole interactions between high-lying Rydberg excitations in each of the two
clouds will become observable through shifts of the Rydberg energy levels. We plan
to test and optimize the transfer of atoms into the double well potential and probe
the two separate clouds using Rydberg EIT.
233
In the long-term future, we intend to use the setup presented in this thesis with
other atom chip designs as well. At the moment, we are working on an atom chip
design that includes a waveguide for surface polaritons [162, 163]. The idea behind the
design is to couple Rydberg excitations in a cold cloud of atoms to surface polaritons
on the waveguide. The polaritons might travel several mm in the waveguide and could
then be coupled to a second cloud of cold atoms at the waveguide exit. Such polariton
waveguides might be used in the future to construct coherent polariton circuits for
the transfer of Rydberg excitations and, ultimately, quantum computing.
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Appendix A
Field-programmable gate array based locking
circuit for external cavity diode laser frequency
stabilization
A.1 Introduction
In this Appendix, the homebuilt locking circuit, used to lock our Rydberg excitation
laser to a Fabry-Perot cavity, is described in detail. The same feedback circuit is also
used in a homebuilt noise-eater setup to stabilize the probe laser power in our EIT
experiments. Part of this Appendix was published as Ref. [164], together with the
full source code of the project.
The external cavity diode laser (ECDL) [165] has become a widely used source of
tunable narrow-linewidth laser light in atomic physics experiments. For example, it is
used to generate light for laser cooling and trapping of alkali atoms. The ECDL is also
an excellent source for second harmonic generation (SHG) and dierence frequency
generation (DFG) laser systems. With such systems, the near-infrared narrow band-
width wavelengths of laser diodes can be converted into visible light, which is useful
for the excitation of higher atomic and molecular energy states such as high-lying
Rydberg states of Rb and Cs atoms and molecules [55, 56, 60].
The fundamental linewidth of an ECDL limited by spontaneous emission is 
100 kHz or less [166, 165, 167]. However, technical noise such as vibrational and
thermal noise causes a broadening of the eective laser linewidth to  5 25 MHz on
the timescale of seconds, and a drift of the laser center frequency of  5 MHz min 1,
which is not acceptable for typical experiments in atomic physics. To keep the laser
frequency from uctuating so excessively and reduce the linewidth towards its funda-
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mental limit, active stabilization is required.
Traditionally, active laser frequency stabilization is accomplished via one or more
analog closed feedback loops [125]. Each loop compares the frequency of the laser
light to an external reference. It then provides appropriate feedback to mechanical
or electrical components of the laser to keep the frequency of the light constant.
For an ECDL, there are usually two components that receive feedback. The rst
component is the position of the grating that acts as the output coupler of the laser.
Modifying the grating position changes the cavity length of the laser, which in turn
changes the frequency of output light. The grating position is typically modied
with a piezoelectric transducer. The second component that receives feedback is
the injection current of the laser diode. Changing the injection current changes the
refractive index n of the gain medium through the carrier density, which changes the
frequency. The current also causes Joule heating which changes the frequency due
to a change of the internal cavity length. The two components \piezo" and \current"
have dierent bandwidths, and each requires a separate feedback loop. The grating
position, being mechanical in nature, is usually limited in practice to loop frequencies
well below 1 kHz due to the mass load on the transducer and the corresponding
inertia. The diode current, being electrical in nature, has no such limitation and can
provide stable frequency adjustments within the MHz regime of loop frequencies.
Here, we describe the implementation of a digital ECDL locking feedback circuit
on a eld-programmable gate array (FPGA). The main advantages over traditional
(non FPGA-based) locking circuits are recongurability and a friendly user interface.
The FPGA can easily and quickly be reprogrammed to add extra lters, additional
loops, and other features to the circuit, without any soldering required. We also im-
plement a graphical user interface (GUI) to control the locking circuit by a computer
running Windows. The computer is connected to the FPGA through a USB connec-
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tion. Locking parameters such as proportional, integral and dierential gains and
lter cuto frequencies can easily be changed using the mouse or keyboard. The loop
responds immediately to any changes of parameters made via the GUI, but runs au-
tonomously on the FPGA hardware. Specically, the execution speed of the locking
circuit is independent of the speed of the attached computer that runs the GUI. We
use the circuit to lock our homebuilt second harmonic generation system, operating
at 480 nm for Rydberg atom experiments. We perform a measurement of the width
of the electromagnetically induced transparency peak in Rb vapor, which provides an
upper limit on the locked linewidth of our laser.
A.2 Signal path
The FPGA board we use is a commercial Digilent Nexys 2 1200k board that houses
a Spartan3E-1200 FPGA chip as well as several other input and output headers. A
grounded aluminum box (Bud Industries AC-1418) functions as an enclosure and
electrical shield for the board. The enclosure was tted with a rear panel power
connection and switch, a front panel USB adapter, and front panel BNC connectors
for the analog inputs and outputs. Twisted pair wires were used to connect the board
headers and the BNC connectors. We use two Digilent peripheral modules (Pmod)
to equip the board with two 12-bit digital-to-analog (DAC, Digilent PmodDA2) and
two 12-bit analog-to-digital converters (ADC, Digilent PmodAD1). The PmodAD1
(PmodDA2) is connected to the rst (second) of the four two-row 6-pin peripheral
connectors on the board.
The FPGA program is stored as a bitle on ash rom on the board. On power
up, the bitle is transferred automatically from the ash rom to the FPGA. This way,
the FPGA becomes fully programmed and functional, even if no external computer
is connected.
251
Figure A.1: Schematic of the internal signal path on the FPGA. Insets denote parame-
ters controlled by the user interface. SM: pictorial representation of the state machine
that switches between lock and scan states (debug state not shown).
Fig.A.1 shows a simplied block diagram of the signal path of the programmed
locking circuit. The ADC module requires that the input signal is between 0 V and
3:3 V. This voltage should be proportional to the frequency of the laser light for
small deviations from the desired lock point. A common technique to provide such
a signal is saturated absorption spectroscopy [125], but one can also use a dichroic
atomic vapor laser lock setup [168], a stabilized reference cavity, a fast wavemeter,
or any other frequency selective device. This input signal is acquired by one of the
two 12-bit ADC chips (National Semiconductor ADCS7476MSPS) on the PmodAD1
extension module and enters the FPGA as 12-bit wide positive number.
Once inside the FPGA, the 12-bit unsigned signal is rst converted to a 16-bit
signed number and then oset so that it is centered around zero. This is done by
padding with a pair of high and a pair of low bits and then subtracting the number
8192. The conversion to 16-bit is done to prevent accumulation of rounding errors
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from successive signal processing stages in the FPGA. The oset to zero is done once
here to simplify programming of the high-pass lters and feedback loops. Without
the oset, each high-pass lter would need separate output oset modules to keep
the internal signal centered within the voltage swing of the feedback loops. The
signal then passes through both a low-pass and a high-pass lter of order one which
allows further shaping and noise reduction. Both lters have user adjustable cuto
frequencies and bypass options which can be set from the GUI. More elaborate lters
can be programmed into the FPGA without opening the box. This exibility is one
of the advantages of the FPGA-based design.
After the initial ltering, the signal serves as simultaneous input to two propor-
tional, integral, dierential locked loops (PID). The rst PID gives feedback to the
piezoelectric transducer that controls the grating position (piezo PID). It is a straight-
forward digital implementation of a type C PID [169]. The second PID provides
feedback to the driving current of the laser diode (current PID). The current PID is
also a type C implementation, but contains user adjustable high-pass lters as well as
an optional 180 phase-shift for the input signal. The high-pass lters are necessary
to keep the two PIDs from working against each other. With the high-pass lters
activated, the current PID provides feedback only at high frequencies, while the piezo
PID provides feedback down to 0 Hz. The phase-shift on the current PID allows for
the adjustment of the polarity of the laser diode, which aects the sign of the slope
of the frequency vs. current curve. Both PIDs include the necessary clamping so that
the PID output never exceeds the maximum control signal the laser components can
respond to. This is necessary to prevent nonlinear breakdown of the loop due to
wind-up [170].
The outputs of each PID loop are then converted back to 12-bit unsigned values.
The 16-bit signed numbers are rst clamped between -8192 and 8191, then shifted up
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to lie between zero and 16383. The numbers are then rounded by dropping the lowest
two bits to nally get an output value that lies between 0 and 4095. The digital
signal then leaves the FPGA. After exiting the FPGA, the digital output signals
are converted to analog voltages between 0 and 3:3 V by the two 12-bit DAC chips
(National Semiconductor DAC121S101) on the PmodDA2 extension module.
The communication with the PC is done through the Digilent reference implemen-
tation of a parallel interface module (DPIMREF) that serves as the interface between
the on-board USB controller and the FPGA. The DPIMREF module has access to
the registers on the FPGA that are storing the PID gains and other parameters which
can be changed by the user.
A.3 Timing
The FPGA master clock runs at 50 MHz. The FPGA program is synchronous with
this clock whenever possible, to prevent any glitches caused by asynchronous logic
[171]. The ADC and DAC run at divided clock rates of 12:5 MHz and 25 MHz,
respectively. They employ a serial digital interface, and take 16 clock cycles for
one conversion each. This corresponds to an input conversion time of 1:28 s and
an output conversion time of 0:64 s. The DPIMREF module runs at a transfer
rate that is automatically throttled by the speed of the USB connection to the host
computer. The PID modules and lter modules on the FPGA are clocked at the
master clock of 50 MHz. The low input sample rate of 780 kHz allows for the digital
signal processing to take up to 64 clock cycles without ever losing a sample. The
signal latencies are as follows: The input low and high-pass lters take 8 and 13
clock-cycles per sample each, and the PID loop takes 13 clock cycles to complete.
The maximum total internal signal processing then takes 34 clock cycles per sample
for the piezo PID, and 60 cycles per sample for the current PID. The current PID
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is slower because of its additional high pass lters. The main cause of latency in
our design is an increase of precision by an additional 20 bits in the lters and PID
loops, which allows for very ne tuning of the PID and lter parameters. The internal
latency can be reduced at the cost of this tuning precision. However, since the total
latency is below the sampling period, this is necessary only if faster conversion chips
are used, or if more internal data processing is added to the circuit. The circuit has
an eective bandwidth of  80 kHz, limited by the speed and slew rates of the ADC
and DAC chips. The bandwidth could be increased further by using faster conversion
chips that employ parallel digital interfaces. The faster chips could be connected to
the high speed 100-pin expansion connector of the board. Examples of such chips are
the Texas Instruments ADS807 ADC and the Texas Instruments DAC902 DAC. On
a side note, we found that it is possible to double the bandwidth of the circuit by
overclocking our ADC to 25 MHz. Even though we found no errors in daily operation
at this rate, it is above the manufacturer's specied maximum value of 20 MHz and
therefore not recommended.
A.4 States
Depending on user input from the GUI, a rudimentary state machine selects between
three dierent states of the FPGA:
 \Locked" - Used to lock the ECDL. The FPGA behaves as described in the
previous sections.
 \Scan" - Used to scan the laser frequency. In this mode, a triangle waveform is
present on the piezo analog output. The frequency, amplitude and oset of the
waveform are user selectable. The current output is set to 1:75 V. The scan
oset serves as the piezo PID initial output value, to force the laser to lock to
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the closest lock point as seen on the scan signal.
 \Bypass All" - Used to test the speed and accuracy of the analog-to-digital
and digital-to-analog conversions. The value of the two output ports equals the
value acquired at the two input ports. The signal is still converted to 16-bit
signed values internally but bypasses all other components.
A.5 User interface
To establish communication between the user interface on the PC and the registers
on the FPGA, two components are required. On the PC side, the DPCUTIL library
by Digilent enables us to send and read bytes to and from registers on the FPGA
through simple C++ function calls. The DPCUTIL library uses the same USB port
that is also used to send bitles to the FPGA to exchanges data between the PC and
the running FPGA program. The FPGA side of this communication layer is provided
by DPIMREF, an EPP-style parallel interface reference implementation. DPIMREF
is available as VHDL source from the Digilent website. We modied the DPIMREF
source to extend the number of single-byte data exchange registers from the original
eight to fty. DPIMREF functions as the interface between the FPGA and the on-
board USB controller. Once communication is established, the user can change many
parameters of the locking circuit in real-time. Fig. A.2 shows screen captures of the
GUI, implemented using Borland C++ Builder. Each edit eld has increment and
decrement buttons on its side. After positioning the cursor on the nth digit of a
number, a mouse click on the  buttons, or a press of the up or down arrow keys will
change the selected parameter by 10n and immediately send the new parameter to
the FPGA. This ensures that the parameters can be changed quickly and smoothly,
by mouse or by keyboard, over many orders of magnitude. To aid the PID tuning
process, a conguration le that holds all parameter values is automatically loaded
256
Figure A.2: Screenshots of the user interface that controls the FPGA loop, scan, lter,
and debugging parameters. Shown are the main lock panel (top left), the menu options
(top right), the scan control panel (bottom left), the lter settings panel (bottom right),
and the debugging panel (center right). Mouse clicks on the -buttons or key presses
of the up arrow or down arrow keys smoothly change the currently active parameter.
The order of magnitude of change depends on the digit that the cursor is positioned
over.
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on startup and saved on exit. There is also a menu option to save and load separate
conguration les.
A.6 Compiling and using the program
The VHDL source code for our locking circuit and the C++ source code for the
user interface are provided online as part of Ref. [164].1 The compilers we used are
Xilinx Webpack ISE 10.1 and Borland C++ Builder 2006. The compiled Windows
executable and FPGA bitle are also provided.
The downloadable archive contains the source codes and binary les of our FPGA-
based diode laser locking circuit (LockBox) and the corresponding Windows user
interface (LockBoxControlWin). LockBox is written in VHDL and is intended to
be uploaded to a Digilent Nexys 2 FPGA board. The compiler used was Xilinx
Webpack ISE 10.1. LockBoxControlWin is written in C++ and is intended to be
run on Windows computers. It makes use of Borland VCL and Digilent DPCUtil
libraries. The compiler used was Borland Developer Studio 2006. Two pre-compiled
LockBox FPGA bitles, ready to be uploaded to the FPGA, and a pre-compiled
LockBoxControlWin Windows executable are also included. The project consists of
30 les. The les for the LockBox and LockBoxControlWin program are listed in
Tables A.1 and A.2. The letypes used in the project are listed in Table A.3.
The free program \Digilent Adept Suite" version 1.1.0 needs to be installed for
the LockBoxControlWin user interface to function. Adept is the program used to up-
load bitles to Digilent FPGA boards, and it includes the dpcutil.dll communication
library as well as the required USB drivers. These les are needed by LockBoxCon-
trolWin to communicate with the FPGA board through the USB bus.
On rst startup of LockBoxControlWin, the FPGA board should be selected.
1See supplementary material at http://dx.doi.org/10.1063/1.3646477 for the complete VHDL and


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































This is done by clicking on the \Select Device..." option in the \Edit" menu. The
\DPCOMM Device Manager" window should now open. After a click on \Enumerate,"
the FPGA board name should appear in the \Connnected Devices" list. A click on
the board name should make its serial number appear. Now, type an alias into the
alias eld and click \Add Dvc," and then \Save." This procedure has to be done only
once per board.
Two pre-compiled FPGA bitles are provided. Both contain the same LockBox
circuit implementation, but each uses a dierent startup clock signal. The le \lock-
box JTAGClock.bit" is generated using the JTAG clock as startup clock. This le
is intended to be uploaded to the FPGA directly and will be erased from memory
as soon as the FPGA board is switched o. The le \lockbox CCLKClock.bit" is
generated using the CCLK clock as startup clock. This le is intended to be up-
loaded to the onboard Flash ROM (PROM). Once on the PROM, the program will
be uploaded to the FPGA automatically each time the FPGA board is switched on.
After the initial upload of \lockbox CCLKClock.bit" into the PROM, it is necessary
to power-cycle the FPGA board once to transfer the program from the PROM onto
the FPGA.
After uploading the program to the FPGA, it is recommended to perform a reset
to refresh all the parameters of the locking circuit. This is accomplished by either
clicking on the \Reset" button in the user interface \debug" panel, or by pushing the
push-button on the board labeled \BTN2."
To check that LockBoxControlWin communicates with the FPGA board, click
\Reset" on the debug panel, uncheck \Lock" on the lock panel, check \Scan enable"
on the Scan panel and look for a triangle scanning waveform coming out of analog
output 1.
Mouse-over hints can be enabled from the \Help" menu. If enabled, a help box is
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displayed when hovering the mouse over a GUI element.
The easiest and fastest way to change parameters is to use the cursor keys: activate
an edit eld with the mouse, and then use cursor-left/right to select the digit and
cursor-up/down to change the parameter by that order of magnitude. Parameters can
also be changed by the mouse, by rst positioning the cursor over the digit one wants
to change, and then clicking the plus/minus buttons to the left of the respective edit
eld.
A.7 Performance
To test the performance of our FPGA locking circuit, we used it to lock our homebuilt
480 nm second-harmonic generation (SHG) system to a Fabry-Perot reference cavity
(CVI OSA300-12), described in Section 3.7.
An intensity reference signal is subtracted from the cavity signal to give an output
signal that is linear in frequency and centered around 0 volts. We tune the cavity so
that the 0 volt point is located in the center of the rising edge of a cavity transmission
peak (side-of-fringe locking). We add an oset of 1.75 volts to this signal and feed
it into the FPGA locking circuit as the process value. While the feedback loop is
engaged, the rms value of this error signal indicates the quality of the lock. When
properly calibrated, it can give a rough estimate of the frequency width of the locked
laser line. We nd that the noise around the lock-point is Gaussian in nature with
a full width at half maximum (FWHM) of 50 mV, which corresponds to a FWHM
in frequency of 164 kHz. This measurement is insensitive to high-frequency noise
( GHz) on the laser frequency which can also broaden the laser linewidth.
To measure an upper bound of the locked linewidth of our ECDL, and to show
that our locking circuit is useful in an experiment, we observed electromagnetically
induced transparency (EIT) [49, 71] in a rubidium vapor. EIT is advantageous for
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Figure A.3: Electromagnetically induced transparency to measure the linewidth of the
locked laser. a) Ladder-type excitation scheme (Rydberg EIT). b) Rydberg EIT setup
with counter-propagating probe and coupling beams. Labels are H: half-wave plate,
PBS: polarizing beamsplitter cube, I: iris, VC: rubidium vapor cell, CM: cold mirror,
PD: photodiode, AO: accousto-optic modulator.
laser linewidth measurements, since the transparency peak is much narrower than
the natural linewidth of the probe transition. We observe EIT using the ladder-type
excitation scheme shown in Fig. A.3(a) in a counterpropagating geometry as depicted
in Fig. A.3(b).
The probe light, Rabi frequency 
p = 2  562 kHz,2 is generated by a Toptica
DL100 diode laser at  = 780 nm. The probe laser is locked to the red side of the
crossover peak between the F = 2 ! F 0 = 1 and F = 2 ! F 0 = 3, 5S1=2 ! 5P3=2
hyperne transitions in 87Rb via saturated absorption spectroscopy. The probe fre-
quency is shifted 224 MHz to the blue by double-passing an AOM (Crystal Technolo-
gies, 3110-140), to the center of the F = 2 ! F 0 = 3 transition. It is then coupled
into a polarization maintaining ber to increase transverse beam quality. After the
2Apart from the Rabi frequencies, which are stated as angular frequencies in units of radians s 1,
all other frequencies stated in this Appendix are in units of cycles s 1.
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ber, the probe light polarization is ltered with a polarizing beamsplitter cube, and
adjusted with a half-wave plate to be perpendicular to the coupling laser beam po-
larization. After passing through a rubidium vapor cell, the probe light passes a cold
mirror (Thorlabs FM02) used to overlap the blue light, and is collected with a pho-
todiode (Thorlabs Det10A) for detection of the transparency peak. From the error
signal on the saturated absorption locking circuit (Toptica Digilock 100), we estimate
the FWHM linewidth of the probe laser to be  100 kHz.
The coupling light, Rabi frequency 
c = 2  150 kHz, is generated by our SHG
system. The coupling light is tuned to the 5P3=2; F = 3 ! 53D5=2 transition at
around 480:0052 nm. We veried the wavelength with a wavemeter (Burleigh WA-
1500). The blue light is passed through an AOM (Crystal Technologies 3110-140) for
lock-in modulation before being overlapped with the counterpropagating probe beam
via a cold mirror.
We use lock-in detection to increase the signal-to-noise ratio of the EIT signal. The
coupling light is modulated at a frequency of 24 kHz with the AOM, and scanned
over the EIT peak at a rate of 3:0 MHz s 1. We scan the coupling light by sweeping
the piezo voltage on one of the reference cavity mirrors while the ECDL is locked
to the red side of the cavity fringe using our FPGA locking circuit. Fig. A.4 shows
typical EIT data. The measured linewidth on the EIT peak, averaged over several
successive measurements, is 3:56  0:77 MHz.3 For many measurements, the mea-
sured linewidth is smaller than half of the natural linewidth of the probe transition,
which is 6:0666 MHz [172]. This is proof that we are indeed seeing the coherent EIT
eect as opposed to Autler-Townes splitting [173]. From the measured width of the
EIT peak, we deduce an upper bound for the ECDL linewidth of 1:78  0:39 MHz.
The factor of 2 reduction is due to the frequency doubling. This width is much larger
3We note that if we scan the grating position on the free-running ECDL, we observe a much
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Figure A.4: EIT measurement. The probe transmission photodiode signal is plotted vs.
the coupling laser detuning. The coupling laser frequency is swept by slowly ramping
the reference cavity piezo voltage while the ECDL is locked to the red side of the cavity
peak. The EIT peak has a width of 2:58 MHz. This corresponds to a frequency range of
1:29 MHz for the ECDL light, and gives an upper limit on the locked ECDL linewidth.
than the convolution of the linewidth of both lasers that we estimate from the error
signals. We attribute this discrepancy to the thermal and vibrational noise aecting
our Fabry-Perot reference cavity length, amplitude noise on the ECDL output light
and broadening of the EIT peak due to residual magnetic elds. Cavity and am-
plitude noise can lead to a broadening of the laser linewidth without increasing the
noise on the error signal. In addition, the vapor cell was not shielded from residual
magnetic elds, which can also broaden the EIT peak due to the Zeeman shifts of
the magnetic sublevels of all involved states. A linewidth of  1:8 MHz is good for
most spectroscopic applications in atomic physics. If necessary, the linewidth could
be further reduced by using a more stable frequency reference, or by using a better
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locking scheme such as the Pound-Drever-Hall scheme [174].
A.8 Conclusion
In conclusion, we described a locking circuit for external cavity diode lasers imple-
mented on a eld-programmable gate array (FPGA). The software features a piezo
feedback loop for the grating and a current feedback loop for the laser diode current,
user-adjustable input lters, and adjustable sweep scanning and debugging options. It
can be easily customized for diverse experimental requirements by changing the soft-
ware and reloading it onto the FPGA, without any soldering required. The VHDL
source code for the FPGA circuit is available in the supplemental materials. We de-
scribed a graphical user interface that communicates with the FPGA board and oers
user friendly mouse and keyboard controls to change all the feedback loop, lter, and
scan parameters of the FPGA in realtime. The Borland C++ source code for the user
interface is also available in the supplemental materials. We characterized the quality
of the lock obtained with this circuit by locking our homebuilt second-harmonic gener-
ation laser system to a reference cavity and monitoring the error signal. The linewidth
as estimated from the error signal is 164 kHz. We used electromagnetically-induced
transparency to measure an upper limit on the linewidth of the locked laser and found
that it is 1:78  0:39 MHz. We attribute the broadening to reference cavity noise,
residual amplitude noise and Zeeman shifts from stray magnetic elds, but note that
the measured linewidth is small enough for most spectroscopic applications in atomic
physics. Employing a more stable frequency reference could decrease the linewidth
signicantly, as could using the more involved Pound-Drever-Hall technique.
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Appendix B
Rydberg atom pair potential program usage
B.1 Introduction
This chapter contains an explanation of the Rydberg atom-Rydberg atom long-range
pair interaction computer code that was used to generate the potentials presented
in Chapter 7. The calculation of Rydberg atom pair potentials in the presence of a
small applied DC electric eld is done in two major parts. First, Stark-shifted single
atom states and energies are calculated by diagonalizing the Stark matrix. Second,
the Hamiltonian for a pair of interacting Rydberg atoms is diagonalized for a range
of internuclear distances R.1 The resulting eigenvalues are the adiabatic potential
energy curves. The rst part of the calculation is done in Mathematica on a single
computer. The second part is done in Fortran on a cluster computer. In addition
to calculating the single atom Stark energies and eigenvectors, the rst part of the
program takes advantage of readily available special functions in Mathematica to
precalculate tables of numbers which are then imported into the Fortran code. An
overview of the calculation is shown in Fig. B.1. In this chapter, both parts of the
calculation are described in some detail.
1For Cs 89D89D pairs, R ranges between 3 m and 10 m, and the atoms interact via long-
range dipole-dipole, dipole-quadrupole and quadrupole-quadrupole interactions. The calculation
could be expanded to higher order multipoles. The theory and justication for the truncation at the
quadrupole level is given in Chapter 7.
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Figure B.1: Flow chart of the Rydberg pair potential calculation. Dashed boxes enclose
lists of data lenames.
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B.2 Mathematica program CSSTARK
In the Mathematica notebook CSSTARK (Fig. B.2), the Stark-shifted pair basis is
generated and saved to disk. In addition, several tables of reusable numbers such as
radial and angular matrix elements are saved to disk for use later in the Fortran code.
The calculation of Stark shifts and Stark-shifted eigenstates proceeds as follows:
 Constants such as the Rydberg constant and the mass of Cs are dened.
Figure B.2: Screenshot of the folded view of CSSTARK as it appears after opening
the notebook in Mathematica. The headlines of the major sections of the program are
shown.
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 The magnitude of the background electric eld, , is dened.
 A list of single atom basis states is chosen and dened in terms of n and l quan-
tum numbers. The basis size has to be large enough to guarantee convergence of
the Stark-shifted energies and eigenvectors at the desired level. Enough single
atom states that are coupled by the dipole operator have to be included in the
basis. A convergence check should be performed by calculating pair potentials
for increasing basis sizes until the results do not change anymore at the desired
level. For example, for the Cs 89D calculations, the nal basis states chosen
included the states 89D, 90S, 90P, 91S, 87F, 86F, 90D, 91P, 88D, 88G, 88F,
89P, as well as higher angular momentum states (l  14) of the n=86 and n=87
states.
 The radial wavefunctions are calculated for all single atom states. For l < 4,
the software package RADIAL [67] is used to calculate the wavefunctions as
described in Section 2.3.3, and the numerical results are imported into Math-
ematica. For l  4 the hydrogenic wavefunctions are dened analytically in
Mathematica.
 The radial matrix elements hn; ljrjn0; l0i and hn; ljr2jn0; l0i between all single
atom basis states are precalculated using numerical integration. This takes the
longest time of all the calculations done in the Mathematica notebook. The
matrix elements hn; ljrjn0; l0i are needed both for the Stark shift calculation
and later to evaluate dipole-dipole interactions in the Fortran code. The ma-
trix elements hn; ljr2jn0; l0i are needed to evaluate the dipole-quadrupole and
quadrupole-quadrupole interactions in the Fortran code.
 The set of all possible (n, l, j) state labels is constructed from the set of (n, l)
state labels. The state labels are numbered such that ji;mjis = jni; li; ji;mji,
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where i is the internal ID number of the single atom state for the given mj. This
constitutes the single atom basis.
 The atomic energies at zero eld, E(mj)0i , of each state ji;mjis are calculated
using the known quantum defects as explained in Section 2.3.2.
 The Hamiltonian H = H0 + HStark() is built in the single atom basis ji;mjis,
Since H is block diagonal in mj, the matrix is built separately for each mj.
Here, H0 is diagonal and contains the zero-eld energies. HStark() is the Stark
Hamiltonian for the applied eld magnitude . It contains only o-diagonal
elements. HStark is calculated following the procedure of Ref. [57], using the
precalculated radial matrix elements hn; ljrjn0; l0i.
 H is diagonalized separately for each value of mj. The resulting eigenvectors
are the Stark-shifted single atom states, dened by the coecients c in the
expansion
j^i;mji = ^jni; li; ji;mji =
X
k
cikjnk; lk; jk;mji; (B.1)
The eigenvalues are the stark-shifted energies E
(mj)
i . Care is taken to sort the
eigenvalues and eigenvectors so that each eigenvalue is assigned to the correct
zero eld quantum numbers.
At this point, the calculation of the Stark-shifted single atom states is done. The
purpose of the remaining part of the Mathematica notebook is to prepare tables of
values that will be reused many times during the building of the pair interaction
Hamiltonian in the Fortran program RYCOL. First, the pair basis set is generated
and truncated. The pair basis set includes all interacting atomic pairs that are close
in energy to the state of interest. In the case of the Cs 89D89D calculation, this
basis consisted of several thousand pair states. After the pair basis is dened, var-
ious angular matrix elements between single atom states are calculated. The need
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for angular matrix elements arises due to the presence of spherical harmonics in the
pair interaction Hamiltonian. Finally, all calculated values are exported from Mathe-
matica to be used in RYCOL. The exported numbers include the zero-eld quantum
numbers of all pair states, the Stark-shifted energies of single atom states, the Stark-
shifted eigenvectors of single atom states, the radial matrix elements between single
atom states, and the angular matrix elements between single atom states. All results
are saved from Mathematica as ASCII les. They are prepared in such a way that
they can be imported most easily into RYCOL. Precalculating as many numbers as
possible from within Mathematica makes the process of writing the Fortran code less
painful. In this way, Fortran is only used for the computationally intensive parts of
the problem.
Following is a more detailed account of the steps that are done in the second half
of the Mathematica notebook:
 The single atom states that make up pairs to be used in the interaction potential
calculation are dened in terms of their quantum numbers (n, l). These usually
coincide with the original set of quantum numbers used in the Stark calculation.
 A list of full quantum numbers
^jn(1); l(1); j(1); (mj)(1)i 
 ^jn(2); l(2); j(2); (mj)(2)i (B.2)
of all possible pair states is generated for each M = (mj)
(1) + (mj)
(2). The sep-
aration in M is done because the pair interaction Hamiltonian is block diagonal
in M.
 The total Stark-shifted asymptotic energy at R!1, E = E(1) +E(2), of each
pair state is calculated, and the pair states are sorted according to their energy
from lowest to highest.
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 The pair basis is truncated in an energy region around the pair state of interest.
A convergence check revealed that, for convergence to  1 MHz for Cs 89D89D
and surrounding states, around 6000 pair states had to be included for M=5
( 4000 for M=1).
 For each M, each pair state is given a unique number that increases with in-
creasing energy, so that
j^k;Mip = ^jn(1)k ; l(1)k ; j(1)k ; (mj)(1)k i 





k = M . This constitutes the pair basis, and k is the pair
basis state ID number.
 The zero eld quantum numbers (n(1); l(1); j(1); (mj)(1); n(2); l(2); j(2); (mj)(2)) of
each pair state are saved as lists to the les \mycolstatesM.dat". A separate
list is saved for each M.
 The Stark-shifted energies of each single atom state that comprises each pair
state are written as lists. The le \colE1M.dat" contains the Stark-shifted
energies of the rst atom, and the le \colE2M.dat" contains the Stark-shifted
energies of the second atom. Separate les are written for each value of M.
 The Stark eigenvectors of the two states making up each pair state are saved
as tables. Separate les are written for each value of M. The le \evec1M.dat"








ipjp; (mj)(2)i i (B.4)
in row i and column k.
 The radial matrix elements of r between the zero-eld single atom states are
saved as \csRadialMatrixElement.dat." The le contains the radial matrix ele-
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ment hnilijrjnklki in row i and column k. This matrix contains a lot of duplicate
numbers, but makes the Fortran program easier to write.
 Similarly, the radial matrix elements of r2 between the zero-eld single atom
states are saved as \csRadialMatrixElementSquare.dat." The le contains the
radial matrix element hnilijr2jnklki in row i and column k. Again, this matrix
contains a lot of duplicate numbers.
 The angular matrix elements between the single atom states are also calculated
and written to a le. Matrix elements of the spherical harmonics up to order
two are evaluated. For example, the le \angularmatrixelementplusoneFS.dat"
contains the angular matrix elements
hli; ji;mjjY 11 jlk; jk;m0ji (B.5)
in row
i  (mj)max   (mj)min + 1+mj   1=2;
and column
k   (mj)max   (mj)min + 1+m0j   1=2:
Here (mj)max and (mj)min are the largest and smallest values of mj that oc-
cur in the pair basis. The le \angularmatrixelementminuoneFS.dat" contains
the matrix elements of Y  11 . The le \angularmatrixelementtwoplustwoFS.dat"
contains matrix elements of Y +22 , and so on.
 The table and list sizes of the described les are saved to les \colParamsM.dat,"
to make importing into RYCOL easier. The les contain, for each M, the number
of states in the single atom basis, the number of states in the pair basis, the
number of rows in the angular matrix element les, the maximum l quantum
number in the basis, as well as the minimum mj value, and the maximum mj
value.
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 The minimum and maximum values of M are also saved to a le. The le is
called \Mparams.dat." For the 89D89D calculations, M ranges from 0 to 5 to
include all combinations of 89D sublevels (the results depend only on jM j).
B.3 Fortran program RYCOL
The Fortran program RYCOL is written to perform the more computationally inten-
sive tasks of the Rydberg pair potential calculations. It uses the Message Passing
Interface communication layer (MPI) to parallelize computations, and is run on a
cluster computer. RYCOL builds the Hamiltonian, Eq. 7.1, in the atomic pair basis
and diagonalizes it for a range of values of the internuclear distance, R. The results are
the adiabatic Born-Oppenheimer pair interaction potentials and, optionally, some of
the corresponding eigenstates. The Hamiltonian is built using the precalculated val-
ues from Mathematica. Even after precalculating all of the numbers that are reused
frequently, constructing the full Hamiltonian is still computation heavy. This is due
to the large number of matrix elements ( 25 106) and due to the many sums that
arise from the mixing of single atom states by the electric eld. The diagonalization of
the matrix at many values of R is also computationally intensive because of the large
size of the matrix. To make the computation feasible, the construction of the matrix
and the loop over R are both parallelized. To save computation time, all terms of the
interaction matrix that are independent of R are constructed once in the beginning,
before the loop over R is started. The full interaction matrix can be written as a sum











The three matricesHdd, Hdq, andHqq correspond to the spherical dipole-dipole, dipole-
quadrupole, and quadrupole-quadrupole interactions, respectively. In the matrix con-
struction phase of RYCOL, the three matrices Hdd, Hdq, and Hqq are built and stored
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in memory or saved to disk for later reuse. For the Cs 89D89D calculations, the
construction of the three matrices takes up about half of the total run-time of the
program. During the diagonalization phase of RYCOL, the full Hamiltonian matrix
at a specic R-value is then quickly calculated by multiplying each of the three precal-
culated matrices with the corresponding R dependence and adding them according to
Eq. B.6. This saves a large amount of computation time. The diagonalization of the
matrix is implemented using a call to the function DSPEV of the LAPACK library
[175].
If the basis contains a lot of states, the precalculated matrices Hdd, Hdq and Hqq
can be too large to t into the memory of a single compute node. If this is the
case, the matrices can be spread over several nodes. The distributed matrix storage
is implemented using SCALAPACK [176]. Using a custom process grid denition,
the matrix can be spread out over multiple nodes, and the loop over R can still be
parallelized. To accomplish this, the functions BLACS GET and BLACS GRIDMAP
are used to create a hierarchy of process grids. An overarching (super-)grid is used
to parallelize the loop over R. Each process in the super-grid diagonalizes the Hamil-
tonian matrix for only a few values of R, using a (sub-)grid of several nodes to store
its own copy of the matrix in a distributed fashion. When distributed matrix storage
is used, the diagonalization of the matrix is implemented using a call to the function
PDSYEV of the SCALAPACK library.
At the end of the RYCOL program, eigenvalues (and optional eigenvectors) are
output as ASCII les called \evalsM.dat". A separate le is written for each M. The
output le automatically contains human-readable header lines, constructed from the
pair state zero-eld quantum numbers originally saved as \mycolstatesM.dat". The
rst column in the le contains the R value in m, and the remaining columns contain
the R dependent energies of the dierent pair states. The header lines contain for
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each column the ID and the zero eld quantum numbers of each pair state. This
makes identication of the potential curves and subsequent data analysis easier.
For a specied M, a selected subset of eigenvectors can optionally be saved to
les. In this case, eigenvectors are written to les called \evecs p microns.dat." The
blank parts of the le name are lled in with the R value chosen, and p is used to
denote a decimal point. A separate le is written for each R value. The eigenvectors
are found in the columns of the le. Again, human-readable headers and labels are
automatically written to the le. The rst three rows in the le contain the R value,
the pair basis state ID, and the zero-eld quantum numbers of the state. The rst
column of the le contains the zero-eld labels of the asymptotic R!1 Stark-shifted
pair state basis in which the eigenvectors are given.
B.4 Rotated Hamiltonian
A separate version of RYCOL was written to nd the pair potentials for the case
when the electric eld is not parallel to the internuclear distance, R. The program
uses Eq. 7.4 to rotate the spherical harmonics in the Hamiltonian with the help of
Wigner rotation matrices. The angular matrix elements are replaced by sums over
other angular matrix elements. The Wigner matrices are precalculated with an ac-
companying Mathematica program SHROT. For a given angle  between the electric
eld and R, SHROT calculates Wigner matrix elements according to Eq. 3.57 of
Ref. [53]. It outputs two les, called \wignermatrixelementone.dat" and \wigner-
matrixelementtwo.dat." The le \wignermatrixelementone.dat" contains the Wigner
matrix element D1m0m(; 0; 0) in row m and column m
0. The le \wignermatrixele-
menttwo.dat" contains the Wigner matrix elementD2m0m(; 0; 0) in rowm and column
m0. The Mathematica notebook also contains a set of tests, where spherical harmon-
ics rotated with the Wigner matrices are compared against explicit evaluations in
278
the rotated basis, to ensure the rotated functions are correct. In the rotated case,
where  6k R, the Hamiltonian is not block diagonal with respect to M. The number
of matrix elements is therefore many times larger than in the case where  k R. For
example, in the 89D89D calculation, the basis size becomes  40000, and the matrix
size is  50 times larger than in the non-rotated case. Due to the large matrix sizes,
SCALAPACK is used to nd the eigenvalues of the Hamiltonian, as described in
Section B.3 above.
B.5 Programs and les
In this section, the various les used for pair potential calculations are listed. Ta-
ble B.1 lists the lenames of the programs. Table B.2 lists the output lenames of
the CSSTARK notebook, and Table B.3 lists the output lenames of the RADIAL,













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table B.3: Output lenames of RADIAL, RYCOL and SHROT programs. All les are
space-delimited ASCII les.
Filename Description
wavNNNLL.daty Radial wave function data output from RADIAL
wignermatrixelementone.dat l=1 Wigner matrix element output from SHROT
wignermatrixelementtwo.dat l=2 Wigner matrix element output from SHROT
evalsM.dat Pair potential output from RYCOL
evecs p .datz Eigenvector output from RYCOL
y NNNLL denotes principal quantum number and angular momentum.





In this chapter, the Mathematica notebooks used to calculate the probe transmission
spectra of the 4- and 52-level Rydberg EIT systems are reproduced.
C.2 4-level Rydberg EIT notebook
The 4-level Rydberg EIT spectra shown in Section 2.4.3 and Section 6.3.2 were cal-
culated on a desktop computer. The Mathematica code that was used is reproduced
on the following pages.
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4-level Rydberg atom EIT
written by Arne Schwettmann for James P. Shaffer Lab
This notebook computes the probe transmission spectrum of the 4-level ladder-type Rydberg EIT
system subject to 2 laser light fields and microwave radiation. Solutions are obtained by numerically
solving the density matrix equations in steady state. Several example spectra are calculated at T=0
K. To simulate Rubidium measurements in a warm vapor cell, an average over the thermal velocities
of the atoms is performed, and spectra are computed for a range of different microwave powers.
Init
Load in physical constants and units
 PhysicalConstants`
 Units`
Set the output directory
SetDirectoryNotebookDirectory;
Format parameters for use in header lines when exporting data
formatParamsForOutputparams_ : params .
a_  b_ : ""  StringReplaceToStringa, ""  "Delta", ""  "Omega",
""  "Gamma", "@"  "hbar"  "  "  ToStringInputFormNb
Set plot options to visualize the data
plotOptions 
Joined  True, PlotRange  All, Frame  True, Axes  False, FrameLabel 




User-entered 4 level Hamiltonian. Here, the Rabi frequency W is m E0@ .
H  @2
0 p 0 0
p 2 1 c 0
0 c 2 1  2 rf




r[i,j] is used for the density matrix elements rij. Thus, we cannot use r to refer to the full matrix, so
we will use rr
  Tablei, j, i, 1, n,  j, 1, n
1, 1, 1, 2, 1, 3, 1, 4, 2, 1, 2, 2, 2, 3, 2, 4,
3, 1, 3, 2, 3, 3, 3, 4, 4, 1, 4, 2, 4, 3, 4, 4
Define unit vectors
ei_  TableKroneckerDeltai, j, j, 1, n;
Define the projection matrices s, see Fleischhauer et al, Rev. Mod. Phys. 77, 633 (2005), eq. 9.
i_, j_  ei.ej¬;
Test that s works
2, 2  MatrixForm
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
Following are the “decay operators,” see Fleischhauer et al, Rev. Mod. Phys. 77, 633 (2005), eq. 9.
Gij  is the decay rate due to spontaneous emission of level i (into level j). The total decay rate of a
level due to spontaneous emission is Gi := jGij = 1t , where t is the 
1
e
lifetime of state i. The case of
equal  indices in a  decay operator  (L[i,i])  corresponds to an additional  dephasing rate of level  i,
labelled gi. These rates are labelled gi instead of Gii to not confuse them with the total decay rate of
a state, Gi. gi are optional additional dephasing rates affecting only the coherences. gi could be due
to collisions, laser phase jitter, or other sources of decoherence. These additional dephasing rates are
labelled gi dephas in Fleischhauer’s review.
Use gi instead of Gii.
i_, i_  i;
Define the decay/decoherence operators L[i,j].
Li_, j_  i, j2 2 j, i..i, j  i, i.  .i, i;
Differential equations, steady state
User-entered time evolution dr
dt
= - i@ H` , r` + L`
dot   @ H.  .H  L3, 2  L2, 1  L4, 3;
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0  doti, j,
i, 1, n, j, 1, n
,
1  Plus  Tablei, i, i, 1, n
 .
i_, j_  ToExpression""  ToStringi  ToStringj  Flatten;
solutionsWanted  Tablei, j, i, 1, n, j, 1, n .
i_, j_  ToExpression""  ToStringi  ToStringj  Flatten
11, 12, 13, 14, 21, 22, 23, 24, 31, 32, 33, 34, 41, 42, 43, 44
Comparison of 2-level, 3-level, and 4-level absorption spectra
ü Numerical Parameters in SI units
myParams  
2, 1  1
26  109
,
3, 2  1
78  106
,
4, 3  1
78  106
,
@  PlanckConstantReduced 1.Joule Second,
p  2  106 0.1,
c  2  1  106,





ü Solve the steady state equations for different probe detunings D1




sols2Level  Table 2  , Im21 .
Solveeqns . 1  , c  0., rf  0. . myParams, solutionsWanted,
, 2  5  106, 2  5  106, 2  0.01  106  Flatten, 1 &;
Probe and coupling light
sols3Level  Table 2  , Im21 .
Solveeqns . 1  , rf  0. . myParams, solutionsWanted,
, 2  5  106, 2  5  106, 2  0.01  106  Flatten, 1 &;
Probe light, coupling light, and microwaves
sols4Level 
Table 2  , Im21 . Solveeqns . 1   . myParams, solutionsWanted,
, 2  5  106, 2  5  106, 2  0.01  106  Flatten, 1 &;
ü Plot results
When the probe light is on and all other fields are off, we get only the probe absorption peak.
ListPlotsols2Level, plotOptions


















When the probe and coupling light fields are on, we get the EIT peak in the absorption line.
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ListPlotsols3Level, plotOptions
















When the probe light, the coupling light and the microwaves are on, we see the EIT peak in the
absorption line, just as in a 3-level system. However, there is now an additional narrow region of
opacity in the center. This is caused by the coupling of the 3rd to the 4th level, and is unique to the
four-level system.
ListPlotsols4Level, plotOptions

























Changing parameters (Cs system)
ü Numerical Parameters in SI units
myParams  
2, 1  1
30.405  109
,
3, 2  1
75.0  106
,
4, 3  1
68.3  106
,
@  PlanckConstantReduced 1.Joule Second,
p  2  106 0.1,
c  2  1  106,





ü Solve 4-level EIT for different parameters
Changing probe power (probe Rabi Frequencies defined in units of 2 p MHz)
myProbeFreqs  0.2, 0.4, 0.6, 0.8, 1.0, 1.2;
solsProbe 
TableTable 2  , Im21 . Solveeqns . 1  , p   . myParams,
solutionsWanted, , 2  1  106, 2  1  106, 2  0.005  106 




Changing coupling power (coupling Rabi Frequencies defined in units of 2 p MHz)
myCouplingFreqs  0.25, 0.5, 1.0, 2.0, 4.0, 8.0;
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solsCoupling 
TableTable 2  , Im21 . Solveeqns . 1  , c   . myParams,
solutionsWanted, , 2  1  106, 2  1  106, 2  0.001  106 




Changing microwave power (microwave Rabi Frequencies defined in units of 2 p MHz)
myRFFreqs  0.01, 0.16, 0.32, 0.64;
solsRF 
TableTable 2  , Im21 . Solveeqns . 1  , rf   . myParams,
solutionsWanted, , 2  1  106, 2  1  106, 2  0.001  106 




Changing Rydberg level lifetime (decay rates defined in units of 2 p MHz)
myRydbergDecayrates  0.002, 0.02, 0.05, 0.1, 0.2, 0.5;
solsLifetime  TableTable 2  , Im21 .
Solveeqns . 1  , 3, 2  , 4, 3   . myParams,
solutionsWanted, , 2  1  106, 2  1  106, 2  0.005  106 




Normalize solutions for clarity
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normalizesols_ : Table


























































































Define a function that formats the data for easy plotting in Origin
formatForExportsols_ : Flatten
Table


















Rb microwave experiment with thermal averaging 
ü Numerical Parameters in SI units
myParams  
2, 1  1
26  109
,
3, 2  1
136  106
,
4, 3  1
166  106
,
@  PlanckConstantReduced 1.Joule Second,
p  2  10.4  106,
c  2  0.160  106,





ü Run EIT for different microwave powers and include the thermal averaging
RMS velocity for the Rubidium vapor cell temperature of 90 degrees Celsius
rmsvelSI  2 k Tm
Second
Meter . k  BoltzmannConstant, T  363.15 Kelvin,
m  ElementData"Rubidium", "AtomicMass" AMU  Convert, 1 &
265.812
These are the effective microwave Rabi frequencies used in the Rb experiment. They are calculated
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for  the  53 D52 F = 4, mF = 4Ø 54 P32 F = 3, mF = 3  Rydberg-to-Rydberg  transition,  using  the
known microwave intensity at the center of the vapor cell.
rabiFreqsUsedInExperiment 





3915.22, 1.65103  107, 2.20169  107, 2.936  107, 3.91522  107,
5.22103  107, 6.96235  107, 9.28445  107, 1.2381  108, 1.65103  108,
2.20169  108, 2.936  108, 3.91522  108, 5.22103  108, 6.96235  108









u2 . u  rmsvelSI .
QuietSolveeqns . 1  k1 v, 2    k2 v, rf  rfRabi .
myParams . u  rmsvelSI, k1  2 
780.  109
, k2  2 
480.  109
,
solutionsWanted, v, 600, 600, 0.5  Flatten,
, 2  120.  106, 2  120.  106, 2  0.25  106, rfRabi,
rabiFreqsUsedInExperiment;
ü Plot the Doppler averaged results
ListPlotsols, Joined  True,
PlotRange  60 106, 60  106, All, plotOptions





















Save the parameters and results to a file.
baseFileName  "dopplerbroadenedEIT";
sols  baseFileName;
rabiFreqsUsedInExperiment  baseFileName  "_RabiFreqs"
Create a table of microwave powers used in the experiment. Here, x is the dB(m) setting on the front
panel of the microwave generator. The 3.5 dBm loss is from the microwave assembly (isolator +
directional coupler).
powersUsed 
Tablex, 10 3.510 10
x
10
1000, x, 110, 37.5, 35, 32.5, 30, 27.5, 25,
22.50, 20, 17.5, 15, 12.5, 10, 7.5, 5 
TableForm, TableHeadings  , "x dBm", "P W" &
x dBm P W
110 4.46684  1015
37.5 7.94328  108
35 1.41254  107
32.5 2.51189  107
30 4.46684  107
27.5 7.94328  107
25 1.41254  106
22.5 2.51189  106
20 4.46684  106











power  110, 37.5, 35, 32.5, 30, 27.5,
25, 22.50, 20, 17.5, 15, 12.5, 10, 7.5, 5i;
fileName  baseFileName  "_"  ToStringInputFormpower  "_dBm.dat" 






















C.3 52-level Rydberg EIT notebook
The polarization eects in 52-level Rydberg EIT spectra that are shown in Section
6.3.3 were calculated on a cluster computer. The Mathematica code that was used is
reproduced on the following pages.
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52-level Rydberg atom EIT
by Arne Schwettmann for James P. Shaffer Lab
This notebook computes the transmission spectrum of the 52-level ladder-type Rydberg EIT system
subject  to  2  laser  light  fields  and  microwave radiation,  including  the  average  over  the  thermal
velocities  of  the  atoms.  The  microwaves  couple  two  Rydberg  levels  coherently.  The  resulting
transmission lineshape depends on the polarizations of all three fields. The notebook has to be run
separately for each combination of polarizations. The calculation is done by numerical time evolu-
tion of the density matrix into the steady state regime (t~ms). The calculation is run on a cluster
computer,  because it  is  extremely computation heavy.  For example, the computation of a  single
polarization combination using this notebook took ~16 hours to complete when it was run on 240
Intel Xeon E5405 cpu cores (30 compute nodes with 8 cpu cores each).
Init for cluster




Load in physical constants and units
 PhysicalConstants`
 Units`
Set the output directory
SetDirectoryNotebookDirectory;
Format parameters to use as header lines in the data files
formatParamsForOutputparams_ : params .
a_  b_ : ""  StringReplaceToStringa, ""  "Delta", ""  "Omega",






Define the state quantum numbers in a list, each entry contains n,L,J,F,mF
groundStates  Table
5, 0, 1  2, 2, mF, mF, 2, 2
;
excitedStates  Table
5, 1, 3  2, 3, mF, mF, 3, 3
;
DStates  Table
53, 2, 5  2, F, mF, F, 1, 4, mF, F, F
  Flatten, 1 &;
PStates  Table
54, 1, 3  2, F, mF, F, 0, 3, mF, F, F
  Flatten, 1 &;





Following are the definitions of angular factors. For transverse (x), longitudinal (z) linear, the Rabi
frequency W=W0 ä Wx,z where W0 = E@ < nL er n ' L ' > , and the integral has no angular part to it - it
is just the radial wavefunction. For RHC s+ circular polarization the matrix element <1|m · E|2> =
Wminus[1,2] W0[1,2],  if  1 is  the lower and 2 is the higher state,  and <2| m·  E|1> = -Wplus[2,1]
W0[1,2]. Those two matrix elements are the same, because -Wplus[2,1]=Wminus[1,2].
xL_, J_, F_, mF_, Lp_, Jp_, Fp_, mFp_ :
1JFpJpF 1mF 2 Fp  1 2 F  1 2 Jp  1 2 J  1
2 L  1 2 Lp  1 SixJSymbolJ, F, 3  2, Fp, Jp, 1
SixJSymbolL, J, 1  2, Jp, Lp, 1 ThreeJSymbolL, 0, 1, 0, Lp, 0
1
2
ThreeJSymbolF, mF, 1, 1, Fp, mFp 
ThreeJSymbolF, mF, 1, 1, Fp, mFp;
zL_, J_, F_, mF_, Lp_, Jp_, Fp_, mFp_ :
1JFpJpF 1mF 2 Fp  1 2 F  1 2 Jp  1 2 J  1
2 L  1 2 Lp  1 SixJSymbolJ, F, 3  2, Fp, Jp, 1
SixJSymbolL, J, 1  2, Jp, Lp, 1 ThreeJSymbolL, 0, 1, 0, Lp, 0
ThreeJSymbolF, mF, 1, 0, Fp, mFp;
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plusL_, J_, F_, mF_, Lp_, Jp_, Fp_, mFp_ :
1JFpJpF 1mF 2 Fp  1 2 F  1 2 Jp  1 2 J  1
2 L  1 2 Lp  1 SixJSymbolJ, F, 3  2, Fp, Jp, 1
SixJSymbolL, J, 1  2, Jp, Lp, 1 ThreeJSymbolL, 0, 1, 0, Lp, 0
ThreeJSymbolF, mF, 1, 1, Fp, mFp;
minusL_, J_, F_, mF_, Lp_, Jp_, Fp_, mFp_ :
1JFpJpF 1mF 2 Fp  1 2 F  1 2 Jp  1 2 J  1
2 L  1 2 Lp  1 SixJSymbolJ, F, 3  2, Fp, Jp, 1
SixJSymbolL, J, 1  2, Jp, Lp, 1 ThreeJSymbolL, 0, 1, 0, Lp, 0
ThreeJSymbolF, mF, 1, 1, Fp, mFp;
ü Rabi frequencies
Define the Rabi frequencies between state i and j. I use n for the principal quantum number, because
n is already in use. The Rabi frequencies depend on the polarization combination. This notebook is
run separately for each polarization combination.
 Sigma Plus, Sigma Minus 
05, 0, 5, 1  05, 1, 5, 0  p;
05, 1, 53, 2  053, 2, 5, 1  c;
053, 2, 54, 1  054, 1, 53, 2  rf;
0_, _  0;
_, L_, J_, F_, mF_, p_, Lp_, Jp_, Fp_, mFp_ :
Which
, L, p, Lp  5, 0, 5, 1,
plusL, J, F, mF, Lp, Jp, Fp, mFp 0, L, p, Lp,
, L, p, Lp  5, 1, 5, 0,
minusL, J, F, mF, Lp, Jp, Fp, mFp 0, L, p, Lp,
, L, p, Lp  5, 1, 53, 2,
minusL, J, F, mF, Lp, Jp, Fp, mFp 0, L, p, Lp,
, L, p, Lp  53, 2, 5, 1,
plusL, J, F, mF, Lp, Jp, Fp, mFp 0, L, p, Lp,
, p  53, 54  , p  54, 53,















































































_, L_, J_, F_, mF_ 
Switch, L, 5, 0, 0, 5, 1, 1, 53, 2, 1  2, 54, 1, 1  2  3;
ü Generate the Hamiltonian
Automatically generate  the  52-level  Hamiltonian. This  Hamiltonian is  in  the  interaction picture,
after application of RWA and another rotation to eliminate time dependences of the form ei d t.
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We use r[i,j] for the density matrix elements rij.  That way,  we cannot use r  to refer to the full
matrix, so we will use rr
  Tablei, j, i, 1, n, j, 1, n;
Define unit vectors
ei_  TableKroneckerDeltai, j, j, 1, n;
Define the projection matrices s, see Fleischhauer et al, Rev. Mod. Phys. 77, 633 (2005), eq. 9.
i_, j_  ei.ej¬;
Following are the “decay operators,” see Fleischhauer et al, Rev. Mod. Phys. 77, 633 (2005), eq. 9.
Gij  is the decay rate due to spontaneous emission of level i (into level j). The total decay rate of a
level due to spontaneous emission is Gi := jGij = 1t , where t is the 
1
e
lifetime of state i. The case of
equal  indices in a  decay operator  (L[i,i])  corresponds to an additional  dephasing rate of level  i,
labelled gi. These rates are labelled gi instead of Gii to not confuse them with the total decay rate of
a state, Gi. gi are optional additional dephasing rates affecting only the coherences. gi could be due
to collisions, laser phase jitter, or other sources of decoherence. These additional dephasing rates are
labelled gi dephas in Fleischhauer’s review.
Define the decay/decoherence operators L[i,j].
Use gi instead of Gii.
i_, i_ : i;
Add a dephasing of the Rydberg levels.
_, L_, J_, F_, mF_ : Which
  53, 2 Ry,




Li_, j_ : IfstateLabeli, stateLabelj  0,
0, stateLabeli, stateLabelj2
2 j, i..i, j  i, i.  .i, i;
Define B[a’,a], the branching ratio to decay from level a’ to level a.
Bp_, Lp_, Jp_, Fp_, mFp_, _, L_, J_, F_, mF_ :
Which
AbsFp  F  1 AbsmFp  mF  1, 0,
, L  p, Lp, 0,
True, ThreeJSymbolF, mF, 1, mF  mFp, Fp, mFp
2 Fp  1 2 F  1 SixJSymbolJ, F, 3  2, Fp, Jp, 1
2
2 Jp  1

Define the decay operator.
_, L_, J_, F_, mF_, p_, Lp_, Jp_, Fp_, mFp_ :
Which
AbsFp  F  1 AbsmFp  mF  1, 0,
, L, p, Lp  5, 1, 5, 0,
eg B, L, J, F, mF, p, Lp, Jp, Fp, mFp,
, L, p, Lp  53, 2, 54, 1,
ryry B, L, J, F, mF, p, Lp, Jp, Fp, mFp,
, L, p, Lp  53, 2, 5, 1,
rye B, L, J, F, mF, p, Lp, Jp, Fp, mFp,
, L, p, Lp  54, 1, 5, 1,
rye B, L, J, F, mF, p, Lp, Jp, Fp, mFp,
, L, p, Lp  53, 2, 5, 0,
ryg B, L, J, F, mF, p, Lp, Jp, Fp, mFp,
, L, p, Lp  54, 1, 5, 0,
ryg B, L, J, F, mF, p, Lp, Jp, Fp, mFp,
True, 0

Define the extra dephasing operator due to laser linewidths.
Ld : Table
IfLstateLabeli, stateLabelj  0, 0,
LstateLabeli, stateLabelj i, j, i, 1, n, j, 1, n

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L_, L_, J_, F_, mF_, p_, Lp_, Jp_, Fp_, mFp_ :
Which
, L, p, Lp  5, 1, 5, 0  , L, p, Lp  5, 0, 5, 1,
If, L, J, F, mF, p, Lp, Jp, Fp, mFp  0, p, 0,
, L, p, Lp  53, 2, 5, 1  , L, p, Lp  5, 1, 53, 2,
If, L, J, F, mF, p, Lp, Jp, Fp, mFp  0, c, 0,
, L, p, Lp  53, 2, 54, 1  , L, p, Lp  54, 1, 53, 2,
If, L, J, F, mF, p, Lp, Jp, Fp, mFp  0, rf, 0,
, L, p, Lp  53, 2, 5, 0  , L, p, Lp  5, 0, 53, 2, p  c,
, L, p, Lp  54, 1, 5, 1  , L, p, Lp  5, 1, 54, 1, c  rf,
, L, p, Lp  54, 1, 5, 0  , L, p, Lp  5, 0, 54, 1, p  c  rf,
True, 0

Add all decay terms up to find the total decay operator.
Ltotal  SumLi, j, i, 1, n, j, 1, n  Ld;
Differential equations
User-entered time evolution dr
dt
= - i@ H` , r` + L`
dot   @ H.  .H  Ltotal;
Format the differential equations to be solved and include the initial condition where all population
starts in the ground state.
We convert the generated expressions from the previous section into an index-less, time-dependent




i, j't  doti, j . i_, j_  i, jt,
Ifi  1 j  1  i  2 j  2  i  3 j  3 
i  4 j  4  i  5 j  5, i, j0  1  5, i, j0  0
,
i, 1, n, j, 1, n
 . i_, j_  ToExpression""  ToStringi  "a"  ToStringj 
Flatten;
solutionsWanted  Tablei, j, i, 1, n, j, 1, n . i_, j_ 
ToExpression""  ToStringi  "a"  ToStringj  Flatten;
Define quantities that are proportional to the susceptibilities on each transition, see C. S. Adams et
al., J. Phys. B: At. Mol. Opt. Phys. 44 (2011) 184020, Eq. 8 and 9: c = - 2 N d212@ e0 W r21 . So the
susceptibility  is  proportional to the transition dipole moment divided by the electric field of the















 stateLabelj, stateLabeli  p2 i, jt,
stateLabelj, stateLabeli,
i, FlattenPositionstateLabel, 5, 1, _, _, _,
j, FlattenPositionstateLabel, 5, 0, _, _, _
  Flatten, 1 &,
a_, coupling_ ; Notcoupling  0  a
 . i_, j_  ToExpression""  ToStringi  "a"  ToStringj 
Flatten
Numerical integration and thermal averaging












ryg  0 1.
78  106
,
p  2  1  106,
c  2  1  106,
rf  0,
Ry  0  2  0.1  106,
p  2  8.34  106,
@  PlanckConstantReduced  Joule Second,
c  2  1.41  106,





Define the thermal rms velocity, for a cell temperature of 90 degrees Celsius.
rmsvelSI  2 k Tm
Second
Meter . k  BoltzmannConstant, T  363.15 Kelvin,
m  ElementData"Rubidium", "AtomicMass" AMU  Convert, 1 &
265.812
The quantities we want to output are the total dispersion ∂Re{c}, the total absorption ∂Im{c}, and,





Im  probeSusceptibilityMatrixElements . myParams
Run the 52-level EIT calculation with Doppler integration. It is faster to solve the time dependent
problem than to find the steady state solution.
Final time 
t1  64  106
Define the method to do the time evolution of the system. The commented-out method was slower





"ExplicitRungeKutta", "DifferenceOrder"  4, "StiffnessTest"  False;
Define a base filename to use.
baseFileName  "52LevelEIT_20111209_006"
Save the parameters to a file.
PutmyParams, baseFileName  "_params"
Use NDSolve to numerically evolve the system for one combination of polarizations. The calcula-
tion is done twice, once for the experimental parameters, and once for zero coupling power. The
results can later be subtracted to simulate the lock-in detection used in the experiment. The Doppler
averaging is done in parallel, using the command “ParallelSum.”  
Solve the system for the experimental parameters, coupling light on.
myProbeSusceptibilityProbeDetuning_?NumericQ,
CouplingDetuning_?NumericQ : probeSusceptibilityt1 .
NDSolveeqns . 1  ProbeDetuning, 2  CouplingDetuning . myParams,
solutionsWanted, t, 0, t1, MaxSteps  100000, Method  myMethod1
sols  Table
Join 2  , ParallelSum
1201
u 
myProbeSusceptibility  k1 v, k2 v 
v2
u2 .
u  rmsvelSI, k1  2 
780.  109
, k2  2 
480.  109
, v, 600, 600, 1.0,
Method  "FinestGrained", , 2  40  106, 2  40  106, 2  1  106;
Export data (coupling light on)
ExportbaseFileName  ".dat", sols, "Table"
Putsols, baseFileName
Solve the system again for the experimental parameters, this time with the coupling light off.
myProbeSusceptibilityOnlyProbe
ProbeDetuning_?NumericQ, CouplingDetuning_?NumericQ :
probeSusceptibilityt1 . NDSolveeqns . 1  ProbeDetuning,
2  CouplingDetuning, c  2  0.0  106, rf  2  0.0  106 . myParams,
solutionsWanted, t, 0, t1, MaxSteps  100000, Method  myMethod1
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solsOnlyProbe  TableJoin 2  ,
ParallelSum 1201
u 
myProbeSusceptibilityOnlyProbe  k1 v, k2 v 
v2
u2 .
u  rmsvelSI, k1  2 
780.  109
, k2  2 
480.  109
, v, 600, 600, 1.0,
Method  "FinestGrained", , 2  40  106, 2  40  106, 2  1  106;
Export data (coupling light off)
ExportbaseFileName  "_bg.dat", solsOnlyProbe, "Table"
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