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Abstract
The incorporation of graphitic compounds such as carbon nanotubes (CNTs) and graphene into nano-
electronic device packaging holds much promise for waste heat management given their high thermal conduc-
tivities. However, as these graphitic materials must be used in together with other semiconductor/insulator
materials, it is not known how thermal transport is affected by the interaction. Using different simulation
techniques, in this thesis, we evaluate the thermal transport properties – thermal boundary conductance
(TBC) and thermal conductivity – of CNTs and single-layer graphene in contact with an amorphous SiO2
(a-SiO2) substrate.
First, the theoretical methodologies and concepts used in our simulations are presented. In particular,
two concepts are described in detail as they are necessary for the understanding of the subsequent chapters.
The first is the linear response Green-Kubo (GK) theory of thermal boundary conductance (TBC), which
we develop in this thesis, and the second is the spectral energy density method, which we use to directly
compute the phonon lifetimes and thermal transport coefficients.
After we set the conceptual foundations, the TBC of the CNT-SiO2 interface is computed using non-
equilibrium molecular dynamics (MD) simulations and the new Green-Kubo method that we have developed.
Its dependence on temperature, the strength of the interaction with the substrate, and tube diameter are
evaluated. To gain further insight into the phonon dynamics in supported CNTs, the scattering rates are
computed using the spectral energy density (SED) method. With this method, we are able to distinguish
the different scattering mechanisms (boundary and CNT-substrate phonon-phonon) and rates. The phonon
lifetimes in supported CNTs are found to be reduced by contact with the substrate and we use that lifetime
reduction to determine the change in CNT thermal conductivity.
Next, we examine thermal transport in graphene supported on SiO2. The phonon contribution to the
TBC of the graphene-SiO2 interface is computed from MD simulations and found to agree well with exper-
imentally measured values. We derive the theory of remote phonon scattering of graphene electrons and
compute the heat transfer coefficient dependence on doping level and temperature. The thermal boundary
conductance from remote phonon scattering is found to be an order of magnitude smaller than that of the
ii
phonon contribution.
The in-plane thermal conductivity of supported graphene is calculated from MD simulations. The exper-
imentally measured order of magnitude reduction in thermal conductivity is reproduced in our simulations.
We show that this reduction is due to the damping of the flexural (ZA) modes. By varying the interaction
between graphene and the substrate, the ZA modes hybridize with the substrate Rayleigh modes and the
dispersion of the hybridized modes is found to linearize in the strong coupling limit, leading to an increased
thermal conductance in the composite structure.
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Chapter 1
Introduction
1.1 Heat Dissipation Problem
With the progress of miniaturization, transistors have become smaller in pursuit of faster and more com-
pact processors. However, as the physical size of the transistor decreases, the power density in integrated
circuits (ICs) must increase and thus, the available area for power dissipation in integrated circuits must
also decrease. To accommodate the increasing power density, one must then allow for a higher thermal
budget. On the other hand, a higher thermal budget can compromise the thermal stability of the device
unless measures are taken to ensure that the generated waste heat is properly managed. One strategy of
managing this waste heat is to modify the design of the transistor and its surrounding packaging, and to
use thermally conductive materials which can help to transport heat away from regions of localized Joule
heating [1]. Carbon nanotubes (CNTs), graphene and other low-dimensional materials have been suggested
as ‘potential thermal management candidates for future package applications’ [2] on account of their high
thermal conductivity values. Yet this suggestion rests on the assumption that CNTs and graphene retain
their high thermal conductivity when they are incorporated into composite structures or supported on a
substrate. Also, the use of these materials can only be feasible if the thermal resistance at the interface
between these graphitic materials and the surrounding medium is not excessively large.
1.2 Graphene and Carbon Nanotubes
1.2.1 Introduction
The discovery of CNTs was first announced by Iijima in his seminal 1991 paper [3]. It took thirteen years
before the experimental confirmation of the existence of single-layer graphene by Novoselov and co-workers
was demonstrated in 2004 [4]. The two discoveries have stimulated an enormous amount of subsequent
research into the fundamental physical phenomena of one and two-dimensional structures. Some of these
include 1D Luttinger liquid behavior in CNTs [5] and the quantum Hall effect in graphene [6]. For more
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examples of the fundamental physics, many excellent reviews of the basic science of graphene [7, 8, 9] and
CNTs [10, 11, 12] can be found in the existing literature.
At the more practical level, intense research into possible post-silicon electronic applications of CNTs and
graphene has been conducted because of their attractive electrical and thermal transport properties. Some
of these attractive properties include high carrier mobilities, high current densities [13] and high thermal
conductivities [14, 15]. As CNTs have been around for longer, the range of electronic applications for it
is larger. Some of these applications include flat panel displays [16, 17], thin film audio devices [18] and
nanoscale antennas [19, 20]. While graphene is relatively new, it has been proposed as a candidate material
for logic [21, 22] and radio-frequency electronic devices [23, 13].
1.2.2 Lattice Structure
Carbon nanotubes and graphene are allotropes of graphite. Graphene is essentially a monolayer of graphite,
a single sheet of hexagonally-arranged sp2-bonded carbon atoms (see Fig. 1.1) while a CNT is a rolled-
up version of graphene. To understand the lattice structure of CNTs, we first need to look at the lattice
structure of graphene.
In the graphene lattice as shown in Fig. 1.1, each primitive unit cell contains two equivalent basis
atoms, and the corresponding unit vectors of the lattice a1 and a2 are defined as a1 = (
√
3
2 d,
1
2d) and
a2 = (
√
3
2 d,− 12d) where d = 1.42 A˚ is the C-C bond length. The CNT lattice can be constructed by rolling
up the graphene along the chiral vector Ch, which can be expressed as a linear sum of the unit vectors i.e.
Ch = na1+ma2. Since the structure of the CNT depends on the orientation of Ch, we label the CNT with
the indices (n,m). This pair of indices is not unique because the lattice has C6 (6-fold rotational) symmetry.
Take the chiral vector (3, 0) as an example. The CNTs rolled up in the (3,−3), (0,−3), (−3, 0), (−3, 3) and
(0, 3) direction are equivalent to the (3, 0) CNT. To ensure that the indices are unique, we set the condition
n ≥ m ≥ 0.
In Fig. 1.1, as an example, the chiral vectorCh = 4a1+2a2, orCh = (4, 2) for short, and its corresponding
translational vector T = (4,−5) are shown in blue, and they define the unit cell (in blue) of the (4,2) CNT.
The chiral and translational vectors of the (3,3) CNT are also shown in purple. The CNT is constructed by
rolling up the unit cell along Ch so that the line OB aligns with AB′. We can also define the chiral angle
as the angle θ between a1 and Ch with |θ| ≤ 30◦. Armchair (θ = 30◦) and zigzag (θ = 0◦) CNTs have the
highest symmetry and are called ‘achiral’ CNTs. Other CNTs are commonly referred to as ‘chiral’ CNTs.
The thermal conductivity of carbon nanotube has been theorized and measured to be
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1.3 Thermal Transport Concepts
In nanoscale devices, the dissipation of waste heat is determined by thermal conduction within and from
the material. Heat can be conducted laterally within the material away from the Joule-heated region and
also across the interface of the material and the surrounding medium. Thus, the rate at which the waste
heat is removed is determined by the thermal conductivity of the device material and the thermal boundary
conductance of the interface. In this section, we will explain briefly the concepts of thermal conductivity
and thermal boundary conductance.
1.3.1 Thermal Conductivity
Thermal conduction through a solid material is usually modeled on the basis of Fourier’s law that relates
the local heat flux Q to the local temperature gradient ∇T
Q = −κ∇T (1.1)
where κ is the thermal conductivity and has the units of [Wm−1K−1]. We have a minus sign in front of κ
in Eq. (1.1) which implies that heat flows in the direction opposite to that of the temperature gradient i.e.
heat flows from the hotter to the colder regions of the solid. The expression in Eq. (1.1) was first derived
by Joseph Fourier (1768-1830) and represents a phenomenological theory of heat conduction in which heat
flows via the diffusion of some energy carriers. As Eq. (1.1) is only an empirical description of heat flow, it
neither explains how thermal energy is transported nor gives an account of why the value of κ differs from
one material to another. Also missing from Fourier’s law is the atomicity of the material as well as the
nature of the energy carrier. As such, more levels of conceptual sophistication must be incorporated into
the theory provide a more secure theoretical underpinning.
The atomicity of matter can be described by classical and quantum mechanical statistical mechanics.
Although satisfactory atomistic theories of thermal conduction may be constructed for bulk material [24],
where we may assume isotropy and material/structural homogeneity, a less coarse-grained approach is needed
for thermal transport at the nanoscale, especially in cases where low-dimensional structures are used.
1.3.2 Thermal Boundary Conductance
A less well-known phenomenon where thermal conduction may differ from Fourier’s law is when we have heat
flowing across the boundaries of two materials. The question that immediately comes to mind is: does the
heat flux encounter any resistance when it crosses the interface? Fourier’s law offers us no clear conceptual
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guidance as to how this question should be answered. Experimentally, it has been observed that when
there is heat flow across the boundary of two media, these is an interfacial temperature drop as a result of
the thermal resistance associated with the interface. This thermal resistance is also known as the thermal
bounary resistance (TBR) or the Kapitza resistance [25, 26]. The inverse of the Kapitza resistance is known
as the Kapitza conductance or thermal boundary conductance (TBC), and it is defined as the as the ratio
of the power per unit area flowing across that interface P to the temperature drop at the interface, ∆T or
P = −g∆T . (1.2)
Like Eq. (1.1), the expression in Eq. (1.2) is also an empirical description of the thermal conduction phe-
nomenon at interfaces, and it neither offers guidance of how one can determine the value of −g nor explains
the physics of g.
The eponymous Kapitza resistance was first discovered by Kapitza who reported his measurement of
the temperature drop at the interface of liquid helium and the substrate when there is heat flow across
the interface [25]. This phenomenon of the boundary temperature discontinuity has also been observed in
solid-solid interfaces [27]. A model, now called the acoustic mismatch model (AMM), was suggested by
Khalatnikov [28] to explain the thermal resistance of the interface. The AMM assumes that the thermal
resistance is due to phonon boundary resistance and that phonon are scattered because of the difference in
acoustic impedance. Another theory put forward is the diffuse mismatch model (DMM) which assumes that
all phonons incident upon the interface are scattered diffusely [26]. In general, the predictions of the DMM
are in better agreement with measurements. Nonetheless, in either case, we assume that the energy carriers
are phonons. In reality, it is possible for energy to be transferred from one carrier type to another at the
interface. For example, when a metal is in contact with an dielectric insulator [29], the metal electrons can
be scattered by the phonons in the insulator, leading to energy exchange between the two sides.
1.4 Organization of Thesis
In this thesis, we investigate the thermal conductivity and thermal boundary conductance of CNT and
graphene supported on a-SiO2. Different methods are used in this thesis and the reader should be forewarned
that not all the techniques developed in Chapter 2 of this thesis are applied in every chapter.
In Chapter 2, we explain the theoretical concepts used in the subsequent chapters. The linear response
theory of thermal boundary conductance is derived in some detail. Equilibrium and non-equilibrium MD
methods are described briefly. We then show how the spectral energy density of an armchair CNT can be
4
computed from velocity history of the atoms.
In Chapter 3, we study the atomistic details of the CNT-substrate thermal boundary conductance using
the MD method. The dependence on temperature, CNT-substrate interaction strength and diameter is
computed. The material presented here are largely derived from Refs. [30] and [31].
In Chapter 4, we use the spectral energy density method to compute the phonon mode lifetimes in
isolated and supported CNTs. By comparing the difference in phonon lifetimes, we are able to extract
the thermal conductivity and thermal boundary conductance of supported CNTs as well as the substrate
scattering rates of the CNT phonon modes. The contents of this chapter are based on a manuscript in
preparation, in collaboration with J. Shiomi [32].
In Chapter 5, we compute the thermal boundary conductance of graphene supported on a-SiO2. The
phonon-phonon, electron-phonon and near-field radiative components of the thermal boundary conductance
are computed. We compare the relative size of the different components. The contents of this chapter are
based on a manuscript in preparation [33].
In Chapter 6, we compute the thermal conductivity of isolated and supported monolayer graphene. We
show how contact with the substrate leads to a hybridization of the graphene flexural phonon modes with
the substrate surface modes. The consequences of this hybridization for thermal conduction is examined.
The contents of this chapter are based on a manuscript which has been submitted [34].
The final chapter, Chapter 7, summarizes the findings and conclusions from Chapters 3 to 6. Recom-
mendations for possible future extensions to the work in this thesis are given.
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Figure 1.1: Honeycomb lattice of a graphene sheet. The red arrows a1 and a2 are the lattice symmetry
vectors. Any translational vector can be expressed as a linear sum of a1 and a2. The blue chiral (Ch = (4, 2))
and translational (T) vectors define the unit cell of a (4,2) chiral CNT. The purple chiral (Ch = (3, 3)) and
translational (T) vectors define the unit cell of a (3,3) armchair CNT.
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Chapter 2
Methodology
2.1 Review of Molecular Dynamics
In this section, we will review the technique of molecular dynamics (MD)simulations which forms the work
horse of our study of interfacial thermal transport. Molecular dynamics simulations have been used since the
late 1950’s with the pioneering work by Alder and Wainwright [35, 36]. With the advance of computational
technology, the use of MD simulations has become increasingly popular in a wide range of fields. One reason
for the popularity of the MD method is that one is able to include atomistic details in the simulations.
This is particularly important when one needs to take into account the effect of the arrangement of the
atoms or the type of interactions between the atoms on the physical properties of the system. In effect, by
modifying these details, one can perform ‘virtual’ experiments on the computer. Another advantage of using
MD methods is that one is freed from having to make a priori assumptions about the statistical nature of
the system which furnishes one with the physical phenomenon of interest. Instead, one simulates the system
and then infers the macroscopic quantities of interest, such as the thermal conductivity or local temperature,
from the statistical data of the simulation. One can also extract microscopic quantities such as the mode
lifetimes and radial distribution functions. Of course, the determination of these micro and macroscopic
quantities from the statistical data must be made on the basis of statistical physics principles.
2.1.1 What is MD?
In essence, MD simulations are a form of computer simulations in which atoms are usually modeled as
point-like particles and quantum effects are effectively neglected. In classical MD, the time dependence of
the system is governed by classical mechanics. Thus, for a system of N atoms, their equations of motion are
determined by the Hamiltonian H
H = T + U (2.1)
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where T is the kinetic energy of the system and U is the interatomic potential which governs interactions
between the atoms in the system. It should be remarked that, apart from the arrangement of the atoms in
the system, the uniqueness of the system at hand is primarily determined by the U . Given the Hamiltonian
in Eq. (2.1), the equations of motion are
q˙i =
∂H
∂pi
(2.2a)
p˙i = −∂H
∂qi
(2.2b)
where qi and pi are the generalized coordinate and momentum of the ith atom. The equations in Eq. (2.2)
are solved on computers numerically to simulate the dynamics of the system of atoms. The trajectories of
the atoms are determined and physical properties of the material can be inferred from the statistical analyses
of the trajectories. For example, the instantaneous heat flux can be constructed from the atomic coordinates
and momenta, and its time autocorrelation function can be used to determine the thermal conductivity
of the material. Our MD simulations were largely carried out using a modified version of the LAMMPS
(Large-scale Atomic/Molecular Massively Parallel Simulator) [37] MD package.
2.2 Linear Response Theory of Thermal Boundary Conductance
In this section, we present a brief derivation of the linear response theory (LRT) for interfacial thermal
transport following the treatment given in Refs.[24, 38, 39]. The thermal boundary conductance is expressed
as the integral of the time autocorrelation function of the interfacial heat flux. The classical derivation
of the TBC is given first followed by the quantum formulation. As MD simulations involve only classical
mechanics, we discuss the relationship between the classical and the quantum version of the TBC, and how
the quantum TBC can be approximated with the classical TBC. The following derivation presupposes that
the reader has some knowledge of Hamiltonian mechanics and the Liouville equation.
2.2.1 Classical Derivation
Let f (N)(q,p, T ) be the distribution function, which determines the probability of the configuration in phase
space of an N -atom system, where q and p are the generalized coordinates and momenta of the N atoms,
and T is the thermodynamic temperature of the system. In general, when the system is in equilibrium, f (N)
can be written as
f (N) = C exp
[
H(q,p)
kBT
]
. (2.3)
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where C is the normalization constant, H is the Hamiltonian of the system and kB is the Boltzmann constant.
Let us suppose there is a subset of the N -atoms, which we call S, with a clear interface between it and the
rest of the system which we denote as B. Let us also suppose that S is at a higher temperature T + δT
while B remains at temperature T . Then the local probability distribution in S is
f = CS exp
[
− h∆V
kB(T + δT )
]
≈ CS exp
[
−h∆V
kBT
(
1− δT
T
)]
(2.4)
where CS is the normalization constant, h is the local energy density and ∆V is the local volume. Equation
(2.4) suggests the temperature difference leads to a perturbing Hamiltonian of the form
H ′(t) ≈ −
∫
S
h(r(t))
δT
T
dV (2.5)
where h(r(t)) should be interpreted as the local energy density when the system is at equilibrium. The
integration is to be taken over the volume of S. Hence, the total Hamiltonian can be written as
H = H0 +H ′(t) (2.6)
where H0 is the unperturbed Hamiltonian.
Under the perturbation given in Eq. (2.5), the local distribution can be written as the sum of its equi-
librium and non-equilibrium parts,
f (N) = f (N)0 + f
(N)
1 , (2.7)
and the linearized Liouville equation for f (N) is
∂f
(N)
1
∂t
=
{
H0, f
(N)
1
}
+
{
H ′, f (N)0
}
(2.8)
where {. . . , . . .} is the Poisson bracket. Equation (2.8) can be simplified to
∂f
(N)
1
∂t
= −iΓ0f (N)1 −
f
(N)
0 δT
kBT 2
∫
S
∂h(r(t))
∂t
dV
where Γ0 is the Liouville operator for H0. Using the local conservation of energy ∂h∂t +∇ · j = 0 (where j is
the local heat flux) and the divergence theorem, we obtain the equation
∂f
(N)
1
∂t
= −iΓ0f (N)1 +
f
(N)
0 δT
kBT 2
∫
∂S
j · nˆdA = −iΓ0f (N)1 +
f
(N)
0 δT
kBT 2
Q (2.9)
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where Q is the total heat flux integrated over the closed surface ∂S. Note that Q is related to the change in
the energy of S via the relation Q+ ∂ES∂t = 0 where ES =
∫
S
h(r(t))dV , and that Q is defined to be positive
when there is a net energy outflux from S. The formal solution of Eq. (2.9) is
f
(N)
1 (t, r,p) =
δT
kBT 2
∫ t
−∞
e−i(t−t
′)Γ0f
(N)
0 (r,p)Q(r,p)dt
′ . (2.10)
Given the perturbed distribution in Eq. (2.10), the total surface heat flux at time t is
〈Q(t)〉 =
∫ ∫
Q(r,p)f (N)(t, r,p)drdp
=
1
kBT 2
∫ t
−∞
dt′
∫ ∫
Q(r,p)e−i(t−t
′)Γ0f
(N)
0 (r,p)Q(r,p)drdp
=
δT
kBT 2
∫ t
−∞
〈Q(t′)Q(t− t′)〉dt′
=
δT
kBT 2
∫ ∞
0
〈Q(t′)Q(0)〉dt′ (2.11)
where 〈. . .〉 is defined as the ensemble average and given by
〈. . .〉 =
∫ ∫
. . . f (N)(t, r,p)drdp . (2.12)
We note that 〈Q(t)〉 loses its dependence on t in Eq. (2.11), as expected. In this case, we will write 〈Q(t)〉
as 〈Q〉. Therefore, 〈Q〉 can be expressed in terms of a time integral of the ensemble-averaged surface heat
flux autocorrelation function.
Given the relationship between the power per unit area J and the total surface flux Q
P = Q/A , (2.13)
where A is the area of the interface, and using the relationship in Eq. (1.2), we arrive at the expression for
the thermal boundary conductance
g =
1
AkBT 2
∫ ∞
0
dt〈Q(t)Q(0)〉 . (2.14)
Here, we should point out that Eq. (2.14) is similar to the commonly given Green-Kubo expression for
thermal conductivity
κ =
1
3V kBT 2
∫ ∞
0
dt〈J(t) · J(0)〉 . (2.15)
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If we use the analogy between thermal boundary conductance and thermal conductivity, then it is straight-
forward to obtain the expression in Eq. (2.14).
2.2.2 Quantum Corrections
In Eq. (2.14), the TBC is expressed as the time integral of the classical interfacial heat flux correlation.
However, the classical theory must be incomplete because the dynamics of the classical system are determined
by the Liouville equation in Eq. (2.8) whereas, in reality, at the statistical level, the system is quantum and
its dynamics are determined by the time evolution of the density matrix ρ. Also, the occupation of the modes
is different in the quantum statistics [39]. Given that we are dealing with phonons, the occupation factor is
that of Bose-Einstein in the quantum case. However, in molecular dynamics, it is impossible to incorporate
Bose-Einstein statistics in the simulations, and the occupation factor is that of Maxwell-Boltzmann [40].
This difference in statistics leads a significant difference in the occupation factor of mode ν especially
when the corresponding modal energy is comparable to or greater than kBT . If high frequency modes
contribute significantly to interfacial thermal transport, the TBC values obtained from MD simulations may
overestimate the actual TBC values as a result of the over-occupation of the high frequency modes. Therefore,
it is important for us to understand the limitations of determining the TBC from MD simulations. Instead
of trying to determine the modal contributions to interfacial thermal transport, we examine the formula for
the TBC in Eq. (2.14) and try to understand how well it approximates the actual TBC.
By simply replacing the classical corelation function with its quantum counterpart, the quantum version
of Eq. (2.14) ought to be, according to Refs. [41, 39],
gq =
1
AkBT 2
∫ ∞
0
CqQQ(t) (2.16)
where
CqQQ(t) = 〈Q(t);Q(0)〉q (2.17)
is the quantum canonical correlation function and 〈a; b〉qm is defined as
〈a; b〉q = 1
β
∫ β
0
dξ Tr[ρ exp(ξH)a exp(−ξH)b] , (2.18)
and β and ρ are the inverse temperature and the density matrix of the system at equilibrium respectively; a
and b are dynamic operators. Although Eq. (2.16) is similar to Eq. (2.14), it differs from the latter through
the form of the correlation function that is in the integral. In the classical limit, where h¯→ 0, the quantum
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canonical correlation function in Eq. (2.16) can be replaced by its classical counterpart
〈a; b〉c =
∫
Γ
dqdp exp [−βH(q,p)] ab∫
Γ
dqdp exp [−βH(q,p)] (2.19)
and Eq. (2.16) is equivalent to eq (2.14). When T À TD, where TD is the Debye temperature, the discrepancy
between the quantum canonical correlation function and the classical correlation function is insignificant.
However, when that condition no longer holds, it is important to know the relationship between the quantum
canonical correlation function and its classical counterpart. In Ref. [41], a harmonic analysis is employed by
Che et al. to examine the quantum correlation function. For completeness, we repeat their derivation.
Firstly, let us define the symmetrized quantum mechanical correlation function, based on a quantum
anticommutator [. . . , . . .]+, i.e.
C ′AB(t) =
1
2
〈A(t)B(0) +B(0)A(t)〉 = 〈[A(t), B(0)]+〉
2
, (2.20)
where A and B are some dynamical operators. The relation between the quantum canonical correlation
function and the symmetrized quantum correlation function is
C˜qQQ(ω) =
2
βh¯ω
tanh
(
βh¯ω
2
)
C˜ ′QQ(ω) (2.21)
where the tilde represents the Fourier transform of the respective functions. Generalizing the definition of
the TBC to include frequency dependence, we can write the frequency-dependent TBC as
gq(ω) =
1
2AkBT 2
∫ ∞
−∞
CqQQ(t) exp(iωt)dt =
1
2AkBT 2
C˜qQQ(ω) (2.22)
i.e. the frequency-dependent TBC is proportional to the Fourier transform of the quantum canonical cor-
relation function of the interfacial heat flux. Substituting Eq. (2.21) into Eq. (2.22), we obtain the exact
expression of the frequency-dependent TBC in terms of the symmetrized quantum correlation function:
gq(ω) =
1
2AkBT 2
2
βh¯ω
tanh
(
βh¯ω
2
)
C˜ ′QQ(ω) . (2.23)
One advantage of using the symmetrized quantum correlation function is that it is explicitly symmetric like
the classical correlation function so that the order of the operators in Eq. (2.20) does not matter. However, in
writing the TBC in terms of the former, the integral in Eq. (2.23) acquires a cumbersome tanh(. . .) prefactor
in front of it. To establish the connection between C ′ and the classical correlation function CcQQ, we make
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use of the harmonic mapping method [41], which is only exact for harmonic systems,
C˜ ′QQ(ω) =
βh¯ω
2
coth
(
2
βh¯ω
)
C˜cQQ(ω) . (2.24)
Therefore, on substituting Eq. (2.24) into Eq. (2.23) and taking the zero frequency limit, the tanh(. . .) is
factored out, and we have
gq(0) =
1
AkBT 2
∫ ∞
0
dtCcQQ(t) (2.25)
which is exactly the same as Eq. (2.14). This exact correspondence between Eqs. (2.14) and (2.25) holds
only for harmonic systems and we have disregarded any anharmonic effects. A similar result has also
been obtained for vibrational relaxation [42], where both the full quantum relaxation rate and full classical
relaxation rate are the same for a single harmonic oscillator coupled to a bath of harmonic oscillators.
Therefore, the TBC, as calculated using MD simulations and the Green-Kubo formula in Eq. (2.14), does
take into account quantum statistics albeit at the expense of neglecting the anharmonic effects.
2.3 Non-equilibrium Molecular Dynamics Simulation
So far, we have described how the thermal boundary conductance can be computed from the autocorrelation
function of the interfacial heat flux in equilibrium MD simulations. The result is exact in the limit of a
vanishingly small temperature drop at the interface. However, in real structures, the temperature drop at
the interface is finite and the system is at non-equilibrium. Hence, it is advantageous for us to consider non-
equilibrium methods. In this section, we will review two methods of non-equilibrium molecular dynamics
(NEMD) simulation used to study interfacial thermal transport. Our NEMD methods involve driving the
system out of equilibrium by creating a spatially non-uniform temperature distribution.
2.3.1 Transient Method
In the commonly used transient method [43, 44, 45], the CNT or the graphene is actively thermostatted at
a higher temperature T +∆T while the surrounding atoms in the substrate are heated at T to create a fixed
initial temperature jump of ∆T and drive the system out of equilibrium. The temperature difference between
the system (CNT or graphene) and its surrounding then decays exponentially as the system approaches
equilibrium i.e. ∆T (t) = ∆T (0) exp(−t/τ) where τ is the characteristic decay time. The temperature decay
is analogous to the potential difference from a RC circuit. It also mimics the photo-excitation of the target
system through a laser pulse [46, 47] and its subsequent vibrational energy relaxation and transfer into its
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Figure 2.1: (a) Schematic of the non-equilibrium simulation. The body in red represents the CNT at
temperature T + δT while the blue body represents its environment at temperature T . (b) When the
thermostatting is turned off, the temperature difference ∆T decays exponentially. This decay is analogous
to the discharge of a RC circuit. The ‘resistor’ is the thermal resistance of the interface and the ‘capacitor’
is the heat capacity of the carbon nanotube. The environment is assumed to be ‘grounded’.
environment.
From the decay time τ , we can determine the thermal boundary conductance of the system. It is
τ =
C
g
(2.26)
where C is the classical heat capacity per units area (length) and g is the TBC per unit area (length).
Equation (2.26) provides us an alternative method to compute the TBC. Unlike Eq. (2.14), this is a non-
equilibrium method and the TBC values calculated using either methods may not necessarily agree. We use
a lumped thermal ‘capacitance’ in Eq. (2.26) which implicitly amounts to the assumption that the phonon
modes in the system are in quasi-equilibrium with one another when heat is being transferred across the
interface from the system to its environment. This quasi-equilibrium can only be established if the internal
energy transfer rate between the phonon modes through phonon-phonon scattering is much more rapid than
the rate of energy transfer from the system to its environment. In other words, the thermal resistance
between phonon modes should be much smaller than the thermal resistance of the interface. If there is
some particular region in the phonon spectrum of the system that is strongly coupled to the environment,
then the lumped capacitance approximation does not hold. Also, another limitation is that the occupation
of the high-frequency modes in classical MD simulations is Maxwellian rather than Bose-Einstein. Hence,
it is possible for the high-frequency modes to be over-populated and over-contribute to interfacial thermal
transport.
14
2.3.2 Steady State Method
In non-equilibrium MD simulations of thermal transport, a temperature discontinuity at the interface ∆T
or a temperature gradient dTdz is imposed on the system by continuous thermostatting of selected regions,
in contrast to the transient approach in Sec. 2.3.1. This simulates the non-equilibrium situation when the
system (CNT or graphene) is being continuously heated by some source (e.g. through electron-phonon
scattering) and dissipating it into the substrate. This approach is analogous of the connection of a simple
resistor to a voltage source.
The temperature discontinuity or gradient is usually achieved by velocity rescaling in which the velocities
of selected atoms are rescaled such that
vnew = vold
(
1 +
Q
Ek
)1/2
(2.27)
where vnew and vold are the velocities after and before the scaling respectively, and Ek is the total kinetic
energy of the atoms in the selected region. The velocity rescaling is performed at regular time intervals of
∆t to ensure that
Ek =
∑
i
1
2
miv
2
i,new =
3
2
NkBT (2.28)
where N is the number of atoms in the selected region, kB is the Boltzmann constant and T is the desired
temperature. At steady state, the time-average of Q is a constant and hence, 〈Q〉/∆t represents the average
rate of energy change. Dividing by the interfacial area A, we obtain the expression for the flux
J =
〈Q〉
A∆t
. (2.29)
Therefore, the desired temperature transport coefficient – the thermal boundary conductance g or the thermal
conductivity κ – is g = |J/∆T | or κ = |J/dTdz |.
2.4 Equilibrium Molecular Dynamics Simulation
Although we can use the NEMD methods to compute the TBC, there are disadvantages to the method. One
of them is the large temperature inhomogeneity within the simulated system needed to create a discernible
heat flow. In our simulations, we are dealing with nanometer-size systems. Suppose we have a 10 K drop
over 10 nm. Then the average temperature gradient is 107 K/m, which is very large, and the system may
not be in the linear response regime. Hence, if we want to work strictly in the linear response regime, it is
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necessary to have an alternative to the NEMD methods described in the previous section so that we can
compare the accuracy of the NEMD methods with that of equilibrium molecular dynamics (EMD) method.
As mentioned earlier, high-frequency phonon modes are over-populated in classical MD simulations and
they may over-participate in interfacial thermal transport. We have shown that the Green-Kubo method of
computing the TBC in MD has the advantage of being exact, if anharmonicity is neglected, even when the
statistics are different. Hence, using the EMD method allows us to at least partially ameliorate the problems
of performing a classical simulation.
To employ the EMD method, we need to use Eq. (2.14). However, although Eq. (2.14) gives us the
formal expression for the TBC in terms of the autocorrelation function of the interfacial heat flux, we still
have to reduce it to the form where it can be implemented on the computer. To do that, we need an explicit
expression for the interfacial heat flux Q. We will derive the expression for the interfacial heat flux here
below.
2.4.1 Atomistic Expression for Interfacial Heat Flux
For simplicity in our derivation, we only consider the 1-dimensional case and assume pairwise interactions
between atoms. Let the Hamiltonian of the system be
H =
N∑
i=1
p2i
2mi
+
N∑
i=1
N∑
j=i+1
Vij =
N∑
i=1
p2i
2mi
+
1
2
N∑
i=1
N∑
j=1
(Vij − δijVii) =
N∑
i=1
Hi (2.30)
where mi and pi are the mass and momentum of the i-th atom and Vij is the interaction potential energy
between the i-th and j-th atoms. The energy of the i-th atom is given by
Hi = p
2
i
2mi
+
1
2
N∑
j=1
Vij (2.31)
For convenience, we set Vii the self-energy of the i-th atom equal to zero. The time derivative of Hi can be
obtained by taking its Poisson bracket with H
dHi
dt
= {Hi,H} =
N∑
j=1
(
∂Hi
∂qj
H
∂pj
− ∂Hi
∂pj
H
∂qj
)
. (2.32)
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Substituting eqs. (2.30) and (2.31) into Eq. (2.32) and using the relationship q˙j = ∂H∂pj , we evaluate the
expression in Eq. (2.32) to be
∂Hi
∂t
=
N∑
i=1
[
q˙j
∂Hi
∂qj
− ∂H
∂qj
δijpj
mj
]
=
N∑
i=1
q˙j
∂Hi
∂qj
− pi
mi
N∑
i=1
∂Hj
∂qi
= −
N∑
i=1
Qij (2.33)
where we have defined Qij , the energy flux from the i-th atom to the j-th atom, as
Qij = q˙i
∂Hj
∂qi
− q˙j ∂Hi
∂qj
. (2.34)
Note that Qij = Qji and Qii = 0 as expected. The partial derivatives in Eq. (2.34) are evaluated as
∂Hi
∂qj
=
∂
∂qj
(
1
2
N∑
k=1
Vik
)
=
1
2
∂Vij
∂qj
=
1
2
fij (2.35)
where 12fij is the force exerted by atom i on atom j. There is a factor of
1
2 because of the way we divide up
the interaction energy between the atoms in Eq. (2.31). Thus, Eq. (2.34) becomes
Qij = −12 (q˙ifij − q˙jfji) = −
1
2
(q˙i + q˙j) fij . (2.36)
Therefore, the total energy flux from a group of atoms A to another group of atoms B is
QA→B = −12
∑
i∈A
∑
j∈B
Qij = −12
∑
i∈A
∑
j∈B
(q˙i + q˙j) fij . (2.37)
We note that the expression in Eq. (2.37) has the familiar form of force × velocity equal the rate of work
done. Using Eqs. (2.11) and (2.37), we can determine the TBC of the interface from MD simulations.
2.4.2 Time Autocorrelation Functions
In statistical physics, transport coefficients, such as thermal conductivity and diffusivity, can be expressed in
terms of a time integral of an ensemble-averaged time autocorrelation function (TACF) of some particular
physical variable. For example, as we have seen earlier, the thermal conductivity of an isotropic material κ
is
κ = lim
τ→∞
V
3kBT 2
∫ τ
0
dt〈j(t) · j(0)〉 (2.38)
where j(t) is the heat flux at time t and 〈j(t) · j(0)〉 is the TACF of j with itself. In MD simulations, we can
only estimate the TACF because of the finite duration of the simulation as a results of limited computational
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resources. Also, the integral in Eq. (2.38) can never be evaluated in the τ →∞ limit. However, because the
TACF usually decays to zero asymptotically with some characteristic time τC , the former can be evaluated
over some finite time span τ to obtain a meaning numerical value, provided that τ À τC .
2.5 Phonon Spectral Energy Density
In this section, we describe the technique of computing the phonon spectral energy density which has
been derived and formulated by others [48, 49, 50, 51, 52]. In an ideal, purely harmonic system, in the
absence of phonon-phonon scattering, sharp zero-linewidth peaks can be seen in the phonon spectral energy
density. However, linewidth broadening as well as frequency shifts of the peaks are typically seen in real
systems as a result of temperature-dependent anharmonic effects, due to phonon-phonon scattering, and
mechanical coupling to external degrees of freedom [48]. Thus, studying these linewidth broadening and
shifts provides insights into the detail of the interactions between the carbon nanotube/graphene and its
external environment. Indeed, phonon-mediated heat dissipation between a nanotube (or graphene sheet)
and its substrate requires vibrational coupling between nanotube/graphene phonon modes and those of the
substrate. The coupling between the modes is reflected in the broadening of the peaks and the latter enables
us to identify the relative contributions of the phonon modes in the nanotube/graphene that mediate energy
transfer to and from the substrate.
2.5.1 General Theory
In the crystal, the velocity of the b-th atom of the unit cell in the α-th direction can be expressed as a linear
superposition of phonon modes of different wave vector k and polarization ν [53]:
u˙b,α(nx,y,z, t) =
1√
mbNT
∑
k
∑
ν
eb,α(k, ν) exp[−ik · r(nx,y,z)]q˙(k, ν, t) (2.39)
where mb is the mass of the b-th atom, NT is the number of units cells in the crystal, eb,α(k, ν) is the
eigenvector component of the (k, ν) mode, nx,y,z is the unit cell index, r(nx,y,z) is the equilibrium position
of the unit cell, and q(k, ν, t) is the normal coordinate of the (k, ν) mode. The Fourier transform of Eq. (2.39)
with respect to position and time is
FFT [u˙b,α] =
1
NT
NT∑
nx,y,z
exp[ik · r(nx,y,z)] 1
τ
∫ τ/2
−τ/2
dt exp(iωt)u˙b,α(nx,y,z, t) , (2.40)
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where τ is the time domain of integration and ω is the radial frequency; ω has allowed values of 2pinτ for
n = ±1, 2, . . .. We can define the phonon spectral energy density as [48]
Φ(k, ω) =
〈
B∑
b=1
∑
α
1
2
mb
∣∣∣∣∣∣ 1NT τ
NT∑
nx,y,z
exp[ik · r(nx,y,z)]
∫ τ/2
−τ/2
dt exp(iωt)u˙b,α(nx,y,z, t)
∣∣∣∣∣∣
2〉
=
1
2
B∑
b=1
∑
α
〈∣∣∣∣∣∑
ν
eb,α(k, ν)
1
τ
∫ τ/2
−τ/2
dt exp(iωt)q˙(k, ν, t)
∣∣∣∣∣
2〉
=
1
2
〈∣∣∣∣∣1τ
∫ τ/2
−τ/2
dt exp(iωt)
∑
ν
q˙(k, ν, t)
∣∣∣∣∣
2〉
(2.41)
where 〈. . .〉 refers to the ensemble average. We have made use of the orthonormality of the eigenvectors∑B
b=1
∑
α eb,α(k, ν)
∗eb′,α′(k, ν) = δb,b′δα,α′ in deriving Eq. (2.41). The Wiener-Khinchine theorem [54]
implies that the absolute square of the Fourier transform is equal to Fourier transform of the autocorrelation,
i.e.
Φ(k, ω) =
1
2
〈∣∣∣∣∣1τ
∫ τ/2
−τ/2
dt exp(iωt)
∑
ν
q˙(k, ν, t)
∣∣∣∣∣
2〉
=
1
2τ
∫ τ/2
−τ/2
dt exp(iωt)
〈[∑
ν
q˙(k, ν, t)
]∗ [∑
ν′
q˙(k, ν′, 0)
]〉
=
1
2τ
∫ τ/2
−τ/2
dt exp(iωt)
∑
ν
〈q˙(k, ν, t)∗q˙(k, ν, 0)〉 . (2.42)
In deriving Eq. (2.42), we have assumed that
〈q˙(k, ν, t)∗q˙(k, ν′, 0)〉 = δν,ν′ 〈q˙(k, ν, t)∗q˙(k, ν, 0)〉 (2.43)
i.e. the motion of different modes is not correlated in time. In other words, the modes are effectively
decoupled. The expression in Eq. (2.42) is the Fourier transform of the time autocorrelation functions of the
(k, ν) mode. For a purely harmonic phonon mode, the time autocorrelation function of the (k, ν) mode is
sinusoidal in time, so that
〈q˙(k, ν, t)∗q˙(k, ν, 0)〉 =
〈
|q˙(k, ν, 0)|2
〉
cos (ω(k, ν)t) , (2.44)
i.e. its motion persists forever at the radial frequency of ω(k, ν). On the other hand, if the (k, ν) mode has a
finite lifetime as a result of some external perturbation and/or phonon-phonon scattering, then we modulate
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it by an exponentially decaying function such that
〈q˙(k, ν, t)∗q˙(k, ν, 0)〉 ≈
〈
|q˙(k, ν, 0)|2
〉
cos (ω(k, ν)t) exp
(
−1
2
γ(k, ν)|t|
)
(2.45)
where γ(k, ν) is the decay rate of the (k, ν) mode and 1/γ(k, ν) is its lifetime. Therefore, Eq. (2.42) becomes
Φ(k, ω) =
1
2τ
∫ τ/2
−τ/2
dt exp(iωt)
∑
ν
〈
|q˙(k, ν, 0)|2
〉
cos (ω(k, ν)t) exp
(
−1
2
γ(k, ν)|t|
)
=
∑
ν
〈
|q˙(k, ν, 0)|2
〉 1
2τ
∫ τ/2
−τ/2
dt exp(iωt) cos (ω(k, ν)t) exp
(
−1
2
γ(k, ν)|t|
)
≈
∑
ν
〈
|q˙(k, ν, 0)|2
〉[ γ(k, ν)/τ
(ω + ω(k, ν))2 + 14γ(k, ν)
2
+
γ(k, ν)/τ
(ω − ω(k, ν))2 + 14γ(k, ν)2
]
(2.46)
where we have assumed that γ(k, ν)τ À 1 i.e. the sampling time is much longer than any of the phonon
mode lifetimes. If we restrict ω to be positive 1, then we can make the approximation for the phonon spectral
energy density
Φ(k, ω) ≈ 1
τ
∑
ν
 γ(k, ν)
〈
|q˙(k, ν, 0)|2
〉
(ω − ω(k, ν))2 + 14γ(k, ν)2
 . (2.47)
For a given wave vector k, the phonon spectral energy density is the sum of Lorentzian functions over all
polarizations. The number of maxima for each k is equal to the number of polarizations and the maxima
occur when ω = ω(k, ν). Each Lorentzian function corresponds to one (k, ν) mode with its peak position
equal to the mode frequency ω(k, ν) and its half-width at half-maximum equal to γ(k, ν), the inverse of
its lifetime. The peak height is proportional to 〈|q˙(k, ν, 0)|2〉, the average squared amplitude of the mode
momenta, and tells us something about the average energy content of the mode. Therefore, it is clear that
the dispersion relation of the various phonon branches determines the positions of the maxima in Φ(k, ω).
When all the modes are harmonic, i.e. γ(k, ν) = 0, Eq. (2.47) becomes
Φ(k, ω) =
pi
τ
∑
ν
[〈
|q˙(k, ν, 0)|2
〉
δ(ω − ω(k, ν))
]
, (2.48)
which is infinitely sharp when ω = ω(k, ν) and 0 otherwise. Hence, the peaks are defined by the phonon
dispersion relation.
1Negative frequencies are redundant since the expression in Eq. (2.46) is symmetric with respect to ω.
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Figure 2.2: (a) Cross-section and side view of the translational unit cell of a (10,10) CNT. Adjacent rotational
unit cells are colored differently in blue and orange to highlight to 10-fold rotational symmetry. (b) Side
view of the (10,10) CNT lattice. The color of the translational unit cells are alternated between blue and
orange to highlight the translational symmetry.
2.5.2 Application to Armchair Carbon Nanotubes
An armchair CNT, which has a chirality index of (M ,M), has both translational symmetry in the axial
direction and an M -fold rotational symmetry in the circumferential direction. The latter implies that the
set of points occupied by the atoms of the CNT rotated by an angle of 2piM is the same as that of the
unrotated CNT i.e. the symmetry of the unit cell is descibed by the DM point group [11]. In a sense, we can
view rotation as a kind of translation in the circumferential direction. The basic translational unit cell of
the (M ,M) CNT has 4M atoms and we can decompose the translational unit cell into smaller translation-
rotational unit cells with 4 atoms if we take into account the aforementioned M -fold rotational symmetry.
In other words, translation-rotational unit cell has 4 basis atoms.
We rewrite Eq. (2.39) for the (M ,M) CNT as
u˙b,α(n, nθ, t) =
1√
mbNM
N∑
k=1
M∑
kθ=1
eb,α(k, kθ, ν) exp
[
−2pii
(
kn
N
+
kθnθ
M
)]
q˙(k, kθ, ν, t) (2.49)
where N is the number of translational unit cells, M is the number of rotational unit cells, k is the axial
wave vector, n is the index of the translational unit cell, kθ is the angular wave vector and nθ is the index
of the rotational unit cell; k and n have integer values between 0 and N while kθ and nθ have integer values
between 0 and M . Each eigenmode is indexed by a set of three numbers (k, kθ, ν) where ν indexes the
polarization. Given that there are 4 basis atoms in the translational-rotational unit cell, there are 3×4 = 12
distinct polarizations.
In Eq. (2.49), the subscript α refers to the direction in the cylindrical coordinate, i.e. α = r, θ or z, and b
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is the index of the basis atoms in the translational-rotational unit cell and has integer values between 1 and
4. However, because it is easier to use Cartesian coordinates than cylindrical coordinates in MD simulations,
we express the summand in Eq. (2.49) in terms of the Cartesian components of the (k, kθ, ν) eigenmode for
α = r, θ, z:
u˙b,r(n, nθ, t) =
1√
mbNM
N∑
k=1
M∑
kθ=1
[
eb,x(k, kθ, ν) cos
(
2pikθ
M
+ θb
)
− eb,y(k, kθ, ν) sin
(
2pikθ
M
+ θb
)]
× exp
[
−2pii
(
kn
N
+
kθnθ
M
)]
q˙(k, kθ, ν, t) (2.50)
u˙b,θ(n, nθ, t) =
1√
mbNM
N∑
k=1
M∑
kθ=1
[
eb,x(k, kθ, ν) sin
(
2pikθ
M
+ θb
)
+ eb,y(k, kθ, ν) cos
(
2pikθ
M
+ θb
)]
× exp
[
−2pii
(
kn
N
+
kθnθ
M
)]
q˙(k, kθ, ν, t) (2.51)
u˙b,z(n, nθ, t) =
1√
mbNM
N∑
k=1
M∑
kθ=1
eb,z(k, kθ, ν) exp
[
−2pii
(
kn
N
+
kθnθ
M
)]
q˙(k, kθ, ν, t) (2.52)
In Eqs. (2.50) and (2.51), θb refers to the relative equilibrium angular position of the basis atoms.
Following Eq. (2.41), we write the phonon spectral energy density for the (M ,M) CNT as
Φ(k, kθ, ω) =
〈
4∑
b=1
∑
α=r,θ,z
mb
2
∣∣∣∣∣ 1NMτ
N−1∑
n=0
M−1∑
nθ=0
exp
[
2pii
(
kn
N
+
kθnθ
M
)]∫ τ/2
−τ/2
dt exp(iωt)u˙b,α(n, nθ, t)
∣∣∣∣∣
2〉
=
1
τ
∑
ν
[
γ(k, kθ, ν)
〈|q˙(k, kθ, ν, 0)|2〉
(ω − ω(k, kθ, ν))2 + 14γ(k, kθ, ν)2
]
. (2.53)
As a consequence of symmetry, we have Φ(k, kθ, ω) = Φ(−k, kθ, ω) = Φ(k,−kθ, ω).
For convenience, we can sum over all the kθ points in Eq. (2.53) and obtain the 2D power spectrum
Φ2D(k, ω) =
M−1∑
kθ=0
Φ(k, kθ, ω) . (2.54)
Thomas et al. [48] have a similar formula for the phonon spectral energy density, differing by only a numerical
factor from Eq. (2.54). In Fig. 2.3, we have the 2D plot of Φ2D(k, ω) on the left and the phonon dispersion
plot on the right for an 80-unit cell (10,10) CNT. The black regions in the plot of Φ2D(k, ω) correspond to
the peaks of the in Eq. (2.53) and match closely to the phonon dispersion plot. Given that M = 10, there
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Figure 2.3: (Left) Two-dimensional plot of Eq. (2.54) for a (10,10) CNT. The dark regions correspond to
the peaks. (Right) Phonon dispersion relation for the same nanotube.
are a total of 120 phonon branches but only 66 distinct ones. It is clear from Fig. 2.3 and Eq. (2.53) that
the phonon dispersion relation can also be obtained from the phonon spectral energy density [51].
In Fig. 2.4, we plot Φ(k, kθ, ω) for kθ = 0 to 5. Each of the sub-spectra have 12 distinct branches except the
one for kθ = 5. We do not show the sub-spectra for kθ = 6, 7, 8 and 9 because Φ(k, kθ, ω) = Φ(k,M −kθ, ω),
which is a consequence of the rotational symmetry of the CNT. Like others, the sub-spectrum for kθ = 5 also
has 12 phonon branches but only 6 distinct ones which are all doubly-degenerate. This double-degeneracy is
a result of the symmetry within the rotational-translational unit cell of 4 atoms in which pairs of atoms can
be interchanged. Therefore, from the sub-spectra of kθ = 1 to 5, there are a 54 distinct doubly-degenerate
phonon branches. The sub-spectrum of kθ = 0 has 12 distinct non-degenerate phonon branches. Hence, we
have a total of 54 + 12 = 66 distinct phonon branches.
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Figure 2.4: Plots of Eq. (2.53) for kθ = 0 to 5. There are 12 distinct phonon branches in each of them, except
in kθ = 5 which has 6 doubly-degenerate ones. Therefore, we have a total of 66 distinct phonon branches.
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Chapter 3
Carbon Nanotubes on SiO2: Thermal
Boundary Conductance
3.1 Introduction
Energy transport across the interfaces of nanostructures and their surrounding medium plays a critical
role in the performance and stability of carbon nanotubes, graphene nanoribbons, or other nanomaterials.
For instance, thermal transport through CNT composites is dominated by the small interfacial thermal
conductance [45, 55] rather than the large intrinsic thermal conductivity of the nanotubes themselves [56, 57,
58]. The thermal conductance of CNT arrays with potential heat-sinking applications is similarly restricted
at the interface with the silicon chip substrate [59]. In CNT transistors and interconnects, the maximum
current-carrying ability of the devices is limited by self-heating and heat dissipation with the dielectric
substrate [60, 61]. In all these cases, energy exchange from the CNTs to the environment is determined
by the thermal boundary conductance (TBC) at their interface. In particular, the nanoscale constriction
between the CNT and the substrate or environment, combined with the weak bonds at this interface are
expected to lead to a small TBC [62, 63].
In this chapter, we examine the atomistic details of the nanotube-substrate thermal coupling in order to
understand the different channels of heat dissipation. The dependence of the TBC on nanotube diameter,
temperature, and van der Waals (vdW) interaction strength between the CNT and the substrate is also
studied. The substrate that we model here is amorphous SiO2 (a-SiO2), a material which is currently used
in micro-electronic applications.
We investigate the lattice (phonon) contribution to the TBC between single-walled carbon nanotubes and
amorphous SiO2 using the molecular dynamics (MD) simulation method, similar to what has been previously
used to examine the TBC between nanotubes and surrounding liquid or solid media [43, 64, 44, 65, 66]. Here,
we study the TBC as a function of the substrate temperature, as well as the interaction strength between the
substrate and the CNT. We also examine the dependence of the TBC on diameter in armchair nanotubes.
Finally, we compare our results with existing thermometry data for the TBC of CNTs on SiO2 substrates,
and provide physical insight into the observed trends [67, 68, 69].
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3.2 Molecular Dynamics Set-Up
The molecular dynamics simulation technique treats the atoms in the system classically [40]. The individual
atoms here (C, O, and Si) are modeled as point masses interacting through a given set of interatomic poten-
tials, as detailed below. The atomic equations of motion are integrated numerically to produce the classical
trajectories of the system. To perform our simulations, we use the molecular dynamics code LAMMPS [37]
because of its parallelization and the implementation of the interatomic potentials used. Our simulations
were run on a Linux cluster which consists of eight 3.0 GHz processor cores (Intel 5400 series) with 16 GB
of memory.
3.2.1 Description of CNT and SiO2
To model the interactions between carbon atoms (C-C) in the molecular dynamics simulation, we use the
adaptive intermolecular reactive empirical bond order (AIREBO) potential [70] derived from the second-
generation Brenner potential [71]. The AIREBO potential is widely used in MD simulations of CNTs and
has been implemented in LAMMPS. The AIREBO potential also reproduces the phonon density of states
(DOS) accurately, with a cutoff at approximately 56 THz, as shown in Fig. 3.1(c).
To model the Si-Si, Si-O, and O-O atomic interactions, we use the recently published Tersoff-type po-
tential parameterization of Si-O systems by Munetoh [72], which we will henceforth refer to as the Munetoh
potential. The Munetoh potential reproduces the vibrational DOS of bulk amorphous SiO2 in good agree-
ment with known experimental data [73]. The structure of the amorphous SiO2 produced with the Munetoh
potential has been shown to be that of a three dimensional random network of SiO4 tetrahedral units [72, 74].
The vibrational DOS for the Si and O atoms in the substrate are also shown in Fig. 3.1(c), noting that Si
and O phonon spectra do not extend beyond 40 THz. Although our choice of interatomic potentials for SiO2
does not take into account long-range Coulombic interaction, this is less likely to matter for the problem
at hand as the interfacial thermal transport depends only on the vdW interaction between the CNT and
substrate atoms. The main consideration in our choice of the interatomic potentials for the nanotube and
the substrate is the realism of the vibrational DOS of the simulated atoms.
3.2.2 Interaction between CNT-SiO2
There is some uncertainty in the strength and form of the interactions between the CNT atoms and the
substrate atoms. It has been proposed that the interaction between the CNT and substrate is primarily
short-range van der Waals [75, 76]. Thus, the Si-C and O-C interactions are modeled as vdW interactions
26
using the 12-6 Lennard-Jones (LJ) potential function, written as
V (r) = 4χε
[(σ
r
)12
−
(σ
r
)6]
(3.1)
where ε is the energy parameter, σ the distance parameter, r the interatomic distance, and χ is a scaling
factor. The ε parameters determine the strength of the specific interactions between the nanotube and the
substrate atoms. We have two ε parameters (εSi−C and εO−C)and two σ parameters (σSi−C and σO−C .
The general scaling factor χ adjusts the overall nanotube-substrate interaction. The parameters used in our
simulations are based on those for vdW interactions in the universal force field (UFF) model by Rappe et
al. [77]. The UFF-based parameters are εSi−C = 8.909 meV, εO−C = 3.442 meV, σSi−C = 3.326 A˚, and
σO−C = 3.001 A˚. The parameters are calculated using the Lorentz-Berthelot mixing rules [40]. The cutoff
distances of the LJ potential for the Si-C and O-C interactions are set equal to 2.5σ, or 8.315 A˚ and 7.503
A˚, respectively. To study the effect of the substrate-CNT interaction strength, we repeat our simulations
with different values of χ. We use χ = 1, 2, and 4 for the scaling factor in the simulations, with χ = 1
corresponding to the original form of the LJ interactions as used in the UFF.
3.2.3 Preparation of Simulation Domain
The nanotube-substrate domain is prepared as shown in Fig. 3.2. It is relevant to point out we focus on the
“horizontal” nanotube-SiO2 interaction, as opposed to the vertical case which has been previously studied for
nanotube-Si thermal transfer [65, 66]. We believe the horizontal scenario is more relevant to heat dissipation
from CNTs in both heat-sink applications as well as interconnects, as shown in the schematics of Fig. 3.1(a)
and (b). Even for vertical CNT arrays with potential heat-sink applications [59, 78], the CNTs contacting
the substrate will most likely do so at a “bent” angle, more consistent with the lateral coupling studied here.
Moreover, silicon wafer substrates are typically covered with a thin, native SiO2 layer (12 nm thick), such
that the relevant interfacial atomic interaction is that between the CNTs in the array and the surface SiO2.
To build the amorphous SiO2 layer, we first replicate a β-cristobalite unit cell within a rectangular simu-
lation domain of 57.3 × 28.7 × 36.9 A˚ with periodic boundary conditions in all three directions [Fig. 3.2(a)].
To obtain the amorphous bulk SiO2, we anneal the crystalline SiO2 atoms at the temperature of 6000 K for
10 ps and at fixed pressure of 1 bar using a time step of 0.1 fs [Fig. 3.2(b)]. Then, we slowly quench the
structure to 300 K at a rate of 1012 Ks−1. To create the SiO2 surface from the amorphous structure, the
silica atoms in the top half of the simulation domain are deleted to obtain an amorphous SiO2 slab with
3904 atoms. Using the conjugate gradient algorithm, we perform an energy minimization of the resultant
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structure to produce the final SiO2 surface. A 36.9 A˚-long, 600-atom (10,10) CNT was constructed and
inserted into the top half of the simulation domain just above the amorphous SiO2 slab. Once again, we
perform an energy minimization to obtain the final substrate-CNT structure shown in Fig. 3.2(c).
We also prepare a second CNT-on-SiO2 structure using the same procedure. The second structure is
the same as before except that the nanotube is a 98.4 A˚-long, 1600-atom (10,10) CNT and the substrate
is similarly elongated in the z-direction. The second structure is used for computing the TBC with the
Green-Kubo method and also for studying the frequency and wavelength dependence of heat dissipation
from CNT to the SiO2 substrate.
3.3 Simulation of CNT-Substrate Thermal Boundary
Conductance
The phonon DOS of the carbon nanotube and SiO2 substrate are proportional to the Fourier transform of
the velocity autocorrelation function (VACF). The normalized VACF of an atom can be written as
f(t) =
〈v(t) · v(0)〉
〈v(0) · v(0)〉 (3.2)
where v(t) is the velocity of the particle at time t, and the angled brackets 〈. . .〉 represent the ensemble
averages. For long simulation times, the ensemble averages can be replaced by time averages. The calculated
phonon (vibrational) DOS of the C atoms in the CNT and the Si and O atoms in the substrate are shown
in Fig. 3.1(c).
Once the density of states is known, it is necessary to define a local temperature T . We use the “kinetic”
definition for an atomistic system as
T =
1
3NkB
N∑
i=1
miv
2
i (3.3)
where N is the number of atoms in the system, mi the mass of the ith atom, and vi its velocity.
3.3.1 Transient Method
To simulate heat transfer between the CNT and the SiO2 substrate, we use the transient method, as described
in Sec. 2.3.1, in which the CNT is given an initial temperature jump and the temperature difference between
the CNT and the substrate, ∆T , is allowed to decay exponentially i.e.
∆T (t) = ∆T (0) exp(−t/τ) . (3.4)
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Given the heat capacity per unit length of the CNT, the TBC per unit length (g) can be determined using
Eq. (2.26) i.e.
g =
CCNT
τ
(3.5)
where CCNT is the heat capacity per unit length of the nanotube. We use the definition of the TBC per unit
length rather than the more conventional conductance per unit area [79] because the contact area between
the CNT and substrate is not easily defined. In our simulations, we set the CNT-substrate temperature
difference ∆T to be a fraction of the initial substrate temperature. If ∆T is too small with respect to the
substrate temperature, the relaxation process will be very noisy. On the other hand, if ∆T is too large with
respect to the substrate temperature, it becomes difficult to determine the temperature dependence of the
TBC. As a compromise, we set ∆T to be 50 percent of the initial substrate temperature.
In order to produce the temperature difference between the CNT and the substrate, we equilibrate the
atoms in the CNT and the top four-fifths of the slab in Fig. 3.2(c) at the desired temperature T for 100
ps. The atoms in the bottom fifth of the slab are always kept frozen (motionless) to anchor the substrate.
The atoms are set to a given temperature using velocity rescaling with a time step of 0.25 fs. Afterwards,
the velocity rescaling algorithm is switched off and the system is allowed to equilibrate. To produce a
temperature difference between the CNT and substrate, we again apply the velocity rescaling algorithm to
the substrate atoms at the temperature T and to the CNT atoms at the temperature T +∆T for 10 ps.
To simulate the heat transfer process, the velocity rescaling is switched off and the system is allowed to
relax. We then record the decay of the temperature difference between the CNT and the substrate. Because
this temperature decay ∆T is noisy, it is necessary to average over multiple runs (ten in our case) to obtain
the exponential decay behavior as shown in Figs. 3.3(a) and (b), and expected through the lumped model
from Eq. (3.5). We repeat such simulations for several Van der Waals strength scaling factors (χ = 1, 2
and 4), and typical temperature decay plots are shown in Figs. 3.2(d), 3.3(a) and 3.3(b). Moreover, the
cross-sectional profile of a (10,10) CNT on SiO2 is shown for the three interaction strengths in Fig. 3.3(c).
As expected, the CNT profile becomes progressively deformed as the interaction strength increases. The
minimum CNT-SiO2 equilibrium separation is found to be approximately 2.2 A˚, in close agreement with a
recent density functional theory (DFT) study of the CNT-quartz interaction [80], which found a separation
of 2.5 A˚.
3.3.2 Green-Kubo Method
Apart from using the transient method to simulate interfacial thermal transport, we also use the equilibrium
Green-Kubo method, as described in Sec. 2.4, to extract the TBC of the CNT-SiO2 interface. For this
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calculation, we use a longer 98.4 A˚ (10,10) CNT. To compute the instantaneous value of this energy flux,
we use the formula in Eq. (2.37)
Q = −1
2
∑
i∈ CNT
∑
j∈ SiO2
fij · (vi + vj) (3.6)
where fij is the interatomic force between the i-th and the j-th atoms, and vi is the velocity of the i-t atom.
The formula in Eq. (3.6) corresponds to the rate of change of energy of the CNT coupled mechanically only
to the substrate. More generally, it can be used to compute the energy flux between any two groups of
atoms. For a micro-canonical (NVE) ensemble comprising of a CNT on a SiO2 substrate, the vibrational
energy and interfacial heat flux of the CNT are expected to fluctuate around their mean values.
Given that g is a linear transport coefficient, it can be written at equilibrium (subscript “0”) in terms of
the time auto-correlation function of Q using the Green-Kubo relation [81, 82], as described in Sec. 2.2,
g0 =
1
LkBT 2
∫ ∞
0
dt 〈Q(t)Q(0)〉 (3.7)
where kB , T and L are the Boltzmann constant, the CNT temperature and the CNT length respectively.
To determine g0, we use the same simulation setup as before in the relaxation method and thermostat
the system by velocity rescaling at 300 K for 2 ns. The system is then allowed to equilibrate as an NVE
ensemble for another 2 ns. We run the equilibrium simulation for 4 ns and Q is computed numerically and
then recorded at intervals of 1 fs.
3.4 TBC Simulation Results
3.4.1 Temperature Dependence of TBC
We perform our simulations at different substrate temperatures (T = 200, 300, 400, 500 and 600 K) with
different VdW strength scaling factors (χ = 1, 2 and 4). Figure 3.4(a) shows our calculations of the TBC for
the (10,10) nanotube interface with the amorphous SiO2 substrate. The results show that the TBC increases
monotonically both with temperature and with VdW coupling strength χ. The temperature dependence of
the TBC for the horizontal CNT is consistent with the temperature dependence of TBC for vertically aligned
CNT [66] with Si substrates, and other simulations [83, 84]. It also contradicts the classical limit predictions
of the DMM and the AMM which are independent of temperature. At higher temperatures, more phonons
are excited in the CNT and the substrate and are able to participate in interfacial thermal transport. The
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temperature dependence of the TBC suggests that the inelastic scattering of phonons at the interface plays
a significant role in interfacial thermal transport. Stevens et al. [84] reported a linear dependence of the
TBC on temperature in their MD simulation of the solid-solid interface using the Lennard-Jones potential.
They attributed the temperature dependence to the inelastic scattering of phonons at the interface. If the
inelastic scattering of phonons at the interface contributes significantly to the TBC, it also means that the
TBC should be sensitive to the atomistic structure of and thus, interactions at the interface. We explore
this dependence on the atomic interaction at the interface later.
To further clarify the dependence of the TBC on temperature, the results at different temperatures
normalized by the TBC at 200 K are plotted in Fig. 3.4(b). We find that the temperature dependence is
remarkably similar for all values of interaction strength χ considered. For example, the TBC at 600 K is
roughly 40 percent greater than the TBC at 200 K. This implies that the TBC scales with temperature
independently of its interaction with the substrate and suggests that there may be a simple power law
behavior in terms of scaling with respect to temperature. The data are in good agreement with a T 1/3
fit over this temperature range, as shown in Fig. 3.4(b). This trend of the TBC scaling with temperature
independently of χ supports the explanation that the temperature dependence of the TBC is largely due
to inelastic scattering at the interface. If the temperature dependence were not due to inelastic scattering
at the interface, then the change in the TBC with respect to temperature would be independent of χ since
χ would only affect the elastic scattering of phonons at the interface. However, our results show that the
change in the TBC with respect to temperature scales linearly with χ. Therefore, the TBC depends on the
elastic and inelastic scattering of phonons at the interface.
3.4.2 Interaction Strength Dependence of TBC
In the previous subsection, the temperature dependence of the CNT-substrate TBC suggests that the inelas-
tic scattering of phonons plays a major role in the CNT-substrate TBC. If so, the TBC would also depend
on the strength of the CNT-substrate interaction. To determine the effect of the CNT substrate interaction
strength (χ) on the thermal boundary conductance, we replot the TBC results rescaled by 1/χ in Fig. 3.4(c).
These results suggest that the TBC is directly proportional to the substrate-CNT interaction strength, in
contrast to the conventional diffuse and acoustic mismatch models (DMM and AMM)[26] which do not
capture the atomistic interaction and atomic arrangement at the interface. It should also be noted that the
DMM and AMM are usually applied to dissimilar bulk materials and are not necessarily expected to produce
good agreement for nanomaterial interfaces. Thus, atomistic molecular dynamics investigations, such as the
present work, are essential in exploring and explaining heat and energy transfer across the interfaces of
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carbon nanotubes and other nanomaterials [43, 44, 64, 65, 66].
The linear dependence of the TBC on χ can be better understood by considering the interatomic coupling
of CNT and substrate atoms. The flux between the CNT and the substrate is given in Eq. (3.6) and is equal
to the rate of energy dissipation from the CNT. When we increase χ, which amounts to the strengthening of
the forces between the CNT and the substrate, the rate of energy dissipation increases proportionally. As a
result, the decay time τ varies inversely with χ, as we have seen in Figs. 3.3(a) and (b). Therefore the TBC
scales proportionally with χ, because increasing the latter also increases the coupling between the phonons
modes in the CNT and the substrate.
3.4.3 Green-Kubo vs. Transient Method
The time integral of the auto-correlation of Q is shown in Fig. 3.5(a). We find that the time auto-correlation
function of Q decays rapidly to zero within the first 0.5 ps. The numerical value of the time integral is taken
to be the average from t = 500 to 2000 ps in Fig. 3.5(a) and it is 846 ± 134 fW2s. On applying Eq. (3.7),
the TBC is found to be g0 = 0.069 ± 0.011 W K−1 m−1, a value in relative agreement with that obtained
with the transient method (g = 0.081 K−1 m−1). The agreement between the relaxation method and the
Green-Kubo method indicates that the system is in the linear response regime. It also confirms the validity
of Eq. (3.7) and suggests that we can compute the TBC using the Green-Kubo method alone. We note
that the TBC value from the transient method is slightly higher than that from the Green-Kubo method
because the SiO2 substrate heats up, as can been seen in Fig. 3.1(d), as kinetic energy is transferred across
the interface. As a result of the thermal build up in the substrate, the average temperature of the substrate
increases by 50 K after 160 ps. Hence, the TBC value that we computed from the relaxation method is one
averaged over the temperature range between 300 and 350K. Given that TBC has been found to increase
with temperature, we attribute the slight difference in TBC values to the heating of the SiO2.
3.5 Spectral Analysis of CNT-Substrate Thermal Coupling
Hitherto, we have studied the temperature and interaction strength dependence of the thermal coupling
between the (10,10) CNT and the substrate. In this section, we analyze the wavelength and frequency
dependence of transient heat transfer from the CNT to the substrate. To do this, we use the transient method
in which a sudden temperature jump between the CNT and the substrate is created and the temperature
difference is allowed to decay. We set the substrate temperature to 300 K, and the initial temperature
difference ∆T = 200 K. This is achieved by first equilibrating the atoms of the CNT and the substrate at
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300 K for 100 ps. The temperature is kept at 300 K using velocity rescaling at intervals of 400 steps with a
time step of 0.25 fs. Afterwards, the velocity rescaling algorithm is switched off and the system is allowed
to equilibrate. To produce the temperature difference between the CNT and substrate, we again apply the
velocity rescaling algorithm to the substrate atoms at 300 K and to the CNT atoms at 500 K for 10 ps.
The velocity rescaling is switched off and the system is allowed to relax with no active thermostatting of
any kind used. The CNT temperature then follows an exponential decay as given in Eq. (3.4). As the CNT
undergoes relaxation, we use a windowing Fourier transform method to analyze the spectral density of the
CNT atoms, similar to what was done in Ref. [43]. In each window frame of 5 ps, we compute the energy
spectrum to analyze the wavelength and frequency dependence of the vibrational energy distribution. The
method is described in Sec. 3.5.2. This allows us to study the time dependence of the CNT phonon energy
distribution during the thermal relaxation process.
To further understand the frequency dependence of the CNT-substrate thermal coupling, we also simulate
the system at equilibrium at T = 300 K. The frequency spectrum of the interfacial heat flux fluctuations
is computed. We relate the flux spectrum to the changes in the CNT phonon energy distribution as the
system undergoes relaxation.
3.5.1 Interfacial Heat Flux Spectrum
We take the Fourier transform of the heat flux Q, as given in Eq. (3.6), and plot its power spectrum in
Fig. 3.5(c). Typically, in linear response theory [39], the zero frequency limit of the spectrum is proportional
to the static thermal conductance of the interface g, and a steady temperature discontinuity at the interface
∆T . The non-zero frequency component is proportional to the Fourier transform of the response function
to an oscillating thermodynamic force which, in this case, would be a frequency-dependent temperature
discontinuity ∆T (ν). Such a frequency-dependent temperature discontinuity can arise from a coherent non-
equilibrium phonon mode at frequency ν in the CNT which would exert a driving mechanical force on the
phonon modes in the SiO2 substrate and vice versa. In the long time limit at steady state, coherence is lost
and Q only depends on the time-average temperature discontinuity. Therefore, we interpret the Q(ν) spectral
component as the response to a coherent non-equilibrium phonon mode on either side of the interface. The
spectrum gives us a physical picture of the dissipation of phonon energy across the CNT-substrate interface.
If the spectral component is large, it suggests that the non-equilibrium CNT phonon at the corresponding
frequency is more easily dissipated into the substrate.
We observe that at higher frequencies (ν > 10 THz), the power spectrum scales approximately as ν−2.
This is expected because the auto-correlation ofQ(t) decays exponentially, which implies that the square of its
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Fourier transform will behave as ν−2 asymptotically. However, we observe that at lower frequencies (ν < 10
THz), the spectral components scale approximately as ν1/2 and are much larger than the higher frequency
components. We have computed the same spectra for different temperatures and different CNT-substrate
interaction strengths and found the shape of the spectrum to be generally the same with the dominant
components between 0 and 10 THz. Importantly, this suggests that the interfacial thermal transport between
the CNT and the SiO2 substrate is dominated by low frequency phonons between 0-10 THz, and that this
dominance is not affected by temperature or the CNT-substrate interaction strength.
The inset of Fig. 3.5(c) shows the linear plot of the spectrum. We observe that the spectral weight of the
components from 40 to 57 THz is diminished compared to the spectral weight of the components from 0 to
40 THz, and above 57 THz the components are negligible. From 0 to 40 THz, the spectral components are
large because, in accordance of the diffuse mismatch model [26], the overlap in the phonon density of states
(DOS) allows for transmission of phonons across the interface through elastic scattering. On the other hand,
the relative weight of frequencies from 40 to 57 THz is diminished due to the absence of overlapping phonon
modes between the CNT and SiO2 in this frequency range, as can be seen in Fig. 3.5(d). In other words,
CNT phonons from 40 to 57 THz cannot be elastically scattered into the substrate and have to undergo
inelastic scattering by the interface in order to be transmitted. Nevertheless, they still contribute to the
TBC as can be seen in Fig. 3.5(c). This supports our earlier finding [30] that inelastic scattering at the
interface plays an important role in the temperature dependence of the TBC. The spectral weight above 57
THz is negligible because such high frequencies are not supported in either the CNT or the SiO2 substrate.
Simple Model of Anharmonically Coupled Oscillators
To see how inelastic scattering at the interface can be reflected in the spectrum of the interfacial heat flux,
let us use the simple model of vibrational energy transfer by Moritsugu et al. [85]. It consists of an oscillator
1 of frequency ν1 coupled to an oscillator 2 of frequency ν2, with ν2 > ν1, via a third order anharmonic
term. The Lagrangian of this system can be written as
L = 1
2
(
q˙21 + q˙
2
2
)− 1
2
(
ν21q
2
1 + ν
2
2q
2
2
)− αq21q2 (3.8)
where α is the coupling coefficient and qi is the normal coordinate of oscillator i. The anharmonic coupling
term has to be quadratic in q1 and linear in q2 to model the inelastic scattering of one ν2 phonon to two
ν1 phonons. A bilinear coupling term will simply lead to simple resonant energy transfer between the two
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oscillators. The harmonic energy of oscillator 2 is, to linear order in α,
E2 =
1
2
A22ν
2
2 −
αA21A2
4
[
ν2
2ν1 + ν2
cos(2τ1 + τ2)− ν12ν1 − ν2 cos(2τ1 − τ2) + 2 cos(τ2)
]
(3.9)
where Ai is the amplitude and τi = νit+θi with Ωi = νi+O(α) being the modulated frequency and θi being
the initial phase of oscillator i. As oscillator 2 is coupled only to oscillator 1, its rate of change of energy is
equal to the energy flux between the two oscillators, Q21, and is given by
Q21 =
dE2
dt
=
αA21A2ν2
4
[sin(2τ1 + τ2)− sin(2τ1 − τ2) + 2 sin(τ2)] (3.10)
The last term in Eq. (3.10) is sinusoidal with frequency ν2. Thus, the Fourier transform of the auto-
correlation of Q21 would give us a component of frequency ν2 in the power spectrum. If oscillator 1 were a
non-overlapping phonon mode in the CNT and oscillator 2 a phonon mode in the SiO2 such that ν2 ∼ 2ν1,
then the direct anharmonic coupling between them would contribute the component of the interfacial flux
spectrum at ν2. Classically, this corresponds to the coupling of the first harmonic of oscillator 1 to the
second harmonic of oscillator 2.
3.5.2 Time-dependent CNT Phonon Energy Distribution
To gain further insight into the role of low frequency phonons in interfacial transport, we track the time
evolution of their energy distribution during the relaxation process as described earlier. As mentioned
previously, the power spectrum suggests the interfacial thermal transport is dominated by low frequency
phonons from 0 to 10 THz. If this were so, the phonon energy distribution should change during the
relaxation simulations since low frequency phonons would cool more rapidly.
The phonon energy distribution can be obtained by analyzing the energy spectrum of the velocity fluctu-
ations of the atoms in the CNT. The velocities of the CNT atoms are saved at intervals of 5 fs over 200 ps.
As the energy relaxation is a non-stationary process, we employ a windowing Fourier transform technique
to compute the moving power spectrum of the CNT, to obtain both time and frequency information. The
translational and rotational symmetries of the armchair CNT means that we can also perform the Fourier
transform with respect to its axial and angular positions to gain additional information on wave vector and
angular symmetry dependence. In each window, using Eq. (2.53), we calculate the CNT power spectrum
Θ(t, ν, k, kθ) =
m
2
4∑
b=1
∑
ζ=r,θ,z
∣∣∣∣∣ 1NMτ
N−1∑
n=0
M−1∑
nθ=0
(
exp
[
2pii
(
kn
N
+
kθnθ
M
)]∫ t+τ
t
dt′ vb,ζ(n, nθ, t′) exp [−2piiνt′]
)∣∣∣∣∣
(3.11)
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where m is the mass of the C atom, t is the initial time of the window, ν is the frequency, k is the wave
vector (from 0 to half the total number of translational unit cells), kθ is the angular wave vector (from 0 to
M/2), n indexes the translational unit cell and runs from 0 to N − 1, nθ indexes the rotational unit cell and
runs from 0 to M − 1, b indexes the basis atoms in each unit cell, ζ refers to the component of the velocity
of the atom vb,ζ in the r, θ or z direction, N is the total number of translational unit cells, M is the total
number of circumferential rotational units (M = 10 for a (10,10) CNT), and τ = 5 ps the window period.
We choose the z axis to be parallel to the CNT. The raw spectral density obtained from Eq. (3.11) estimates
the energy distribution in (ν, k, kθ) space. The transverse power spectrum can be obtained from Eq. (3.11)
by summing over only the r and θ components of the velocities instead of all three components. Similarly,
the longitudinal spectrum can be obtained by summing over only the z component of the atomic velocities.
At equilibrium, the CNT power spectrum is time-independent and given as
ΘEq(ν, k, kθ) = kBTEqρ(ν, k, kθ) (3.12)
where ρ(ν, k, kθ) is the normalized spectral density of states, kB the Boltzmann constant and TEq the equi-
librium temperature. At non-equilibrium, we can write Eq. (3.12) as
ΘNEq(ν, k, kθ) = kBTSp(t, ν, k, kθ)ρ(ν, k, kθ) (3.13)
where TSp(t, ν, k, kθ) is the spectral temperature dependent on frequency and the translational and rotational
wave vectors. This is not the temperature in the strict thermodynamic sense, but a measure of the energy
distribution in (ν, k, kθ) space at non-equilibrium.
3.5.3 2D Power Spectrum of CNT at Equilibrium
To obtain the transverse, longitudinal and overall power density maps shown in Figs. 3.6(a), (b) and (c),
we sum over kθ in Eq. (3.12) and plot the resultant 2D power spectrum of the (10,10) CNT in (ν, k) space.
Figure 3.6(a) is obtained by summering over only the r and θ component of the atomic velocities while
Fig. 3.6(b) is obtained by summing over only the z component.
If we compare Figs. 3.6(a) and (b) at small wave vector and low frequency, we note that most of the
energy distribution is for transversely polarized phonon branches. We also observe that the transverse power
spectrum has many more low frequency optical phonon branches from 0 to 10 THz than the longitudinal
power spectrum. This lends additional credence to our earlier observation that the heat flux fluctuations
from 0 to 10 THz dominate the power spectrum in Fig. 3.5(c).
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We plot the phonon spectral energy density for kθ = 0 and kθ = 5 in Figs. 3.7(a) and (b). The low ν,
small k regions are plotted in Figs. 3.7(c) and (d). Given that the sub-spectra have only 12 phonon branches,
it is easy for us isolate portions of entire phonon branches by summing over the relevant frequency and wave
vector ranges. The longitudinal acoustic (LA) and twisting acoustic (TW) branches can be distinguished
in the small k, low ν region of the kθ = 0 sub-spectrum in Fig. 3.7(c). We also identify one of the doubly-
degenerate transverse optical (TO) branchs, as predicted by Mahan and Jeon [86], in Fig. 3.7(d). The
LA and TW phonon modes have largely in-plane components. On the other hand, the TO phonon modes
identified in Fig. 3.7(d) have out-of-plane components [86].
3.5.4 Spectral Temperature Decays
We define the average spectral temperature of a certain region in the (ν, k, kθ) space as
TSp(t, νmin, νmax, kmin, kmax, kθ,min, kθ,max) =
∑kmax
kmin
∑kθ,max
kθ,min
∫ νmax
νmin
ΘNEq(t, ν′, k, kθ)dν′
kB
∑kmax
kmin
∑kθ,max
kθ,min
∫ νmax
νmin
ρ(ν′, k, kθ)dν′
(3.14)
This definition is a weighted average, unlike the unweighted temperature previously employed by Carlborg
et al. [43]. When integrated over the entire (ν, k, kθ) space, the expression above leads to the average
temperature of the entire CNT.
It has been previously suggested that long-wavelength and low-frequency modes are key to the heat flow
across the interface [45, 44]. To further our understanding of the wavelength and frequency dependence, we
compute the spectral temperatures for the frequency and normalized wave vector ranges in Table 3.1. T (I)Sp ,
T
(II)
Sp and T
(III)
Sp are the average spectral temperatures of regions I (small k, low ν), II (large k, low ν) and
III (small k, high ν) of the spectrum, as shown in Fig. 3.6. T (IV )Sp is the average spectral temperature for the
non-overlapping region. T (V )Sp , T
(V I)
Sp and T
(V II)
Sp are the average spectral temperatures for different values
of α. T (V III)Sp is the spectral temperature of the LA and TW phonon branch in the low-frequency, long-
wavelength regime of the kθ = 0 sub-spectrum while T
(IX)
Sp is the spectral temperature of the TO phonon
branch in the small k, low ν regime of the kθ = 5 sub-spectrum. We list the various spectral temperatures
and their (ν, k, kθ) ranges in Table 3.1.
Frequency and wave vector dependence
To gain insight into this heat transfer mechanism, we compare the spectral temperature decay for T (I)Sp ,
T
(II)
Sp and T
(III)
Sp to the decay for TCNT by computing ∆T
(I)
Sp = T
(I)
Sp − TSub, ∆T (II)Sp = T (II)Sp − TSub and
∆T (III)Sp = T
(III)
Sp − TSub where TSub is the temperature of the substrate. We compare their time evolution
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Case Spectral Temperature ν range k range kθ range Relaxation behavior
1 T (I)Sp 0 to 10 0 to 5 0 to 5 Fast initial decay
2 T (II)Sp 0 to 10 6 to 20 0 to 5 Same as ∆TCNT
3 T (III)Sp 10 to 40 0 to 5 0 to 5 Same as ∆TCNT
4 T (IV )Sp 40 to 60 0 to 20 0 to 5 Same as ∆TCNT
5 T (V )Sp 0 to 60 0 to 20 0 to 1 Same as ∆TCNT
6 T (V I)Sp 0 to 60 0 to 20 2 to 3 Same as ∆TCNT
7 T (V II)Sp 0 to 60 0 to 20 4 to 5 Same as ∆TCNT
8 T (V III)Sp 0 to 5 0 to 5 0 Fast initial decay
9 T (IX)Sp 0 to 5 0 to 5 5 Same as ∆TCNT
Table 3.1: List of spectral temperatures and their (ν, k, kθ) ranges.
with that of the overall temperature decay ∆T .
The time evolutions for ∆T (I)Sp and ∆T
(II)
Sp are shown in Figs. 5a and 5b. We observe that the time
evolution of ∆T (I)Sp (small k, low ν) displays two stages: a rapid initial followed by a slower exponential
decay with a characteristic time of 84 ps which is about the same as the decay time for ∆T . This suggests
that there is a rapid initial energy transfer from the CNT to the substrate in this regime. Another possibility
is that some of the small k, low ν modes relax much more rapidly while the remaining ones relax at the same
rate as the rest of the CNT. Intuitively, this makes sense because low frequency, long wavelength modes
experience more deformation than higher frequency modes when the CNT is in contact with the substrate.
On other hand, ∆T (II)Sp (large k, low ν) and ∆T
(III)
Sp (small k, high ν) decay at the same rate as
∆T and they can be fitted with a single exponential decay. It has been suggested that the primary heat
transfer mechanism between the CNT and its surrounding medium is the coupling of the low frequency long
wavelength modes in the CNT to the vibrational modes of the surrounding medium[45]. The absence of any
rapid decay in ∆T (III)Sp (small k, high ν) excludes the higher frequency, long wavelength modes from playing
a significant role in the CNT-substrate energy transfer process. Similarly, the normal decay of ∆T (II)Sp (large
k, low ν) supports the idea that only short wavelength modes are weakly coupled to the substrate phonons
and do not contribute significantly to the CNT substrate energy transfer process. Our data support the
hypothesis that low frequency and long wavelength phonons are the primary modes of energy dissipation
from the CNT into the surrounding medium.
We offer the following qualitative explanation. The higher frequency modes generally involve significant
bond stretching and compression within the unit cell and any mechanical coupling to the substrate is unlikely
to lead to significant deformation and hence, thermal coupling. On the other hand, shorter wavelength
phonon modes also involve significant bond stretching and compression between unit cells along the tube
axis. Thus, the mechanical coupling to the substrate would also be relatively limited.
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Non-overlapping Region (over 40 THz)
We now examine the temperature decay ∆T (IV )Sp (ν > 40 THz) for the high frequency phonon modes of
the CNT which do not have counterparts in the SiO2. If the interfacial thermal transport is primarily
modulated by phonons in the overlap region or if the energy transfer rate between the overlapping and non
overlapping regions is comparable to or slower than the heat transfer rate to the substrate, then ∆T (IV )Sp
would decay at a slower rate than ∆T . However, we find no discernible difference between the decay rate of
∆T (IV )Sp and that of ∆T . This suggests that vibrational energy in the non-overlapping region is dissipated,
directly or indirectly, into the substrate at the same rate as the overlapping region. It also implies that the
intra-nanotube energy exchange rate between the overlapping and non-overlapping regions is much higher
than the energy transfer rate from the CNT into the substrate, allowing the energy distribution in the
over-40 THz region to be in quasi-equilibrium with the sub-40 THz region. We conclude that there is no
bottleneck in the transfer of energy from the over-40 THz CNT phonon modes to the substrate because they
are directly transmitted through inelastic scattering and indirectly through intra-nanotube scattering into
lower frequency, small wave vector phonons which are then transmitted into the substrate.
Angular and Polarization Dependence
Here, we compute the decay times for spectral temperatures ∆T (V )Sp (kθ = 1, 2), ∆T
(V I)
Sp (kθ = 3, 4) and
∆T (V II)Sp (kθ = 5, 6) in order to determine the angular dependence, if any. However, we do not find any
significant difference between their decay times and that of ∆T . Their time evolutions are identical to that
of ∆T (II)Sp . This implies that there is no explicit dependence of the CNT substrate thermal coupling on kθ
alone.
We also plot in Figs. 3.8(c) and (d) the temperature decays for ∆T (V III)Sp (small k, low ν TW and LA
branches) and ∆T (IX)Sp (small k, low ν TO branches). We find that the decay rate for ∆T
(IX)
Sp is significantly
greater than that of ∆T (V III)Sp . ∆T
(IX)
Sp decays at approximately the same rate as the rest of the CNT. This
implies that, despite the long wavelengths and low frequencies of the LA and TW acoustic modes, they
are weakly coupled to the substrate and thermalize rapidly with the other higher-frequency phonon modes.
This is not surprising, because the LA and TW phonon modes are due to in-plane displacements, and the
compression or shearing motion results in weak mechanical coupling to the substrate. On the other hand,
the transverse optical modes represented by ∆T (IX)Sp are much more strongly coupled to the substrate than
they are to the rest of the CNT. This is because these modes have radial displacements, resulting in stronger
mechanical and thermal coupling.
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3.5.5 Summary of Spectral Analysis
From the spectrum of the interfacial heat flux, we have found that thermal coupling across the CNT-SiO2
interface is most strongly mediated by low frequency, 0-10 THz phonons. We have also found a small
contribution to the interfacial heart flux fluctuations in the 40-57 THz region.
We also track the time evolution of the CNT phonon energy distribution during the relaxation simulations
and find that low-frequency phonon modes (0-10 THz) relax more rapidly, confirming their primary role in
interfacial thermal transport. However, short wavelength phonons relax at the same rate as the rest of the
CNT even at low frequencies. The overlap between the phonon spectra of the CNT and the SiO2 substrate
from 0 to 40 THz does not seem to have a significant effect on the energy relaxation of the phonon modes.
The spectral temperature in the over-40 THz region of the phonon spectrum is found to relax at the same rate
as the rest of the CNT. This suggests that the intra-nanotube energy exchange rate between the overlapping
and non-overlapping regions of the phonon spectrum is much higher than the energy transfer rate from the
CNT into the substrate, allowing the energy distribution in the over-40 THz region to be in quasi-equilibrium
with the sub-40 THz region. We also find no explicit dependence of the energy relaxation on the angular
number.
Finally, we computed the energy relaxation rate of LA and TW phonon branches in the small k, low
ν region of the phonon spectrum and compared it to that of one of the TO phonon branches. The energy
transfer rate was found to be much higher for the TO modes than for the LA and TW modes, suggesting
that transverse, out-of-plane vibrations of the CNT are primarily responsible for thermal coupling in this
configuration.
3.6 Summary
Using the transient method of simulating interfacial heat transfer, we have found that the CNT-SiO2 TBC to
be around ∼ 0.081 WK−1m−1 at 300 K. By varying the CNT-SiO2 interaction strength and the temperature
in our MD simulations, we show that interfacial thermal transport is partly mediated by inelastic processes.
The lineal TBC is determined to be proportional to the nanotube diameter, which suggests that the areal
TBC is a constant. It is also shown that the TBC value calculated from our Green-Kubo equilibrium MD
simulations is in good agreement with that computed from non-equilibrium MD simulations.
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Figure 3.1: Schematic of heat dissipation from CNTs to SiO2 in (a) vertical CNT array heat sinks (with
native SiO2 layer on Si wafer) and in (b) interconnect of transistor applications. The downward red arrows
show the direction of heat flow, in particular, via the CNT-SiO2 interface. (c) Computed phonon DOS in
CNT and SiO2 substrate. The CNT phonon DOS ranges from 0 to 56 THz whereas that of Si and O atoms
ranges from 0 to 40 THz.
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Figure 3.2: Generating the simulation structure for a (10,10) nanotube with substrate coupling strength
χ = 1 (a) We start with a crystalline SiO2 block and anneal it at 6000 K to produce (b) the amorphous SiO2
domain. (c) We delete the top half of the amorphous block to produce the substrate, then place the CNT
on it. Inset shows the thermal circuit formed by the CNT and substrate (= 1/g). (d) Typical simulated
temperature transients. The simulation monitors the temperature difference between the CNT and SiO2 as
the temperature drop (∆T ) across the interface.
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Figure 3.3: (a) Decay of the normalized CNT-substrate temperature difference at 300 K averaged over ten
run, with varying CNT-substrate interaction strength (χ). (b) Natural logarithm of the same plot. The
decay of the temperature difference can be fitted to a single exponential decay. The decay time is obtained
from the fit gradient in the first 20 ps and is used to calculate the TBC as described in the text. (c) Cross-
sectional profiles of a (10,10) CNT for different values of χ. As this interaction becomes stronger, the CNT
profile is deformed and its cross section becomes more elliptical.
43
Figure 3.4: (a) Computed TBC for different values of χ from 200 to 600 K. (b) The TBC normalized with
respect to its value at 200 K. Simulations suggest the TBC varies as T 1/3 for the range of χ values studied,
due to inelastic phonon scattering at the CNT-substrate interface. (c) The TBC normalized with respect
to χ. These results suggest that there is a nearly linear dependence of the TBC on the strength of the
CNT-substrate van der Waals interaction (χ). This dependence is not captured by conventional theories
such as the acoustic or diffuse mismatch models.
Figure 3.5: (a) Time integral of the autocorrelation of Q oscillates about its asymptotic value of 0.846×10−27
W2 after 500 ps. This corresponds to g ≈ 0.069±0.011 WK−1m−1. (b) Log-log plot of the power spectrum
of Q scales as ν1/2 from 0 to 10 THz, and as ν−2 at high frequencies. Inset shows the same as a linear
plot; both suggest the dominant contribution is between 0 and 10 THz. A small component of very high
frequency (¿40 THz) also contributes to interfacial thermal transport via inelastic scattering.
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Figure 3.6: Power spectrum of the isolated (10,10) CNT. (a) Transverse power spectrum. Closely spaced
optical phonon branches are visible in the low-frequency part. (b) Longitudinal power spectrum. Unlike the
transverse power spectrum, it has fewer low frequency optical phonon branches. (c) Overall power spectrum
as the sum of the transverse and longitudinal power spectra. We divide the power spectrum into different
regions (I, II, III and IV) to compute their spectral temperatures.
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Figure 3.7: 2D spectrum of ΘEq(ν, k, kθ) for (a) kθ = 0 and (b) kθ = 5. We compute the spectral temper-
atures of the regions enclosed by the red dashed lines (k = 0 to 5, ν = 0 to 5). The enclosed regions (blue
dashed lines) contains part of the (c) TW and LA branches and (d) a doubly-degenerate TO branches.
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Figure 3.8: Spectral temperature decays of the (10,10) CNT with the initial CNT temperature at 500 K
and the SiO2 substrate at 300 K. (a) ∆T (I)Sp exhibits a fast initial decay followed by a slower decay rate
of τ 84 ps. (b) Shows the spectral temperature decay of ∆T (II)Sp . It relaxes at about the same rate as
∆T (III)Sp to ∆T
(V II)
Sp and the average temperature of the CNT. The relaxation behavior of ∆T
(I)
Sp suggests
that small k, low ν phonon modes are much more strongly coupled to the substrate phonons and are the
primary mechanism responsible for vibrational energy transfer to the substrate. (c) and (d) show the spectral
temperature decay of ∆T (V III)Sp and ∆T
(IX)
Sp compared to ∆T
(I)
Sp and ∆TCNT . ∆T
(V III)
Sp , which corresponds
to the energy relaxation of the small k, low ν LA and TW modes, decays at approximately the same rate as
∆TCNT . On the other hand, ∆T
(IX)
Sp , which corresponds to the energy relaxation of the small k, low ν TO
mode for kθ = 5, decays even more rapidly than ∆T
(I)
Sp .
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Chapter 4
Carbon Nanotubes on SiO2: Spectral
Energy Density Analysis
4.1 Introduction
In this chapter, using classical molecular dynamics (MD) simulation and the spectral energy density (SED)
analysis techniques employed in Refs. [48, 87, 49] and further developed in this paper, we characterize the
phonon lifetimes in an isolated (10,10) CNT and a (10,10) CNT supported on an amorphous silicon dioxide
(a-SiO2) substrate. From the changes in the phonon lifetimes as a result of contact with the substrate, the
polarization, frequency and wavelength dependences of the substrate-induced perturbation are determined.
We use the extracted phonon lifetimes to compute the thermal conductivity values of the isolated and
supported CNT as well as the thermal boundary conductance between CNT and SiO2. The reduction
in the CNT thermal conductivity as a result of substrate contact is then related to the changes in the
phonon lifetimes. By adjusting the simulation parameters, we are able to distinguish the different scattering
mechanisms arising from contact with the substrate and to estimate the boundary scattering and CNT-
substrate phonon-phonon scattering rates for each CNT phonon mode.
The organization of this chapter is as follows. The computational and data analysis methodologies are
described in Section 4.2. In particular, we show how the SED plot is computed from our MD simulation
data and how the line widths are extracted from the SED. In Section 4.3, we present the line width data
and analyze how the phonon lifetimes are affected by contact with the substrate. The scattering rates
are resolved into its different component processes - CNT phonon-phonon (Umklapp) scattering, (elastic)
boundary scattering and (inelastic) CNT-substrate phonon-phonon scattering. The relative contributions
of the three processes to the phonon lifetimes are also quantified. The dependence of the change to the
phonon lifetime is also related to its polarization, wavelength and frequency. In particular, we compute the
phonon lifetime of the G-band phonons and determine the changes caused by contact with the substrate.
In Section 4.4, we use the scattering rates to compute the thermal conductivity of the isolated CNT and
of the supported CNT. The relative contributions of the different acoustic and optical phonon branches
are quantified in simulations with and without the substrate. We also calculate the thermal boundary
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conductance from the CNT-substrate phonon-phonon scattering rate and compare it with the value obtained
from a Green-Kubo calculation. The frequency range dependence of the thermal boundary conductance is
analyzed.
4.2 Computational and Data Analysis Methodology
4.2.1 MD Simulation Setup
Our MD simulations are performed using the LAMMPS package [37]. The structure consists of a 2000 atom,
50-unit cell long (10,10) CNT supported on an a-SiO2 block with periodic boundary conditions in the plane
of the interface. The setup of the simulation domain and structure essentially follows that in Sec. 3.2.3 and
in Refs. [30, 31], and it is shown in Fig. 4.1. The CNT is oriented to be parallel to the z-axis and the surface
of the substrate is parallel to the x-z plane. Periodic boundary conditions are imposed in the x-z directions.
To model the C-C atomic interaction, we use the adaptive intermolecular reactive bond order potential [70];
to model the Si-Si, Si-O and O-O atomic interactions, we use the Munetoh [72] parameterization of the
Tersoff potential [88]. The interaction between the CNT and the substrate atoms is assumed to be vdW. We
model this vdW interaction with the Lennard-Jones (LJ) 12-6 potential Vij(r) = 4εij [(σij/r)12 − (σij/r)6]
where the εij and σij parameters for i = C and j = Si, O are given in Ref. [30].
The temperature in all of the equilibrium MD simulations is 300 K. To reach the target temperature,
the system is equilibrated at 300 K by first running it as an NVT ensemble for 20 ps before running it again
as an NVE ensemble for 100 ps. We use a time step of 0.2 fs. During the NVT stage, we apply a Langevin
thermostat to ensure that the phase space trajectory is randomized and that there are no ‘memory’ effects
[40].
To elucidate the different scattering processes, we have three separate sets of simulations (cases I to III)
with different conditions. As we progress from case I to III, more scattering mechanisms are included in
the simulations. In the first set of simulations (case I), an isolated CNT is simulated at 300 K without any
substrate. Thus, the phonon lifetimes are determined by only one scattering mechanism - the higher order
(anharmonic) coupling between CNT phonons.
In the second set of simulations (case II), the CNT is attached to the SiO2 substrate. However, the
substrate atoms are ‘frozen’ in their equilibrium positions and only the CNT atoms are allowed to move and
interact with the frozen substrate atoms. By freezing the atoms in the substrate, interaction between the
CNT phonons and the substrate modes is prevented.
Hence, in addition to the anharmonic coupling between CNT phonons, which we assume to be unchanged
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by the substrate, the CNT phonons are also affected by boundary scattering (i.e. perturbations from the
static interfacial bonds with the substrate) but not by CNT-substrate phonon-phonon scattering. In the
third set of simulations (case III), the substrate atoms are allowed to move so that interaction between the
CNT phonons and the substrate modes can occur, resulting in CNT-substrate phonon-phonon scattering
processes.
In all three sets of simulations, the individual atomic velocities of the 2000 CNT atoms are dumped at
intervals of 8 fs for a total 655400 steps. The atomic velocities are then used to construct the spectral energy
density (SED) as described in the following sub-section. A total of 15 independent runs1are performed for
each set of simulations so that ensemble averages can be taken to reduce the noise in the SED analysis of
the data.
4.2.2 Spectral Energy Density Analysis
Although phonon lifetimes can be estimated from the time auto-correlation of the normal mode coordinates
[89, 90, 91, 87, 92], such a method would be inconvenient in cases when the unit cell contains a large number
of basis atoms. For example, in a (10,10) CNT, the unit cell has 40 basis atoms, making it impractical to use
the modal decomposition method. However, the spectral energy density method affords us a computationally
convenient method of extracting the phonon lifetimes in the CNT without having to decompose the atomic
coordinates into its normal mode components. In the modal decomposition method, the normal modes have
to be individually resolved and the lifetimes are then extracted from the individual time autocorrelations.
On the other hand, the SED method converts the velocity data of groups of atoms into sets of data in
frequency space and uses peak position and width analysis to determine the frequencies and lifetimes of the
corresponding group of phonon modes with the same quantum numbers. In a sense, we can think of SED
analysis as a kind of ‘numerical spectroscopy’.
In order to extract the phonon lifetimes from the velocity history of the CNT atoms, we need to convert
the spatial and time-dependent atomic velocity data into one in frequency (ν) and reciprocal (k) space.
This can be accomplished by taking advantage of the symmetries of the CNT. The (10,10) CNT has both
translational symmetry in the axial direction and a 10-fold rotational symmetry in the circumferential
direction. Given that the CNT is a one-dimensional crystal, it has a unit cell of 40 basis atoms, which
implies that it has 120 phonon branches. We can label each of these unit cells with an index n, which runs
from 0 to 49 in our simulations as the CNT is 50 unit cell-long. However, because the symmetry of the
unit cell is described by the D10 point group, the translational unit cell can be decomposed into smaller
1The runs are made independent by setting a different initial seed value during the Langevin thermostatting phase for each
run.
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translational-rotational unit cells with 4 basis atoms. Thus, we can label each of these smaller rotational
unit cells within the translational unit cell with an index nθ, and each of the translational-rotational unit
cells can be uniquely enumerated by the pair of indices (n,nθ) and thus each of the CNT atoms can be
enumerated by a triplet of indices (n,nθ,b) where b is the basis atom number. Therefore, as we move into
the corresponding reciprocal spaces, the phonon modes can be enumerated by three quantum numbers - k
(the translational wave number running from 0 to 49), kθ (the rotational wave number running from 0 to 9
with 0 corresponding to the circumferentially nodeless modes) and β (the polarization index running from
1 to 12). In this work, we enumerate the phonon modes by the indices (k,kθ,β).
Let us now describe the procedure for computing the SED from the atomic velocity data. The time
derivative of the α-th component (r, θ or z) of the b-th atomic coordinate in the unit cell ub,α can be written
as the sum of its modal components:
u˙b,α(n, nθ, t) =
1√
mNNθ
N−1∑
k=0
Nθ−1∑
kθ=0
12∑
β=1
eb,α(k, kθ, β) exp
[
−2pii
(
kn
N
kθnθ
Nθ
)]
q˙(k, kθ, β, t) (4.1)
where m is the mass of the C atom, N (=50) is the number of translational unit cells, Nθ (=10) is the
number of rotational unit cells, eb,α is the eigenvector component of the (k,kθ,β) mode and q is the normal
coordinate of the latter. Following equation (4) of Ref. [48], the phonon SED can be written as
Φ(k, kθ, ν) =
〈
4∑
b=1
∑
α
m
2
∣∣∣∣∣ 1NNθτ
N−1∑
n=0
Nθ−1∑
nθ=0
exp
[
2pii
(
kn
N
kθnθ
Nθ
)]∫ τ
0
dt exp(2piiνt)u˙b,α(n, nθ, t)
∣∣∣∣∣
2〉
(4.2)
which simplifies to
Φ(k, kθ, ν) =
1
2
〈∣∣∣∣∣∣1τ
∫ τ
0
dt exp(2piiνt)
12∑
β=1
q˙(k, kθ, β, t)
∣∣∣∣∣∣
2〉
(4.3)
where ν is the frequency. Our expression for the phonon SED in Eq. (4.2) only differs from equation (4) of
Ref. [48] by a prefactor of 1/(4pi) and its additional use of the rotational wave vector. By summing Eq. (4.3)
with respect to kθ, we can recover equation (4) in Ref. [48].
Using the Wiener-Khinchine theorem, which implies that the absolute square of the Fourier transform is
equal of the Fourier transform of the autocorrelation, the expression in Eq. (4.3) simplifies to
Φ(k, kθ, ν) =
1
2τ
∫ τ
0
dt exp(2piiνt)
12∑
β=1
〈q˙(k, kθ, β, t)∗q˙(k, kθ, β, 0)〉 (4.4)
i.e. as the Fourier transform of the sum of the normal mode time autocorrelations. If we assume that the
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(k, kθ, β) normal mode has an inverse lifetime of γ(k, kθ, β) and a frequency of ν(k, kθ, β), then we can write
the time autocorrelation function as an exponentially decaying cosine function
〈q˙(k, kθ, ν, t)∗q˙(k, kθ, ν, 0)〉 =
〈
|q˙(k, kθ, β, 0)|2
〉
cos [2piν(k, kθ, β)t] exp(−γ(k, kθ, β)t/2) (4.5)
where γ(k, kθ, β) is the inverse phonon lifetime. Hence, after inserting Eq. (4.5) back into Eq. (4.3) and
restricting ourselves to only positive frequencies, we obtain the expression for Φ(k, kθ, ν) as a sum (over all
polarizations) of Lorentzian functions i.e.
Φ(k, kθ, ν) =
2
τ
12∑
β=1
[
γ(k, kθ, β)〈|q˙(k, kθ, β, 0)|2〉
16pi2(ν − ν(k, kθ, β))2 − γ(k, kθ, β)2
]
=
2
τ
12∑
β=1
[
I(k, kθ, β)
16pi2(ν − ν(k, kθ, β))2 − γ(k, kθ, β)2
]
(4.6)
where I(k, kθ, β) is the intensity of the phonon mode (k, kθ, β).
Here, we will like to point out that the inverse phonon lifetime γ in Eq. (4.5) is the average of the phonon
population inverse lifetime 1/τpop and the pure dephasing inverse lifetime 1/τdep [93, 94], i.e. 2γ = 1/τpop +
1/τdep. The former (τpop) is the actual quantity of interest especially when it comes to the computation
of thermal transport coefficients, although most papers that attempt to compute such coefficients from the
mode lifetimes do not appear to draw this distinction (for example see Refs. [48, 90, 92]). For general
theoretical completeness, we state explicitly our assumption that τpop = τdep and thus τpop = 1/γ. This
assumption can be at least justified in the oscillator-bath framework [93, 94] by considering the phonon
mode to be the harmonic oscillator and the other phonon modes (CNT and substrate) to form the thermal
bath to which it is weakly coupled. It is also necessary if we are to compare our computed CNT phonon
lifetimes to the experimentally measured phonon population lifetimes in the literature (for example see Refs.
[95, 96]). In the rest of the text, we will use the terms phonon lifetime and relaxation time interchangeably.
In Fig. 4.2(a), we plot Φ(k, kθ, ν) summed over all k and kθ values. The plot is proportional to the
phonon density of states at 300 K and comprises 6000 peaks clustered closely together, making it impossible
to fit the width of the individual peaks. In Fig. 4.2(b), we plot Φ(k, kθ, ν) summed over all kθ values for
k = 0. We have a total of 120 peaks and it is now possible to observe some of the individual peaks. However,
especially in the f = 47-55 THz region, many of the peaks are still closely packed together. In Fig. 4.2(c),
Φ(k, kθ, ν) corresponding to k = 0 and kθ = 0 is plotted. This time, we have 12 distinct and well-separated
peaks and the problem of closely clustered peaks in the f = 47-55 THz region is solved. The peaks are
sufficiently separated and resolved that we can identify the split G (G− and G+) peaks in Fig. 4.2(d).
For each wave vector in the (k,kθ)-space, the frequency-dependent SED spectrum has 12 peaks [see
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Eq. (4.6)] and was fitted by multiple Lorentzian functions using the Levenberg-Marquardt algorithm [97].
The fitting algorithm requires an initial guess of the Lorentzian parameters, which was determined by using a
peak detection algorithm [97] knowing the number of peaks in a spectrum. Since the peak detection algorithm
suffers from noise in the spectra, the peak assignments needed to be manually checked. The process could
be fully automated by using the phonon frequencies calculated from harmonic lattice dynamics as the initial
guess, however, this was not performed in the current work since the influence of the substrate on the CNT
phonon frequencies was not known in advance. Nevertheless, by the quasi-automatic procedure, SED spectra
could be fitted with a nominal weighted sum of squared residual of less than 10 percent of that of the signal.
For the CNT supported on a-SiO2 substrate, the CNT phonon frequencies are expected to shift from
those of the isolated CNT due to the interaction with the substrate. However, for the current system with
weak vdW interaction between the CNT and the substrate, equilibrium MD simulations find the change in
the CNT phonon dispersion relations by the substrate to be minute for most of the modes. In other words,
the perturbation caused by the substrate does not appreciably influence the harmonic properties of the CNT.
Therefore, for the sake of simplicity in the phonon lifetime analysis to follow, we have ignored the change
in eigenvalues and eigenstates and assigned the relaxation time τ(k, kθ, β) of the supported CNT to the
original unperturbed eigenvalues and eigenstates of the isolated CNT with nearest distance in the (k, kθ, ν)
space. During this analysis, we have ignored the inter-CNT-substrate modes, since the non-propagating
modes with limited degrees of freedom have negligible contribution to the thermal transport properties,
even though their frequencies are smaller and relaxation times are longer than the lowest frequency CNT
phonon.
4.3 Phonon Lifetime Analysis
We assume that only three mechanisms contribute to the CNT phonon lifetime in our MD simulations:
1. Anharmonic coupling or Umklapp/Normal scattering between CNT phonon modes (1/τU )
2. Boundary scattering by static vdW bonds at the interface (1/τB)
3. CNT-substrate phonon-phonon scattering (1/τS)
If we assume that these processes are independent, we can invoke Matthiessen’s rule and write the inverse
lifetime of the (k, kθ, β) phonon mode as a sum of inverse scattering times
γ(k, kθ, β) =
1
τ(k, kθ, β)
=
1
τU (k, kθ, β)
+
1
τB(k, kθ, β)
+
1
τS(k, kθ, β)
(4.7)
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Case Inverse Phonon Lifetime Simulation Conditions
I γI = 1/τU Isolated CNT
II γII = 1/τU + 1/τB CNT on frozen a-SiO2 substrate
III γIII = 1/τU + 1/τB + 1/τS CNT on a-SiO2 substrate at 300 K
Table 4.1: List of different simulation cases and conditions.
As all three processes contribute to the phonon lifetime, we need to modify the simulation conditions to
isolate their effects. To do that, three different sets of MD simulations are performed. In the first set (case
I), the substrate is removed from the simulation set up, leaving only the CNT. For notational convenience,
we suppress the phonon index (k, kθ, β) in the following discussion and whenever it is obviously not needed.
The inverse phonon lifetime γI extracted from these simulations is given by γI = 1/τU . In the second set
(case II), the substrate is put back into the simulation set up but its atoms are frozen. This freezing of the
substrate atoms means that there is no CNT-substrate phonon-phonon scattering. Hence, the inverse phonon
lifetime γII from these simulations gives us γII = 1/τU + 1/τB . In the third set (case III), the substrate
atoms are no longer frozen and we run everything at 300 K. Therefore, we have γIII = 1/τU +1/τB +1/τS .
Given the three inverse phonon lifetimes γI , γII and γIII , it is a straightforward matter to work backwards
to reconstruct the inverse scattering times: 1/τU = γI , 1/τB = γII − γI and 1/τS = γIII − γII . A summary
of the inverse lifetimes and the simulation conditions is given in Table. 4.1.
It must be mentioned that underlying our procedure of modifying the simulation conditions to isolate
the individual scattering rates is the assumption that the scattering rates 1/τU , 1/τB and 1/τS are not
significantly altered by these modifications. For example, we have assumed that the 1/τU term is unchanged
in γI , γII and γIII . This assumption should hold provided that CNT-substrate interaction is sufficiently
weak. However, this ‘sufficiently weak’ assumption can only be justified post hoc from our simulation results
and analyses in the following subsections.
4.3.1 Phonon Lifetimes in Isolated CNT
Figure 4.3 shows the frequency dependence of phonon relaxation time of the isolated CNT. The general trend
agrees with those reported for other materials such as silicon [98, 99]; stronger and monotonic frequency
dependence in low frequency regime and weaker and non-monotonic dependence in high frequency regime.
The acoustic phonon branches show particularly strong frequency dependence, where the relaxation time
varies by approximately two orders of magnitude for an order of magnitude variation in frequency. As for the
branch dependence of the relaxation time, it is weaker among the acoustic phonons than between acoustic
and optical phonons in the low frequency regime, suggesting stronger dependence on the circumferential
wave number than on the polarization.
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The trend of the frequency dependence is compared with the well known scaling τ ∝ ν−2 obtained by
Klemens [100] for three-phonon scattering of linear-dispersion modes at low frequency and high temperature
limits. The same scaling law for acoustic modes in CNTs was also obtained by Hepplestone and Srivastava
[101], also using three-phonon scattering. Although, the statistical error prevents us from accurately esti-
mating the effective exponent, the twisting acoustic (TW) modes with linear dispersion exhibit a power-law
frequency dependence with an exponent (∼ −1.1) clearly different from −2 (thus weaker frequency depen-
dence). This could be due to higher order anharmonic events, which are not taken into account in Klemens’
scaling, or due to the one-dimensional nature of the CNT although the result from Refs. [101] and [102]
seems to exclude that possibility. The degenerate transverse acoustic (TA) modes do not show a single power
law trend presumably due to the nonlinear dispersion caused by the CNT flexure modes [86]. The exponent
of the longitudinal acoustic (LA) modes could not be identified due to the limited CNT length. Note that,
for the LA mode, the finite length of the current system gives only two data points in the frequency range
with linear dispersion (< 3 THz) [51].
4.3.2 Changes in Phonon Lifetimes from Substrate Contact
The SED analysis finds that the reduction of CNT phonon relaxation time due to the a-SiO2 substrate
depends strongly on the phonon states. The reduction is most noticeable in the low frequency phonons.
Strong polarization dependence is also observed, where the reduction of the relaxation time is the largest for
transverse modes. Note that the optical phonons with frequency smaller than 4 THz mostly have transverse
polarization. The actual scattering rate due to the substrate and its frequency dependence can be better
quantified by calculating the substrate scattering rate γSiO2 = γIII − γI . Figure 4.4 shows that the γSiO2
spectrum has a broad peak in the low frequency regime up to 10 THz, and sharper peaks in the regimes
around 18 THz and 50 THz. In contrast, γSiO2 is nearly zero in the intermediate frequency regime between
18 THz and 50 THz. Such selectivity comes from the strong branch dependence of the substrate scattering
as clearly demonstrated by the contour of γSiO2 in the (ν,k)-space [Fig. 4.5(a)]. Furthermore, this was
found to correlate well with the magnitude of the radial atomic displacements of the CNT eigenvectors
[Fig. 4.5(b)], and therefore, the selectivity originates from a rather intuitive mechanism that the substrate
effectively scatters CNT phonons with radial atomic displacements.
Based on the γII obtained from the simulation with the frozen substrate, we can separate the scattering
due to the substrate to boundary scattering (1/τB) and phonon-phonon scattering (1/τS), i.e. γSiO2 =
1/τB + 1/τS . As seen in Fig. 4.4, where the difference between γIII − γI (= 1/tauB + 1/τS) and γII − γI
(= 1/τB) is small in the entire frequency domain, the reduction in CNT phonon lifetime is dominantly caused
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by the boundary scattering. This means that the dynamics of the a-SiO2 substrate has negligible influence
on the intrinsic phonon relaxation of CNT. This is consistent with the above observation that the mode
selectivity of the substrate scattering rate is determined by the eigenvectors of the CNT but not by those of
the a-SiO2 substrate. Therefore, the influence of the substrate on the intrinsic heat conduction of CNT can
be sufficiently described by a CNT with static perturbation of the potential, which extremely simplifies the
physical model to investigate reduction of heat conduction or enhancement of hot phonon dissipation.
4.3.3 G-band Phonon Lifetime
The CNT optical phonons at the Γ point (G-mode phonons), which correspond to the C-C bond stretching
motion, are known to couple strongly with electrons. In high-field transport, these high-frequency phonons
play an important role in the energy relaxation of hot electrons. Hence, the decay dynamics and lifetimes
of these phonons are expected to play an important role in electrical transport.
The lifetimes of the phonons in the ν = 47 to 55 THz range, where the G-mode phonons are in our
simulations2, for cases I (no substrate) and III (with substrate) are shown in Fig. 4.6. The frequency range
between 49.5 and 53 THz contains the G-mode phonons as well as other high-frequency LO and TO modes
that are between the Γ and K points. In general, the phonons in this range have a lifetime of between 0.7
and 2.0 ps for case I, in consistent with the experimentally measured G-mode phonon population lifetimes
(∼ 1.1± 0.2 ps) in Refs. [95, 96].
To make the direct connection to experimental measurements [96], we identify the Raman-active G
phonons, making use of the point group symmetry of the unit cell. Since the kθ = 0 spectrum conforms
to the circumferentially nodeless state, its peaks have A1 symmetry. In the k = 0 and kθ = 0 spectrum
[Fig. 4.2(c)], there are 12 distinct peaks, two of which are the G− and G+ phonon modes [see Fig. 4.2(d)].
The identification of the G− and G+ phonon modes is made on the basis of polarization and symmetry
consideration. When the spectrum in Fig. 4.2(d) is recomputed with only transversely polarized components,
we find that the high-frequency peaks (ν = 49.6 and 54.1 THz) on either side of the ν = 52.6 THz peak
disappear, indicating that they are longitudinally polarized and that the ν = 52.6 THz peak is transversely
polarized. The A1-symmetry G peaks correspond to the Γ-point in-plane transverse optical (iTO) and the
longitudinal optical (LO) phonon modes, and are formed from the splitting of the G peak in graphene as a
result of curvature effects which lead to the softening of the iTO mode with respect to the LO mode. Thus,
we identify the ν = 52.6 THz mode as the G− (iTO) peak and the ν = 54.1 THz mode as the G+ (LO) peak.
2In our MD simulations, the G phonons are frequencies around 52 to 54.2 THz whereas in Raman experiments of CNTs,
the characteristic frequency is around 47 THz. The discrepancy that we observe is due to the AIREBO interatomic potential
that we use.
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It should be pointed out that, when electron-phonon coupling effects are taken into account in a metallic
CNT, the order of identification is reverse i.e. the G− peak corresponds to the LO mode and vice versa as a
result of LO phonon softening from the Kohn anomaly effect [103]. However, in a classical MD simulation,
these effects are absent and we attribute the splitting to purely curvature effects.
We fit the peaks and find that the G− and G+ lifetimes are 1/γI = 1.00 and 0.99 ps respectively in
the isolated CNT and 1/γIII = 0.62 and 0.69 ps in the supported CNT. Their respective scattering rates
are γSiO2 = 0.61 and 0.44 THz. Unsurprisingly, being transversely polarized, the G− (iTO) mode is more
strongly ascattered than the G+ (LO) mode by the substrate. Nonetheless, the lifetime of the G+ (LO)
mode, which is coupled strongly to electrons in real systems, is still reduced significantly by ∼ 30 percent.
Even when the substrate is ‘frozen’, the G+ peak lifetime reduction is almost the same, indicating that it is
due mainly to boundary scattering and that the G+ phonons do not couple directly with the modes in the
substrate. In high field electrical transport in CNTs [104], Γ-point LO phonons are preferentially emitted by
hot electrons, leading to an elevated nonequilibrium LO phonon population. Intra-nanotube coupling with
lower frequency phonons can provide channels for the LO phonons to decay and dissipate energy although it
was shown in Ref. [104] that these intra-nanotube channels are insufficient and lead to an energy relaxation
bottleneck. From our MD simulation results, we find that boundary scattering provides additional intra-
nanotube decay channels for the high-frequency phonons. There may be some ex nanotube decay channels
but they are insignificant. In the context of high-bias electrical transport, this phonon lifetime reduction
may ameliorate the energy relaxation bottleneck [104, 61, 1].
In Ref. [96], the G+ lifetime was measured to be around 1.1 ± 0.2 ps for a semiconducting (6,5) CNT,
in good agreement with our MD simulation results (1/γI = 0.99 ps). However, no significant changes to
the G+ mode phonon lifetimes were found when the CNT was immersed in liquid D2O using two different
types of surfactants, somewhat contradicting the ∼ 30 percent lifetime reduction from our MD simulations.
However, our simulations involve a solid substrate while their experiments were performed with CNTs in
a liquid suspension. The perturbation from the a-SiO2 substrate is probably different from that by the
surfactants. Hence, this discrepancy is not entirely unexpected.
57
4.4 Thermal Transport Coefficients
4.4.1 Thermal Conductivity of Isolated and Supported CNTs
By knowing the mode-dependent phonon relaxation time, thermal conductivity in the classical limit can be
calculated as
κ =
1
V
Nθ∑
kθ
N∑
k
12∑
β=1
kBv
2
β,k,kθ
τβ,k,kθ (4.8)
where kB is the Boltzmann constant. For the CNT volume, we adopt a conventional definition V =
√
3piacNbcd, where ac, bc, and d are the lattice constant, vdW distance (3.4 A˚), and CNT diameter, respec-
tively. The group velocity vβ,k,kθ was extracted from the SED at 300 K, and hence, includes the anharmonic
effects. The obtained thermal conductivity of the isolated CNT was 475 Wm−1K−1 and the four acoustic
branches carry only 40 percent of the total conducted heat. These values are in reasonable agreement with
those reported by Thomas et al. [48], where the counter intuitively small contribution of acoustic phonons
was attributed to the appreciable contribution from the low frequency optical phonons. For the CNT on
a-SiO2 substrate, thermal conductivity is reduced by 33 percent to 317 Wm−1K−1. As summarized in Table
1, more than 70 percent of the thermal conductivity reduction is attributed to the acoustic phonons. The
thermal conductivity reduction in each mode is 83, 51, and 35 percent for TA, LA, and TW, which are sig-
nificantly larger than 16 percent, the reduction in the rest of the modes. The largest reduction in TA modes
is consistent with the correlation between the substrate scattering rate and the magnitude of transverse
component of eigenvectors discussed in Section 3B. As a consequence, in the supported CNT, the acoustic
phonons carry an even smaller fraction (25 percent) of the total heat conducted than in the isolated CNT.
This demonstrates a strongly multi-phonon-band nature of CNT heat conduction particularly when a CNT
is supported by a substrate.
It is worth commenting on the size effect of thermal conductivity; dependence of thermal conductivity on
the supercell length when the length is smaller than phonon mean-free-paths. Thomas et al. [48] performed
simulations for different CNT lengths and observed convergence of thermal conductivity at the same length
with the current study (50 unit cells). One justification is that, a periodic supercell calculation, unlike the
real finite length system [105], allows the phonons to travel much longer distance than the computational
cell through the periodic boundary, and thus, models an infinite length system. On the other hand, this
ignores the phonons with wavelength longer than the supercell length that might have contributed to the
bulk thermal conductivity. Although, in the current work, we rely on the finding of Thomas et al. [48], it is
not evident at the moment why the size dependence should diminish at a supercell size much smaller than
phonon mean-free-paths.
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Branch Isolated (WK−1m−1) Supported (WK−1m−1) Reduction (%)
All 474.6 317.0 100.0
LA 65.4 32.2 21.3
TA 71.4 12.0 38.1
TW 52.6 34.4 11.7
Others 284.6 239.4 28.9
Table 4.2: Influence on Thermal Conductivity
Our calculation of the thermal conductivity of isolated and supported CNTs is summarized in Table 4.2.
4.4.2 Thermal Boundary Conductance from Substrate Phonon Scattering
In the previous section, we computed the CNT-substrate phonon-phonon scattering rates τS(k, kθ, β)−1. If
our assumption that these are the relaxation rates at which the CNT phonons scatter with the substrate
phonons is correct, then it ought to be possible to estimate thermal transport coefficient. The expression
for the interfacial heat flux between the CNT phonons and the substrate modes is
Q =
∑
k,kθ,β
hν(k, kθ, β)τS(k, kθ, β)−1
dn(k, kθ, β)
dT
∆T = gL∆T (4.9)
where ν(k, kθ, β), τS(k, kθ, β) and n(k, kθ, β) are the frequency, the inverse CNT-substrate phonon-phonon
scattering rate and the Bose-Einstein occupation factor of the (k, kθ, β) mode respectively; ∆T is the tem-
perature differential between the CNT and the substrate, g is the thermal boundary conductance and L
(=122.8 A˚) is the length of the CNT. Thus, the TBC is
g =
1
L
∑
k,kθ,β
h¯ω(k, kθ, β)τS(k, kθ, β)−1
dn(k, kθ, β)
dT
(4.10)
and, in the classical limit, where hν(k, kθ, β)× dn(k, kθ, β)/dT ≈ kB and kB is the Boltzmann constant, the
expression for the TBC reduces to
g =
kB
L
∑
k,kθ,β
τS(k, kθ, β)−1 =
NkB
L
〈
1
τS(k, kθ, β)
〉
(4.11)
where 〈. . .〉 is the average taken over all modes and N is the total number of phonon modes. In that case,
it is relatively straightforward to compute g since
N
〈
1
τS(k, kθ, β)
〉
=
∑
k,kθ,β
[γIII(k, kθ, β)− γII(k, kθ, β)] (4.12)
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In other words, the TBC is simply proportional to the difference, between case II and III, in the sum of the
inverse phonon lifetimes. From the formula in Eq. (4.12), we compute the TBC to be g = 0.055 WK−1m−1.
We also compute the TBC using the Green-Kubo relation given in Sec. 2.4 and Ref. [31]
gGK =
1
LkBT 2
∫ ∞
0
dt 〈J(t)J(0)〉 (4.13)
where J is the atomistic interfacial heat flux between the CNT and the substrate and 〈. . .〉 here refers to the
ensemble average. The same equilibrium MD simulation setup as shown in Fig. 4.1 was run at 300 K for 1
ns. From this simulation, we compute the autocorrelation of J and use it to determine gGK . We estimate
gGK to be 0.075± 0.018 WK−1m−1which is in reasonable agreement with the value of g we computed from
the CNT-substrate phonon-phonon scattering rates. The reasonable agreement between the two methods of
computing the TBC suggests that our estimate of 1/τs(k, kθ, β) is at least not wildly inaccurate and validates
our earlier assumptions in Eq. (4.7) that the scattering mechanisms are independent and the CNT-substrate
interaction is sufficiently weak. This result also confirms that CNT-substrate phonon-phonon scattering
plays only a minor role in the reduction of the CNT phonon lifetimes because the TBC would be larger if
the CNT-substrate phonon-phonon scattering were stronger.
To see the frequency dependence of the TBC, we define and plot in Fig. 4.7 the differential TBC g′(ν)
g′(ν) =
kB
L
∑
k,kθ,β
1√
4pi2∆ν
exp
[
− [ν − ν(k, kθ, β)]
2
2(∆ν)2
]
τS(k, kθ, β)−1 (4.14)
which convolves a Gaussian function and the scattering rate, and where ∆ν is the broadening parameter
that we set equal to 0.01 THz. The TBC can be obtained by integrating g′ over the frequency range. We find
that g′ is the largest in the 0 to 9 THz range, suggesting that the modes in this range dominate interfacial
thermal transport. This is the range where we can find the TA phonons and it implies that interfacial thermal
transport is dominated by the TA phonons in the CNT. In certain frequency ranges, especially between 17.7
and 19.4 THz, g′ has negative values which come about when γII is greater than γIII . Another region
where we can find large negative values is between 50.5 and 55 THz. The negative values can either mean
that the CNT-substrate phonon-phonon scattering rate is negative, which is unphysical, or more probably
that the true 1/τS cannot be determined from the difference in the γIII and γII . Nonetheless, when we
integrate g′(ω) from 0 to 9 THz, we find a value that is ∼ 98 percent of g (= 0.055 WK−1m−1). The overall
picture strongly supports the idea that interfacial thermal transport is dominated by the low frequency CNT
phonons, a conclusion reached in Sec. 3.5 and Refs. [31, 43]. In particular, in Sec. 3.5, where the simulation
set up is almost identical, it was found that in a heat-pulsed (10,10) supported on an a-SiO2 substrate, the
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sub-10 THz, long wavelength phonons underwent more rapid temperature relaxation than the rest of the
CNT.
4.5 Discussion and Summary
From the SED analysis of our classical MD simulation of a (10,10) CNT on an a-SiO2 substrate, our main
findings are:
1. the different scattering rates (anharmonic, boundary, CNT-substrate phonon-phonon) can be distin-
guished by changing the simulation conditions,
2. the G+ (Γ-point LO) phonon mode undergoes significant ∼ 30 percent reduction in its lifetime, sug-
gesting that the substrate reduces the energy relaxation bottleneck in CNTs,
3. the thermal conductivity is reduced by ∼ 30 percent mainly due to boundary scattering,
4. CNT-substrate phonon-phonon scattering rates are smaller than boundary scattering rates,
5. interfacial thermal transport is dominated by phonons in the 0 to 9 THz range, and
6. the value of the thermal boundary conductance can be extracted from the CNT-substrate phonon-
phonon scattering rates and agrees with that computed from Green-Kubo calculations.
From the perspective of heat dissipation in CNT-based electronics, the interaction between the CNT and
the substrate plays a complex role. While it leads to a degradation of the CNT thermal conductivity, it
also provides an additional channel for energy dissipation via thermal boundary conduction. Because the
dominant mechanisms responsible for the thermal conductivity degradation and interfacial thermal transport
are different, this suggests that the degradation in the CNT thermal conductivity can be possibly reduced
without affecting interfacial thermal transport, through chemical or physical modification of the substrate
surface.
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Figure 4.1: Rendering of the simulation set up in which a (10,10) CNT is supported on an a-SiO2 block
mimicking the substrate. The a-SiO2 block is 24 A˚ thick, 51.5 A˚ wide and 122.8 A˚ long. The CNT is 122.8 A˚
(50 unit cells) long and has a diameter of about 13.7 A˚. (Top) Cross-sectional view of the set up. (Bottom)
Side view of the set up. The surface of the a-SiO2 substrate is relatively flat with some surface roughness.
periodic boundary conditions in the plane parallel to the substrate surface.
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Figure 4.2: Plot of Φ(k, kθ, ν) over all k and kθ values for T = 300 K in (a). The horizontal axis is set in the
units of frequency rather than angular frequency. In (b), by restricting ourselves to a particular k (k = 0),
the number of peaks is reduced to 120 but many of the peaks are still closely clustered together, especially
in the 47 to 55 THz region (enclosed by the red dashed lines). In (c), we restrict kθ = 0 and there are only
12 distinct peaks. The problem of the closely clustered peaks between 47 and 55 THz has been resolved.
(d) The peaks are now not so close to one another. The peaks are sufficiently distinct for us to make out
the G− and G+ peaks.
63
Figure 4.3: Frequency dependence of phonon relaxation time of isolated and supported (10,10) CNT.
The data are assigned to longitudinal acoustic (LA), transverse acoustic (TA), twisting (TW), and optical
phonons. The polarizations of optical phonons are not indicated for the sake of visual simplicity. The dashed
line indicates τ ∝ ν−2 of Klemens. The dotted line shows a power law (τ ∝ ν−1.1) fitted to the data of TW
phonons in the linear dispersion regime (ν < 15 THz).
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Figure 4.4: Frequency dependence of substrate scattering rate with (γIII − γI) and without (γII − γI)
molecular dynamics of the a-SiO2 substrate. The noise in the data and the consequent unphysical negative
γ is mainly due to the peak assignment error, which is larger for less dispersive phonons.
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Figure 4.5: (a) The substrate scattering rate in the (ν,k)-space. The contour shows the total substrate
scattering rate (γSiO2) in THz. (b) The magnitude of radial displacements of CNT eigenvectors. Each
eigenvector (k, kθ, β) is represented by a point in (ν,k) space and is colored between silver (minimum radial
displacement) and red (maximum radial displacement).
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Figure 4.6: We plot the phonon lifetimes for case I (no substrate, blue dots) and case III (with substrate at
300 K, hollow black circles) in the 47 to 55 THz region. The window between 49.5 and 52 THz (highlighted
in yellow) contains the G-mode phonons. The lifetimes of these points are between 0.7 and 2 ps when there
is no substrate. Contact with the substrate leads to a significant reduction in their lifetimes. The phonon
lifetime changes are plotted in magenta crosses. We find that the contact with the substrate leads to a
phonon lifetime reduction of up to 1.2 ps.
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Figure 4.7: We plot g′(ν) and the phonon density of states (DOS) of the CNT. The negative g′(ν) values
are unphysical and indicate that the CNT-substrate phonon-phonon scattering rates cannot be accurately
determined from γIII − γII . Nonetheless, the large positive g′(ν) values between 0 and 9 THz indicate that
interfacial thermal transport is dominated by phonons in this frequency range.
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Chapter 5
Graphene on SiO2: Thermal
Boundary Conductance
5.1 Introduction
Graphene, on account of its excellent electrical and thermal transport properties [106, 107], has shown much
promise as a candidate material for future nano-electronics applications. The current in a typical graphene
field-effect transistor (GFET) operated in the saturation limit can induce significant Joule heating, elevating
the temperature of the GFET and inducing spatial inhomogeneity in the carrier concentration [108, 109].
This heat can be dissipated either along the graphene or from the graphene to its surrounding. In a GFET
several microns long, most of the waste heat is dissipated into the substrate which is typically an insulating
dielectric such as amorphous SiO2 (a-SiO2) [110]. Thus, heat dissipation from the GFET is ultimately
limited by the thermal boundary conductance (TBC) of the graphene-substrate interface.
In this chapter, we investigate the TBC of the interface between single layer graphene (SLG) and a-SiO2.
We consider three mechanisms of energy exchange between SLG and SiO2 - (i) phonon-phonon coupling,
(ii) electron-surface polar phonon (SPP) scattering and (iii) near field radiation. The contribution from the
phonon-phonon coupling at the graphene-substrate interface (hph−ph) is computed using classical molecular
dynamics simulations. We also quantify the contributions from the inelastic scattering of electrons by the
SPP in a-SiO2 (he−ph) and from the dissipation of energy via fluctuating electric fields between the graphene
and the substrate (hNF ). The latter two contributions are dependent on the graphene carrier density, so we
calculate their variability with carrier density. We try to study this data variability by tuning the parameters
in our simulations.
Before we go into the details of our simulations, we shall give an outline of our findings. Experimentally,
the TBC has been measured to be between 25 and 83 MWK−1m−2 [110, 111, 112, 113] at room temperature.
Within our simulations, we find that heat transfer is largely mediated by phonon-phonon coupling, which,
depending on the strength of the interfacial interaction, is about 1 to 2 orders of magnitude larger than the
contribution from inelastic electron-SPP scattering, which is in turn about 1 order of magnitude larger than
that from near-field radiative transfer. We also find that the electron-SPP and the near-field contributions
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have a similar monotonic dependence on carrier densities and can be increased 4-fold by increasing the carrier
density from 0.2× 1012 cm−2 to 1013 cm−2 at 300 K.
5.2 Phonon-phonon coupling
For graphene supported on SiO2, one channel of heat dissipation is through the coupling of graphene phonons
with that of a-SiO2 phonons. Given that a-SiO2 lacks translational frequency, it is difficult to determine its
characteristic frequencies. Also, the structural anisotropy of graphene precludes the use of simple acoustic
models (DMM and AMM) [111, 26] in the computation of the phonon-phonon coupling. On the other hand,
the molecular dynamics (MD) method allows us to simulate interfacial heat transfer from two bodies with
their atomistic structures taken into consideration. To determine the phonon-phonon part of the TBC,
which we will denote as hph−ph , we use a Green-Kubo approach, as described in Ref. [31] and in Sec. 2.4,
in which the TBC is computed from the autocorrelation of the interfacial heat flux. The Green-Kubo
approach allows us to determine the thermal transport coefficient in the linear regime using equilibrium
MD simulation. Although MD simulates the classical dynamics of the atoms, the transport coefficients
extracted from classical dynamics using the Green-Kubo method has been shown, at least in the harmonic
approximation, to be exact [114].
In this part of the chapter, we investigate the dependence of hph−ph on the adhesive force at the graphene-
substrate interface and the temperature of the system. We also study its dependence on the height variability
of the graphene-substrate interface.
5.2.1 Computational methodology
To simulate the a-SiO2 substrate, we construct the a-SiO2 block (Lx = 51.1 A˚, Ly = 48.0 A˚ and Lz = 98.4
A˚) using methods similar to those used in Sec. 3.2.3 and Refs. [30, 31]. The graphene-substrate interface lies
in the x− z plane and the graphene is oriented such that the ‘armchairs’ are parallel to the x-axis. We have
periodic boundary conditions in the x− z plane. The schematic of the set up is shown in Fig. 5.1. Graphene
sheets are placed on either side of the block as shown in Figs. 5.1(a) and (b).
To simulate an undulating a-SiO2 surface, we shape the unbounded surface of the a-SiO2 block to have
a sinusoidal displacement such that the height on either side of the block is described by the equation
y(z) = y(0) + δsin(4piz/Lz), where δ is the amplitude. This δ is analogous to the RMS of rough surface.
Due to simulation size limitations, we cannot replicate fully surface roughness as correlation lengths of typical
SiO2 surfaces cannot be simulated in a meaningful way in our simulations. The vertical undulation in the
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surface structure will serve as a partial approximation to real surface roughness.
To model the interaction between the carbon atoms, we use the adaptive intermolecular reactive empirical
order (AIREBO) potential [70], which is widely used in MD simulations of CNTS and has been implemented
in LAMMPS. To model the Si-Si, Si-O and O-O atomic interactions, we use the Munetoh parameters [72] for
the Tersoff-potential which has been shown to reproduce the vibrational frequencies of a-SiO2. The Si-C and
O-C interactions are modeled as vdW interactions using the 12-6 Lennard-Jones (LJ) potential function,
V (r) = 4χ²ij [(σij/r)12 − (σij/r)6], where ²ij is the energy parameter, σij the distance parameter, r the
interatomic distance, and χ is a scaling factor. The parameters ²ij and σij used in our simulations for the
Si-C and O-C interactions are based on those for vdW interactions in the universal force field (UFF) model
by Rappe et al. [77] and can be found in Refs. [30, 31]. The general scaling factor χ adjusts the overall
graphene-substrate interaction which can be highly variable, depending on the chemical composition of the
SiO2 surface [115]. Kang et al. have found using ab initio methods that the binding energy (BE) per C
atom can vary according to the chemical structure of the surface, with an O-rich surface interacting much
more strongly with the C atoms. The C atom has a BE of up to 780 meV on the O terminated surface and
20 meV on the Si terminated surface. Using our LJ parameters [116], the C atom is calculated to have a BE
of around 35 meV to the surface. The calculated BE values in Ref. [115] imply that the interaction strength
between graphene and the substrate can be highly variable. Hence, to model this variability in interaction
strength, we set χ to be an adjustable parameter which we can tune. In our simulations, we will vary χ from
0.5 to 10.0.
For each of our simulations, we run the system at the set temperature for 0.5 ns, using periodic velocity
rescaling to thermostat the system. The system is then allowed to equilibrate as an NVE ensemble for another
2 ns, following which we run the equilibrium simulation for 1.6 ns and collect the instantaneous value of the
interfacial heat flux Q at intervals of 1 fs. We use the Green-Kubo relation for thermal boundary conductance
(see Sec. 2.4) [31]
hph−ph = lim
t→∞ ηph−ph(t) = limt→∞
1
AkBT 2
∫ t
0
dτ 〈Q(t)Q(0)〉 (5.1)
where A is the interfacial area, kB the Boltzmann constant, T the temperature, and Q the interfacial heat
flux. In principle, hph−ph is the value of ηph−ph taken in the limit t goes to infinity. In practice, we find that
the integral quickly converges after 15 ps. Thus, in our simulations, we set hph−ph equal to ηph−ph averaged
over the time interval between t = 20 ps and t = 45 ps.
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5.2.2 Results
We vary the value of χ from 0.5 to 10.0. The data is shown in Fig. 5.1(c). As expected, we find that hph−ph
increases monotonically with χ. At χ = 1 and T = 300 K, the TBC is around 36 MWK−1m−2. As we can
see in Fig. 5.1(c), the data set is fitted as a power function of χ [hph−ph(χ) = hph−ph(1)χα] and we find that
the exponent is α = 1.66 ± 0.35. In the analytical model by Persson et al. [116], the exponent is 2 in the
weak coupling limit, matching the upper bound of the calculated exponent. This suggests that the adhesion
between the two systems is close to or still in the weak coupling limit.
We vary the equilibrium temperature from 100 to 800 K. The data is plotted in Fig. 5.1(d) and we see
that hph−ph varies from 36 to 45 MWK−1mK−2. The data seem to suggest that the TBC increases slightly
with temperature although there is much uncertainty in the data with the variation in hph−ph as large as
the error bars. The weak dependence on temperature is in good agreement with the weak TBC temperature
dependence as measured by Chen et al. [111].
We simulate the system for δ = 0.0, 0.1, 0.2 and 0.3 nm at 300 K and obtain hph−ph = 34.9, 34.7, 28.4 and
18.2 MWK−1m−2 respectively. For δ = 0.0 and 0.1 nm, the hph−ph is not affected. For δ = 0.2 and 0.3 nm,
the hph−ph is reduced. We find a 50 percent reduction when δ = 0.3 nm. The RMS amplitude in the surface
roughness of a-SiO2 surface is typically of the order of 0.3 to 0.4 nm [117]. This 50 percent reduction we find
in our simulation would be an upper bound to the reduction in hph−ph as a result of surface roughness. In
real samples, the correlation length is of the order of tens of nanometers and the graphene is expected to at
least partially conform to this undulation of the surface at this length scale. In our simulation, separation
between troughs in the surface is about 5 nm. Thus, the graphene remains flat and does not conform to
the surface [Fig. 5.1(b)]. This results in the formation of small asperities at the interface, which reduce the
effective contact area between the graphene and the substrate.
5.3 Electron-Phonon Coupling
Another mechanism for heat transfer is that through electron-phonon scattering. In a polar dielectric
like SiO2, the surface polar phonons (SPP) create an oscillating electric field which extends outwards and
decays exponentially with distance from the surface [118]. This field scatters the carriers in the graphene
inelastically, leading to momentum and energy exchange. The effect of these phonons on electron mobility
in graphene has been investigated in several works in recent years [119, 120, 121] but the consequence of
this electron-SPP coupling with respect to heat transfer has only been studied rarely [122]. Nonetheless,
heat transfer through electron-SPP scattering can be easily calculated and should yield results that can
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be checked against experimental measurements since there would be a dependence on the carrier density
which can be modulated through the application of a gate voltage. The dependence of the TBC on carrier
density would also serve as a verification of the coupling strength between the electrons and the SPPs with
implications for electrical transport.
In this part of the chapter, we compute the TBC from electron-SPP scattering and compute its de-
pendence on the size of the gap between the graphene and the substrate. We also quantify the relative
contribution from the inter-band and intra-band transitions.
5.3.1 Expression for thermal conductance
We derive the thermal conductance between the electrons and the remote phonons from the energy relaxation
rate of the electrons from scattering with the remote phonons. The energy relaxation rate Q is first expressed
as a function of the temperature difference ∆T between the electrons and the phonons using the well-known
Boltzmann-Peierls formula [123]. The thermal conductance is then obtained by simply taking the derivative
of Q with respect to ∆T . Our approach to computing the thermal conductance follows that of Viljas et al.
[122].
The expression for the energy relaxation rate of the electrons from scattering with the remote phonons,
Q, is
Q = −
∑
kα
EαkSe−ph(f
α
k ) (5.2)
where Se−ph is the collision integral, and Eαk and f
α
k are the energy and occupation probability of the electron
with momentum k in band α (conduction and valence). The collision integral is
Se−ph(fαk ) =
∑
pβ
[
fαk (1− fβp )− fβp (1− fαk )
]
(5.3)
where the Fermi golden-rule scattering rates are
Wkα→pβ =
2pi
h¯
∑
qγ
wαβ,γkp,q
[
(nγq + 1)δk,p+qδ(E
α
k − Eβp − h¯ωγq) + nγqδk,p−qδ(Eαk − Eβp + h¯ωγq)
]
(5.4)
and nγq is the phonon distribution for phonons of momentum q in band γ with the eigen-energy of h¯ω
γ
q. The
matrix element wαβ,γkp,q is
wαβ,γkp,q = βν
e2h¯ων
2²0Aq
e−2qdFαβ(θ) (5.5)
where βν is the dimensionless coupling constant, h¯ων is the energy of the ν-th surface mode, and Fαβ(θ)
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is the overlap integral. In SiO2, we have two SO (surface optical) phonon branches that can couple to the
electrons in graphene. The expression in Eq. (5.2) can be written as
Q =
2pi
h¯
∑
qγ
∑
pβ
∑
kα
(Eαk − Eβp)wαβ,γkp,q(fαk − fβp )
[
n(ωγq, Tph)− n(ωγq, Tel)
]
δk,p+qδ(Eαk − Eβp − h¯ωγq) (5.6)
where n(ωγq, T ) = nγq at temperature T , and Tph and Tel are the temperatures of the remote phonon and the
graphene electroncs respectively. Therefore, by replacing n(ωγq, Tph)− n(ωγq, Tel) in Eq. (5.6) with dnγq/dT ,
we obtain the expression for he−ph
he−ph =
2pi
h¯
∑
qγ
∑
pβ
∑
kα
(Eαk − Eβp)wαβ,γkp,q(fαk − fβp )
dnγq
dT
δk,p+qδ(Eαk − Eβp − h¯ωγq) (5.7)
5.3.2 Dimensionless Coupling Constant
The dielectric function of SiO2 can be written compactly as [124]
²(ω) = ²(∞)
(
ω2 − ω2LO,1
ω2 − ω2TO,1
)(
ω2 − ω2LO,2
ω2 − ω2TO,2
)
= ²(∞)Ξ1(ω)Ξ2(ω) (5.8)
where Ξν(ω) = (ω2 − ω2LO,ν)/(ω2 − ω2TO,ν) and ωTO,1 < ωLO,1 < ωTO,2 < ωLO,2. Following Ref. [124], we
take the values of h¯ωTO,1, h¯ωTO,2, h¯ωLO,1 and h¯ωLO,2 to be 55.6, 138.1, 62.6 and 153.3 meV respectively.
The coupling constant for mode 1 can be written as
β1 =
1
²(∞)Ξ1(∞)Ξ2(ω1) + 1 −
1
²(0)Ξ1(∞)Ξ2(ω1) + 1 (5.9)
The frequency ω1 is the solution to the secular equation ²(ω)+1 = 0 [120, 125] such that ωTO,1 < ω1 < ωLO,1
and represents the characteristic frequency of the surface optical (SO) mode. As graphene is a semi-metal,
the charge density varies with the local electrostatic environment and the expression in Eq. (5.9) must be
modified to take into account the effect of charge polarization in the graphene which leads to a screening
of the electron-phonon interaction. For simplicity, we assume the screening is Thomas-Fermi in nature
[120, 125]. The inclusion of screening then leads to an additional term in the denominators in Eq. (5.9) and
therefore, we rewrite Eq. (5.9) as
β1 =
1
²(∞)Ξ1(∞)Ξ2(ω1) + 1 + qTFq e−2qd
− 1
²(0)Ξ1(∞)Ξ2(ω1) + 1 + qTFq e−2qd
(5.10)
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where qTF is the Thomas-Fermi wave vector and is given by
qTF =
e2
2²0
∂n
∂Ef
(5.11)
where n is the carrier density, EF is the Fermi level and ²0 is the permittivity of air. The derivation of the
screening term is given in the appendix. Let us note that the additional screening term in the denominator
in Eq. (5.10) depends exponentially on the graphene-substrate gap size d. This implies the screening weakens
as the gap size becomes larger. The coupling constant for mode 2, β2, can be obtained from Eq. (5.10) by
swapping the indices 1 and 2.
5.3.3 Results and Discussion
We plot he−ph for d = 0.35 nm and d = 1.00 nm from 0 to 800 K for different carrier concentrations (0.2×1012
to 1013 cm−2) in Figs. 5.2(a) and (b) respectively. The first thing we observe is that he−ph is much smaller
than hph−ph. In Fig. 2(a) at 800 K and n = 1012 cm−2, the TBC is around several MWK−1m−2 but at
300 K it falls below 0.8 MWK−1m−2. This indicates that he−ph is much smaller than hph−ph which we have
found to be between 18 and 36 MWK−1m−2. Hence, at room temperature, heat transfer via electron-phonon
coupling is insignificant. However, as we increase the temperature, he−ph rises rapidly. In Fig 5.2(b), we
have the TBC for d = 1.00 nm. Although he−ph is smaller, its decrease relative to he−ph for d = 0.35 nm
is less than 10 percent even though the scattering amplitude scales as e−2qd. This insensitivity to the gap
size d can be easily explained by considering the fact that the screening term in Eq. (5.10) also scales as
e−2qd. Thus, when the gap size increases, the scattering amplitude falls exponentially but the effect of this
exponential decrease is partially compensated by the decrease in screening. This indicates that he−ph should
not vary much with variations in the gap size.
We were able to obtain a power law fit to he−ph (he−ph ∝ n0.4) in the range of carrier densities considered
at T = 300 K. This power law behavior has been observed by Konar et al. [120] for SPP-limited mobility
(µ ∝ n0.4). The similarity should not be surprising given that both the SPP-limited mobility and he−ph
have been modeled using similar scattering mechanisms with the inclusion of Thomas-Fermi screening.
The inter-band and intra-band components of he−ph are shown in Figs. 5.2(c) and (d) for d = 0.35
nm. We see that the intra-band component is much larger than the inter-band component although the
contribution of the inter-band component becomes larger as n approaches zero and the graphene becomes
ambipolar. At high doping levels (n > 3× 1012 cm−2), graphene becomes unipolar, reducing the occurrence
of inter-band transitions.
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5.4 Radiative contribution to heat transfer
For solids separated by a distance much smaller than dT = ch¯/(kBT ) , substantial heat may be transferred
via fluctuating evanescent electromagnetic waves [126, 127]. The process is often referred to as photon
tunneling [116] or near-field radiative heat transfer [127]. At 300 K, dT is about 7.6 microns. Since the
gap between graphene and the substrate is less than 1 nm, near-field radiative heat transfer can therefore
take place. To compute hNF , the contribution from the near-field radiative mechanism, we use the formula,
based on equation (4) in Ref. [128] ,
hNF =
4
(2pi)2
∫ ∞
0
dΠ(ω)
dT
∫
d2qe−2qd
=R0(q, ω)=R1(q, ω)
|1− e−2qdR0(q, ω)R1(q, ω)|2 (5.12)
with Π(ω) = h¯ω(eh¯ω/kBT − 1)−1 and the reflection factor given by
R(q, ω) =
²(q, ω)− 1
²(q, ω) + 1
(5.13)
where ²(q, ω) is the dielectric function that depends on the wave vector (q) and frequency (ω). For simplicity,
we use the 0 K analytical expression for the graphene dielectric function as given in Ref. [129] and it restricts
the validity of our computations to degenerate situations where EF > kBT . The dielectric function of SiO2
is taken from Ref. [128] and its explicit expression is
²(ω) = ²∞ +
a
ω2a − ω2 − iωγa
+
b
ω2b − ω2 − iωγb
. (5.14)
The values for the parameters ²∞, a, b, ωa, ωb, γa and γb are taken from Ref. [130]. At this point, we note
that we have assumed the dielectric functions for graphene and SiO2 to have no temperature dependence.
5.4.1 Results
We computed hNF from T = 0 to 800 K over the carrier density range of 0.2 × 1012 to 1013 cm−2. To
determine the dependence of the graphene-substrate gap size d, hNF is computed and plotted in Figs. 5.3(a)
and (b) for d = 0.35 nm and d = 1.00 nm respectively. The first thing we note is that hNF is much more
sensitive to d at high carrier densities than he−ph is and decreases as the gap size increases. We have also
computed hNF for other values of d and we find that it scales roughly as 1/d2. At low carrier densities
( 0.2 × 1012 cm−2) for both gap sizes, the values for hNF are around 0.2 MWK−1m−2. However, as we
increase the carrier density, hNF increases more rapidly for d = 0.35 nm than for d = 1.0 nm.
In Fig. 5.4, we plot he−ph and hNF for different values of carrier density at 300 K. The gap size is taken
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to be d = 0.35 nm for either coefficients. We find that he−ph is about 6 to 7 times larger than hNF . Unlike
he−ph, hNF scales roughly as n0.5 (or as EF ) at carrier densities between 0.2 and 5.0× 1012 cm−2. This n0.5
scaling comes from the carrier density dependence of the reflection factor of graphene in Eq. (5.12). The
numerator in Eq. (5.12) is proportional to =R(q, ω) and thus scales with the density of states at the Fermi
level which in turn scales with the Fermi level. However, at higher carrier densities (n > 5.0× 1012 cm−2),
it cannot be modeled with a simple power law.
5.4.2 Comparison with experiments
We summarize our findings in the previous sections. If we assume the surface of the substrate to be flat,
the phonon-phonon coupling appears to account for the most the TBC, with hph−ph ranging from 36 to
45 MWK−1m−2. At 300 K, hph−ph is about 36 MWK−1m−2. When we include undulation in the surface
structure, hph−ph is reduced by about half or hph−ph 18 MWK−1m−2. At n = 1012 cm−2, the contri-
butions from electron-SPP scattering and near-field radiation are he−ph = 0.54 MWK−1m−2 and hNF =
0.08 MWK−1m−2 respectively, much too small to affect the overall TBC significantly. If we assume that our
parameters for the graphene-SiO2 interaction are correct, then our simulations suggest a TBC value between
19 and 37 MWK−1m−2 at room temperature.
The graphene-SiO2 TBC has been measured a number of ways. In Ref. [110], the value of the TBC
was inferred indirectly to be around h = 25 MWK−1m−2 from the temperature distribution of a graphene
field-effect transistor (FET) operated under high bias. This is good agreement with that measured using an
optical probe pulse in Ref. [112] where the TBC of the single-layer graphene was found to be also around
25 MWK−1m−1. The measurements in Refs. [110, 112] were made on SLG samples supported on a flat
a-SiO2 substrate which is the type of structure that we have calculated the TBC for. The fortuitously close
agreement between our results and the aforementioned measurements suggests that we have approximate
closely the interaction between graphene and SiO2 even though no attempts were made to determine the
interaction force constants from ab initio calculations or some other means.
However, in Ref. [111], the thermal contact resistance of the graphene-SiO2 interface was determined
by Chen and co-workers to be about 1.2 × 10−8 m2KW−1. The equivalent TBC value is 83 MWK−1m−2,
which is much higher than those found in Refs. [110, 112]. However, the structure measured in Ref [111]
consists of a graphene layer sandwiched between two SiO2 layers and the resistance that was measured is
that of the thermal resistance between the top and bottom SiO2 layers. The interfacial thermal conductance
is the sum of half of the graphene-SiO2 thermal conductance (since we have two interfaces in series) and
the direct thermal conductance between the two SiO2 layers. In their determination of the graphene-SiO2
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interfacial resistance, Chen et al. assumed that the contact resistance between the top and bottom oxide
layers was infinite. However, as graphene consists of only a monolayer of atoms and does not screen TM
(transverse magnetic) fields fully, it is possible for the top and bottom oxide layers to transfer energy via
near-field radiation.
Using Eq. (5.12) and Eq. (5.13), with d = 0.5 nm for the distance between the oxide surfaces, we
compute the direct thermal conductance between the oxide layers to be around 10 MWK−1m−2 which is not
insignificant given that the total interfacial conductance of the SiO2-graphene-SiO2 structure was found to
be 42 MWK−1m−2. If we assume the conductance to be the sum of the oxide-oxide and the graphene-SiO2
thermal conductance values, then the graphene-SiO2 component should be around 32 MWK−1m−2 (or 63
MWK−1m−2 per graphene-SiO2 interface). This brings us closer to the TBC that we have computed from
our simulations and those measured in Refs. [110, 112].
Another possible source of discrepancy is interaction strength between graphene and the substrate.
Depending on the chemical composition of the interface, the BE of the C atom can vary over an order
of magnitude [115], and this implies that the adhesive force can vary too. As we have shown in our MD
simulations, hph−ph scales roughly as 1.66± 0.35. Chen et al. [111] reported the use of e-beam evaporated
oxide as an insulating layer between graphene and the metal lines. As the interface between graphene and
the deposited oxide is likely to be chemically and structurally different from the interface between graphene
and thermally grown oxide on top of a typical Si/SiO2 wafer, we attribute the discrepancy in the measured
TBC values to the difference in the type of oxide.
In general, we observe that in experiments [111, 131] where SLG is sandwiched between two media, the
reported TBC tends to be higher whereas the TBC of SLG supported on a substrate is lower [110, 112]. This
suggests that the graphene-substrate TBC increases when we have a sandwich structure (SiO2-graphene-
SiO2), and/or interfacial resistances cannot be added like resistors in series.
5.5 Summary
We have computed contributions to the graphene-SiO2 TBC from phonon-phonon coupling, electron-SPP
scattering and near-field radiation over the temperature range of 100 to 800 K. At room temperature (300
K), the bulk of the TBC (hph−ph 18 to 36 MWK−1m−2) is found to be from phonon-phonon coupling.
The contributions to the TBC from electron-SPP scattering as well as near-field radiative coupling are much
smaller than the phonon-phonon component i.e. hph−ph À he−ph > hNF , at all reasonable doping levels
(0.2 × 1012 to 1013 cm−2). This implies that the carrier density cannot be a major cause of the variability
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in the measured TBC as it can lead to only variations under 1 MWK−1m−2. The contribution from the
electron-SPP scattering is mainly due to inter-band transitions at low carrier densities (< 3 × 1012 cm−2)
and intra-band transitions are higher densities.
We also find that hNF to be highly sensitive to the gap size but he−ph is not because the gap size-
dependence of the screening in graphene. Our computed TBC value is consistent with those from experiments
in which the SLG is in contact with the substrate on one side but lower than that in which the SLG is in
contact on either side.
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Figure 5.1: (a) Schematic of the MD simulation set-up. The dimensions of the center SiO2 block are Lx =
51.1 A˚, Ly = 48.0 A˚ and Lz = 98.4 A˚ where the x-z plane is parallel to the graphene-SiO2 interface. (b)
Side view of the MD simulation set up. The surface of the SiO2 block is undulating with an amplitude of δ
= 0.3 nm. The troughs are separated by a distance of 5 nm. (c) We compute hph−ph for different values of
δ ranging from 0.5 to 10.0. We find that hph−ph scales as χ1.66±0.35. (d) Plot of hph−ph versus temperature
from T = 100 K to 800 K. The dependence of hph−ph appears to be weak.
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Figure 5.2: We plot he−ph for T = 0 to 800 K and n = 0.2× 1012 cm−2 to 1013 cm−2 for gap sizes of (a) d
= 0.35 nm and (b) d = 1.00 nm. Changing the gap size does not appear to change the he−ph much. The (c)
inter-band decreases with carrier density while the (d) intra-band contribution behaves the opposite way.
The inter-band contribution is only significant at low carrier density concentrations. It effectively disappears
when n > 3.0× 1012 cm−2.
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Figure 5.3: We compute hNF for (a) d = 0.35 nm and (b) d = 1.0 nm for T = 0 to 800 K and n = 0.2×1012
to 1013 cm−2. hNF is more strongly dependent on d than he−ph is. In general, hNF varies as 1/d.
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Figure 5.4: We compare he−ph and hNF at 300 K for d = 0.35 nm. Both increase monotonically with
carrier density. Nonetheless, compared to hph−ph, both are too small to produce any significant variation
in the total TBC over the given range of carrier densities. Increasing the carrier density from 0.2× 1012 to
1013 cm−2 will only result in a 1 MWK−1m−2 change in the TBC.
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Chapter 6
Graphene on SiO2: Thermal
Conductivity
6.1 Introduction
As a result of its outstanding electrical [106, 109] and thermal properties [132, 133], single layer graphene
(SLG) is a promising nanomaterial for future electronics. In this context, the graphene will be supported
by and integrated with insulators such as SiO2, both for circuit and heat spreader applications [134]. Thus,
thermal energy flow will be limited both by the thermal conductivity (TC) of the supported graphene
[135, 136] and by the thermal boundary conductance (TBC) at the graphene-SiO2 interface [111, 131]. More
importantly, the substrate itself could modify the thermo-mechanical properties of graphene as a result
of interfacial interactions. In the previous chapter, we learned that interfacial thermal transport depends
crucially on such interfacial interactions.
To explain the reduced TC of SiO2-supported graphene, Seol, Lindsay and co-workers [135, 137] suggested
that flexural acoustic (ZA) phonons are the dominant heat carriers in free graphene, and are damped when
graphene is placed on SiO2. On the other hand, Nika, Kong and co-workers [132, 138] justified their omission
of the ZA phonon contribution in their calculations of graphene TC on account of the large Gru¨neisen
parameter values of the ZA phonons. Moreover, studies that did treat the substrate interaction [135, 137]
considered it as a mechanism akin to interface/roughness scattering or as an on-site static perturbation
[139, 140], but did not take into account the complete degrees of freedom of the substrate material.
In this chapter, we use both molecular dynamics (MD) simulations and continuum modeling to elucidate
the heat flow mechanisms in supported and suspended graphene. We find that coupling with an SiO2
substrate reduces the TC of supported graphene by an order of magnitude vs. suspended graphene due to
damping of the ZA modes, confirming the experiments. However, the TC of supported graphene can be
tuned through the graphene-SiO2 interaction and, unexpectedly, we find that the TC is enhanced when this
coupling increases. This result is counterintuitive at first sight, but may be explained by the coupling of ZA
modes in the graphene with Rayleigh waves of the SiO2. These results provide crucial and novel directions
for the tuning of nanostructure thermal properties through carefully controlled environmental interactions.
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6.2 Simulation Methodology
We use the LAMMPS MD package for our thermal simulations [37]. As in our earlier work [30, 31], we employ
the REBO potential [71, 70] to model the atomic interactions between the C atoms and the Munetoh potential
[72] to model the atomic interactions between the Si-O atoms. The C-Si and C-O couplings are modeled as
van der Waals (vdW) interactions using the Lennard-Jones (LJ) potential Vij(r) = 4χ²ij [(σij/r)12−(σij/r)6]
where i = C, j = Si or O, and r is the interatomic distance. The standard numerical values of the LJ
parameters ²ij and σij are given in Ref. [30]. The dimensionless parameter χ represents the relative strength
of the vdW coupling, with a default value of unity.
We have a maximum of 59904 atoms in our simulation, and the maximum dimensional size is Lz =
295.2 A˚ in the direction of the heat flow (z-direction). The inclusion of the substrate atoms adds to the
computational demand of the simulation. As the size of the system is fairly small, we realize that the
temperature gradients would be very large (∼ 109 Km−1) and thermal transport in the system may not be
in the linear regime. However, the inclusion of the substrate atoms adds substantially to the computational
demands of the simulation, making it difficult to enlarge the system in the direction of the heat flow. We
remark that the use of very large temperature gradients does not automatically render the results from
a thermal conduction simulation invalid. For example, in MD simulation studies of interfacial thermal
resistances [141, 142], comparably large temperature gradients are sometimes imposed on the system to
create a temperature drop at the interface and yet considerable physical insights may be gleaned from the
simulation results. Comparably large temperature gradients have been used in other MD simulations of
thermal transport phenomena [143, 144, 145]. While there may be possible finite size effects, they are
unlikely to detract from our principal findings on the effect of the substrate on thermal conduction through
graphene. One must also bear in mind that the central object of our study is not the thermal conduction
through graphene but the effect of the substrate on the thermal conduction. Hence, even if size effects
may affect the physical phenomenon of thermal conduction through the graphene, they may not necessarily
change the effect of the substrate on the graphene. Like Refs. [143, 146], one should be able to find changes
to thermal conduction caused by environmental or structural modifications even when the simulation sizes
are small. Ideally, the effect of length on the thermal conduction behavior of supported should be studied
but the limitations of our computational resources prevent us from doing so.
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6.3 Simulation Results
6.3.1 Free Graphene
We first investigate the effect of the substrate on the in-plane TC of SLG. It is well known that an ideal
(‘free’) graphene sheet has a high TC of several thousand Wm−1K−1[132, 133]. However, it has also been
suggested that the substrate in contact with the SLG can affect (dampen) the propagation of SLG phonons
and reduce its TC [135, 136]. To study the effect of this interaction, we examine thermal transport along
(i) an isolated graphene sheet in Fig. 6.1(a), (ii) an SiO2 thin film as in Fig. 6.1(b), and (iii) a graphene-
SiO2-graphene sandwich as in Fig. 6.1(c). The graphene is oriented such that the ‘zigzag’ pattern runs
parallel to the direction of heat flow. We compute the TC of free graphene using equilibrium MD (EMD)
and non-equilibrium MD (NEMD) simulations. In the NEMD simulation, we evolve the system using a time
step of 0.2 ps while thermostatting the atoms in the center at 310 K and the edge atoms at 290 K. The
thermostatting of the atoms is carried out by rescaling the selected atoms at regular time intervals of ∆t =
4 fs. At each time interval, the velocity rescaling leads to a kinetic energy change ε of
ε =
∑
α
1
2
mα
(
v2α,f − v2α,i
)
(6.1)
where mα is the mass of the α-th atom and vα,i and vα,f are its initial and final velocities. The application
of thermostatting forces the system out of equilibrium and thus creates an average net thermal current from
the center to the edge. We find that the constant thermal application of this thermostatting leads to a
steady state heat current in which the time-averaged ε of the middle atoms is equal to the negative of the
time-averaged ε of the edge atoms. At steady state, we compute the energy transfer rate QG and the heat
flux Qz = QG/(2A) where A is the cross-sectional area (174 A˚2). The energy transfer rate QG is obtained
from the gradient of the linear plot of E(t) versus t, where E(t) is the cumulative sum of the ε’s from the
thermostatting over a time interval t = 1 ns. The heat flux and the temperature profile are averaged over 1
ns. At steady state, the average heat flux is Qz = 1.25× 1011 Wm−2 and the energy transfer rate between
the middle and the edge atoms is QG = 4.37× 10−7 W.
The temperature profile from center to edge of the ‘free’ graphene is shown in Fig. 6.2(a). This profile is
nonlinear, with temperature ‘slips’ near the thermostats due to finite size effects [147] and the high TC of
graphene. Such temperature profiles have also been noted in carbon nanotubes (CNTs) [145]. Thus, some
care must be taken in the extraction of the thermal conductivity from this nonlinear profile which indicates
that thermal transport is not fully diffusive. A na¨ıve computation of the thermal conductivity using the
formula κG = −Qz(∆T/∆z)−1 gives a value of 92 Wm−1K−1. To obtain the thermal conductivity, following
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Ref.[145], we use the temperature gradient away from the thermostatted atoms where thermal transport is
not fully diffusive. Taking the temperature gradient of the middle portion between the thermostats to avoid
edge effects, the TC of ‘free’ graphene is κG = −Qz(dT/dz)−1 = 256 Wm−1K−1. We can also obtain the
TC using the Green-Kubo relation [148]
κzz = lim
t→∞
1
LxLyLzkBT 2
∫ t
0
dt′ 〈Qz(t)Qz(0)〉 . (6.2)
where Lx, Ly, Lz, kB and T are the width, height, length, the Boltzmann constant and the temperature
respectively. The instantaneous value of the heat flux is recorded over 5.0 ns at intervals of 5.0 fs to
produce a time series data which we use to compute κzz as given in Eq. (6.2). The integral of the heat flux
autocorrelation is shown in Fig. 6.2(b) and found to converge to κzz ≈ 248 Wm−1K−1, in excellent agreement
with our estimate using NEMD. This also validates our determination of the graphene TC obtained with
the temperature gradient away from the thermostatted atoms in the NEMD simulation.
Our free graphene TC value is smaller than that by Evans et al. [148] but is in close agreement with
those reported by Guo et al. [149]. We attribute the discrepancy to the choice of interatomic potential
for the C atoms. Evans et al. used the Tersoff potential [88] while we use the REBO/Brenner potential
[71, 70] as Guo et al. did. Lower TC values in the range of several hundred Wm−1K−1 have been also been
obtained for MD simulations of CNTs [51, 150] using the REBO/Brenner potential. This discrepancy is not
significant for our current study because our main intention is not to present another MD calculation of the
graphene TC, but to study the effect of the substrate coupling on thermal transport in graphene.
6.3.2 Isolated SiO2 thin film
For the SiO2 thin film shown in Fig. 6.1(b), as with free graphene, we use both EMD and NEMD methods
to calculate the TC. The conditions for the NEMD simulation of SiO2 are identical to those of free graphene.
However, unlike in free graphene, we obtain a linear temperature profile [see Fig. 6.2(c)] at steady state due
to the very low TC of SiO2, which suggests that thermal conduction is in the diffusive regime. The average
heat flux and TC are Qz = 1.64 × 109 Wm−2 and κox = 1.17 Wm−1K−1 respectively from the NEMD
simulation. The average energy transfer rate between the middle and edge atoms is Qox = 8.11 × 10−8 W
which is defined as the rate of energy transfer between the thermostatted Si/O atoms like Qz is. The TC
is also computed using Eq. (6.2), with the integral of the heat flux autocorrelation shown in Fig. 6.2(d),
giving an average κox = 1.21 Wm−1K−1 once again in good agreement with and validating the result from
the NEMD simulation.
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6.3.3 Sandwich Structure
We use the sandwich structure shown in Fig. 6.1(c) to simulate thermal transport along supported graphene
with NEMD. At steady state, we obtain a linear temperature profile similar to that in Fig. 6.2(c), and the
average energy transfer rate from middle to edge atoms is QSandwich = 1.62×10−7 W or about double Qox but
smaller than QG. To determine the relative contribution of the graphene layers in the sandwich, we subtract
Qox and obtain an effective energy transfer rate QsG = 4.05× 10−88 W per supported SLG sheet, assuming
the thermal conductivity of the SiO2 is not altered by its interaction with the graphene. This shows a 90.7
percent reduction in thermal transport of supported SLG (vs. the freely suspended case, QG = 4.37× 10−7
W above) as a result of contact with the SiO2 substrate. A similar phenomenon has also been seen in MD
simulations of a CNT on Si substrate [89].
This reduction has recently been seen experimentally in supported SLG [135] and was attributed to
the suppression of the dominant phonon ZA modes by the substrate. On the other hand, it has also been
suggested that ZA modes do not contribute significantly to the TC [132, 138]. To understand the damping
effect of the substrate on the acoustic modes in SLG in the context of our MD simulations, we turn to
Fig. 6.3 where we compute the spectral energy density [48] of a 98.4× 51.5 A˚ SLG sheet with and without
the substrate. The SLG has 40 repeating units in the z direction which give us 20 distinct wave vector
points in the spectrum, enumerated from k = 1 to 20 with wavelength inversely proportional to k. We show
the spectra for k = 1 to 4 of the LA and ZA modes in Figs. 6.3(a) and (b), respectively. The LA peaks
in Fig. 6.3(a) remain sharp and distinct with and without the substrate, indicating weak coupling to the
substrate and ruling out the possibility that the reduction in thermal conductivity is due to damping of
the in-plane acoustic modes by interfacial shear forces. On the other hand, the significant broadening and
frequency shift of the ZA peaks in supported graphene indicate strong coupling to the substrate [Fig. 6.3(b)].
The broadening in free graphene is smaller at low wave vector numbers, suggesting that the long wavelength
ZA modes have the longest lifetimes and dominate thermal transport. This finding unambiguously confirms
by MD simulations the role of the substrate in damping the ZA modes and the TC of supported graphene.
6.4 Dependence of Thermal Conduction on Substrate
Interaction
It has been found that the binding energy between the C atoms and the substrate surface varies widely,
depending on the atomic species present on the surface [115]. Ab initio calculations suggest [115] that the
binding energy from an O-terminated surface is more than an order of magnitude larger than that from a
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Si-terminated surface. Thus, it is possible or even probable that strength of the mechanical coupling between
the graphene and the substrate will vary widely, depending on the specific atomic composition of the surface.
It is known that the O/Si ratio on the surface of an SiO2 film can be altered via physical sputtering [151].
This suggests that the graphene-SiO2 interaction can be ‘tuned’.
Given that the damping of the ZA modes reduces the TC of supported graphene, then it would seem that
increasing the strength of the interfacial interaction should lead to further reduction of TC. To verify this
hypothesis, we redo our simulation of thermal transport along the sandwich structure for different values of
χ, where χ scales the strength of the vdW interaction between graphene and SiO2, and χ = 1 corresponds
to the original parameter values [30]. We plot Q−Qox versus χ in Fig. 6.3(c) for χ = 0.1 - 10. Surprisingly,
we find that as χ increases, Q − Qox also increases, even though we expected thermal conduction through
the SLG to decrease as a result of stronger damping of the ZA phonons.
6.5 Possible Mode Hybridization between Graphene and
Substrate
To understand this counterintuitive result qualitatively, we examine how contact with the substrate modifies
the flexural acoustic waves, the continuum limit of the long wavelength ZA modes which dominate thermal
transport in the SLG. We first examine the dispersion relation in a continuum model [116] of an ideal
graphene membrane supported on an isotropic elastic substrate. The notation in the following discussion
follows that of Refs. [152] and [153]. The equation of motion of the membrane is
u0(q, ω) = −M0(q, ω)σ(q, ω) (6.3)
where u0 is the out-of-plane displacement, q is the wavevector parallel to the interface, ω is the radial
frequency and M0(q, ω) = 1/
(
κq4 − ρ0ω2 − i0
)
is the response function to the surface stress σ(q, ω). ρ0
and κ are respectively the areal mass density and the bending stiffness of the membrane. The equation of
motion for the substrate surface can be written as
u1(q, ω) =M1(q, ω)σ(q, ω) (6.4)
where, following Appendix A in Ref. [152],M1(q, ω) = iρ1c2T
pL(q,ω)
S(q,ω)
(
ω
cT
)2
, S(q, ω) = [( ωcT )
2−2q2]2+4q2pT pL,
pL(q, ω) = [( ωcL )
2 − q2 + i0]1/2 and pT (q, ω) = [( ωcT )2 − q2 + i0]1/2.
The +i0 in pL and pT means the square root function has it branch cut along the negative real axis;
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cT (=3743 ms−1), cL (=5953 ms−1) and ρ1 (=2200 kgm−3)are respectively the transverse and longitudinal
sound velocities and the mass density in the substrate with their values taken from Ref. [116]. The interfacial
stress is defined as σ(q, ω) = K [u0(q, ω)− u1(q, ω)] where K (=1.82× 1020 Nm−3)is the interfacial spring
constant. Combining this with Eqs. (6.3) and (6.4), the dispersion relation of the composite membrane-
substrate system is determined by the zeros of the equation
h(q, ω) = 1 +K [M0(q, ω) +M1(q, ω)] . (6.5)
We plot ddωRe[1/h(q, ω)] in Fig. 6.4 for different values of the coupling strength χ. At the zeros of h(q, ω),
d
dωRe[1/h(q, ω)] diverges and we see the corresponding fine black lines. In Fig. 6.4(a) we take χ = 0.0001
(weak coupling, nearly free SLG) and we observe a linear and a quadratic curve, corresponding to the
substrate Rayleigh acoustic waves (one with group velocity ≈ 0.9 cT ) and the graphene flexural acoustic
waves, respectively. At small wave vector q, the group velocities of the flexural modes are small as a result
of the quadratic dispersion. However, as we increase the graphene-SiO2 interaction χ, [Fig. 6.4(b) to (d)]
we observe the formation of two hybridized non-dispersive, with one corresponding to group velocity ≈ cL
and the other around 0.8 cT . When K is large, the group velocity of the Rayleigh wave goes from 0.9 cT to
cL for large q values because the zeros of Eq. (6.5) are approximately given by the zeros of M1. We should
note that this continuum model is not necessarily an accurate model of the flexural motion of the graphene.
Nevertheless, it illustrates the change in the dispersion relation arising from the coupling of a membrane to
a solid substrate.
Thus, the enhanced thermal conduction through supported SLG with increased substrate coupling can
be explained by the formation of higher-velocity elastic waves at the graphene-SiO2 interface. In suspended
graphene, the long wavelength flexural modes have a small group velocity because of their quadratic dis-
persion. However, when graphene is placed on the substrate, its flexural motion becomes coupled to the
Rayleigh waves of the substrate, resulting in the formation of waves corresponding to the motion of the
relative displacement between the graphene and the substrate surface. When the coupling is very strong,
the dispersion relation in fact becomes linear [as can be seen in Fig. 6.4(d)] and the long wavelength modes
propagate at higher group velocities, leading to the enhancement of thermal transport along the interface.
6.6 Summary
In summary we used MD simulations to provide evidence that thermal transport in free graphene is domi-
nated by ZA modes; in addition, we found an order of magnitude reduction in the TC of supported graphene
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due to damping of the ZA modes by the substrate (here, SiO2). However, as the graphene-substrate vdW
coupling increases, thermal conduction through supported graphene increases as well, and can be modulated
by up to a factor of three when the coupling increases by an order of magnitude. This is a novel and counter-
intuitive result, yet may be explained by noting that coupling between ZA modes of graphene with surface
waves of the substrate leads to a nearly linear dispersion and higher group velocities for the long wavelength
flexural graphene modes. This study highlights a crucial and novel route for tuning thermal transport in
2-dimensional nanostructures like graphene, through carefully controlled environmental interactions.
91
Figure 6.1: Set up for simulation of thermal transport in free and supported graphene in the z-direction.
We simulate thermal transport in (a) a SLG sheet (Ly = 3.4 A˚), (b) a SiO2 thin film (Ly = 48.0 A˚) and (c)
a sandwich structure with the SiO2 film sandwiched between two SLG sheets (Ly = 54.8 A˚). Lx = 51.1 A˚
and Lz = 295.2 A˚ for all structures. We impose periodic boundary conditions in the x- and z-direction. In
the NEMD simulations, the ‘hot’ atoms at the center are thermostatted at 310 K, and the ‘cold’ edges are
at 290 K.
92
Figure 6.2: (a) Temperature profile from center to edge and (b) integral of the heat flux autocorrelation
function (ACF) for free graphene. (c) Temperature profile from center to edge of SiO2 film and (d) integral
of the heat flux autocorrelation for SiO2.
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Figure 6.3: Long wavelength (k = 1 to 4) vibrational spectrum of free graphene (blue) and supported
graphene (red). (a) Distinct LA phonon peaks showing little effect of the substrate. (b) ZA phonon peaks
are significantly broadened and upshifted after the graphene is supported on the substrate. (c) Plot of
Q − Qox vs. χ, which scales the interaction strength between the graphene and the SiO2 slab, with χ = 1
corresponding to the original value. We take Q−Qox to be the flux going through the supported graphene,
assuming that Qox is the same in the sandwich structure. In comparison to 2 × QG, which we take to be
equivalent of Q−Qox for χ = 0, (d) Q−Qox increases by a factor of three as χ increases from 0.1 to 10.
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Figure 6.4: We plot ddωRe[1/h(q, ω)] for different values of the graphene-substrate interaction χ, from (a)
nearly-free graphene (χ = 0.0001), (b) χ = 0.1, (c) χ = 1 (default case), and (d) ten-fold stronger interaction,
χ = 10. For nearly free graphene the ZA modes show the typical quadratic dispersion. As the graphene-
substrate interaction increases, ZA graphene modes hybridize with SiO2 Rayleigh waves, leading to linearized
dispersion, higher group velocity, and enhanced thermal transport.
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Chapter 7
Conclusion
The work presented in this thesis has focused on the thermal transport within graphitic materials (CNTs
and graphene) and on thermal transport at the interface of these graphitic materials and a typical insulating
dielectric material, a-SiO2. One should bear in mind that our simulations are neither exact nor complete
representations of the real world. For instance, limited by the availability of computational resources, the
size of our simulated systems is much smaller than that of real samples. Nevertheless, the results of the
simulation are in good agreement with experiments and some conclusions can be drawn from this work.
7.1 Thermal Transport Properties of CNT on SiO2
In Chapter 3, using non-equilibrium MD simulations, the TBC of the CNT-SiO2 system is computed and
found to agree with experimentally measured values. The equilibrium MD Green-Kubo computation of the
TBC yields values that agree with that calculated using the non-equilibrium MD method. The temperature
and CNT-substrate interaction strength dependence suggest that interfacial thermal transport is partially
inelastic. From the spectral energy relaxation rates, we find that transverse out-of-plane modes are more
strongly coupled to the substrate as expected and that low frequency (0 to 10 THz), long wavelength phonon
modes dominate interfacial thermal transport.
As shown in Chapter 4, the different scattering rates (anharmonic, boundary and CNT-substrate phonon-
phonon) can be extracted from the MD simulations. From the results in Chapter 4, we find that the phonon
lifetimes of the CNT are reduced by boundary and substrate phonon scattering. The TBC is estimated by
summing the CNT-substrate phonon-phonon scattering rate over the entire frequency range, and it is found
to agree closely with that computed using the non-equilibrium MD and the newly introduced Green-Kubo
methods. We conclude from the spectrum of the scattering rates that low frequency (0 to 9 THz) phonons
dominate interfacial thermal transport. This is consistent with the findings in Chapter 3.
In Chapter 4, we find that contact with the substrate leads to reduction in the phonon lifetimes and a
∼ 30 degradation of the CNT thermal conductivity. The degradation of the thermal conductivity results
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largely from the reduction in the lifetimes of the acoustic (LA, TA and TW) phonons which dominate thermal
transport. The reduction is mainly due to boundary scattering, and CNT-substrate phonon-phonon scatter-
ing plays a much smaller role in the reduction of the thermal conductivity. We conclude from the changes in
the phonon lifetimes that the mechanisms responsible thermal conductivity reduction and interfacial thermal
transport are distinct although related.
7.2 Thermal Transport Properties of Graphene on SiO2
We next turn to graphene supported on SiO2 in Chapters 5 and 6. In Chapter 5, we find that phonon-
phonon coupling is the dominant contributor to interfacial thermal transport, followed by electron-SPP
scattering and near field radiation. The phonon-phonon part of the TBC hph−ph is only weakly dependent
on temperature and is reduced if there are small asperities at the interface because they lead to a reduction
in the effective contact area. Also, the TBC is dependent on the graphene-substrate interaction strength (χ)
and varies as h ∝ χ1.66±0.35. The calculated TBC are consistent with the experimentally measured values.
We find that the electron-SPP part of the total TBC has a power law fit on carrier density he−ph ∝ nα,
based on our model for electron-SPP scattering. However, the electron-SPP part is small (he−ph < 1
MWK−1m−2), due to the screening of the dipole field from the substrate by the electrons. We also find that
he−ph does not vary much with the gap size at the interface because increasing the gap size weakens the
bare coupling and the screening effect simultaneously.
In Chapter 6, we find that the thermal conductivity of supported graphene is an order of magnitude
smaller than that of isolated graphene. This is consistent with experimental findings. The reduction in
thermal conductivity is due to the suppression of the ZA modes and implicitly demonstrates the importance
of the ZA modes in thermal transport. Increasing the graphene-SiO2 interaction strength leads to an increase
in the thermal conductance of the graphene because in the strong coupling limit in a continuum model, the
ZA modes hybridize with the Rayleigh modes of the substrate, leading to a linearization of the phonon
dispersion. This linearization then leads to higher group velocities for the phonons and consequently, higher
thermal conductance.
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7.3 Recommendations for future work
7.3.1 Further Development of Linear Response Theory of Thermal Boundary
Conductance
We have presented a formulation of a linear response theory of TBC which is suitable for implementation
for MD . There exists other methods for calculating the TBC such as the Non-equilibrium Green’s Function
(NEGF) method [154, 155]. It would be interesting if the efficacy of the two methods can be compared and
reconciled. The NEGF method can be derived from lattice dynamics and computes the heat flux transmission
between different parts of the lattice. However, it is a purely harmonic theory and one faces difficulty in
including anharmonicity in the theory. On the other hand, anharmonicity is automatically included in the
linear response method. From a theoretical perspective, the TBC in the NEGF theory should be deriveable
using a linear response theory.
7.3.2 Other Heat Dissipation Mechanisms
In our simulations, we have considered only lattice vibrational heat dissipation. However, other means of
heat dissipation do exist. For example, in the case of the CNT-on-SiO2, we have entirely neglected heat
transfer via electromagnetic interaction. For example, there is certainly a near-field radiative contribution
to heat transfer to the substrate. In the case of graphene, it is simple to handle the estimate but for CNT,
the geometry makes it more difficult to perform that calculation. Nonetheless, given the close proximity
between CNT and the a-SiO2 substrate, we must find
Another process that we have not considered is convective processes. There is heat transfer from the
air molecules to the CNT. Hu and co-workers [156] estimate that the nanotube-air TBC to be around 0.1
MWK−1m−2 for an isolated CNT in contact with N2 molecules. On the other hand, the CNT supported
on SiO2 has a smaller exposed surface area and it would be interesting to take that into account in a MD
simulation of a supported CNT with air molecules included.
7.3.3 Embedded Structures
In our simulations, we have only CNTs and graphene supported on a flat substrate. However, it may be
the case that these materials will be embedded in a matrix. It would be interesting if our simulations were
repeated for the case where the CNT is embedded in a matrix of SiO2 or some other material. In real
graphene devices, there would be SiO2 on either side of the graphene. The larger contact area will lead to a
larger TBC but it is not clear what the effects would be on in-plane thermal conduction. Hopefully, the use
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of simulations can shed light on this.
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Appendix A
Time Autocorrelation Function
A.1 Fast Algorithm for Computing Autocorrelation Functions
In this section, we will describe a fast algorithm for computing autocorrelation functions.
A.1.1 Direct Computation of TACF
To get an estimate of the TACF of a variable A, we first need to generate a time series data set for x. The
values of x at equal time intervals of ∆t are recorded over a span of (N − 1)∆t, so that we have {xn}N−1n=0
where xn is the value of x at time n∆t. Let Cxx(n) be the estimator to the true TACF of x for n = 0, . . . ,
N − 1, and it can be written as
Cxx(n) =
1
N − n
N−m∑
m=0
xmxm+n . (A.1)
We need to compute eq. (A.1) N times to get the complete set of TACF values which we then sum to
calculate the integral of the TACF. Hence, the direct computation of the aforementioned integral has a
computational efficiency of O(N2) because eq. (A.1) involves a summation step and a second summation
step is required to sum all values of Cxx(n). One can imagine that if we have a data set of 105 to 106 points,
which is often required, the computational time required to evaluate the TACF integral would be enormous
using the direct method.
A.1.2 Faster Algorithm using Fast Fourier Transform
Here, we can take advantage of the Fast Fourier Transform method to evaluate eq. (A.1) efficiently. Firstly,
let us pad {xn}N−1n=0 with N additional zeroes so that we have the data set {yn}2N−1n=0 where yn = xn for
0 ≤ n ≤ N − 1 and yn = 0 for N ≤ n ≤ 2N − 1. Then, its discrete Fourier transform is
y˜k = Fk
[{yn}2N−1n=0 ] = 2N−1∑
n=0
yn exp
[
−2piikn
2N
]
, 0 ≤ k ≤ 2N − 1 (A.2)
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and its absolute square is
|y˜k|2 =
2N−1∑
n1=0
2N−1∑
n2=0
yn1y
∗
n2 exp
[
−2piik(n1 − n2)
2N
]
. (A.3)
The inverse discrete Fourier transform of eq. (A.3) is
F−1n
[
{|y˜k|2}2N−1k=0
]
=
1
2N
2N−1∑
k=0
{
2N−1∑
n1=0
2N−1∑
n2=0
yn1y
∗
n2 exp
[
−2piik(n1 − n2)
2pi
]
exp
[
2piikn
2N
]}
=
2N−1∑
n1=0
yn1y
∗
(n1−n) mod 2N
=
2N−1∑
n1=0
y∗n1y(n1+n) mod 2N . (A.4)
Let us note that the expression in eq. (A.4) is similar to eq. (A.1) in the sense that it is also a convolution.
However, one of the index of the summand in eq. (A.4) is (n1 + n) mod 2N , which gives rise to so-called
‘wrap around’ effect. For example, suppose we set n = 1 in eq. (A.4). Then the summation is
y∗0y1 + y
∗
1y2 + . . .+ y
∗
2N−1y0 . (A.5)
The last term in the above summation y∗2N−1y0 should be excluded from the summation if we are interested
in computing the autocorrelation of x because it is an artifact of the implicit periodicity that comes with
using the discrete Fourier transform. Nevertheless, taking into account yn = 0 for N ≤ n ≤ 2N − 1, i.e. our
earlier use of the zero padding, the expression in eq. (A.5) is actually
x∗0x1 + x
∗
1x2 + . . . x
∗
N−2xN−1 (A.6)
which is exactly what we need to compute the TACF of x. Here, we see that the additional zero padding is
needed to eliminate the ‘wrap-around’ effect of using the discrete Fourier transform method.
Therefore, on combining eqs. (A.1), (A.4) and (A.4), we have
Cxx(n) =
1
N − nF
−1
n
[∣∣Fk [{yn}2N−1n=0 ]∣∣2] . (A.7)
The formula in eq. (A.7) can be found in Allen and Tildesley [40] although the derivation is not given in
the book. Instead, a sketch of its derivation can be found in Ref. [157]. For general completeness, we have
provided a more reader-friendly account of the derivation above. The advantage of using eq. (A.7) is that
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it does not use a double summation as in the direct method but rather the Fast Fourier Transform (FFT)
algorithm [158] which scales as O(N logN) and increases the computation efficiency tremendously.
A.2 Biased versus Unbiased Estimator
Let us note that Cxx(n) in eq. (A.1) is the unbiased estimator to the TACF of x and it minimizes the error
in estimating the individual points of the TACF. However, this is not the best estimator of the TACF (as
opposed to individual points of the TACF) because it averages the lag product xmxm+n over successive
points of the time series data. Thus, the successive errors in the product in eq. (A.1) are not independent.
Hence, when we compute
∑
n Cxx(n), the errors accumulate in the sum, leading to a significant global error.
This error accumulation is especially significant to our work because we are more interested in
∑
n Cxx(n)
than individual Cxx(n) points. Therefore, it is more important to minimize the error in estimating the
function itself than the points of the function. More simply put, although the unbiased estimator is more
accurate at computing Cxx(n), it is less accurate for estimating
∑
n Cxx(n).
We will not delve here into the issue of optimizing the estimator of the TACF to reduce the error in
computing
∑
n Cxx(n). The interested reader is encouraged to look up Ref. [159] in which it is explained
why and how the unbiased estimator does not minimize the error in estimating the TACF even though it
minimizes the error in estimating the individual points of the TACF. In this thesis, we shall use, prima facie,
the biased estimator which minimizes the global error in the estimated TACF. The biased estimator of the
true TACF, as given in Ref. [159], is
C¯xx(n) =
(
1− n
N
)
Cxx(n) =
1
N
F−1n
[∣∣Fk [{yn}2N−1n=0 ]∣∣2] . (A.8)
Fortunately, the biased estimator still allows us to use the FFT algorithm.
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