IN THE PAST several years there has been considerable interest in the theory of infinite dimensional differentiable manifolds. While most of the developments have quite properly stressed the differentiable structure, it is nevertheless true that the results and techniques are in large part homotopy theoretic in nature.
While most of the developments have quite properly stressed the differentiable structure, it is nevertheless true that the results and techniques are in large part homotopy theoretic in nature.
By and large homotopy theoretic results have been brought in on an ad hoc basis in the proper degree of generality appropriate for the application immediately at hand. The result has been a number of overlapping lemmas of greater or lesser generality scattered through the published and unpublished literature. The present paper grew out of the author's belief that it would serve a useful purpose to collect some of these results and prove them in as general a setting as is presently possible.
$1. DEFINITIONS AND STATEMENT

OF RESULTS
Let V be a locally convex real topological vector space (abbreviated LCTVS). If V is metrizable we shall say it is an MLCTVS and if it admits a complete metric then we shall say that it is a CMLCTVS.
A half-space in V is a subset of the form {v E V(l(u) L 0} where 1 is a continuous linear functional on V. A chart for a topological space X is a map cp : 0 + V where 0 is open in X, V is a LCTVS, and cp maps 0 homeomorphically onto either an open set of V or an open set of a half space of V. An atlas for X is a family {cp.: 0, -P V,) of charts for X such that the 0, cover X. A topological manifold with boundary is a Hausdorff space X which admits an atlas. We note that this is the case if and only if each point of X has a neighborhood homeomorphic to a convex open set either in a LCTVS or in a half-space of a LCTVS. For simplicity we shall shorten "topological manifold with boundary" to "manifold" in this paper. Actually, as we shall see, almost all of our results continue to hold for the more general class of spaces which are locally homeomorphic to convex (not necessarily open) sets in a LCTVS. If {cp, : 0, + V,} is an atlas for X then we shall say that {V,} is a family of models for X or that X can be modelled on {V,} ; if each V, is an MLCTVS (respectively, a CMLCTVS) then we shall say that X is locally metrizable (respectively, locally complete metrizable). It is well known [4, Theorem 6 .71 that a LCTVS is metrizable if and only if it satisfies the first axiom of countability, hence a manifold X is TAn earlier and condensed version of this paper was presented as an Arbeitstagung lecture, Bonn, June, 1964. Research partially supported by the National Science Foundation.
locally metrizable if and only if X satisfies thefirst axiom of countability, and then given any chart q : 0 -P Yfor Xit follows that Vis first axiom, hence a MLCTVS. If Xcan be modelled on {V,} where each V, is a Banach space then X is called a Banach mantfold.
Our results will be concerned almost entirely with metrizable manifolds.
The proof of the following metrizability criterion, as well as all other theorems stated in this section, will be given in subsequent sections. THEOREM 1. A manifold is metrizable tfand only ifit satis-es theJirst axiom of countability (i.e. is locally metrizable) and is paracompact. More generally a Hausdorff space is metrizable tf and only tf it is locally metrizable and paracompact. The following special case was pointed out to me by A. Douady.
COROLLARY 1.
A locally metrizable manifold X is paracompact (and hence metrizable) provided each component admits a countable atlas.
COROLLARY 2.
If each component of a manifold X satisjes the second axiom of countability then X is metrizable.
We note in passing that it follows easily from Theorem 2 that Banach space bundles over metrizable manifolds are themselves metrizable manifolds.
For certain purposes it is useful to know when a manifold admits a complete metric.
THEOREM 3.
A mantfold admits a complete metric tf and only tf it is paracompact and locally complete metrizable. More generally a Hausdor-space admits a complete metric if and only tfit is paracompact and each point has a neighborhood which admits a complete metric.
COROLLARY. Every paracompact Banach mantfold admits a complete metric.
Definition. Let X be a metrizable space. We say that X is an absolute retract (AR) if given a closed subset A of a metrizable space Y and a continuous map f : A -+ X, there is a continuous map F : Y + X which extends J We say that X is an absolute neighborhood retract (ANR) if given A, Y, and f: A + X as above, there is a neighborhood U of A in Y and a continuous map:F : U + X which extends f.
We emphasize that we do not require AR's and ANR's to be separable.
We shall say that a space X is locally AR (respectively, locally ANR) if each point has a neighborhood which is an AR (respectively, an ANR Next let % be a family of topological space which is directed under the relation "is a subspace of", i.e. given X, YE % there exists Z E % such that both X and Y are subspaces of 2. We define the inductive limit, L = lim X, of the family % to be u X with the -+ xc5 xs9 finest topology such that for each X E % the inclusion X--f L is continuous.
If % = {X,} we shall also write lim X, to denote the inductive limit. Recall that a finite dimensional real vector space has a unique topology (the "natural" topology) which makes it a topological vector space; namely the least fine topology making each linear functional continuous. If E is any real vector space and % is the family of finite dimensional subspaces of E, each with the natural topology, then % is directed under "is a subspace of" and U X = E. Thus E can be topologized as the inductive limit of its XE9F finite dimensional subspaces with their natural topologies, and the resulting topology is called the jinite topology for E (Note: as we shall see E is a topological vector space in its finite topology if and only if E has countable dimension, and in that case E is actually a LCTVS in the finite topology, each open set of which is paracompact).
The next theorem shows that the weak homotopy type of an open set in a LCTVS V can be determined solely from the linear structure of I'. Recall that a space Y is said to dominate a space X if there exist maps .f: X + Y and g : Y + X such that g 0 f: X + X is homotopic to the identity map of X. We shall call a subset X of a topological vector space Vsemi-locally-convex if each x' E X has a neighborhood U, relative to X which is a convex subset of V. Added in proof: Let X and Y be spaces and U a neighborhood of the diagonal in X x X. We say that X is U-dominated by Y if there are continuous maps fi X + Y and g: Y -_, X such that g 0 f is homotopic to the identity by a homotopy h, such that (x, h,(x)) E U for all x E X and all t E I. Call a subset X of a topological vector space V locally convex if each x E X has a basis of X-neighborhoods which are convex subsets of V. Then our proof of Theorems 13 and 14 in fact proves the following stronger result (due also to 0. Hanner in the separable ANR case) which is useful for fixed point theory. A very special case of the above corollary was proved by the author in [7, Theorem A].
THEOREM. !f X is an ANR
$2. PARACOMPACTNESS AND METRIZABILITY: PROOF OF THEOREMS l-3
Theorem 1 of $1 is due to Yu. M. Smirnov [S] . As far as we know, no proof has appeared outside the Russian literature and we therefore give one here. 
Proof of Theorems 1 and 3
Let X be a paracompact space and suppose each point of X has a neighborhood which admits a (complete) metric. We shall construct a (complete) metric for X. Since a (closed) subspace of a (complete) metric space is (complete) metric the open sets 0 of X such that 0 admits a (complete) metric is a base for the topology of X, hence there is a locally finite open cover {O.}_, of X such that each 0, admits a (complete) metric d,. For each a E A use the above lemma to construct a pseudometric pal for X and define p = C p,. Given (xo, yO) We must show that p is admissible, and since it is continuous this means that if p(x,, x) --) 0 we must show x, --f x. Choose a E A with x E 0, and E > 0 so that par (x, y) < E implies y E 0, and dJx, y) = p,(x, y). Choose N so that n > N implies p(x,, x) < E. Since pa I p, if IE > N then da(x,, x) = pa(x,, x) + 0 and, since d, is an admissible metric for Oa,, x, -+ x in Da,, hence x, + x in X. Finally suppose 0, is complete with respect to d,. Given x E X choose a with x E 0, and E > 0 so that pa(x, y) -C E implies y E 0, and dJx, y) = pa(x, y). Let B denote the closed s-ball about xin the metricp. If {x,} is a p-Cauchy sequence in B then, since p 2 pa, {x,} is d,-Cauchy and hence x, + x E 0 and clearly XE B. Thus B is p-complete. The following lemma thereforecompletes the proof. 
Y
Clearly p' is an admissible metric for X. Let {x,} be a p'-Cauchy sequence. We can suppose p/(x,, x,) < 1. Choose y with xi E WY, so (py(xl) = 1. Then 1 cpy(xn) -(p&x1)1 < p'(xnr x1) < I, so cp,(x,) # 0 and x, E P,,. Since p < p' {x"} is p-Cauchy, hence there is an x in P7 so that X" -+ x.
Q.E.D.
We Then x0 E Git,,,...,,i), and the G, cover X. Finally if 0 is a neighborhood of x0 such that {a E Al U,, n 0 # a} is a finite set A' then Gip n 0 = @ unless b E _4' and there are only finitely many such /I, so {Gu} is locally finite.
Q.E.D. cover of X. By [4, Theorem 28, (f) * (a)] X is paracompact. The first part of Theorem 2 now follows immediately from the above and from Milnor's Lemma 2.4 (note that if cp : 0 + V is a chart for a locally metrizable manifold, then V is metrizable, hence 0 is metrizable and hence paracompact).
Proof of Corollaries 1 and 2 of Theorem 2
Since a manifold is locally connected it is the topological sum of its components, and we can assume Xis connected. If {q,, : 0, + V,,}npz is a countable atlas for X then in Theorem 2 we can take B,, = {n} and Corollary 1 follows. If Xsatisfies the second axiom of countability it a fortiori satisfies the first and so is locally metrizable, so Corollary 2 follows from Corollary 1 and Lindeliif's Theorem [4, Theorem 151.
$3. ANR's: PROOFS OF THEOREMS 48
We first note some trivial facts about ANR's. The following facts are proved in [2] with the understanding that ANR's are separable, however separability is not used essentially in the proofs. 
Proof of Theorem 4
As remarked in $1, Theorem 4 is an immediate consequence of a theorem of J. Dugundji [l] which states that if V is a LCTVS, A a closed subset of metrizable space X and f : A + Vis a continuous map, then there is a continuous map F : X -+ Vextending f such that F(X) is included in the convex hull of f(A).
Proof of Theorem 5
Let X be a paracompact Hausdorff space which is locally ANR (hence locally metrizable). By Theorem 1 X is metrizable. Let Q.E.D. Q.E.D.
Proof of Theorem 7
Let Tbe as above. It will suffice to define a retraction p : X x I-+ T. Clearly A .Y I is an ANR (I is an AR and a product of ANR's is an ANR) and so are X x (0) and (X x (0)) n(A x Z) = A x {0}, hence by (2) 
Proof of Theorems 10 and 11
See Theorem 7.2 of [6] and the remarks (1) and (3) which immediately precede that theorem.
RICHARD S. PALAlS
$5. WEAK HOMOTOPY TYPE: PROOF OF THEOREM 12
In the following let V be a LCTVS, E a dense linear subspace of V, and let E have the finite topology. Let 
LEMMA. If S is a linearly independent subset of E then S is closed in E and, in the topology induced from E, S is discrete.
Proof. If X is a finite dimensional subspace of E then S n X is finite, hence closed in X, so S is closed in E. Since each subset of S is linearly independent, and hence closed in E, S is discrete.
LEMMA. Each compact subset L of E is contained in aJinite dimensional subspace of E.
Proof. Let S be a maximal linearly independent subset of L (Zorn's Lemma), and let X be the subspace of E spanned by S, so L c X and it will suffice to prove that S is finite. But by 5.2 S is on the one hand discrete, and on the other hand S is closed in L and hence compact.
LEMMA. Let K be a compact subset of 0 and suppose L c K n E is a compact subset of E. Then there is a deformation h, : K --f 0 of K in 0 such that h,lL is the identity and such that h1 is a continuous map of K into E.
Proof. By 5.3 let E1 be a finite dimensional subspace of E with L E El and, by the Tietze extension theorem, extend the identity map of L to a continuous map g: K + El and let U.
where W is chosen as in 5.1, so that U, is a neighborhood ofL in K. Let U,, . . . , U,, be an open cover of K -U. with Ut disjoint from L and of the form U, =K n (ki + fi) where @ is a neighborhood of zero, fly W. Let cpo, . . . , cp,, be a partition of unity for K with support vi E Ui and define
where ei E (k, + @) n E c (ki + W) n E (recall E is dense in I'). Then clearly h, is a deformation of K in V . If k EL then q,,(k) = 0 for i 1 1, since Ui nL = a, so  'p,, (k) = 1 and, since g(k) = k, h,(k) = k. Let E, be the finite dimensional space spanned by El and e,, . . . . e,. Then hl maps K continuously into E, and, since E2 is a topological subspace of E, hl maps K continuously into E. It remains to show Ithat h,(k) E 0. For a given k arrange the indices so that q,(k) > 0 i = 1, . . . . m and vi(k) = 0 i > m. Then kE(k+W)n; UiE(k+W)n;(ki+W).
i=l i=l
Now (1 -t) + t f q,(k) = 1 so by 5.1 it will suffice to show that k and the el belong to Q.E.D.
Proof of Corollary of Theorem 12
Let K=kerf, x: VI ---) VI/K the canonical map, f = g 0 n the canonical factoring of f, and O* = g-'(O). Then it will suffice to show that rc]6 : O--+0* and g] O* : O*+O are each weak homotopy equivalences. In other words, since n is surjective and g is injective it will suffice to prove the corollary of Theorem 12 in the following two cases. Case 1. f is injective.
Without loss of generality we can assume VI is a dense linear subspace of Vz with a finer topology and that f is the inclusion map, so 0" = 0 n VI as a subspace of VI. Let E = VI with the finite topology and let O* = 0 n E as a subspace of E. Let i : O* + 0" and j : O* -+ 0 be the inclusion maps which by Theorem 12 are weak homotopy equivalences.
is commutativef is also a weak homotopy equivalence. Q.E.D. 
$6. DOMINATION BY SIMPLICIAL COMPLEXES: PROOFS OF THEOREMS 13-17
Given an indexing set A we define R (") to be the real vector space having A as a basis, i.e. RCA) consists of all functions f: A --) R such that {a E A/f(a) # 0} is finite, where we identify a E A with the characteristic function of {a}. We give RCA) the finite topology. Proof. Let X be a finite dimensional subspace of E. Then T(X) is a finite dimensional subspace of V and is a topological subspace of V in its natural topology.
Since every linear map between finite dimensional real vector spaces is continuous in their natural topologies, TIX : X+ T(X) is continuous, hence TIX : X --) V is continuous, and therefore T : E-+X is continuous. Now let X be a metrizable space and choose a bounded metric p for X. Let B(X) denote the Banach space of bounded continuous real valued functions on X with llfll = Sup{lf(x)\ Ix E X}. Let K: X+ B(X) denote the Kuratowski embedding of X defined by:
= Pk Y). By a trivial application of the triangle inequality it follows that K is an isometric embedding of X in B(X), and by a simple argument [9, p. 1871 which Wojdyslawski attributes to S. Eilenberg K(X) is closed in its convex hull. Thus 6.4. LEMMA. Every metrizable space can be embedded as a closed subspace of a convex subset of a Banach space.
Proof of Theorem 14
Let X be an ANR. By 6.4 we can assume that X is a closed subset of a convex set S in a Banach space V. Since X is an ANR the identity map of X extends to a continuous map p : 0 +X, where 0 is an open neighborhood of X in S, i.e. X is a retract of 0 and a fortiori X is dominated by 0. Since "A is dominated by B" is clearly a transitive relation, it will suffice to prove that 0 is dominated by a simplicial complex. Since 0 is open in S, given v E 0 we can find a neighborhood U of v in V such that U n S c 0, and since V is locally convex we can assume U is convex. Since S is also convex U n S is convex, hence 0 is semi-locally-convex.
As a subspace of the metrizable space V, 0 is metrizable hence paracompact and Theorem 13 completes the proof.
Added in proof:
We note here the modifications of the above proofs necessary to deduce the theorem added in proof after the statement of Theorem 14 in 01.
In 6.3, if we assume that Xis locally convex then for any neighborhood U of the diagonal in X x X we can assume that for each of the convex sets W, we have W, x W, C_ U. Then we have x and the x(/Ii) all in 6 OPi E W, (by 6.2) and hence h,(x) E W, so (x, h,(x)) E i=O W, x W= --f U, proving that the domination f: X+ INJ and g: INI --, X is a U-domination.
In 6.5 if X is an ANR embedded as a closed subset of a convex at S in a Banach space V and U is a neighborhood of the diagonal in X x X, then since X is closed in S there is a neighborhood U' of the diagonal in S x S such that U' n X x X = U. 6.7.
6.8.
Proof of Theorem 15
Immediate from Theorem 14 and 6.6.
Proof of Corollary of Theorem 15
The equivalence of (2) and (3) is Theorem 8. That (2) =+ (1) is trivial so it remains to
