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Abstract 
This study examines the effects of the institutional environment on the entrepreneurial 
orientation (EO) and viability of micro and small enterprises (MSEs) in Ethiopia. Creating an 
institutional environment which encourages entrepreneurship and fosters ongoing viability of 
small business is of critical concern to many developing economies.  
This study is guided primarily by institutional theory and adopts a pragmatic research 
strategy that places emphasis on the importance of the research problem. Exploratory 
sequential mixed methods research design was adopted to conduct the study, in which the 
researcher analyzed qualitative data collected in the first phase, to inform a quantitative study 
in the second phase. During the first phase of the study, a qualitative data collection was 
conducted based on a set of semi-structured interviews. The interviews were conducted 
through two waves involving 32 face-to-face interviews, each ranging from 90 minutes to 
two hours. The participants were selected primarily due to longevity of business operation 
and were drawn from four major Ethiopian regional states. An interpretive approach modeled 
on (Gioia et al., 2013) was adopted, whereby simultaneous collection and analysis of data 
occurred through constant assessing of emerging and formative themes then going back into 
the field to collect further data on these important findings. 
Building from the qualitative findings, a self-administered questionnaire was developed and a 
survey was conducted to gather the data required to generate answers to the emerging 
research questions. The study established a robust conceptual framework and developed 
testable hypotheses based on the extant literature and findings from the qualitative study. The 
conceptual framework and hypotheses were tested using structural equation modelling (SEM) 
on a sample of 552 firms located in four regional states in Ethiopia. Tested and validated 
measures were used for the key constructs. Both exploratory factor analysis (EFA) and 
confirmatory factor analysis (CFA) were performed to uncover the underlying factor 
structure and to confirm the measurement model. The study also tested the construct validity 
and reliability of instruments to ensure the credibility and appropriateness of measurement 
items. 
Drawing on in-depth interviews with Ethiopian MSEs, the qualitative study identified sixteen 
major elements that form the institutional environment, constituting the regulatory, 
xiv 
normative, cognitive and conducive pillars. Within each pillar, the constituent elements have 
conflicting nature. This creates complexity and uncertainty in the institutional fabric in which 
firms operate. Consequently, the institutional complexity puts MSEs in a difficult position. It 
is both difficult and costly to abide by the formal and informal rules of the institutional 
environment when the elements exert such conflicting pressures. Likewise, it is difficult, if 
not impossible, for MSEs to change the existing institutional environment by lobbying 
powerful stakeholders. Generally, firms that cannot abide by or alter the governing 
institutions are expected to exit the market. However, in Ethiopia MSEs navigate an alternate 
path to viability by bypassing institutional requirements. Some firms systematically and 
innovatively circumvent the institutions in ways that add value to the firms and society at 
large (circumventive entrepreneurship), others engage in evasive activities that only benefit 
the firm at the expense of the society and other actors in the market (evasive 
entrepreneurship). Hence, the findings show that Ethiopia’s formal and informal institutional 
environment factors are yet to reach a stage of maturity that is capable of supporting and 
facilitating the business environment required to enhance the viability of MSEs. Institution 
bypassing activities reveal a contradictory aspect of entrepreneurial activity in Ethiopian 
MSEs. Despite acting in ways that would not traditionally be considered entrepreneurial, the 
MSEs value entrepreneurial activity highly. When MSEs work around the system to survive 
and be profitable, it is not because they do not aspire to being entrepreneurial, but because 
they are not yet operating on a level, opportunity-based playing field and thus are forced 
toward a default “lowest common denominator” position. 
The quantitative study which was conducted in the second phase reveals a more nuanced 
picture of the relationships between institutions, EO and the viability of MSEs in Ethiopia. 
The multivariate analysis shows that firms perceive the Ethiopian institutional environment 
positively and that this has a predominantly positive and significant effect on their viability, 
both directly and indirectly. However, the impact of these positive perceptions is not uniform. 
The regulatory environment has the strongest impact on viability, though this impact is 
largely exerted indirectly, via EO. The conducive and normative environments impact 
directly more strongly than indirectly. The cognitive environment still impacts viability 
directly though shows no significant effect on EO, possibly explained by the fact that most 
firms act on the basis of how other actors in the market are behaving rather than on the basis 
of their cognitive attributes. This underscores that the institutional environment (more 
specifically a firms’ perception of it) significantly shapes entrepreneurial behavior. The 
xv 
findings also detail the interplay between institutions and the viability of MSEs in Ethiopia, 
providing contrast to the current understanding that the influence of institutions within any 
given environment is uniform. 
The study results in general show that the ability of MSEs to achieve and sustain viability in 
Ethiopia to a large extent depends on the nature of the institutional environment in which 
they operate. The level of entrepreneurial activity undertaken by MSEs is impacted by their 
perceptions of Ethiopia’s complex and uncertain institutional environment.  
The contradictory regard of EO in the Ethiopian environment (aspirational and in practice) is 
reflected in the outcomes of Ethiopian MSE support policy. Programs such as “MSE 
graduation program” have subsidized the creation of a large number of MSEs but have failed 
to “graduate” them to self-sufficient viability in the long term. MSEs view the program 
positively based on their aspirations but criticize it based on its inability to break the mindset 
of staying small and protected and to prioritize entrepreneurialism in practice. In the absence 
of outcome-based resource distribution MSEs revert to the same survival-focused “lowest 
common denominator” setting. The challenge for the country in its endeavor to transform the 
economy is to reset this baseline. Thus, until a more sophisticated, transparent and conducive 
institutional environment is developed, we may not be able to see a flourishing 
entrepreneurial ecosystem across the nation. 
Keywords: Institutions, Micro and Small Business, Viability, Entrepreneurial Orientation, 
Institution-bypassing, Ethiopia 
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Chapter 1 - INTRODUCTION 
Micro and small enterprises (MSEs) are considered to be the backbone of developing nations’ 
economies through their contribution to employment, innovation and diversified business 
activities (Ayyagari, Demirguc-Kunt & Maksimovic, 2014). Yet, the ability of MSEs to 
contribute to social and economic growth is significantly determined by their interaction with 
the institutional environment in which they operate (Bruton, Ahlstrom & Li, 2010; DiMaggio 
& Powell, 1991; Roxas & Chadee, 2013; Scott, 2014; Stenholm, Acs & Wuebker, 2013; Su, 
Zhai & Karlsson, 2016; Zoogah, Peng & Woldu, 2015). Within entrepreneurship literature, 
institutional theory holds the notion that the economic performance of a country is a function 
of its institutions and that increased overall economic development is best achieved where the 
institutional setting is enabling of productive entrepreneurial activities (Acs, Desai & Hessels, 
2008; Aparicio, Urbano & Audretsch, 2015). Given the important role of institutions with 
respect to entrepreneurship and small business development, the assertion that ‘institutions 
matter’ is hardly controversial. However, questions relating to exactly how and to what extent 
institutions matter are worthy of scholarly investigation. This study uses a case study of 
Ethiopia to provide insight into this area of significant importance. 
By way of introduction, this chapter presents the background of the study by describing the 
overall context of the research issues that prompted the current investigation. Then, the 
research questions and the articulation of the research objectives are presented. This is 
followed by discussion of the significance of this research in light of the theoretical, 
conceptual, empirical and practical research contributions which this study aims to address. 
This chapter concludes by providing an outline of the overall thesis. 
1.1 Background of the Study 
Despite decades of attention, institutional scholars still struggle to explain precisely why 
some firms are able to adapt to their institutional environment and perform better within it, 
while other firms fail to do so. Similarly, our knowledge regarding how firms actually 
navigate the institutional environment and respond, effectively or ineffectively, to the impact 
of institutions requires further development (Bowen & De Clercq, 2008; Bruton et al., 2010; 
Su et al., 2016; Zoogah et al., 2015). Drawing inspiration from these critical questions, this 
study identified knowledge gaps in current studies regarding how the wider institutional 
2 
environment relates to firm-level phenomena, such as business viability and entrepreneurial 
orientation (EO). Thus, this study seeks to address the following research gaps. 
Firstly, there is a lack of understanding as to how small businesses are able to position 
themselves to remain viable when encountering institutional barriers. Research looking at 
institutions and business organizations’ structures and performance has elaborated on two 
sets of behaviors adopted by firms: institution-abiding and institution-altering (Elert & 
Henrekson, 2016; Su et al., 2016; Vermeire & Bruton, 2016; 2015). Institutions determine 
and shape the behavior, actions, and strategies of business organizations (Peng & Jiang, 
2010; Scott & Meyer, 1994); thus some scholars conclude that institutions are the main 
determinant of firms’ entrepreneurship success (e.g. see; Boettke, Coyne & Leeson, 2003). 
This results in firms abiding by prevailing institutions and acting within the prescribed 
institutional settings (Baumol, 1990; DiMaggio & Powell, 1991; Spencer & Gómez, 2004). 
For example, Scott (2014) notes that firms are better able to secure their legitimacy by 
following the existing rules and norms of their environment. Alternatively, firms can 
mobilize resources to change existing institutions or create new ones through political and 
business activities (Battilana, 2006; DiMaggio & Powell, 1991; Li, Feng & Jiang, 2006). 
According to Ahlstrom, Bruton and Yeh (2008) firms may have to alter existing institutions 
to improve them and to create structures that help their business to succeed. This is 
particularly true in countries where legal institutions are weak and professional and 
commercial norms are yet to be firmly embedded. Inability to abide by or alter institutions 
can, it is argued, significantly reduce an organization’s ability to operate in the particular 
institutional setting and can increase the likelihood of failure (Ács, 2015; Gupta, Guo, 
Canever, Yim, Sraw & Liu, 2014; Jennings, Greenwood, Lounsbury & Suddaby, 2013). 
Wilson (2009) notes that firms usually take for granted the critical role institutions plays in 
the execution of their business models. If firms fail to develop strategies to adapt or 
successfully alter institutions, they are unlikely to remain competitive for long (Henrekson & 
Sanandaji, 2011). Similarly, Gimeno, Folta, Cooper and Woo (1997) argue that firms unable 
to adapt to their environment, perform worse than those firms which are able to fit within 
them, and that weak performance forces them to exit the market. In developing countries, 
organizations, particularly small businesses, may not be in a position to abide by existing 
institutions or to alter them. Institutional settings may be overwhelmingly bureaucratic or too 
costly for small businesses to operate within, which limits their ability to take advantage of 
economic opportunities (Holmes, Zahra, Hoskisson, DeGhetto & Sutton, 2016). On the other 
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hand, small businesses due to their size or other limiting circumstances, such as financial and 
human capital, may be too weak to challenge and alter the existing institutions (Peng & 
Delios, 2006). Yet, small business organizations often manage to achieve business successes 
and remain viable even in highly competitive markets. This apparent contradiction has not 
been dealt with at length in studies to date. This study seeks to examine the alternative 
behaviors adopted by these business organizations that enable them to survive and grow 
Secondly, most studies focus on objective measures when investigating the impact of 
institutions. Extant literature documents how institutions promote or hinder firms’ business 
activities by creating different levels of risk, influencing transaction costs and restricting or 
facilitating access to resources (Peng & Jiang, 2010; Scott & Meyer, 1994; Wesley & Robert, 
2010). Baumol and Strom (2007) press this point when they argue that entrepreneurial effort 
can be more effectively fostered in society through a change in institutions rather than via a 
change in the internal systems (strategies) of ventures. However, given that the actions and 
behaviors of individuals and organizations are significantly influenced by their prevailing 
perception of the institutions in which they operate (Bowen & De Clercq, 2008; Meyer & 
Rowan, 1977), the way in which firms perceive their institutional environment is also an 
important consideration (Su et al., 2016; Wesley & Robert, 2010). When institutions are 
perceived to be business-friendly, transparent and supportive, firms are more likely to be 
efficient, innovative and encouraged to take risk (Baumol, Litan & Schramm, 2007; Zahra, 
1993). Likewise, where firms perceive institutions as barriers and hostile to business, they 
tend to be less entrepreneurial (Tang & Hull, 2012). In entrepreneurship literature, 
entrepreneurship is considered one of the most important antecedent factors to a firm 
increasing its ability to exploit opportunities and achieve high performance (Alegre & Chiva, 
2013; Lumpkin & Dess, 1996). Empirical studies confirm that firms with high levels of 
entrepreneurial behaviors and practice are more likely to gain the competitive advantage 
critical to business viability (Covin & Lumpkin, 2011; Dess & Lumpkin, 2005). This 
suggests that the perception of the institutional environment may exert considerable influence 
on the behavior of MSEs and their pursuit of entrepreneurial effort (Bowen & De Clercq, 
2008). There remains an apparent lack of emphasis on the interaction between firms’ 
perceptions of their institutional environment, their level of EO and their performance (Su et 
al., 2016). 
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Thirdly, in the area of MSE, EO and performance, institutional theory has rarely been 
applied. Though considerable research effort has been expended on identifying ‘barriers’ that 
hinder the growth, performance and competitiveness of small business enterprises, Resource-
Based View (RBV) theory has been the predominant focus (Wang, Walker & Redmond, 
2007). Many of these studies have concluded that access to resources is fundamental to the 
success of small businesses and that MSEs must adopt effective strategic planning to compete 
effectively and survive (O'Regan & Ghobadian, 2002). The concern of prior research was that 
through lack of access to resources and neglect of strategic planning, small businesses may 
not achieve full performance potential, and their survival could be placed at risk (Mazzarol, 
Clark & Reboud, 2014; Okpara, 2009; Wang et al., 2007). However, studies have 
consistently shown that most MSEs act based on their perception to phenomena rather than 
engaging in a strategic way when doing business (Beaver & Prince, 2002; cited by Wang et 
al., 2007). It is a general misconception that access to resources is the most critical catalyst 
for business success; studies have shown that inability to access finance is not a major 
inhibitor to entrepreneurial growth and activity. Bradley, McMullen, Artz and Simiyu (2012) 
assert that additional capital is often not required to carry out a successful business activity 
and that lack of capital can be replaced by creativity and inventiveness. This study is not 
arguing that resources do not matter, nor that they do not have a significant impact on firms’ 
overall performance; rather, while resources are vital, the perceived institutional environment 
is a fundamental game changer regarding the success and EO of business enterprises 
(Aparicio et al., 2015; Bruton et al., 2010). Moreover, Stam, Thompson, Herrmann and 
Hekkert (2011) argue that MSEs experience more difficulty than large firms in achieving 
legitimacy in the eyes of potential stakeholders, such as suppliers, financiers, customers and 
employees. Similarly, Volchek, Henttonen and Edelmann (2013) argue that the liability of 
smallness imposes constraints on MSEs in accessing resources and this in turn affects their 
competitiveness. Hence, in assessing the EO and viability of small businesses, it is important 
to incorporate an institutional perspective.  
Institutional theory in entrepreneurship practice explains how the institutional environment 
forces - regulative, normative, cognitive and conducive pillars (examined further in Chapter 
2) - institutionalize and legitimize organizations’ business activities (Scott, 2014; Stenholm et 
al., 2013). The notion of the theory is that institutions themselves can significantly impact the 
actions, beliefs and business orientation of individuals, groups and organizations; they 
therefore constitute many of the barriers faced by entrepreneurial enterprises found in 
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different parts of the world, as well as presenting significant opportunities. Baumol and 
Strom (2007) argue that entrepreneurial effort can be more effectively fostered in society 
through a change in institutions rather than via a change in the entrepreneur’s goal or the 
internal system (strategies) of their ventures. Despite this, in many prior studies, the 
institutional environment factors were either not subjected to inquiry or were analyzed as 
"taken for granted" factors (Bruton et al., 2010). Contemporary research has shown growing 
interest in the application of institutional theory relating to entrepreneurship by examining 
how the perceived institutions shape the structures and entrepreneurial behaviors of existing 
organizations, particularly in emerging and developing economies (Bao, Miao, Liu & Garst, 
2016; Demirbag, McGuinness & Altay, 2010; Townsend & Hart, 2008). Relative to the 
popularity of the RBV of the firm presented by Barney (1991), institutions have not been 
well recognized as major antecedents of firms’ EO and viability (Peng, Wang & Jiang, 2008). 
Instead, such structures, processes, and mind-sets were either analyzed and judged as taken 
for granted or relegated to the background as merely complementary to the more popular 
variables found in the immediate “task environment” of firms (Bruton et al., 2010; 
Parboteeah, Hoegl & Cullen, 2008). Refocussing attention to the institutional environment 
and moving beyond the basic consensus that creating an enabling environment is 
advantageous for MSEs, understanding the interaction between the institutional environment 
and MSEs would appear worthy of greater attention. By examining firms’ perceptions of the 
institutional dimensions, this study may help us to understand how firms strategize and better 
position themselves to respond to the effect of the institutional environment or make 
institutions matter less to their survival and growth. Moreover, Lindsay, Ashill, Roxas and 
Victorio (2014) suggest that investigation of the effect of institutional environment at firm 
level may shed more light on the role of institutions in entrepreneurship development and 
economic performance. Using similar logic, Aldrich (2010) argues that entrepreneurial 
ventures and their institutional environment should be the object of research studies so as to 
understand the integral forces that determine the overall success of firms. There is therefore a 
need to bring institutions to the fore when discussing the role of the external environment in 
shaping the EO and viability of MSEs (Rosenbusch, Rauch & Bausch, 2013; Roxas & 
Coetzer, 2012; Tang & Hull, 2012). 
Fourthly, there is a lack of emphasis on whether the local institutional environment impacts 
firms operating within the environment differently due to the firm leaders’ perception of their 
environment. According to Su et al. (2016), a majority of studies that use institutional theory 
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as a theoretical lens focus on investigating the impact of institutional environments at the 
country-level. Furthermore, to better judge the impact of institutions, these studies use 
country level data to compare the relative impact across countries (Bruton et al., 2010). This 
presents difficulties in that a review of these studies indicates inconsistency in the 
characterization of country-level institutional environments across the data sets collected by 
international organizations such as World Bank, IMF and Global Entrepreneurship Monitor 
(GEM). For example, this study focuses on Ethiopia, a country which has experienced 
growth acceleration since 2004 as a part of a successful broader development performance 
(Ssozi & Asongu, 2015). Like many developing countries, MSEs make up around 99 percent 
of all businesses in Ethiopia and they are increasingly being recognized not only as 
productive drivers of economic growth and development, but also as a means for social and 
political stability in the region (Ayyagari, Beck & Demirguc-Kunt, 2007; Bekele & Worku, 
2008; Brixiova & Ncube, 2013). Fostering entrepreneurship has therefore been a focus of the 
Ethiopian government in structuring the institutional arrangements to promote new business 
ventures and the overall performance of MSEs (Assefa, Zerfu & Tekle, 2014). Ethiopian 
economic growth has been remarkably rapid and stable over the past decade. According to 
the World Bank report (2016), real GDP growth averaged 10.9 percent between 2004 and 
2014, resulting in one of the fastest-growing economies not just in Africa but globally. Extant 
studies have identified the crucial role of the MSEs in accelerating the economic 
transformation of Ethiopia as they constitute a majority of the business enterprises in the 
country (Abay, Tessema & Gebreegziabher, 2014; Aremu & Adeyemi, 2011; Ayenew, 2015; 
Ayyagari et al., 2014). Ethiopia has seen an increase in the number of small business start-
ups and the small business sector is becoming increasingly important to the country’s 
production growth and employment (Sapovadia, 2015). On the other hand, however, 
Ethiopian business environment and regulatory systems are characterized as unfavorable. In 
2016, the World Bank ranked 189 countries on the ease of doing business; Ethiopia ranked 
146 (Canare, Ang & Mendoza, 2016). The report states that the business regulatory system in 
Ethiopia has long been too bureaucratic and inflexible. Similarly, using the GEM dataset, 
Gebrewolde and Rockey (2016) reported that unfavorable economic conditions, inconsistent 
policies, difficulty in accessing credit facilities, high costs of doing business, corruption and 
poor social and political attitudes towards MSEs present obstacles for Ethiopian enterprises. 
These problems persist and MSEs continue to be uncompetitive in the domestic and 
international market (Ayyagari et al., 2014). Despite the significant contribution of MSEs to 
Ethiopian economic growth, the enterprises rank poorly in their performance and 
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entrepreneurial tradition (Abay et al., 2014). Country level studies into institutional 
environments, then, do not appear entirely satisfactory in investigating how Ethiopia has 
consistently outperformed most other developing countries in the world in terms of double-
digit economic growth. Though EO is seen to have a direct impact on firm viability, and 
institutions are seen to have an impact on firms’ EO, our empirical understanding of how 
firms’ perceptions of institutions shape the EO of firms and how that influence reflects on 
their viability remains very limited (Roxas & Chadee, 2013; Tang & Hull, 2012). Moreover, 
the importance of studying the institutions at local level rests on the view that institutions are 
perceived differently between and amongst individuals, firms, regions and cities within a 
country (Acs et al., 2008; Alvarez, Urbano, Coduras & Ruiz-Navarro, 2011; Roxas & 
Coetzer, 2012). Hence, aggregating measures of the overall national institutional profile do 
not necessarily reflect the real institutional fabric at regional or local levels. It is logical to 
argue that the way MSEs in one region perceive their institutions creates an entirely different 
business and institutional landscape to those in other regions, especially in countries like 
Ethiopia with high ethnic diversity and where regional states have the autonomy to 
implement their own institutional settings.  
Fifthly, the application of institutional theory in developing countries is very limited 
(Vermeire & Bruton, 2016; Zoogah et al., 2015). When discussion on MSEs comes into the 
context of developing countries, such as Ethiopia, it becomes evident that institutional 
arrangements and their relationships with entrepreneurship behaviors and viability are 
complex (Ahmed & Nwankwo, 2013; Zoogah et al., 2015). While institutional theory has 
become a common academic lens in organizational and entrepreneurship research (Su et al., 
2016), most studies focus on the developed western countries, with little attention given to 
the extent to which these theories transfer to developing countries (Gupta, Guo, Canever, 
Yim, Sraw & Liu, 2014). Similarly, Zoogah et al. (2015) note that while most institutional 
research relating to entrepreneurship and organizations has been applied to advanced 
countries, the developing countries, particularly the Sub-Saharan African (SSA) nations have 
remained largely outside scholarly purview. Moreover, a body of literature on the role of 
institutions reveals that researchers have raised specific concerns about the international 
applicability and boundary conditions of the main institutional dimensions or pillars (Gaur & 
Lu, 2007; Marano, Arregle, Hitt, Spadafora & van Essen, 2016). Therefore, research on 
institutions will further benefit from the expansion of this frontier to Africa, whose 
institutional frameworks (relative to Asia and Central and Eastern Europe) are demonstrably 
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different from those in the West. In carrying out this study in the context of Ethiopia, with 
analysis at a firm level, the study will provide a more detailed understanding of the interplay 
between the perceived institutions and organizations in an under-researched area of 
application, paving the way for future studies on the institutional environment and 
entrepreneurship in developing countries. 
Finally, studies looking at the business environments of various countries indicate the need 
for exploratory qualitative study of institutions in the field of small business research rather 
than applying cross country analytical quantitative techniques in order to shed light on the 
actions and efforts in creating favorable institutional environment for MSEs (Manolova, 
Eunni & Gyoshev, 2008). Given this study adopts both a qualitative and quantitative 
methodology, it provides a more robust framework with which to expand the understanding 
of the interplay between the institutional environment and MSEs (Ács, 2015; Ven & Tigineh, 
2010; Vermeire & Bruton, 2016; Zoogah et al., 2015).  
1.2 Purpose of the Study 
This study aims to examine the interaction between the perceived institutional environment, 
EO and the viability of MSEs in Ethiopia. Specifically, it aims to (a) investigate how the 
current institutional environment defines and shapes the viability and EO of Ethiopian MSEs, 
(b) analyze the extent to which institutional forces impact the viability of MSEs in Ethiopia, 
and (c) investigate the mediating role of EO on the viability of MSEs. 
1.3 Research Questions 
Considering the above background and research purpose, the main research questions that 
this study seeks to answer are: 
Research Question 1:  
What are the constituent elements that form the pillars of the institutional environment in the 
context of Ethiopia? 
Research Question 2: 
How do firms in a developing country navigate their institutional environment and position 
themselves to remain viable? 
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Research Question 3:  
To what extent do institutional environment forces impact the viability of MSEs in Ethiopia? 
Research Question 4:  
Does entrepreneurial orientation mediate the institutional environment – MSE viability 
relationship? 
1.4 Significance of the Study 
The study has implications for theory development, future research and the practice of viable 
business enterprises. By studying the interrelatedness of the local institutional environments, 
the EO and viability of small business enterprises in Ethiopia, the study seeks to contribute to 
the collective understanding of institutions, entrepreneurship and firm viability. 
Firstly, this study outlines a broadened theoretical perspective of how firms interact with their 
institutional environments to achieve business viability. To date, knowledge regarding the 
interaction of firms and their institutional environment remains largely limited to macro level 
analysis or country-wide focus in academic journals, particularly in the area of institutional 
theory in organizations and entrepreneurship research (Elert & Henrekson, 2016). This study 
will contribute to the current unpacking of the role of institutions in shaping firm-level 
phenomena - an alternative perspective to previous research with macro level analyses. 
According to Meyer and Nguyen (2005), the institutional environment of a country with 
diverse multicultural identifications and situated in dispersed geographic locations, not only 
presents wide institutional disparities between and amongst cities within a national boundary, 
but also a wide perceptual difference among firm leaders. This has strong relevance to the 
case of the Ethiopia, which is endowed with multi-cultural, multi religious and with multi-
cultural institutions. It can be expected that in such a geographically dispersed economy and 
decentralized political landscape, institutions will have significant impact on the local firms’ 
(such as MSEs) tendencies to pursue an EO, and ultimately on the firms’ viability. Moreover, 
despite general acknowledgement that institutional environment variables are constraining 
and enabling entrepreneurship development, the extent to which these factors impact the EO 
of MSEs, particularly in developing countries, still remains unclear and underrepresented in 
prior research (Brixiova, 2010; Bruton et al., 2010; Zoogah et al., 2015). Ascertaining 
whether there is a direct link between the perceived local institutional environment and the 
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viability of MSEs forms another empirical contribution worth pursuing. This addresses the 
call for more targeted research on the effect of institutional environment upon these 
organizations. The inclusion of the micro enterprises in the investigation distinguishes this 
study from the mainstream entrepreneurship-oriented literature which generally exhibits a 
heavy small and medium sized enterprise (SME) focus. 
Secondly, the study contributes to theory development and provides empirical evidence to 
assist the understanding of how firms in business environments where it is difficult to abide 
by or challenge institutions position themselves to deal with the range of institutional 
environment settings to remain viable. Furthermore, the study generates empirical evidence 
supporting the legitimacy of the institutional view of firms’ behavior and strategy. 
Thirdly, by examining firms’ perceptions of the institutional dimensions: regulatory, 
normative, cognitive and conducive, the study responds to calls to extend research, in a 
systematic manner, on how EO may provide the mechanism through which institutions 
impact the viability of firms (Su et al., 2016; Yu & Si, 2013). The study’s effort to go beyond 
the regulatory focused domains of institutional research by including the other institutional 
pillars (normative, cognitive and conducive) is another potential contribution to the 
understanding on the nature of institutions and their ability to shape firms’ business 
behaviors. It is emphasized in the current literature that research should take into 
consideration both formal and informal institutional pressures in decision-making so as to 
account for cultural and societal impacts (Estrin, Korosteleva & Mickiewicz, 2013; Gupta et 
al., 2014; Jennings et al., 2013; Zoogah et al., 2015). This study advances the views that the 
normative and cognitive aspects of a given society in general (and individuals in particular) 
captures the concept of informal institutions. This perspective is based on the synthesis of 
previous studies on informal institutions that converged on the conclusion that the cultural 
characteristics of a society exemplify the “unwritten rules‟ regulating human interaction 
(North, 1990; Scott, 2014). 
Fourthly, an important contribution of this research is that it expands the understanding of the 
institutional environment and small businesses interaction within a developing country 
context, and provides a more robust framework with which to understand this interaction. 
According to Zoogah et al. (2015), what remains largely missing from existing literature are 
studies that focus on the specific impact of the institutional environment in the context of 
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developing countries, such as Ethiopia. This may have inhibited the development of effective 
solutions that could be applied at the grassroots level. Thus, this study presents an 
opportunity for further research in Africa with the intention to bring evidence based analysis 
that can expand the understanding of the institutional environment and its influence on the 
viability of MSEs, particularly in Ethiopia, but also SSA in general. 
Lastly, this study contributes to the ongoing dialogue regarding the development of 
entrepreneurship, public policy and institutional theory, providing insights for policymakers 
seeking to promote entrepreneurship and direct economic advancement in developing 
countries. It is expected that this study will not only motivate future research studies in this 
area, but will offer insights and direction for practitioners, policy makers and small business 
operators to better understand the elements that lead to particular outcomes in a particular 
institutional environment, thereby helping to promote viable business enterprise that can add 
value to the economy and society. The existing difficulties of MSEs in developing countries 
need to be addressed, if African countries are to improve their economies (WorldBank, 
2013). They are likely to benefit from an enabling institutional environment, which should 
assist them to improve their entrepreneurial performance and to compete with their 
counterparts in both domestic and international markets (Ahmed & Nwankwo, 2013). It is 
important to note that this study examines the effects of institutions in a comprehensive way 
to propose how public policy makers and intervention strategists such as UNDP, Economic 
Commission for Africa (ECA) and others could focus on creating an enabling institutional 
environment to promote viable entrepreneurial enterprises in Ethiopia. Therefore, the results 
of this study will help policy makers, intervention strategists and entrepreneurs to promote 
change-agent entrepreneurial ventures that can contribute to sustainable development and 
growth of the country. This suggests that an understanding of the effect of the institutional 
environment on EO of MSEs in the African context is crucial in terms of contributing to 
institutional theory and to developing organizational and public strategies to address 
identified issues.  
The methodological contribution of the study relies upon recognizing the particular 
institutional forces pertinent to MSEs in Ethiopia. While there are existing measures of 
institutions at the national level, studies that empirically test measures applicable at the local-
level are both restricted and fragmented. The process of validating the significance of these 
perceived institutions by partnering them to organizational level variables as opposed to 
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country level aggregated indicators is an attempt to add rigor to formulating what constitutes 
a local institutional environment. 
While Bruton et al. (2010) argue that when scholars only focus on single countries it can be 
more difficult to judge the impact of institutions within the setting, much empirical work has 
focused on single countries (e.g., Benzing, Chu & Kara, 2009; Bruton & Ahlstrom, 2003; 
Davidsson, Hunter & Klofsten, 2006; Honig, 2001; Mair & Marti, 2009; Roxas & Chadee, 
2013; Urbano, Toledano & Ribeiro-Soriano, 2011). These studies have repeatedly 
demonstrated that difference in institutions can exist within a single country, especially one 
with diverse cultures, religions, and regional regulatory arrangements, such as Ethiopia. 
Moreover, a single country case study will support and facilitate comprehension of 
phenomena that are not well understood (Mair & Marti, 2009) and it is appropriate to tease 
out the specific elements underlying the effect of institutional environment on the viability of 
business enterprises. This suggests that focus on a single country to study the impact of 
institutions will allow researchers to closely view institutions in terms of their enabling and 
constraining nature and to specify the conditions under which particular perspective and 
strategies will cohere and be successfully employed for firm viability. It is also important to 
note that this study examines the effects of institutions at firm level, so a country level 
comparative study is not deemed necessary. Moreover, given that Ethiopia is one of the most 
stable countries in Africa (OECD, 2013) and has relative similarity with other SSA nations in 
terms of socio-economic status, economic growth and government policies focused on the 
development of entrepreneurship and MSEs (Mersha, Sriram & Hailu, 2010), this study’s 
findings could potentially be applied to other African countries. 
1.5 Outline of the Thesis  
The thesis is presented in eight chapters (cf Figure 1.1).  
Chapter 1 provides an introduction to the study with a specific focus on the background of 
the study, the research purpose, research questions, the significance of the study and the 
outline of the thesis. This paves the way for presentation of the whole thesis. 
Chapter 2 presents a comprehensive review of extant research relating to economic 
transformation of SSA, business viability, EO and the concept and adoption of institutional 
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theory as it applies to Ethiopian MSEs. This review justifies the need for this study by 
pointing to the shortcomings of contemporary research. This is followed by the theoretical 
departures of the study, in which institutions, institutional theory, concepts of business 
viability and the EO of firms are discussed. 
Chapter 3 describes the development of a conceptual model of the study and how this model 
positions the research to investigate the critical institutional forces that determine the viability 
and EO of Ethiopian MSEs. The conceptual model is grounded in the frameworks of Scott 
(1995, 2014), DiMaggio and Powell (1991) and Stenholm et al. (2013), and hypothesizes the 
institutional pillars: regulatory, normative, cognitive and cognitive pillars, and their impact 
on the EO and viability of MSEs.  
Chapter 4 details the methodology adopted to conduct this study. Reasoning is provided for 
a pragmatic research paradigm aligned with the sequential exploratory strategy of mixed 
methods approach. Consideration is given to how this approach informed the selection of 
appropriate techniques for the study, including the process for conducting in-depth interviews 
with purposefully selected Ethiopian MSEs and the collection of data using a firm level 
survey. The data analysis methods adopted for the study, including framework analysis 
approach for the qualitative data and Structural Equation Modeling (SEM) for the 
quantitative data, are also discussed in this chapter.  
Chapter 5 reports the results of the qualitative data analysis based on 32 interviews 
conducted in two waves. A profile of the respondents, the elements (themes) that constitute 
the Ethiopian institutional environment, a synthesis of the institutional environment pillars, 
and the way MSEs position themselves in operating under the institutional environment are 
presented in this chapter.  
Chapter 6 presents the quantitative study which was conducted in phase two of the data 
collection. The chapter begins with a presentation of data examination and preparation 
processes, along with the findings of the data analysis. This is followed by the descriptive 
statistics of the sample Ethiopian MSEs. Then, the analytical result of the exploratory factor 
analysis and confirmatory factor analysis are presented. Lastly, the chapter presents the SEM 
result which was employed to estimate the structural relationship between institutions, EO 
and the viability of MSEs in Ethiopia. 
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Chapter 7 discusses the overall findings of both qualitative and quantitative studies with 
respect to how they address the four research questions in this study. The first two questions 
are addressed through the qualitative study; the remaining two research questions are 
addressed through the quantitative study. The ten tested hypotheses are discussed by 
comparing and contrasting results with the existing literature. 
Chapter 8 provides the conclusion and contributions from the research findings. The 
methodological and theoretical contributions are discussed. Following this, managerial 
implications are presented, including an elaboration of the recommendations and strategies to 
enhance the EO and viability of MSEs. Finally, the limitations of the study are outlined and 
directions for future research proposed. 
 
Figure 1.1 An Overview of the Thesis 
15 
Chapter 2 - LITERATURE REVIEW 
2.1  Introduction 
It is important to situate the current study in both its practical and theoretical context. This 
chapter begins by providing background regarding scholarly information on the economic 
transformation of Sub-Saharan African and the characteristics and importance of MSEs to 
this economic transformation (in section 2.2); this is supported by a critical review of the 
MSE and entrepreneurship support policy that is delivering this transformation in Ethiopia. 
Following on from this, in section 2.3, a synthesis of the theory relating to the study is 
provided, namely a critical review of institutional and entrepreneurship perspectives and the 
concepts of business viability and entrepreneurial orientation (EO).  
2.2 Background Information 
2.2.1 Economic Transformation of Sub-Saharan Africa Countries 
Sub-Saharan Africa (SSA) is considerable in size. As described by Collins and Burns (2013), 
its area is larger than that of India, the United States and China combined, or five times that 
of the 28 countries of the European Union. Its population, at over 930 million, is also nearly 
twice that of the European Union. The 48 countries of the region are extremely diverse, both 
in size and economic history, with many small countries existing alongside giants such as 
Nigeria (Biodun & Andy, 2015). SSA, from the end of 19th Century, suffered around 60 years 
of colonial rule and as a result the region largely remained one of household-based agrarian 
economies characterized by very limited long-distance trade or “colonialism imposed 
agricultural production for export, and mineral extraction, with manufacturing supposed to 
come later” (Saul & Leys, 1999). The relative underdevelopment of the SSA economies can 
therefore be traced by its peculiar and seemingly insurmountable environmental conditions, a 
risky and very high cost of doing business, small markets, weak institutions, adverse 
geopolitics and very slow diffusion of strategic technology from abroad. However, SSA, in 
recent years has been in the process of transforming its image from a region depicted as “a 
fragile mess” (Collier, 2006) to one with a bright economic future (Rodrik, 2014).  
Despite the diversity of national economic experiences, Africa is now one of the world's 
fastest-growing regions. According to the OECD (2013), over the decade to 2010, six of the 
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world's ten fastest-growing economies were in SSA, including Angola, Nigeria, Ethiopia, 
Chad, Mozambique and Rwanda. Based on IMF forecasts (2015), Africa will secure seven of 
the top ten places for economic growth over the next five years. Similarly, despite the weak 
growth of the global economy and with a number of major countries showing mixed 
performance, the World Bank (2014) as shown in Figure 2.1, revealed that growth prospects 
for Africa remain positive and the region’s GDP growth is set to register 4.5% in 2015 and 
projected to continue to rise in 2017 and 2018.  
 
Figure 2.1 GDP Growth of SSA (Source: World Bank, 2014) 
In line with GDP growth, manufacturing production in SSA has more than doubled during 
the last decade. The report ‘Developing export-based manufacturing in sub-Saharan Africa’ 
found that the manufacturing sector has grown faster than the global average, at a rate of 
3.5% annually, from $73 billion in 2005 to $157 billion in 2014 and many countries have 
also seen a corresponding increase in Foreign Direct Investment (FDI). Across the region, 
there has been substantial investment in infrastructure, including in ports, electricity capacity, 
and transportation. Although global and domestic shocks in 2016 slowed the pace of growth 
in Africa, signs of recovery were already evident in 2017. According to African Development 
Bank (ADB) (2018), the real output growth is estimated to have increased 3.6 percent in 
2017, up from 2.2% in 2016, and to accelerate to 4.1%in 2018 and 2019. Overall, the 
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recovery in growth has been faster than envisaged, especially among non-resource–intensive 
economies such of Ethiopia, underscoring the resilience of African countries. The expansion 
of the services sector led by transport, telecommunications, financial services and tourism is 
also spearheading overall economic growth in a number of countries.  
According to Shiferaw (2017), the economic transformation of SSA is more reflected in 
Ethiopia than any other country in the region. The following section discusses its economic 
transformation over the past two decades.  
2.2.2 Ethiopian Economic Transformation  
Every survey or report provides its own differing list of countries belonging to the African 
economic “awakening”, “rising” (August, 2013) or “emerging Africa” (Radelet, 2010). These 
differences present according to the focus and indicators adopted in each publication; 
however, Ethiopia stands among the very few nations always mentioned in these analyses by 
virtue of i) its level of GDP growth at an average annual rate of 10% for the last ten years; ii) 
its implementation of development strategies and policies, which have set the country among 
the few African states on track for reaching the Millennium Development Goals (MDGs) 
(Bain, Gundry, Wright, Yang, Pedley & Bartram, 2012); and iii) its pattern of relative 
political stability, which makes it an attractive economic partner for the international 
community in the strategic but volatile Horn of Africa (OECD, 2013).  
Ethiopia has experienced one of the most successful periods of economic growth, with real 
GDP growth averaging 10.9% in 2004–14 (Moller & Wacker, 2017). Although, the real GDP 
growth slowed to 8.0% in 2015/16 from 10.4% the previous year, it is projected to remain 
stable at 8.1% in 2016/17 and 2017/18. The economic outlook is positive due to the sustained 
implementation of the government’s export-led industrialization strategy and investors’ 
positive outlooks. Ethiopia was ranked as the second largest FDI host economy among the 
least developed countries in 2016, supported by its large market and affordable labor force. 
This rapid economic growth is much greater than the population growth rate and the 7.0% 
rate required for achieving the MDG goal of halving poverty by 2015.  
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As shown in Figure 2.2, the country has consistently outperformed most other SSA countries 
and expanded much faster than the continent-wide average (Fosu, 2015). The economy still 
remains one of the fastest growing in the region in 2017 (Moller & Wacker, 2017). 
 
Figure 2.2 Real GDP growth in Ethiopia, SSA and LICs (Source: World Bank, 2016) 
Ethiopia is Africa's oldest independent country. It is the second most populous country on the 
continent (at more than 95 million inhabitants) and the tenth largest country in terms of land 
mass, covering 1,104,300 square kilometers. The country's population is highly diverse, 
containing over 80 separate ethnic groups (Central Statistical Authority (CSA), 2013). The 
country has a federal system of government composed of nine regional states and two city 
administrations. Despite the government being criticized for its strong centralization, with 
overarching control exerted over the regional governments, it has been praised for 
transforming the country from its subsistence agrarian base to a more diversified and rapidly 
growing economy (Kahsay, Kuik, Brouwer & van der Zaag, 2015). Since 1994, Ethiopia has 
pursued a policy of Agricultural Development Led Industrialization (ADLI). ADLI builds on 
the development theories from the 1960s in which (smallholder) agriculture need is 
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developed initially, to facilitate demand for industrial commodities and inputs for 
industrialization (Diao & Pratt, 2007). The policy aims to increase agricultural productivity, 
to increase overall production, and to invest in those industries with strong production links 
to rural areas. The strategy assumes that inter-sectoral linkages will reinforce the impetus for 
growth derived from increasing productivity in both sectors, with the agricultural sector 
requiring machinery, chemicals and consumption goods from production-based industries in 
exchange for food and raw material. As ADLI came to a close in 2010, its progresses were 
extended through the Ethiopian government’s subsequent Growth and Transformation Plan 
(GTP) 2013/14-15, which set out capitalize on the transformation of Ethiopia’s agriculture-
led economy to an industry-led, urban-based economy (Ali, 2015).  
Kahsay et al. (2015) asserted that the distinctiveness of the Ethiopian case lies in the fact that 
the fastest economic growth is not driven by the extraction of natural resources, as in the 
majority of the countries included in the statistics concerning the African lions, like Angola 
or Chad. On the contrary, the rise of Ethiopian GDP in recent years is a result of public 
capital investment in infrastructure such as roads, dams and power plants, housing projects, 
and from productivity growth in key economic sectors, particularly agriculture, service and 
manufacturing enterprises at micro, small and medium levels (Tigineh, Ven & Melkrist, 
2010). This economic growth has paved the way for new industries to emerge and has raised 
the returns to those private ventures that benefit from healthy, educated workers, passable 
roads, and reliable electricity. However, government spending was not the only reason for 
growth, as the private sector role in the economic growth continues to grow, where 
investment and entrepreneurship has responded to price signals and market forces. 
Government provides the environment for growth, but it is the private sector that invests and 
creates wealth for the people (Williams, Jaramillo, Taneja & Ustun, 2015). Industrialization 
has been prioritized, notably through the development of industrial parks and other enablers.  
According to ADB (2018), services accounted for the largest share of GDP (39.3%) in 
2016/17, driven by trade, transport, and communications, although this share decreased from 
47.3% in 2015/16. On the other hand, industry’s share of GDP increased from 16.7% in 
2015/16 to 25.6% in 2016/17 (from a base line of just under 1% in 2001), driven by 
construction, electricity, and manufacturing. Implementation of the export-led 
industrialization strategy supported growth in industry. Following the design and 
implementation of the Ethiopian GTP, large numbers of business enterprises have established 
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and a considerable focus has been given to organizing and promoting MSEs across the 
country (Radelet, 2010). Essentially, the Ethiopian government’s focus on the promotion of 
business enterprises, mostly in the MSE sector, has significantly contributed to the 
transformation of Ethiopia to a diversified enterprise-led economy. 
A study by GEM (2012) on entrepreneurial activity in Africa found that an average of 70% of 
adults in Ethiopia saw opportunities for going into business and viewed the entrepreneurship 
nature of start-ups in Ethiopia as encouraging. However, the study asserted that the tendency 
to take action or exploit this perceived opportunity is very low. This may indicate that 
although individuals are able to identify opportunities, it might be costly or the business 
environment is not enabling them to respond to these perceived opportunities. 
2.2.3 Characteristics and Contributions of Ethiopian MSEs  
Micro, small and medium-size enterprises have been valued as fundamental drivers of 
economic development in both developing and developed economies. When it comes to 
developing countries, especially in SSA, MSEs are increasingly being recognized as the 
backbones of the nations’ economies through their contribution to employment, innovation 
and diversified business activities (Ayyagari et al., 2014). Hence, developing countries are 
well aware of the significant and positive role that MSEs can play in their socio-economic 
development (Brixiova & Ncube, 2013). Due to their contributions to the economy and to 
society as a whole, governments, and national and international agencies have placed 
significant focus on the promotion and development of MSEs.  
This is certainly the case in Ethiopia. As predicted by Kuada (2015), the country was poised 
to bring about enterprise-led institutional progression through indigenous social and 
economic change efforts, with entrepreneurial practice fostering growth through trade. Prior 
to this boom, Ethiopia had long wrestled with its reputation as a place where business could 
not earn a satisfactory rate of return against the perceived risks of political unrest, corruption, 
unproductive economic sectors as well as inconsistent and unfriendly business policies 
(Ahmed & Nwankwo, 2013). In recent years fundamental changes to policies and strategies 
have been implemented and Ethiopia is now considered a potential investment hub for both 
domestic and foreign direct investments (Kim, 2013). Driving this dramatic economic 
change, MSEs have contributed a considerable share and become a fundamental part of the 
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economic fabric in Ethiopia (Ali, Godart, Görg & Seric, 2016). The success of the endeavors 
in the development of MSEs is also reflected in the transfer of 3,141 MSEs to ‘medium 
enterprise’ level through the government’s graduation program. Moreover, they are expected 
to play a crucial role in furthering growth, innovation and diversified business activities well 
into the future (Ayyagari et al., 2014).  
MSEs are accelerating the nation’s economy through their contribution to employment, 
innovation and diversified business activities (Sapovadia, 2015). Particularly in Ethiopia, 
MSEs are increasingly being recognized as productive drivers of economic growth & 
development and a means for social and political stability in the region (Ayyagari et al., 
2007; Rijkers, Laderchi & Teal, 2010). Hence, it is not surprising to note that MSE is one of 
the sectors that was given high recognition in Ethiopian industry development plan as a 
vehicle for innovation and employment opportunities that underpin economic development. 
The Ethiopian government has given a strategic focus to the development of MSEs hoping to 
achieve its GTP through creating viable and vibrant enterprises (Adom, 2015). A study by 
Assefa, Bienen and Ciuriak (2013) on “Ethiopian Growth and Transformation Plan (GTP)” 
notes that implementing the plan requires a vibrant private sector and that the government 
should facilitate the creation of an enabling business environment as MSE development is the 
key industrial policy direction contributing to the envisaged structural transformation of the 
economy. By the completion of the plan period, MSEs were expected to create employment 
opportunities for over three million people (FeMSEDA, 2014). According to FeMSEDA 
(2015) report, during the plan period 2011-2014 the MSEs sector was able to generate 
6,671,012 jobs, exceeding the goal set for the total GTP period (three million jobs), generate 
ETB 25.62 billion through domestic market linkages, exceeding the goal set for the total GTP 
period (ETB 10 billion) and generate 65,375,026 USD through foreign market linkages, 
exceeding the goal set for the total GTP period (46,166,142USD). Under the GTP, Ethiopia’s 
future economic achievement was seen to rest heavily on enabling the MSE sector to 
facilitate growth and make effective socio-economic contributions. Indeed, as raised by 
Quartey, Turkson, Abor and Iddrisu (2017), any strategy for poverty alleviation in developing 
nations must include support, encouragement and promotion of MSEs.  
Despite significant contribution of MSEs in Ethiopian socio-economic development, 
individual enterprises remain constrained by personal, social and political factors, which can 
limit their capacity to exploit potential and perceived business opportunities (Kim, 2011). 
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The MSE sector has, according to some analysis, been performing quite poorly in exploiting 
entrepreneurial opportunities (Global Entrepreneurship Monitor, 2012).  
2.2.4 Definition of MSEs in the Ethiopian Context 
MSEs are involved in a wide array of business activities across diverse markets, ranging from 
family-run corner coffee shops to sophisticated small-scale engineering or software firms. 
People engaged in MSE business operations (owners, entrepreneurs, managers or operators) 
are as diverse as their business operations; they may or may not be poor, and embody 
different level of skills, capital, sophistication, growth and EO (Aremu & Adeyemi, 2011).  
While the importance of MSEs is recognized globally, a standard definition of MSEs is a 
challenging task. According to Aremu and Adeyemi (2011), the question of what constitutes 
a micro, small or medium enterprise is a major concern in the small business literature due to 
the fact that each country has its own defining criteria. Definitions vary from country to 
country based on the number of employees, extent of capital and sales volumes, as well as 
sectors of operation (Gary, 2015). In terms of workforce size, for example, South Africa’s 
definition limits the operation to 50 employees, while Russia’s extends to those employing up 
to 100.  
For Ethiopia, the Federal Micro and Small Enterprises Development agency (FeMSEDA) 
defines MSEs based on the number of employees and amount of start-up capital. The 
following table details the definitions of MSEs. 
Table 2.1 Definitions of MSEs in Ethiopia 
Level of Enterprise  Sector No. Employees Capital 
Micro Enterprises 
Industry ≤ 5 < Birr 100,000 ($USD $6,000) 
Service ≤ 5 < Birr 50,000 ($USD $3,000) 
Small Enterprises 
Industry 6-30 < Birr 1.5 million ($USD $90,000) 
Service 6-30 < Birr 500,000 (USD $30,000) 
Source: FeMSEDA (2014) 
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Definitions of MSEs can vary to a certain degree when using turnover criteria and this needs 
to be taken into account when comparing data between MSEs in different countries 
(Ayyagari et al., 2014). More recently, there has been a tendency for researchers to utilize 
mailing lists of MSEs supplied by the most relevant government agency, meaning the criteria 
defining MSEs are essentially set by the prevailing government, rather than the researcher. 
Examples of this approach can be seen in studies by Aremu and Adeyemi (2011), Fjose, 
Grünfeld and Green (2010) and Mano, Iddrisu, Yoshino and Sonobe (2012). As shown in 
Table 2.1, The FeMSEDA uniformly uses the policy definition in the Ethiopian MSE 
Development Strategy in terms of the number of employees (1-5 employees for micro 
enterprise and 6-30 for small enterprise) and the capital size of the enterprise. Given that 
Ethiopia is the case study, the criteria in Table 2.1 developed by FeMSEDA to define MSEs 
is adopted. 
According to FeMSEDA, a total of 495,411 enterprises were formed during the period of 
2010 to 2014. Figure 2.3, shows the number of MSEs formed with in these four years. It is 
important to note here that Ethiopia’s government has focused on generating and improving 
self-employment through MSE development as a more practical alternative to paid 
employment, as there are generally limited jobs in the market compared to the number of 
unemployed and the number of youths that join the working age population every year 
(Amentie & Lalise Kumera, 2016). As a result, government facilitation of enterprise 
formation and legalization through its federal, regional and local MSE development agencies 
has assisted numerous enterprises through the required registration processes.   
 
Figure 2.3 Number of MSEs formed from 2010 to 2014 (Source: Annual Reports of 
FeMSEDA, 2016) 
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Another point worth mentioning is that, as shown in Figure 2.4, while Ethiopia targets micro 
and small enterprises, many other developing countries target small and medium enterprises 
(Assefa et al., 2013). 
 
Figure 2.4 Ethiopia’s Focus on Micro and Small Enterprises 
Ethiopia executes a layered support system in which MSEs are sorted into three stages: start-
up, growing-middle and maturity. Start-up stage enterprises are those firms still in their 
foundation stage and entail a group or individual aspiring entrepreneurs that look for different 
supports to make their firm operational. Growing stage enterprises are firms that have 
achieved some level of capability in the market, profitably providing goods or services 
through utilization of the different government support packages. Enterprises are considered 
mature when they are fully profitable independent of government support and can focus on 
further expansion in the sector. Additional graduation criteria include: total assets, certain 
degree of technical efficiency, track record of loan repayment and saving with the micro 
finance institutions. 
2.2.5 An Overview of Ethiopia’s MSE Support Policy 
In parallel with the current GTP, Ethiopia’s MSE policy aims not only at reducing poverty 
and creating more employment opportunities, but also nurturing entrepreneurship and laying 
the foundation for industrial development. Entrepreneurship is a vital component of 
economic growth and development and it is an essential ingredient for the development of 
vibrant MSEs—the core of most competitive economies (Acs et al., 2008; Ayyagari et al., 
2007). Entrepreneurship has the potential to contribute to specific sustainable development 
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objectives, such as employment and innovation (Ahmed & Nwankwo, 2013). As the UNDP 
relates in its annual report, at the launch of the Entrepreneurship Development Program 
(EDP) of the country back in February 2013, the Ethiopian prime minister said that  
“without the development of entrepreneurial skills by hundreds of thousands of our 
youth, the kind of equitable distribution of wealth that the government is very keen 
on achieving cannot be realized and the country’s industrial development will be 
stunted without the required entrepreneurship skills and enterprise” (p. 1) 
Due to the government’s recognition of the strategic importance of promoting entrepreneurial 
ventures, MSEs have been receiving extensive public support with the intention of enabling 
the enterprises to significantly contribute to social and economic development of the nation 
(Assefa et al., 2013). The government strongly believes that MSEs are the right solution to 
accelerate the industrial transformation and enable Ethiopia to join the middle-income 
countries within a short period of time (Sapovadia, 2015). Hence, the MSE support policy 
specified several initiatives. For instance, it aims to create more than five million new jobs 
from MSEs by facilitating graduates from universities and vocational institutions, and 
developing youth skills and innovation capabilities.  
In order to create a favorable institutional environment that can promote vibrant and viable 
MSEs, Ethiopia extends a support policy package to the promotion and development of the 
enterprises themselves. The aim of the support policies is to enable the MSEs to play a 
significant role in accelerating the industrial transformation and serve as a sustainable source 
of job opportunities to the country (Bekele & Worku, 2008). Thus, the Ethiopian government 
has been pursuing MSE support policy as one of its key strategies to spur the economy’s 
growth and to increase youth employability. The support package is wide reaching, and 
includes access to markets; tax exemption and priority in government contracts; access to 
finance; access to working space; and access to industrial extension & technological support.  
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The following sections discuss each of the components of the direct government support 
package in further detail: 
Access to Market 
Lack of access to market is one of the primary constraining factors for MSE growth (Belwal, 
Tamiru & Singh, 2012). To create access to sufficient and sustainable markets, the Ethiopian 
government supports MSEs in three ways: Firstly, the government manages the procurement 
of goods and services from MSEs directly by enforcing public organizations to buy from 
small businesses. The proportion of procurement that falls under this arrangement differs 
from region to region but the concept of preferential treatment is consistent. Secondly, the 
government links MSEs to larger, more established enterprises in the market via 
subcontracting and downstream supplier arrangements. Similarly to the procurement set-up, 
arrangements for sub-contracting aim at connecting large and medium enterprises with 
SMEs. As an example, almost half of the construction works on new housing projects 
(predominantly work covering sanitation, electrical installation and finishing work) are 
sourced from MSEs. Other high profile sub-contracting projects include national road 
construction projects, the power generation program that is undertaken by the Ethiopian 
Power Corporation, and various construction projects in Ethiopia’s mining sector. Thirdly, 
MSE development agencies manage a series of bazaars and trade functions aimed at 
promoting MSEs’ products and to foreign buyers and large domestic enterprises. 
Tax Exemption and Priority in Government Contracts for MSEs 
Under the federal MSE support and graduation program, MSEs have the privilege of tax 
exemption for the first three years. In the industrial sector, the Investment Code of Ethiopia 
grants tax exemption for enterprises with investment capital below Birr 250,000 (USD 
12,500), which makes MSEs tax exempted by default, as most MSEs claim that their capital 
is below this threshold (Assefa et al., 2013). Even enterprises with levels of investment 
capital that exceed the ETB 250,000 amount, are out of reach of the tax administrators with 
the intention being to reduce regulatory burden on MSEs. Although many tax payers in the 
private sector argue that it is simply 'fair' that MSEs, despite their smaller incomes and 
workforce, should contribute financially to the public services they benefit from, the 
government is purposefully less than diligent in collecting taxes as a means of helping fuel 
growth and employment (Mukras, 2003). In addition to the tax exemption, government 
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procurement prioritizes MSEs when sourcing goods and services. The Federal Public 
Procurement Administration has nominated a proportion that is required to be sourced from 
MSEs within the procurement contract and they provide 15% procurement bonus as 
affirmative action. In addition, to further encourage MSE participation in government tender 
processes, they are exempt from paying for bid documentation and are not required to 
provide bid guarantees, with a letter by the regional bureau serving as sufficient guarantee in 
most instances. 
Access to Finance 
The other crucial focus of government intervention is provision of direct financial support. 
Lack of finance was strongly considered to be the greatest constraint to MSEs growth and 
development. According to Belwal et al. (2012), one of the main reasons for this financial 
barrier is that formal financial institutions are reluctant to extend credit facilities to MSEs. 
With respect to these financial institutions, their standards of operation, the extended wait 
period attached to loan approvals, their unfavorable disposition towards small loans, and their 
stringent collateral requirements tend to discourage MSEs from approaching them. Hence, 
the government has designed a national micro credit and saving program, which focuses 
primarily on facilitating access to ready funds for start-ups. There are also other initiatives to 
address financial constraints of MSEs including the establishment of leasing industries for 
easy access to secure capital. In this regard, a micro-financing proclamation has been 
promulgated, which specifically caters for the financial requirements of MSEs (Belwal et al., 
2012).  
Access to Working Space  
To enable MSEs to grow apace with support structures, the government also provides 
compensation attached to working space. As the rent for working space is extremely high, 
particularly in the major cities of the country, the government has set up working spaces and 
business parks for MSEs in major cities and towns. This support program extends to a 
considerable number of purpose built premises for MSEs working in the manufacturing and 
service sectors. For start-up enterprises, the government has developed rent subsidization 
arrangements, with MSEs expected to pay 25% of the monthly price of the rent in the first 
year of operation (this increases to 50% in the second year and 75%, before the obligation to 
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pay the full monthly rent is set in the fourth year). The MSEs are expected to vacate these 
subsidized workspaces once they graduate out of the program.  
Access to Training, Industry Extension and Technological Support  
MSEs require appropriate technology and skilled personnel in order to succeed. The 
government affords due attention to human resources and technological development. The 
government assists the sector through directly providing various skill-training programs to 
potential entrepreneurs in the sector and by encouraging universities and technical and 
vocation institutes to produce skilled graduates that could satisfy the human capital demand 
of the different subsectors of MSEs. For instance, a national survey conducted by the 
Ministry of Urban Development and Construction on 3,029 MSEs revealed that around 76% 
of all enterprises had undertaken formal training on production technology and business 
management.  
Regarding technological development, the government’s strategy focuses on providing 
relevant technology through subsidization and leasing arrangements. Where machinery is 
prohibitively expensive, lease companies are providing rental machines at a fraction of the 
cost, prompted by the government to supply technology at fair prices. The arrangement 
extends to the provision of on-site machine maintenance, even to machinery owned by MSEs. 
Another key area in which the government provides support to MSEs is through the industry 
extension program, which essentially upskills the business owners in various aspects of 
business best practice, such as entrepreneurship, sales, production, marketing and 
procurement. This service is delivered through in-house training and business consultation, as 
well as networking discussions at industry forums. Participants in this service are selected 
based on their stage of business maturity (Aremu & Adeyemi, 2011).  
2.2.6 Implications of the Support Policy 
The implementation of the MSE policy seems to have both positive and negative effects on 
the development of MSEs and entrepreneurship promotion in Ethiopia (Hundera, 2014). The 
support policy has played a significant role in creating job opportunities and vast numbers of 
MSEs are establishing throughout the country. So far, according to the Federal Agency report 
(2015), about 8.5 million job opportunities have been created for individuals and about half a 
million MSEs are organized and operating in the country. 
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On the other hand, studies show that the EO is poor and the survival of the firms largely 
depends on government subsidies and protection (Assefa et al., 2014). Most enterprises 
expect governmental support all the time and lack personal initiative to compete fairly in the 
market by themselves. Even those MSEs performing well and meeting the required 
graduation criteria are reluctant to graduate for fear that they might lose the government 
support packages. This might contribute to rent-seeking behaviors by the entrepreneurs. 
Despite the significance of the support package for MSEs growth, this type of support has 
been regularly criticized for its lack of effectiveness in promoting fair market competition 
(Fosu & Ogunleye, 2015). As the MSEs are the target group within the private sector, most of 
the successes achieved so far are government induced, and this may only create temporary 
employment opportunities (Assefa et al., 2014). There is little strong, market-driven and 
entrepreneurially oriented market competition by MSEs at the national and international 
level. The main challenge with regards to viability could be the reason that MSEs depend to a 
great extent on the government to survive and compete (Aremu & Adeyemi, 2011). This has 
caused MSE operators to develop a level of government dependency; hence, this type of 
market linkage cannot be sustainable (Assefa et al., 2014). 
Despite the difference in the achieved results, the outcome of a supportive strategy needs to 
be positive and productive (Szabo, Soltés & Herman, 2013). Improving MSE viability 
requires an institutional environment that favorably shapes the political, economic and social 
settings within the country, subsequently positively impacting on the organizations that 
regulate, stabilize and legitimatize these markets. Yet while the support and special treatment 
for MSEs is clearly important, the institutional environment created through advocating these 
policies and programs may induce MSEs to engage in unproductive activities that result in 
economic stagnation rather that economic prosperity (Baumol, 1990; Bowen & De Clercq, 
2008). 
MSEs themselves are responsible for implementing competitive business operating practices 
and achieving business viability. However, the options available to MSEs are also 
significantly associated with the quality of institutions and other actors in the market that 
constitute the business environment (Aidis, Estrin & Mickiewicz, 2008). It is the institutional 
environment that encourages or discourages MSEs to learn and engage in new ways of doing 
business, aggressively launch and compare their own competitiveness with those of their 
rivals, and make their decisions to invest, including the introduction of innovations into their 
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businesses. MSEs should not remain micro and small forever (Ahmed & Nwankwo, 2013); 
therefore, the various institutional environment factors have to be addressed to speed-up their 
graduation to medium scale industries and strengthen their viability and EO.  
2.3 Theoretical Points of Departure 
2.3.1 Institutions 
All social interactions are bound by what are commonly known as the “rules of the game”. 
The rules may be formal or informal, as may the manner in which they are enforced. These 
rules along with other ‘taken-for-granted assumptions’ that participants in these interactions 
are expected to follow, be they organizations or individuals, are referred to as institutions 
(North, 1990). Institutions therefore define what is appropriate and inappropriate in an 
objective sense; they render some actions unacceptable and push others beyond consideration 
(DiMaggio & Powell, 1991). A simple definition of institutions offered by Czarniawska 
(2009, p. 423) is “an observable pattern of collective action, justified by a corresponding 
norm.” Another definition of institutions, which is broader but equally important, was 
developed by Ostrom (1990): 
“institutions can be defined as the sets of working rules that are used to determine 
who is eligible to make decisions in some arena, what actions are allowed or 
constrained, what aggregation rules will be used, what procedures must be 
followed, what information must or must not be provided, and what payoffs will be 
assigned to individuals dependent on their actions” (p. 51)  
This implies that actions and behaviors of individuals and organizations are significantly 
influenced by the prevailing institutions in which they operate (Bruton et al., 2010; Meyer & 
Rowan, 1977). Building on DiMaggio and Powell (1991), North (1990) and Selznick (1957, 
1996), Scott (2014) summarized the formal and informal institutional forces into three 
categories, which he termed pillars. These included the regulative pillar, the normative pillar 
and cognitive pillar. Stenholm et al. (2013) introduced another pillar of institutional 
environment, which they termed the “conducive pillar”. This study considered it as a fourth 
pillar of the institutional environment. The following section discusses the institutional pillars 
in further detail. 
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2.3.1.1 Dimensions (Pillars) of Institutions 
Regulatory Pillar 
The regulatory pillar refers to how institutions constrain and regulate behavior by means of 
rules, monitoring, and execution (North, 1990). Regulative environment factors emanate 
primarily from governmental legislation and industrial contracts and standards. Thus, power, 
coercion and authority play an important role in the enactment of institutions. Rules and 
regulations provide guidelines for new entrepreneurial organizations on how to conduct their 
business activities and organizations are expected to comply with all applicable laws; non-
compliance with regulatory institutional rules results in punishment through formal 
mechanisms (Bruton et al., 2010). Abdi and Aulakh (2012) argue that regulatory processes 
can create an environment that promotes or hinders firms’ entrepreneurial activity according 
to the level of risk they establish, through the way in which they influence transaction costs 
and by facilitating or constricting access to resources.  
Normative Pillar  
The normative pillar represents models of organizational and individual behavior based on 
the obligations of social, professional, and organizational interaction. This pillar refers to the 
often unspoken rules that place prescriptive, evaluative, and obligatory dimensions on social 
life. Institutions guide behavior by defining what is appropriate or expected in various social 
and commercial situations. Normative systems are typically composed of values (what is 
preferred or considered proper) and norms (how things are to be done, consistent with those 
values) that further establish consciously followed ground rules to which people conform 
(Scott, 2014). Some societies have norms that facilitate and promote entrepreneurship and its 
financing while other societies discourage it by making it difficult (though not illegal), often 
unknowingly (Baumol et al., 2007).   
Cognitive Pillar  
The cognitive pillar, which derives heavily from the recent cognitive focus in social science 
(Brouthers, 2013), represents models of individual behavior based on subjectively (and often 
gradually) constructed rules and meanings that limit appropriate beliefs and actions. This 
pillar refers to rules that constitute the nature of reality and the frames through which 
meaning is made (Hoffman, 1999). The cognitive pillar may operate more at the individual 
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level in terms of culture and language, and other taken-for-granted and preconscious 
behaviors that people barely think about. At a firm level, this pillar reflects the knowledge 
and skills possessed by people in a business enterprise, as well as the frameworks they use to 
categorize and evaluate information and business opportunities. According to Spencer and 
Gómez (2004), the cognitive environment of MSEs can be influenced by the existence of 
small business training programs, the distribution of information relevant to new business 
owners and the availability of assistance with market and other business development 
activities. This implies that such factors can contribute to the cognitive environment and, in 
turn, could potentially improve the viability of entrepreneurial ventures. These resources and 
organizations can also provide MSEs with a common lens with which to view the 
opportunities and threats inherent in the institutional environment. 
Conducive Pillar 
In the “institutions matter” literature, there has been a general consensus that the three pillars 
of institutional environment play a significant role in entrepreneurship development and 
economic growth. However, it remains unclear as to how these three institutional forces 
shape the entrepreneurial behavior of individuals and organizations to be productive or 
destructive or to support viable ventures in competitive markets (Acs, 2010; Aparicio et al., 
2015; Bruton & Ahlstrom, 2003). DiMaggio and Powell (1991) indicate that even in an 
environment favorable to entrepreneurship, there may be institutional pressures that promote 
or inhibit productive growth, thereby supporting or constricting the successful and 
sustainable entrepreneurial activity of firms. Accordingly, Stenholm et al. (2013) argued that 
an additional category of institutional force is necessary in order to explain the dynamic 
nature of the entrepreneurial activity of firms.  
Stenholm et al. (2013) introduced this fourth dimension of institutional environment, the 
conducive pillar, in their study “Exploring country-level institutional arrangements on the 
rate and type of entrepreneurial activity”. The conducive pillar refers to the general support 
for high-impact entrepreneurial practices of business enterprises. This pillar encompasses 
factors such as the accessibility of capital and technology, the presence of skilled labor, the 
prevalence of technological knowledge, and proximity to high-quality educational institutions 
such as universities (Stenholm et al., 2013). The conducive pillar reflects the way the 
33 
institutional environment is able to provide support through facilitating the interaction 
between the important factors necessary to establish and run a viable business enterprise. 
Studies show that MSEs in developing countries are frequently challenged by the impacts of 
unfavorable institutional arrangements when establishing and operating a business enterprise 
(John, 2011; Tigineh et al., 2010; Volchek et al., 2013). Volchek et al. (2013) argued that 
change agents (mostly government agencies) need to establish a favorable institutional 
environment in order to create productive MSEs in developing countries. This implies that 
developing a favorable institutional framework could allow MSEs to overcome existing 
institutional barriers and hence run a viable business venture. Similarly, Baumol (1990) also 
suggested that by establishing a conducive institutional context for entrepreneurship, a 
country could create a sufficient pool of strategic entrepreneurial ventures that would enhance 
economic growth.  
 
Figure 2.5 Pillars of Institutional Environment (developed for this thesis) 
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2.3.1.2 Institutional Theory 
The study of institutions has a long history and well established theoretical foundations in 
multiple fields of study, including political science, sociology and economics. Numerous 
theorists across these disciplines have provided various explanations for how institutions 
come into being in society and how institutional forces dictate behaviors and human activities 
(Scott, 2014). 
The study of institutions had its foundation in organizational analysis, starting with 
Selznick’s (1948, 1949, 1957) empirical analyses of the institutional environment and 
organizations and found important parallels through Merton’s research on bureaucracy and 
organizations’ abiding behavior. The “natural systems model” of Selznick (1996) succinctly 
explained the role of institutions in impacting organizational behavior, which considerably 
influenced the sociological perspective of institutions. Both Merton and Selznick present a 
process model of institutional commitment. The cultural institutional theory of organizations 
has addressed the ways of institutional influence on organizational value systems (Suchman, 
1995). Parsons (1960) noted that the existence of organizations legitimized by the societal 
normative structures in order to implement organizational values in a particular society, the 
normative structures play a role in defining the operational patterns. Thus, organizations 
operating in different normative environments are subject to different normative codes and 
may develop different adaptive behaviors and strategies (Suchman, 1995).  
Selznick’s theory situates organizations like MSEs in a complex social setting which implies 
that understanding of the social structures can help us to understand the organizational 
structures of MSEs better. In the 1970s a new perspective on institutional analysis emerged 
with Meyer and Rowan (1977) and Zucker (1983), who underlined the role of culture and 
cognition in institutional analysis. From a macro perspective, Meyer and Rowan emphasized 
the role of modernization in rationalizing taken-for-granted rules, leading to isomorphism in 
the formal structures of organizations. From a micro perspective, Zucker (1983) also 
highlighted the taken-for-granted aspect of institutions and the relevance of cultural 
persistence as a measure of institutionalization. DiMaggio (1991) extended Meyer and 
Rowan’s emphasis on isomorphism from the societal level to the level of organizational 
fields. With their focus on normative, coercive and mimetic sources of isomorphism, 
DiMaggio and Powell’s approach led to a substantial increase of empirical research analysis.  
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Subsequently, what DiMaggio and Powell termed ‘the new institutionalism’ also came to be 
identified with a refusal of rationality as a reasoning for organizational structure, and a focus 
on legitimacy rather than efficiency as a logical reasoning for the success and survival of 
organizations (Tolbert & Zucker, 1983). This theory challenged the concept of the “rational 
economic man” suggesting that economic activities are not necessarily the result of sensible 
decision-making but are outcomes of the institutional settings (Hodgson, 1998; Parto, Ciarli 
& Arora, 2005). The theme of this feature of institutional theory rests on the role of 
institutions in reducing transaction costs or those costs associated to initiate, manage, and 
complete different kinds of economic transactions (Rao, 2002).  
In the field of sociology, Talcott Parsons’(1960) seminal work on cultural-institutional theory 
examined the association between organizations and their institutional environment, 
investigating the means through which the value system of an organization is legitimized by 
its links to the “main institutional patterns” of its external environment. Parsons’ theory 
implies that an organization acts as a subsystem of a wider social system which is a source of 
legitimization, meaning and higher level support. This further implies that success of an 
organization relies, to some extent, on whether it has the necessary support from the wider 
institutional framework. The work of North (1992) significantly impacted the new 
institutional theory. The same “rules of the game” can constrain or provide incentives that 
motivate entrepreneurs to shift from unproductive to productive entrepreneurial activities, 
and eventually enhance the overall economic well-being of a society (North, 1990; North, 
1992). 
According to Bruton and colleagues (2010), institutional theory has established a theoretical 
base for exploring a wide research area in different fields of study and its application has 
proven to be especially helpful to entrepreneurial research. However, exactly how institutions 
influence individuals and organizational activities remains debatable (Ahmadi, 2003; Bowen 
& De Clercq, 2008; Garud, Hardy & Maguire, 2007; Roxas & Chadee, 2013). The 
application of institutional perspective in entrepreneurship and small business research has 
found increased standing through a growing dissatisfaction with theories that venerate 
efficiency but downplay social forces as drivers of organizational action (Barley & Tolbert, 
1997; Bruton et al., 2010). The following section addresses the current debate in 
entrepreneurship and organization analysis literature.  
36 
2.3.1.3 Institutional Theory in Entrepreneurship and Organizational Research 
Institutional theory has developed into one of the leading perspectives in entrepreneurship 
and organizations analysis (Bruton et al., 2010; Heugens & Lander, 2009). Although prior 
studies often related entrepreneurship to either individual characteristics of firm leaders 
(Davis, Greg Bell, Tyge Payne & Kreiser, 2010; Thomas & Mueller, 2000) or to asymmetries 
in firm resources (Wiklund & Shepherd, 2003), institutional environment forces have been 
found to be determining factors in firms’ entrepreneurial behavior and performance (Dickson 
& Weaver, 2008; Kreiser, Marino, Dickson & Weaver, 2010; Rosenbusch, Rauch & Bausch, 
2013). Institutions direct what is appropriate and what is not appropriate action or behavior 
within a given institutional setting (DiMaggio & Powell, 1991). As a result, the actions and 
behaviors of individuals and organizations are significantly influenced by the institutional 
environment (Bruton et al., 2010; Meyer & Rowan, 1977).  
According to Heugens and Lander (2009), most scholars who advocate an institutional theory 
perspective are skeptical of the holistic views of neoclassical economists or rational choice 
political scientists who ignore the influence of social forces on organizational action and 
decision making. Institutional theorists view the institutional environment as a politically, 
socially and culturally constructed context of action that crafts and shapes the actions and 
decision-making process of organizations (Scott, 1995, 2014). Irrespective of their common 
views, a number of theoretical and empirical tensions have existed among institutional 
theorists since the field's inception (Donaldson, 1995; Heugens & Lander, 2009). 
The split between the institutions-abiding and institutions-altering views, what has come to 
be known as "structure versus agency debate", remains one of the most contentious divides 
amongst institutional theorists (Battilana, 2006; Heugens & Lander, 2009; Hirsch & 
Lounsbury, 1997), the issue being whether a firm’s actions and behaviors are primarily the 
result of institutional forces at a macro level or of organizational agency. The argument of 
structuralist scholars is that the actions of firms are influenced by institutional settings rather 
than being driven by truly independent decision making (DiMaggio & Powell, 1991; Meyer, 
2007). According to Aldrich (2010), there are two ways that institutions may impact 
entrepreneurial firms. First, institutions define the business context, shaping how firms 
operate their businesses and access resources by impacting how they learn and consequently 
practice entrepreneurship. Second, institutions guide entrepreneurs, policymakers and others 
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in what they identify as entrepreneurship and the importance they place upon it. 
Entrepreneurial activities and the availability of the resources to do business in certain 
environments are to a large extent determined by the evolving norms and values of society 
(Brixiova, 2010); therefore, the institutional perspective explains how the rules, beliefs and 
social norms, which may vary widely across countries and cultures, influence firms and their 
members (Fang, 2010; Scott, 2014). These studies have emphasized the ways in which 
institutions facilitate or constrain firm behaviors, and thereby explain the various 
entrepreneurship practices of firms within the same institutional environment. Legitimacy is 
the inherent desire of businesses and is “like oxygen, it becomes immediately and painfully 
apparent only if lost” (Scott, 2014: 72). This implicitly suggests that entrepreneurs and 
entrepreneurial firms tend towards abiding by the institutional pressures they are subject to. 
However, institutions-altering or institutional entrepreneurship scholars (those who support 
the "agency" perspective) have reservations with this position. They deem the structuralists 
overly deterministic and have challenged their perspective with the “paradox of embedded 
agency”; that is, the contradiction inherent when actors (in this case organizations) bring 
about change to the institutions responsible for shaping them. In the literature, acting to 
change existing institutional settings is described as institutional entrepreneurship (Battilana, 
2006; Bruton et al., 2010; Dacin, Goodstein, & Scott, 2002). Institutional entrepreneurship is 
an act of individuals and organizations who, through their interaction, competition and 
cooperation work to influence institutions (Aldrich, 2010, 2011). Institutional 
entrepreneurship scholars argue that, at the very least, organizations have some degree of 
control over the manner in which they respond to the pressures of the institutional 
environment and that, as these pressures become more embedded, reaction to them can be an 
impetus for institution level entrepreneurship (DiMaggio & Powell, 1991; Heugens & 
Lander, 2009). According to scholars who advocate for institutional entrepreneurship, it 
might be social or political position or other factors that determine the level for which 
entrepreneurs or organizations are encouraged to be institutional entrepreneurs (Battilana, 
2006; Garud, Hardy, & Maguire, 2007). Thus, institutional entrepreneurs are those who are 
interested in a particular institutional settings and act to change or transform existing 
institutions by mobilizing resources or other actors with the same interest (DiMaggio, 1991). 
Although the concept of institutional entrepreneurship has been presented as a convincing 
explanation to account for the role of organizations and individuals in changing their 
institutions from within the institutional environment, others such as neo-institutional 
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theorists question the ability of actors to separate themselves from institutional forces and act 
strategically while they are supposedly embedded institutionally (Battilana, 2006). 
2.3.1.4 Institutions and the Nature of Entrepreneurial Activities 
Baumol (1990) added further complexity to this debate when he argued that it is not only the 
extent to which firms or individuals act entrepreneurially but also the nature of 
entrepreneurship practices that are shaped by institutions. Firms may engage in productive 
and unproductive activities considering their relative return from the activities. Returns from 
productive or unproductive activities are influenced by the allocation of resources across 
these activities, which in turn, are determined by the institutional environment in which they 
operate. Baumol (1990, 1993) distinguished the productive and unproductive 
entrepreneurship activities based on value contribution to society and economy. Productive 
entrepreneurship is “…any activity that contributes directly or indirectly to net output of the 
economy or to the capacity to produce additional output” (Baumol, 1993, p. 30) 
Entrepreneurs’ contributions may be perceived as productive when they are engaged in 
innovation through the discovery of new attributes and opportunities to facilitate production 
and increase surplus (Baumol, 1993; Foss and Foss, 2002). However, not all that is 
entrepreneurial is inherently productive. An entrepreneur may add no value to the outputs of 
an economy and society, and may even play an unproductive role, potentially damaging other 
businesses in the market or the market itself (Baumol, 1990). Unproductive entrepreneurship 
can take many forms and may be legal or illegal. Baumol referred to it as “expenditure of 
resources in (deliberate) pursuit of economic rents by means that do not (automatically) 
contravene the accepted rules of society” (Baumol, 1993: 51). Unproductive entrepreneurship 
may be practiced in various forms, including tax evasion, buyouts, and monopoly-seeking, as 
well as gaming the legal system; corruption, rent-seeking and schmoozing seem to be the 
prevalent practices of unproductive entrepreneurship (Baumol, 1990, 1993). Although such 
activity may contribute to the profitability or growth of a firm, it does not contribute much, if 
any, value to the economy at large (Dallago, 2000).  
In the context of developing countries, previous studies show that most firms, regardless of 
their size, actually engage productive and unproductive behaviors simultaneously, 
participating in grey business practices, which mix both legal and illegal activities (Brixiova, 
2010; Cravo, Gourlay, & Becker, 2012; Glinkina, 2003; Rehn & Taalas, 2004). Where the 
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sophisticated and well developed institutions are not yet established, illegal business practices 
such as tax evasion may be deemed necessary to the survival and growth of firms, so they can 
make a substantial (or at least some) contribution to economy (Bartelsman & Beetsma, 2003; 
Torgler & Schneider, 2009; Welter & Smallbone, 2011).  
2.3.2 Entrepreneurship  
The need to achieve and sustain social and economic development in all nations of the globe 
puts a premium on entrepreneurship (Ács, 2015). It is now generally accepted that 
entrepreneurship contributes to growth and employment creation across advanced, emerging 
and less-developed economies through its vital role in facilitating sustainable access to 
resources, knowledge and markets (Bosma & Levie, 2010). The definition of 
entrepreneurship has been discussed, debated and refined over the years owing to its 
centrality to market theory and its perceived agility in practice. In the first half of last century, 
entrepreneurship was defined through its ability to generate economic growth through 
initiating innovation and technical change (Schumpeter, 1934). Sixty years later, as the 
Austrian economists have explained, entrepreneurial practice came to be seen as the process 
through which supply and demand are balanced (Kirzner, 1997). A more practical definition 
sees entrepreneurship as the process by which new ideas or knowledge are converted into 
goods and services (Shane & Venkataraman, 2000). The Global Entrepreneurship Monitor 
(GEM), in its comprehensive study, defines entrepreneurship as “any attempt at new business 
or new venture creation, such as self-employment, a new business organization, or the 
expansion of an existing business, by an individual, a team of individuals, or an established 
business” (cited in Bosma, Coduras, Litovsky & Seaman, 2012, p. 20). The GEM approach 
emphasizes the start-up process and entrepreneurial behavior relative to other definitions that 
view entrepreneurship mostly as a start-up event (e.g., OECD/ Kaufmann Entrepreneurship 
Indicators, World Bank Global Entrepreneurship Survey) or mix entrepreneurship with self-
employment (Eurobarometer Entrepreneurship). 
Scholars have adopted various definitions of entrepreneurship based on their perspectives and 
the thrusts of their theoretical arguments. This study adopts one of the most cited definitions 
of entrepreneurship, that of Shane and Venkataraman (2000, p. 218), who define 
entrepreneurship as “the scholarly examination of how, by whom, and with what effects 
opportunities to create future goods and services are discovered, evaluated and exploited”. As 
40 
these authors have explained, this definition does not require viewing entrepreneurs as only 
the founders of new organizations. Moreover, this definition shows that entrepreneurship is a 
creative process. By rearranging resources in a new way and perceiving opportunities, 
entrepreneurs engage in creative activities that enable them to add value to the economy as 
well as society. From reviewing the various definitions and conceptualizations of 
entrepreneurship, it can be concluded that the essence of entrepreneurship rests in the ability 
to detect an opportunity in the marketplace, as well as with the willingness to pursue and 
exploit it through innovation to obtain higher rewards. Given the broad base of 
entrepreneurship concepts and definitions, the discussions indicate that considerable attention 
has been given to the development of entrepreneurship in theory as well as in practice.  
2.3.2.1 Entrepreneurial Orientation  
In line with the definitions above, EO reflects a firms’ strategy-making process, practice and 
decision styles that provides a basis for entrepreneurial behaviors or activities (Lumpkin & 
Dess, 1996; Rauch, Wiklund, Lumpkin & Frese, 2009). As a measurable expression of 
entrepreneurialism, EO has received significant empirical and conceptual attention, and now 
represents one of the few areas in entrepreneurship research where a substantial body of 
knowledge has accumulated (Covin & Wales, 2012). The importance of the concept within 
management and organizational research emanates from the notion that EO represents a 
continuous variable (or set of variables) upon which all firms can be positioned or strategized 
(Lumpkin & Dess, 1996). This understanding contributes to the perspective that all 
organizations can be characterized along a continuum ranging from “conservative (the “low” 
end) to entrepreneurial” (the “high” end) (Barringer & Bluedorn, 1999) or in a 
multidimensional conceptual field that realizes the domain of “being entrepreneurial” 
(Antoncic & Hisrich, 2003; Lumpkin & Dess, 2001). As such, scholars who investigate EO 
have targeted firms’ orientations toward entrepreneurial activity irrespective of their size, age 
and profit as well as growth orientation. Thus, it is not surprising that the concept is attractive 
to researchers and has been extensively adopted in past studies.  
The notion of an orientation towards entrepreneurial activity has been given different labels 
in previous research including posture, proclivity, propensity, EO, intensity, style, and in 
some instances, corporate entrepreneurship (Covin & Wales, 2012).  
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According to Covin and Wales (2012), the work of Miller (1983) introduced the notion of 
firm-level entrepreneurship, which forms the foundation of a school of thought that presents 
EO as a collection of organizational behaviors, decision-making styles, practices, and 
methods. Based on Miller’s conceptualization, three dimensions of EO have been identified 
and used consistently in the literature: innovativeness, risk taking, and proactiveness (Covin 
& Lumpkin, 2011; Wiklund & Shepherd, 2003). These are considered as the main features or 
dimension of EO (Covin & Wales, 2012). 
Innovativeness refers to a firm’s tendency to engage in and support novelty in creating and 
introducing new products and services (Rosenbusch et al., 2013). Innovative enterprises may 
have a broader base of skills and knowledge which they exploit in building distinctive 
competences (Zahra & Dess, 2001). According to Hunt and Arnett (2006), innovative 
competences may be a source of competitive advantage and business viability because they 
are deeply rooted in the context of the organization and cannot be explicitly articulated and 
imitated. This suggests that by increasing commitment to innovation, enterprises can 
establish a strong foundation in the marketplace and improve their profitability.  
Risk-taking refers to a willingness to engage resources in strategies or projects where the 
outcome may be highly uncertain (Rauch et al., 2009; Wiklund & Shepherd, 2005). 
According to Li, Huang and Tsai (2009), if business enterprises have a risk-taking 
orientation, they may seize on market opportunities to obtain higher-than-usual returns and 
make more productive deals, though the ramifications where deals do not come off are also 
amplified.  
Proactiveness refers to a firm's efforts to realize promising market opportunities (Lumpkin & 
Dess, 1996). Pearce and colleagues (2010) argued that a strong proactive tendency gives 
MSEs the ability to anticipate changes to markets and the needs of customers. With a 
forward-looking perspective, a proactive business enterprise tends to become a “first mover”, 
and is rewarded by securing competitive advantage in the marketplace, potentially attaining 
high profit, effective distribution channels and large market share (Fatoki, 2014; Rosenbusch 
et al., 2013; Wiklund & Shepherd, 2005).  
The EO framework has been used by entrepreneurship scholars to provide a strong and 
logical explanation of the variance of performance across firms (Covin & Wales, 2012; 
42 
Lumpkin & Dess, 1996; Rauch et al., 2009). In many empirical studies (e.g., Alegre & Chiva, 
2013; Messersmith & Wales, 2013; Rosenbusch et al., 2013; Wiklund & Shepherd, 2005), 
the proclivity of the firm towards EO has been shown to have a considerable impact on firm 
performance, providing support for EO as reflective of the firms’ legitimate strategic options. 
Wiklund and Shepherd (2011) suggest that firms that are more entrepreneurially oriented will 
have a tendency towards undertaking business plans and activities that are riskier in nature.  
Not all firms are able to demonstrate EO, and many studies suggest a considerable difference 
in the level of EO across societies (Rauch et al., 2009). One of the primary explanations for 
these variances is asymmetries in firm resources. Prior research on entrepreneurship and 
small businesses has typically used the Resource-Based View theory of the firm (RBV) 
(Barney, 1991), reasoning that access to resources drives firms to be more entrepreneurially 
oriented and is therefore central to the success of new enterprises (Knight, 1997). RBV theory 
proposes that business enterprises differ in their resource endowments, and that the manner in 
which enterprises acquire, develop, maintain, bundle, and apply these resources leads to the 
development of competitive advantage and superior performance over time (Shook, Adams, 
Ketchen Jr & Craighead, 2009). Institutional theory scholars have challenged this 
proposition, arguing that RBV does not provide sufficient explanation (e.g., see; Baumol & 
Strom, 2007; Bruton et al., 2010; Busenitz, Gómez & Spencer, 2000; Scott, 2014). It is 
argued that while resources are vital, it has become increasingly clear that institutional 
components such as culture, legal environment, tradition and history in an industry also 
impact business enterprises’ entrepreneurial behavior and, in turn, their business viability. 
Primarily this research focused on the asymmetries in firms’ perception towards their 
environment in order to explain the variance of EO levels.  
2.3.3 The Viability of Small Business Enterprises  
While the idea of opening a business is for many an aspirational endeavor, operating a 
business is a serious financial and mental undertaking worthy of considerable thought and 
evaluation. In other words, entrepreneurs or firm leaders have to ensure the viability of their 
business to maximize the possibility of success and achieve business goals. Business viability 
is defined as the ability of the enterprise to be profitable, survive and grow (Bates, 1991; 
Bates & Robb, 2014). Thompson (2005) stated that business viability for entrepreneurs not 
only reflects the probability of enterprises succeeding but also their ability to deliver 
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entrepreneurial objectives such as competitiveness and wealth creation. Despite the 
consistently increasing number of new small business enterprises in most SSA countries, 
most small businesses fail within a few years of their creation (Nichter & Goldmark, 2009). 
Mano et al. (2012) noted that, because of this, business viability considerations are vital for 
small businesses to achieve their business goals. If viability is not achieved, business ventures 
are unable to realize their important role in the socio-economic development of a given 
nation. Following a similar logic, Brixiova (2010) asserted that the viability and 
competitiveness of enterprises can contribute to the creation of a country’s wealth and 
economic diversification. 
Unfortunately, studies consistently report that small businesses in developing countries are 
less viable and more failure-prone than their counterpart businesses in developed countries, 
which are both more viable and the predominant job creators in their communities (Ardic, 
Mylenko & Saltane, 2011; Kartiwi & MacGregor, 2007). It is acknowledged that business 
creativity, innovation and ability can be used for running and managing business enterprises 
and are possessed in practically all nations (Abdi & Aulakh, 2012; Acs, 2010; Alarape, 
2009). However, studies provide varied evidence and justifications to explain the reasons 
business enterprises are able to remain viable and succeed in achieving their business goals. 
Bates (1991) examined firm viability and found that surviving firms generally began with 
greater initial capital, created new jobs, and were led by entrepreneurs who were better 
educated. On the other hand, Arief, Thoyib, Sudiro and Rohman (2013) argued that the 
survival and growth of small businesses depends to a large extent on the level of EO and their 
ability to persist in challenging competitive markets. Others argued that the so-called 
institutional factors or external factors such as business law; social and cultural attitudes 
towards business; levels of corruption; and institutional infrastructures, such as access to 
finance, are basic game changing factors in the viability of enterprises (e.g. see; Abdi & 
Aulakh, 2012; Aparicio et al., 2015; Arinaitwe, 2006; Estrin et al., 2013). This final set of 
studies holds that the viability of firms largely depends on their ability to navigate their 
environment and position themselves in a way that they can respond to the institutional 
influences in creative and innovative ways (Aremu & Adeyemi, 2011; Gimeno et al., 1997; 
Gucel, Begec & Iveta, 2011). 
It has been observed that the existing economic development of SSA cannot continue further 
if MSEs are not able to operate effectively in their business activities (Mano et al., 2012). 
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According to Gucel et al. (2011), the viability of business enterprises is strongly associated 
with business contribution to economic growth. Thus, viability stands for a level of 
contribution to the overall economic growth of a nation. The contribution is determined by 
the level of power, business health and innovation of the enterprises (Gucel et al., 2011). This 
implies that the viability of MSEs is measured by their ability to survive, adapt, change, 
embrace versatility and grow in a way that promotes business success and accelerates 
national economic growth. Viability and competitiveness in enterprises, in turn, rely on the 
entrepreneurial competences of its entrepreneurs (Man, Lau & Snape, 2008). Hence, 
exploring institutional forces and the entrepreneurship tradition of small business as the main 
determinants of the viability of the enterprises is fundamental (Stenholm et al., 2013). 
According to Gatt (2012), MSEs need a favorable institutional business environment and to 
be entrepreneurially oriented and strategically competitive in order to be able to succeed in 
competitive domestic and international markets. In short, the institutional environment and 
entrepreneurship practice of MSEs are paramount considerations in investigating firm 
viability and their capacity to add value to national economic growth.  
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Chapter 3 - CONCEPTUAL FRAMEWORK AND  
HYPOTHESIS DEVELOPMENT 
3.1. Introduction  
Conceptual models are diagrammatical representations of theorized relationships between 
constructs under investigation (Wand & Weber, 2002). The following chapter presents the 
conceptual model for this study, which provides the hypothesized impact of each of the 
dimensions of the institutional environment on the viability of firms, both directly and 
indirectly (as mediated by entrepreneurial orientation). Following on from the model itself, 
each of the hypothesized relationships within the framework are given thorough 
substantiation based on the literature reviewed in Chapter 2. 
3.2. Conceptual Framework  
Drawing from institutional theory for entrepreneurship and organizational research, the 
conceptual framework developed for the study follows contemporary institutional theory as 
suggested by North (1990), Scott (2014) and DiMaggio and Powell (1991), and integrates the 
conducive dimension suggested by Stenholm et al. (2013) to describe and explain the effect 
of the perceived institutional environmental dimensions on the EO and viability of MSEs in 
Ethiopia, as shown in below Figure 3.1.  
 
Figure 3.1 Conceptual Framework of the Study 
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These pillars have been adopted by other scholars, for example, Volchek, Saarenketo and 
Jantunen (2014) and Stenholm et al. (2013) to provide the theoretical underpinnings of the 
institutional environment’s effect on firms’ EO and viability. However, the interplay between 
the institutional pillars, EO and firm viability has not been adequately assessed, particularly 
in developing countries context. The hypothesized relationships between the constructs, as 
illustrated in the conceptual framework, will assist in summarizing the predictions regarding 
the interaction between the variables of the study. Thus, the following section discusses 
extant research on the relationships between the main constructs in order to develop 
appropriate hypotheses for this study. 
3.3. Development of Hypothesis 
As described in the literature review, many studies have been conducted to investigate the 
dimensions of institutions in their various manifestations and as a result institutional theory 
has come to be recognized as one of the leading perspectives in entrepreneurship and 
organizational analysis (Bruton et al., 2010; Heugens & Lander, 2009). A number of these 
studies examined institutions and their relationship to entrepreneurship in general (Aidis et 
al., 2008; Aparicio et al., 2015; Busenitz et al., 2000), economic growth and development 
(Acs et al., 2008; Furubotn & Richter, 2005; Granovetter, 1985; Parto et al., 2005), to 
innovation and small business startups (Doh & Kim, 2014; Hlavacek, Zambochova & 
Sivicek, 2015; Michailova, McCarthy, Puffer, Chadee & Roxas, 2013; Thai & Hjortsø, 
2015), and to growth and success (Aidis et al., 2008; Ardic et al., 2011). Whilst other studies 
approached the subject theoretically or conceptually (Bowen & De Clercq, 2008; Bruton & 
Ahlstrom, 2003; Su et al., 2016; Zoogah et al., 2015). Studies of institutions in 
entrepreneurship and organizational research tend to show similarities and overlap with one 
another in terms of how they operationalize the institutional environment and its dimensions. 
One of the noticeable differences among studies of institutional environment relates to 
measurement. Research on institutional environments has been characterized by two 
fundamentally different approaches to measurement, using either objective or perceptual 
measures. A more detailed discussion of these measures is provided in section 4.7.2 of 
Chapter 4. Typically, objective institutional measures rely on aggregated data and include 
indicators such as country institution profile index from various sources, such as World Bank, 
and GEM data sources. Perceptual institutional environment measures, by comparison, entail 
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the subjective judgments of the institutional environment by organization members or key 
informants. 
This study aims use the perceptions of owners/managers of MSEs to describe the institutional 
environment rather than utilizing limited archived data to map the environment through 
objective facts and figures. Scott and Meyer (1994) stated that the dimensions of institutions 
come into being through the creation of shared concepts that come to comprise an 
institutional reality. Using similar logic, Weick, Sutcliffe and Obstfeld (2005) mentioned that 
the external environment of firms is made up of “real” objects but their meaning, their 
content, and ultimately their significance will vary based on the way firms perceive them and 
act upon them based on their perceptions. Much action is triggered by perceptual factors that 
evoke certain identities, frames and corresponding performance (Weber & Glynn, 2006). In 
this sense, institutions, in the form of firms’ understanding of their environment, shape and 
direct the actions and behaviors of firms. 
3.3.1. Institutional Environment and Entrepreneurial Orientation of MSEs 
Entrepreneurship is considered as an efficacious pathway to developing a country’s economic 
future. Yet, evidence from contemporary research shows that the EO of firms is significantly 
shaped by the external institutional environment (Lindsay et al., 2014). Systematic research 
into this phenomena will improve our understanding of entrepreneurial activity and how it is 
impacted upon by a wide range of institutional frameworks (Kiss, Danis & Cavusgil, 2012, p. 
266). According to scholars in institutional theory, the entrepreneurial behavior of business 
enterprises can be explained by the level of enablement of the institutional environment in 
which they operate (Acs, 2010; Aldrich, 2010; Baumol & Strom, 2007; North, 1990). 
Consistent with this argument, Steier (2009) found the influence of institutions on firm 
governance and entrepreneurial practice is significant. This is perhaps due to the fact that the 
entrepreneurship of firms can be essentially created or destroyed by the institutional 
arrangements of a country (Aldrich, 2010). Extending this view, Yuan, Haowen, Yi and Peng 
(2014) argue that institutions play a significant role in reducing uncertainty and minimizing 
the costs of doing business and this in turn encourages MSEs to identify and exploit 
opportunities in a more creative and proactive manner. Similarly, Shane (2000) suggests that 
a supportive institutional environment helps to minimize information asymmetries 
encouraging the type of information exchange that facilitates capitalization on entrepreneurial 
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opportunities. This suggests that firms are likely to pursue an EO if the institutional 
environment presents a level playing field for all operators, where the intellectual property 
rights of firms are secured and protected. In the context of small business, Michailova et al. 
(2013) argue that when the environment is perceived to be favorable to business, MSEs are 
more likely to be innovative, effective and competitive. Results from their study indicated 
that innovation capacity in emerging economies such as Russia has been negatively affected 
by the lack of market-based institutions to protect property rights and facilitate fair 
competition. A study by Brixiová, Ncube and Bicaba (2015) in Swaziland also found that 
entrepreneurs become more proactive in exploiting perceived opportunities when the 
regulatory business environment is efficient. In contrast, other studies indicate that 
underdeveloped institutional environment factors are major barriers for MSEs in Africa in 
becoming more entrepreneurially oriented and in operating viable and growth aspiring 
businesses (Ahmed & Nwankwo, 2013; Gatt, 2012). 
This study developed specific hypothesizes that test the relationship between the dimensions 
of the institutional environment and the EO of MSEs.  
3.3.1.1. Regulative Environment and EO 
The regulatory environment, which governs the transaction processes of firms, is often seen 
as the institutional force that most shapes firms’ behavior and strategic choice (Bowen & De 
Clercq, 2008). Due to its intent of establishing order and legitimacy, the perceived regulatory 
environment determines the boundaries of protection for businesses and the extent to which 
legal requirements are enforced, thereby influencing their entrepreneurial activities (Ahn & 
York, 2011). An institutional environment governed by strong rule of law is characterized by 
comprehensive political institutions, provision for the orderly succession of power and most 
importantly is comprised of parties (including firms and individual citizens) who are willing 
to respect and operate within the established institutions (Lu, Tsang & Peng, 2008). When 
policy makers develop supportive regulatory arrangements (i.e. tax incentives, intellectual 
property rights, business development support), they facilitate the emergence and 
establishment of new firms (Stenholm et al., 2013). Peng (2002) noted that the way firms 
perceive their institutional environment and the degree of trust they have in the legitimacy of 
the business transactions within it has a considerable impact on entrepreneurial activities such 
as innovation, risk-taking and proactiveness.  
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The transaction of trust depends on the firms’ belief in the existence of strong adherence by 
all relevant parties to the rule of law as codified in an effective legal and judicial system. 
Transactional components of legal systems such as intellectual property rights regulation, 
business registration and financial reporting requirements affect the level of bureaucratic 
process imposed on business. Edoho (2015), using Nigeria as an illustrative case, found that 
perceptions of high costs of compliance with burdensome regulations and high rates of 
taxation hinder the efforts of current enterprises from strategically managing and expanding 
their businesses to create more jobs. Although several scholars in institutions and 
entrepreneurship literature hold to a general understanding that economically developed 
nations enforce laws better than those that are economically poor, La Porta, Lopez-de-
Silanes, Shleifer and Vishny (1999) found that the regulatory systems of some French civil 
law countries have poor legal enforcement in terms of property rights, contracts and 
investment protection for business organizations. However, in developing countries, where 
regulatory frameworks are generally considered weaker and even out-of-date, a lack of 
regulatory maturity may discourage firms from pursuing their entrepreneurial activities (Aidis 
et al., 2008), or may open up opportunity for firms to challenge institutions and become more 
innovative and entrepreneurial in doing so (Tracey, Phillips & Jarvis, 2011). Entrepreneurial 
firms adopt the strategic orientation that favor actions that are riskier and more innovative in 
nature. Firms adopt and pursue their EO if they have the confidence that the regulatory 
system ensures the legitimacy of their business transactions protecting them from the 
opportunistic actions of rival firms, such as cheating and non-adherence to agreed contractual 
terms.  
Based on these arguments regarding firms’ confidence (or lack of confidence) in their 
regulatory environment and the expectation that strategic behavior flows from such belief, the 
following hypothesis is proposed: 
H1 The perceived regulatory environment significantly influences the entrepreneurial 
orientation of Ethiopian MSEs. 
3.3.1.2. Normative Environment and EO 
The normative pillar represents the social norms, values, and beliefs that reflect both 
prescriptive and obligatory directions to firms’ business operations and behaviors (Busenitz 
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et al., 2000; Scott, 2014). Normative institutions require businesses and entrepreneurs to 
embrace the society’s values and norms and to practice socially-accepted behaviors (Roy, 
1999). Entrepreneurial firms and their members need to behave appropriately within the 
established system or face social sanction for opposing the accepted norms (Bruton et al., 
2010; Schein, 2009). EO has been theoretically and empirically connected to social constructs 
(social norms, values and culture), at multiple levels of analysis. At the organizational level, 
research by Morris, Davis and Allen (1994) has shown an inverse U-shaped relationship 
between a firm’s EO and the construct of individualism–collectivism. They found U.S. and 
South African companies within their sample exhibited the most pronounced EO, suggesting 
a balanced focus on individualism and collectivism. A literature review by Hayton, George 
and Zahra (2002) at the national level of analysis strongly argued that national culture 
impacts individual EO. McGrath, MacMillan and Scheinberg (1992) reach this same 
conclusion in their study of EO across ten countries. Reporting the results of Global 
Entrepreneurship Monitor research, Reynolds, Hay and Camp (1999, p. 43) concluded that 
“among many factors that contribute to entrepreneurship, perhaps the most critical is a set of 
social and cultural values along with the appropriate social, economic and political 
institutions that legitimize and encourage the pursuit of entrepreneurial opportunity.” 
More relevant to the current research, a review of research linking EO to culture at various 
levels by Fayolle, Basso and Bouchard (2010, p. 717) concludes that “national culture can 
influence EO at the region/country level or can orientate attitudes within a firm.” Stenholm et 
al. (2013, p. 182) argued that, with respect to entrepreneurship, the normative environment 
“influences the relative societal desirability of entrepreneurship as an occupational choice.” 
Similarly, Thai and Hjortsø (2015) found that an increase in the social acceptance of 
entrepreneurship is positively related to self-employment. Buckley and Casson (2010) also 
noted that in countries where the promotion and awareness of entrepreneurship is higher, 
entrepreneurship is more likely to be appreciated in the society and viewed as a favorable 
career path. Thoumrungroje (2010) stated the association between the normative environment 
and the level of EO is positive and significant. Using similar logic but with different findings, 
Auriol (2013) identified fear of failure and negative social attitudes as major contributory 
factors to low EO of small businesses in many African countries. These studies point out that 
the normative institutional environment both challenges and encourages EO in firms.  
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Firms and entrepreneurs are likely to establish close relationships with local communities 
through shared social values and norms (Roxas & Coetzer, 2012). These close relationships 
may intensify the influence of social values and norms on business strategies, actions and 
performance (Scott, 2014). Some societies have norms that enable entrepreneurship practice 
and its financing, while other societies discourage it by undermining the entrepreneurship 
process and the achievements of entrepreneurs (Baumol et al., 2007). Aremu and Adeyemi 
(2011) report that negative social attitudes towards small businesses in Nigeria have 
significantly affected the survival rate of firms by decreasing opportunity-perception and 
resource supply (investment). Thus, entrepreneurs may find it financially and socially 
challenging when the societal views and the ensuing norms are not in favor of 
entrepreneurship or enterprising activities. This suggests that working outside social norms 
would not be seen as legitimate behavior, at neither the individual nor the firm level. 
However, entrepreneurial ventures are characterized by actions and behaviors that are 
innovative, distractive, risky and opportunistic; and these actions and behaviors may not be in 
line with the expectation and requirement of the social norms. Thus, it seems logical that the 
more society is collectivist in nature and actively dictates and shapes the behavior of 
individuals and firms, the less firms will see EO as a legitimate strategic behavior. This leads 
to form the following hypothesis: 
H2 The normative institutional environment significantly influences the entrepreneurial 
orientation of Ethiopian MSEs. 
3.3.1.3. Cognitive Environment and EO 
The cognitive institutional environment encompasses perceptual frameworks (such as 
knowledge and individual expectations) through which firms interpret information about their 
business environment (Scott, 2014; Stenholm et al., 2013). The sources of knowledge and 
skills development include both formal educational institutions, such as universities and 
business colleges, and informal learnings, such as exposure to information through social 
networks (Baughn, Cao, Le, Lim & Neupert, 2006). Firms’ perceptions of cognitive 
institutional forces impact their strategic actions through their frames of reference regarding 
situations that help them to gain legitimacy (Dickson & Weaver, 2008; Gupta et al., 2014). 
Baron (2007) notes that the cognitive patterns created among entrepreneurial individuals or 
firms may shape their abilities to identify novel opportunities and build competitive 
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advantage. Additionally, these novel opportunities may be legitimized through the firms’ 
perceptions of the knowledge and skills necessary to create new business and to act 
entrepreneurially (Busenitz et al., 2000; Dickson & Weaver, 2008). Firm leaders’ perceptual 
assumptions, such as their assessment of their ability to identify opportunities and their 
confidence in their skills to capitalize on them once they have been identified, are positively 
associated with the level of firm engagement in entrepreneurial activities (Arenius & Minniti, 
2005). Thus, entrepreneurs' perception of (and belief in) the relevance of their knowledge and 
skills is likely to influence their opportunity recognition and exploitation (Madhoushi, Sadati, 
Delavari, Mehdivand & Mihandost, 2011), as well as the EO of the firms they lead 
(Messersmith & Wales, 2013).  
In fact, the findings of previous research on the influence of cognitive environment on 
entrepreneurship are not consistent. Thoumrungroje (2010) reported a significant positive 
effect of the cognitive environment on EO; as did, Spencer and Gómez (2004) when 
investigating the relationship using a sample of newly listed companies on the various 
domestic stock exchanges. Again, Bowen and De Clercq (2008) found that high-growth 
orientation among entrepreneurial ventures was achieved through training and educational 
activities targeting entrepreneurship. On the other hand, Stenholm et al. (2013) found a 
negative relationship between the rate of entrepreneurial activities and the cognitive 
institutional environment. Whilst Urbano et al. (2011) reported no relationship between the 
cognitive environment and EO.  
In general, studies in entrepreneurship state that an entrepreneur’s bank of existing 
knowledge, drawn from the prevailing institutions, leads to opportunity identification (Koppl 
& Minniti, 2010), and that this, in turn, leads to the development of new knowledge. This 
implies that the cognitive aspects of institutional environment, including entrepreneurial skill 
development and “know-how”, may also enhance the EO of firms. Based on these 
observations, this study proposes that: 
H3 The cognitive pillar of institutional environment significantly influences the 
entrepreneurial orientation of Ethiopian MSEs. 
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3.3.1.4. Conducive Environment and EO 
The conductive pillar reflects the way the institutional environment provides support and 
facilitates access to resources such as capital and technology, skilled labor, technological 
knowledge, and proximity to high-quality universities. Such factors are deemed necessary to 
the entrepreneurial activities of business enterprise (Stenholm et al., 2013). DiMaggio and 
Powell (1991) also indicate that even in an environment favorable to entrepreneurship there 
may be institutional factors that further promote or inhibit successful entrepreneurial activity 
from firms. Government and non-government organizations extend various forms of 
assistance or incentives supportive of MSEs (Chaudhry & Garner, 2007). Government-
initiated business support programs offer firms access to the resources needed to pursue their 
business objectives, where these resources may not otherwise be available to them (Doh & 
Kim, 2014). These programs may be designed to reduce environmental business risk for new 
and emerging businesses or to provide firms in the market with access to resources (Busenitz 
et al., 2000). Multiple studies have detailed the positive impact of public assistance on the EO 
of firms in developing countries (Arinaitwe, 2006).  
Bowen and De Clercq (2008) demonstrated that high growth orientation was exhibited in 
firms when financial resources aimed at entrepreneurship were made available to 
entrepreneurs. When firms perceive government policies and support programs as an 
enabling factor they are encouraged to engage in certain specific behaviors or activities, in 
this case EO. Firms’ confidence in the government’s support and facilitation can increase 
market competition and intensify productivity improvement among firms that are already 
established (Acs, 2010). Entrepreneur-friendly environments fostered by government support 
programs can also be the impetus for the technological change and the proliferation of new 
knowledge as firms seek to open new markets and develop innovative products (Acs et al., 
2008; Aidis et al., 2008). This suggests that while firms benefit from regulations and 
cognitive schemas directly, their EO and the intensively of their business activity is also 
amplified by their perception that their environment facilitates their success.  
As North (1990) argues, institutions have two fundamental functions: to use rules to 
discourage unproductive behaviors and to incentivize productive behaviors. The success of 
these functions depends considerably on the way firms perceive their institutional support. As 
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firms have an intention to induce innovation and a willingness to take risks given the 
availability of recourses; the study hypothesizes that: 
H4 The conducive institutional environment significantly influences the entrepreneurial 
orientation of Ethiopian MSEs. 
3.3.2. Institutional Environment and the Viability of MSEs in Ethiopia 
In the small businesses literature, the impact of the institutional environment on effective 
performance of business enterprises has regularly been demonstrated. Studies on the 
institutions-organization link, note that the performance and ultimately the survival of firms 
is determined or considerably influenced by the various dimensions of the environment in 
which they operate (Aldrich, 2010; Aremu & Adeyemi, 2011; LiPuma, Newbert & Doh, 
2013; Mano et al., 2012; Michailova et al., 2013). Eckhardt (2014) emphasizes the role of 
institutions in reducing irregularity of information and encouraging its free exchange in order 
to foster innovation and enhance the survival and profitability of MSEs. Consistent with this, 
Edoho (2015) notes that African business enterprises can be more viable and efficiently 
contribute to economic growth, only when governments mitigate corruption and promote 
transparent and supportive institutions. An institutional environment with a paucity of 
resources engenders a high level of competition amongst MSEs thereby impacting on their 
chance of sustaining viability. The following specific hypotheses have been developed to 
demonstrate the relationship between the dimensions of institutional environment and the 
viability of MSEs.  
3.3.2.1.  Regulative Environment and the Viability of MSEs 
Developing countries are characterized by the existence of several regulatory difficulties for 
private enterprises (Auriol, 2013). Previous studies have presented mixed results on the 
impact of the regulatory difficulties on the viability of firms. Walley and Whitehead (1994) 
argued that increases in environmental regulation could turn investments unproductive, exert 
upward pressure on costs, and a lessen the competitive advantage of firms. Michailova et al. 
(2013), in their study in Russia also found that the survival and innovation capacity of 
business firms have been negatively affected by the lack of intellectual property rights 
protections and other market-based institutions to enforce fair competition. Accordingly, they 
argued that when the institutional environment is perceived to be business-friendly, 
55 
enterprises are more likely to be effective and viable. Consistent with this, Edoho (2015) 
noted that a hostile regulatory system impedes the level of capital investment available to 
establish creative and viable businesses. Others, however have argued that tight 
environmental regulations encourage firms to improve their process efficiency (Porter & Van 
der Linde, 1995; Rexhäuser & Rammer, 2014) and can actually increase their competitive 
advantage (Leonidou, Fotiadis, Christodoulides, Spyropoulou & Katsikeas, 2015; 
Shrivastava, 1995).  
A study by Haveman, Russo and Meyer (2001) on the effects of regulatory forces on 
“organizational domains, CEO succession, and performance in the American hospital and 
savings and loan industries” found that regulatory changes affected organizations in those 
industries by removing barriers to entry, eroding boundaries between domains, and 
intensifying competitiveness in the market. Similarly, in environments where thrifts and other 
financial services give way, uncertainty about optimal portfolios can increase, and this lowers 
investment in the market (Haveman et al., 2001). Their study concluded that the regulatory 
environment’s effect on performance, CEO succession and organizational domains was 
significant, though the magnitude of the impact varied by industry, suggesting that the effect 
of institutions is context specific. Thus, it is proposed in this study that: 
H5 The regulatory institutional environment significantly influences the viability of MSEs in 
Ethiopia  
3.3.2.2. Normative Environment and the Viability of MSEs 
Scholars have repeatedly suggested that social and cultural institutions matter when it comes 
to the viability of firms (e.g., Harrison & Wicks, 2013; Wan & Hoskisson, 2003). The 
normative environment represents the socially determined expectations for behavior driven 
by the culture’s morals and obligations; it is thereby a major contributor to overall stability 
(Scott, 2014). Hill (1995) argued that normative factors such as collective responsibility, 
loyalty and reciprocal obligation reinforce the importance of cooperation and reduce the 
prevalence of business defection, thereby enhancing the effectiveness of firms and 
minimizing transaction costs. As one aspect of institutional arrangements, Aremu and 
Adeyemi (2011) assert that negative social attitudes towards small businesses in Nigeria have 
significantly affected firms’ survival rate through decreasing opportunity perception and 
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resource supply (investment). In institution-organization research, consistency of firms’ 
business activities with societal norms and expectation is a major issue. Firms’ deviation 
from the norm may influence their performance in different ways. DiMaggio and Powell 
(1991) suggested that, for a firm, deviating from social norms – in any direction – can impact 
negatively on its performance. Similarly, Chen and Hambrick (1995) noted that deviations 
from a commonly-adopted behavior in a market can lessen firm performance. Some societies 
have norms that facilitate and promote entrepreneurship while other societies discourage it, 
sometimes unwittingly (Baumol et al., 2007). For example, entrepreneurs may be motivated 
to establish a venture if they perceive it as increasing societal benefits such as producing or 
selling consumer goods using an “organic” production system. Normative influences can 
sometimes have a stronger effect than regulation, as Hiatt, Sine and Tolbert (2009) 
recognized in the establishment of the American soft drink industry. They found that legal 
disincentives, such as state prohibitions, were not as powerful as cultural strategies in causing 
the failure of breweries. Brewery failures, in turn, increased foundings of soft drink bottlers. 
This might help to anticipate that MSEs can be more viable when the business activities of 
the firms are aligned with those activities valued by society. This implies that firms' 
competitive behavior, including their choice of product, service, or service location, should 
consider the norms of the respective industry; failure to do so may be reflected in diminished 
firm performance. Thus, the normative conditions may limit the available ways that firms 
may conduct their business activities so as to remain viable in the environment in which they 
operate (Acs, 2010; Hoffman, 1999; Roxas & Coetzer, 2012). Societal norms and values may 
have a significant effect on firm performance by shaping the strategies and business goals of 
firms (Scott, 2014). Based on these theoretical and empirical arguments, it is hypothesized 
that: 
H6 The normative institutional environment significantly influences the viability of MSEs in 
Ethiopia 
3.3.2.3. Cognitive Environment and the Viability of MSEs 
The cognitive environment is increasingly important to entrepreneurship and organizational 
research. How firm leaders interpret environmental situations and adjust their actions and 
strategies to these situations directly impact the viability of their firms (Roxas & Chadee, 
2013; Voss, Buckley & Cross, 2010). A study in China by Li (2011) found that managers’ 
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attitudes (in this case fear of failure) significantly determines firms’ opportunity recognition 
and ability to be competitive. Spencer and Gómez (2004), in their country level analysis, 
found that small enterprises are more likely to flourish, and more likely to perform better, 
when the firms’ founders hold the necessary knowledge and skills to and exhibit them 
strongly. Small businesses consider gaining institutional legitimacy as a foundation for their 
success in the environment in which they operate (Ahlstrom et al., 2008; Lounsbury & 
Glynn, 2001; Suchman, 1995). Legitimacy is a lengthy process of cognitive 
"institutionalization" through which an organization gradually roots itself in the taken-for-
granted conventions of their environment (Suchman, 1995; Suddaby & Greenwood, 2005). 
Meyer, Rowan, Powell and DiMaggio (1991, p. 50) observe that "legitimacy affects not only 
how people act toward organizations, but also how they understand them", so that 
organizations that are not afforded legitimacy are "more vulnerable to claims that they are 
negligent, irrational or unnecessary". It would therefore appear inevitable that organizations 
seek to secure and maintain ongoing legitimacy to support their ongoing success. However, it 
is not only the cognitive environment institutions per se, but also the way business is 
practiced within a given institutional environment that matters to the viability of MSEs. 
According to Auriol (2013), dishonesty, bribery and other illegal business conduct are the 
major challenges that African MSEs face. Cook (2013) argues that unethical activities such as 
“tenderpreneurship”1 provide a route to fast, sometimes illegal, profit for those firms or 
individuals that are in a position to exert influence over the market, which in turn mitigates 
productive entrepreneurship in Africa. This implies that corrupt business environments not 
only undermine the legal framework and regulatory system, they also create a barrier for 
founding and running new business enterprises. Accordingly, this study hypothesizes that: 
H7 The cognitive pillar of institutional environment significantly influences the viability of 
MSEs in Ethiopia. 
                                                 
1 Tenderpreneurship is a term originating in South Africa, which encompasses the actions of firms or individuals 
who leverage their political connections to win business, rather than using their skills or abilities, generally at 
the expense of other firms (Penfold, 2012). 
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3.3.2.4. Conducive Environment and the Viability of MSEs 
The survival and overall performance of firms are considerably influenced by the 
characteristics of the environment in which they operate (Acs, 2010; Betton & Dess, 1985; 
Michailova et al., 2013; Shane & Kolvereid, 1995). Shaw and Urban (2013) argued that the 
strategies of firms alone cannot determine firm success, since strategy is merely one source of 
variation amongst many that will work for or against firms, as dictated by the environment. 
This implies that a firm’s strategy has only slight influence on the ability of the firm to 
successfully adapt to its institutional surrounds. Essentially, then, environments can be 
conceptualized as “selecting” organizations through competition and distribution of resources 
(Lewin & Volberda, 1999). Scarcity of resources within an environment increases 
competition amongst MSEs and pressures them to innovate and improve their efficiency, 
actions that will presumably impact positively on their ultimate viability. Yet, not all 
organizations can easily change their structure and strategy; organizational inertia, due to 
firm size or lack of management-level motivation, creates further variance in performance, 
metering the expected effect of changes to the external environment. Shane and Kolvereid 
(1995) found empirical support for this; difference in the performance of firms (defined as 
growth in sales revenue, profits, profitability relative to competitors and growth in number of 
employees) was explained by the variances in environmental factors (namely, munificence, 
hostility, and complexity). Moreover, Lumpkin and Dess (1996) argued that environmental 
factors directly impact performance and suggested that the conduciveness of the institutional 
environment may have independent impact on firm performance. Whilst their argument 
explicitly considered firm performance, the findings apply directly to the construct of 
viability contained within the conceptual model of this study, since the viability of firms is 
similarly measured in terms of how well a firm performs in its given industry (Shane & 
Kolvereid, 1995). It has been demonstrated that, ultimately, the ability of firms to survive, 
grow and be profitable determines their persistence in the future (Gimeno et al., 1997). 
Taking these insights into consideration, it is hypothesized that the conducive dimension of 
institutional environment is associated with the viability of firms 
H8 A conducive institutional environment has a significant impact on the viability of MSEs in 
Ethiopia  
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3.3.3. Entrepreneurial Orientation and the Viability of MSEs in Ethiopia 
The importance of EO to the survival and profitability of business enterprises has been well 
acknowledged in the entrepreneurship literature (Fatoki, 2014; Lumpkin & Dess, 2001; 
Pearce et al., 2010; Shane & Venkataraman, 2000). Thus, the relationship between EO and 
overall firm performance has been the central focus of numerous studies. However, the 
findings have been mixed. Many studies in entrepreneurship literature revealed that EO is 
positively associated, directly and indirectly, with firm performance (see e.g., Alegre & 
Chiva, 2013; Arief et al., 2013; Davis et al., 2010; Lindsay et al., 2014; Pearce et al., 2010; 
Rosenbusch et al., 2013; Roxas & Chadee, 2013; Wiklund & Shepherd, 2005). According to 
Williams and Shaw (2011), the competitive advantage of a business enterprise likely results 
from its high level of EO, which in turn contributes to its survival and profitability. 
Entrepreneurship is essential to assist enterprises to deal with a complex institutional 
environment and to identify and exploit opportunities in a manner that can help them to 
maintain their legitimacy, profitability and survival (Acs et al., 2008; Baumol & Strom, 
2007). In a related manner, the EO of business enterprises can significantly influence the 
ability to maintain their legitimacy in a given society (Bruton et al., 2010; DiMaggio, 1991; 
Weber, 2012). Rauch et al. (2009) suggested that the association of EO with firm 
performance may be due to the fact that today’s dynamic business environment shortens 
product life cycles and increases uncertainty. This environmental situation requires firms to 
adopt an eagerness to engage in riskier, innovative and proactive business actions in order to 
gain competitive advantage and achieve viability. Thus, EO enhances the possibilities of 
achieving firm viability due to the need to be profitable in highly competitive markets and 
cope with rapid technological changes (Brixiova, 2010; 2015). This indicates that firms 
adopting EO are more likely to be viable than those lack such orientation.   
On the other hand, multiple studies have shown a lack of association between EO and firm 
performance. For example, Covin, Slevin and Schultz (1994) found no significant 
relationship between strategic posture (their equivalent of EO) and firm performance. 
Similarly, Lee et al (2001) found that EO may not significantly improve firm performance. 
Slater and Narver (2000) were also unable to provide any evidence of a positive relationship 
between EO and profitability. Moreover, Hughes and Morgan (2007), though they discovered 
that the dimensions of EO vary in their impact on firm performance, argued that all EO 
dimensions simultaneously show little direct effect on firm performance.    
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Rauch et al. (2009) suggested some possible reasons for the inconsistent findings of the EO-
firm viability relationship studies. According to their research, the application of different 
methodologies, incompatible research design and variance in samples may have contributed 
to the mixed findings of previous studies. Some researchers also suggested that the variance 
in institutional environments may affect the outcome of the EO-firm viability relationship 
(Knight, 1997; Thomas & Mueller, 2000). However, a majority of studies show the 
dimensions of EO can lead to overall business success (Baumol, 1990; Okpara, 2014; Pearce 
et al., 2010; Roxas & Chadee, 2013; Shane, 2000; Tajudin, Aziz, Mahmood & Abdullah, 
2014; Wiklund & Shepherd, 2005). While Roxas and Chadee (2013) found that EO has 
positive influence on business performance, Fatoki (2014) notes that MSEs with high-level 
EO have the capabilities to discover and exploit new business opportunities and so respond to 
challenges in the competitive and uncertain institutional environment. Firms with high levels 
of EO are more likely to be dominant and successful in increasingly competitive 
environment, where rapidly advancing technology and volatile economic conditions prevail 
(De Clercq, Dimov & Thongpapanl, 2014). This suggests that if MSEs have more aptitude 
for the dimensions of EO - innovativeness, risk-taking and proactiveness, - they may gain 
greater competitive advantage and accomplish viability. Therefore, an effective EO may be a 
strong predictor of the viability of MSEs in developing countries. These arguments lead to 
the following hypothesis: 
H9 Entrepreneurial orientation has a significant impact on the viability of MSEs in Ethiopia 
3.3.4. Mediating Role of EO in the Institutions - Viability Relationship 
Institutional theory in the entrepreneurship literature demonstrates that entrepreneurial 
behavior is necessary to deal with a complex institutional environment and to identify and 
exploit opportunities in a manner that can help enterprises maintain their legitimacy, 
profitability and survival (Acs et al., 2008; Baumol & Strom, 2007; Bruton et al., 2010; Scott, 
2014). The belief is that if institutions influence the EO of firms significantly, it seems 
reasonable to expect that institutions would have some influence on the viability of MSEs as 
well. 
One of the main arguments of this study is that EO mediates the effects of the institutional 
environment on the viability of MSEs in Ethiopia. This will be one of the important empirical 
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contributions of this study because it provides a more nuanced explanation of how and to 
what extent the institutional environment affects the viability of MSEs. Although numerous 
studies (e.g.; Acs et al., 2008; Aldrich, 2010; Bruton et al., 2010; Gupta et al., 2014; Puffer, 
McCarthy & Boisot, 2010; Sambharya & Musteen, 2014) have explained the association 
between the institutional environment and firm performance, there is still limited empirical 
evidence of the mechanisms through which specific elements of the institutional environment 
impact the viability of MSEs. In this study, it is argued that the creation of a supportive 
institutional environment may not only significantly impact the viability of MSEs, it could 
also offer the necessary elements that nurture and enhance the EO of MSEs which, in turn 
enhances their viability.  
On the other hand, studies (e.g., Wiklund & Shepherd, 2005; Wang 2008) have suggested 
that investigating the direct effect of EO on firm viability will not provide a complete 
description of the relationship. Thus, most researchers have applied other variables as 
mediators or moderators to the model of EO-firm viability (Covin & Wales, 2012). Covin 
and Wales (2012) called for research to investigate the institutional environment factors, such 
as culture, on the strength of the EO-viability relationship. Accordingly, this study posits that: 
H10 Entrepreneurial orientation mediates the effects of the institutional environment on the 
viability MSEs in Ethiopia. 
The following figure and table provides the conceptual and models and summarized list of 
the hypotheses developed from this literature review. 
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Figure 3.2: Conceptual Models Developed for the Study 
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Table 3.1 - Hypotheses Developed for the Study 
No. Hypothesis Development  
H1 
The perceived regulatory environment significantly influences the entrepreneurial 
orientation of Ethiopian MSEs. 
H2 
The normative institutional environment significantly influences the entrepreneurial 
orientation of Ethiopian MSEs. 
H3 
The cognitive pillar of institutional environment significantly influences the 
entrepreneurial orientation of Ethiopian MSEs. 
H4 
The conducive institutional environment significantly influences the entrepreneurial 
orientation of Ethiopian MSEs. 
H5 
The regulatory institutional environment significantly influences the viability of MSEs 
in Ethiopia  
H6 
The normative institutional environment significantly influences the viability of MSEs 
in Ethiopia  
H7 
The cognitive pillar of institutional environment significantly influences the viability of 
MSEs in Ethiopia 
H8 
A conducive institutional environment has a significant impact on the viability of MSEs 
in Ethiopia  
H9 
Entrepreneurial orientation has a significant impact on the viability of MSEs in 
Ethiopia 
H10 
Entrepreneurial orientation mediates the effects of the institutional environment on the 
viability MSEs in Ethiopia 
 
 
 
 
 
64 
Chapter 4 - RESEARCH METHODOLOGY 
4.1. Introduction 
A research methodology is a procedural framework for systematically solving an identified 
research problem (Creswell, 2013). To answer the to the research questions identified in the 
introduction of this study, as well as the ten hypotheses set out in the previous chapter, a 
well-founded and systematic methodology is required. The following chapter provides a 
description and justification of the research methodology adopted for the study. In order to 
provide sufficient foundation for the methodology, the first part of this chapter provides an 
exploration of the research paradigm that underpins the methodology. This is followed by the 
presentation of the mixed-methods approach, which was selected to guide the design of the 
methods, data collection tools, and analytical procedures. The second part of the chapter 
contains a discussion of the sample selection and data collection processes that were 
employed for the study and the analysis methodology used. This chapter concludes by 
addressing the study’s ethical considerations.  
4.2. Research Paradigm 
Researchers align with paradigms that enable them to develop or adopt certain assumptions 
about the nature of knowledge (ontology) and the ways to create it (epistemology) (Saunders, 
Lewis & Thornhill, 2009). The term paradigm is frequently used in the social sciences, 
though the meaning is rarely agreed upon. Here it is defined as the means of investigating 
social phenomena which allows for understandings of these phenomena to be both generated 
and explained. The research paradigm adopted by a researcher carries implicit assumptions 
about the manner in which he or she sees the world and situates the research within it 
(Creswell, 2013). These assumptions, therefore, impact upon every aspect of the research 
methodology.  
According to Creswell (2013), the form of knowledge being sought significantly contributes 
to the research approach. The researcher who requires quantifiable facts, such as the speed 
with which workers can complete assembly work on a production line, will likely have a 
different approach to research to the researcher investigating the response of those same 
production workers to their work environment. Between these two researchers, differences 
will present not only in their strategies and methodologies, but also potentially in what they 
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perceive as both important and useful. Guba and Lincoln (1994) noted that researchers should 
first be clear with their basic belief system or worldview, as it is the fundamental guide of 
research investigation. Similarly, Zikmund, Babin, Carr and Griffin (2012) argued that 
researchers investigating business and business management need to be conscious of their 
personal philosophical outlook since this impacts significantly not only on how they 
undertake the investigation but on their understanding of what warrants investigation in the 
first instance. 
The four common paradigms used in social science research: positivism, interpretivism, 
realism, and pragmatism (Saunders et al., 2009), provide a useful framework to consider the 
relationship between the researcher and the world they seek to investigate.  
Positivism advocates treat social observations as subjects to be investigated scientifically, 
believing their study should treated in the manner that any scientist would treat any physical 
phenomena (Creswell, 2013). They argue that the researcher is independent of the subject of 
their research. A researcher who reflects the principles of positivism in their research 
probably prefers “working with an observable social reality and that the end product of such 
research can be law-like generalizations similar to those produced by the physical and natural 
scientists” (Remenyi & Williams, 1998, p. 32). Positivism purists maintain that research can 
and must be objective. They strive for generalizations that explain the real causes of social 
phenomena in all contexts. Not only do they believe such generalizations can be found, they 
believe they can be reliably and validly determined. (Remenyi, 1998). This objectivity relies 
on the understanding that “the researcher is independent of and neither affects nor is affected 
by the subject of the research” (Remenyi & Williams, 1998, p. 33). Accordingly, researchers 
need to enforce a scientific detachment, identifying and eliminating any personal biases to 
ensure they remain uninvolved throughout their empirical study (Tashakkori & Teddlie, 
2010). In seeking to validate observations across contexts, positivist researchers structure 
their studies in ways that allow findings to be replicated in future studies, generally favoring 
numerical measures (Gill & Johnson, 2010). In essence, positivists believe that there are 
underlying laws that govern the world, and that these laws can be empirically tested, 
quantified and verified. 
Interpretivism and its advocates arguing that generalizations that disregard time and context 
are not desirable nor, in actuality, realistic. According to this school of thought, it is 
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impossible to identify fully differentiated causes and effects because the researcher is 
intrinsically linked to the knowledge they seek to know. That is, their explanations are 
induced from their data and any generalizations are inherently subjective, since the researcher 
seeking to explain reality is the interpreter of that reality (Guba, 1990). Interpretivism shares 
this subjective standpoint with a number of philosophical approaches, including 
constructivism, idealism, relativism, humanism and, at times, postmodernism (Guba & 
Lincoln, 1989). The predominance of subjectivity implies that understanding the meanings of 
persons within the studied domain is essential. Interpretivists develop qualitative research 
strategies by which they can examine real world phenomena in their original setting from the 
perspective of research participants (Saunders et al., 2009). As opposed to theorizing, then 
proving and validating through research (as espoused by positivism), interpretivism suggests 
meaning can be built from the data itself (Creswell, 2013). This process is carried out with 
the understanding that the researcher’s background, world view and experiences hold 
inherent biases, which will shape their interpretation of the data.  
Realism relates primarily to scientific enquiry. Realists advocate that what we see as reality 
is in fact the truth, meaning that objects exist independent of the human mind (Saunders et 
al., 2009). This perspective is relatively similar to the positivist notion in that it advocates 
that knowledge must be developed scientifically and that observable reality is the truth: that 
entities exist irrespective of who is observing them. There are two types of realism: direct 
realism and critical realism. Direct realism posits that our sensory experiences portray the 
world accurately, while critical realism holds that our sensory experiences are “sensations” 
that can deceive during the evaluation and interpretation process (Saunders et al., 2009). So 
while both types of realism posit that objects exist separate from the observer, the position of 
the critical realist is that social conditioning and other impacts on the act of observation must 
be taken into account; knowledge cannot be isolated from the knowledge derivation process 
(Dobson, 2002).  
Pragmatism is a deconstructivist paradigm that gives emphasis to the importance of the 
research problem rather than the research methods (Creswell, 2013). It is not committed to 
any one philosophy of knowledge and reality. It “sidesteps the contentious issues of truth and 
reality” (Feilzer, 2010) and “focuses instead on ‘what works’ as the truth regarding the 
research questions under investigation” (Tashakkori & Teddlie, 2010, p. 713). Pragmatists do 
not see the world in terms of absolutes. According to Creswell (2013), a pragmatic paradigm 
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enables a researcher to embrace methods that best fit their chosen area of study to then use 
their findings in a manner that is in harmony with the researcher’s value system. Mostly, 
pragmatist researchers look to how and what to research based on the intended consequences. 
To the point that it is relevant, truth is what works at the time rather than being considered in 
relation to objective reality and the mind. Thus, pragmatists adopt quantitative or qualitative 
methods according to whichever is considered most appropriate to their line of inquiry 
(Tashakkori & Teddlie, 1998). Thus, the pragmatist paradigm allows for “multiple methods, 
different worldviews, and different assumptions, as well as different forms of data collection 
and analysis in the mixed-methods study” (Creswell, 2013, p. 37). 
By way of summarizing, there are three major philosophical underpinnings useful in the 
categorization of research paradigms: epistemology, ontology and axiology (Saunders et al., 
2009). Epistemology deals with what constitutes acceptable knowledge in a field of study, 
with distinctions drawn by what it is that researchers consider important. Ontology concerns 
the nature of reality and researchers’ commitment to assumptions about the way the world 
operates. Lastly, axiology concerns judgments about value; within research, it concerns the 
process of social enquiry, namely an awareness of the role of the researcher’s personal values 
in each stage of the research process.  
Table 4.1 (overleaf) applies these philosophical underpinnings to the paradigms described 
above. 
Based on this review, this study adopts a pragmatic approach, primarily because it allows the 
study to address both quantitative and qualitative research questions in order to establish 
valid research findings (Creswell, 2013). According to Tashakkori and Teddlie (2010) the 
application of a pragmatic approach provides several advantages. Firstly, a pragmatic 
approach can be used to answer research questions that other approaches cannot by offering 
the opportunity to use appropriate research methods to answer both confirmatory and 
exploratory questions. Secondly, it is suited to the investigation of more complex social 
phenomena as it allows for deeper, broader inferences to be drawn. Thirdly, through 
divergent findings, the application of a pragmatic approach provides the opportunity for the 
expression of differing viewpoints. It is important to note that the aim of this study is to 
generate knowledge about how and to what extent institutions can affect EO of firms, thereby 
institutions impact firm viability. Thus, it is appropriate to adopt a pragmatic approach to 
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explore and measure the effect of institutions on the viability of MSEs in Ethiopia. The 
following section discusses the predominant research approaches within the field of 
institutions, entrepreneurship and organizational study, applying consideration to the 
pragmatist paradigm, and in doing so provides a genesis of the mixed methods which will be 
applied in this study. 
Table 4.1 An Overview of the Research Paradigms  
Philosophy 
Paradigm 
Positivism Interpretivism Realism Pragmatism 
Epistemology 
(What is the 
nature of the 
world?) 
Reality exists 
objectively and 
independently 
from the 
researcher. 
Emphasizes the 
subjective 
meaning of the 
reality constructed 
and reconstructed 
through a 
researcher and 
social interaction 
process. 
Holding a position 
that what you 
know about an 
object exists 
independently of 
your mind 
Reconceptualization 
of reason, 
knowledge, truth, 
and objectivity by 
examining their 
function in contexts 
of practice and 
experience. 
Ontology 
(How do I 
know the 
world?) 
Scientific 
knowledge should 
allow verification 
or falsification and 
seek generalizable 
results. 
Scientific 
knowledge should 
be obtained 
through the 
understanding of 
human and social 
interaction by 
which the 
subjective 
meaning of the 
reality is 
constructed. 
Form of 
objectivism that 
assumes that some 
sort of reality is 
separate from the 
mind. 
Knowledge is 
derived from 
interaction among 
groups of 
individuals and the 
artefacts in their 
environment, both 
of which create a 
reality 
Axiology 
(How do my 
values impact 
the research 
process.) 
Researchers need 
to take a value-
free position and 
employ objective 
measurement to 
collect research 
evidence  
Researchers need 
to engage in the 
social setting 
investigated and 
learn how the 
interaction takes 
place from 
participants’ 
perspectives.  
The physical 
world is a separate 
reality from 
perception and the 
mind. Thus, 
values are 
absolute and 
eternal.  
Values are not 
predetermined and 
thus, cannot be 
eternal.  
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4.3. Research in Institutions and Entrepreneurship  
While empirical studies in institutions and entrepreneurship research have been applied both 
qualitative and quantitative methodologies, quantitative methods have been somewhat 
favored (Su et al., 2016). Generally, quantitative methods are used to verify the relationship 
between identified variables and then qualitative methods are used to interpret the results of 
the quantitative analysis and further support to any conclusions. The dominance of 
quantitative research in entrepreneurship studies using institutional perspectives is also 
detailed by Su et al. (2016), who reviewed the methodologies employed in articles from 
leading entrepreneurship and management journals, such as Academy of Management 
Journal, Academy of Management Review, Administrative Science Quarterly, 
Entrepreneurship and Regional Development, Entrepreneurship Theory and Practice, 
Journal of Business Venturing, Journal of International Business Studies, Organization 
Science, Small Business Economics, Strategic Entrepreneurship Journal, and Strategic 
Management Journal for the past three decades (1992 to 2014). They found that of the 111 
empirical studies they reviewed, 71 were quantitative and 40 were qualitative. Table 4.2 
details their findings. 
Table 4.2 Number of Articles and Methodology in Three Eras 
Period Year 
Number 
of 
Articles 
Number of 
conceptual 
articles 
Number of 
empirical 
articles 
Quantitative 
articles 
Qualitative 
articles 
Era 1 1992–2000 8 6 (75%) 2 (25%) 2 (100%) 0 (0%) 
Era 2 2001–2007 34 10 (29.4%) 24 (70.6%) 16 (66.7%) 8 (33.3%) 
Era 3 2008–2014 52 33 (21.7%) 111 (78.3%) 71 (64%) 40 (36%) 
N.B: Number of articles are divided into number of conceptual articles and number of empirical 
articles, which is further divided into quantitative articles and qualitative articles 
Likewise, Rauch et al. (2009) reported that the most empirical research in institutions-
entrepreneurship literature took a quantitative approach collecting data through 
questionnaire-based survey tools. Yet, according to many researchers (e.g., Hill & Tiu 
Wright, 2001; Kodithuwakku & Rosa, 2002) approaching entrepreneurship research through 
quantitative research methodologies has meant researchers often encounter difficulty 
describing the entrepreneurial process itself. Gartner and Birley (2002, p. 387) claimed that 
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by conducting quantitative research, "many substantive issues in entrepreneurship are rarely 
addressed". The complexity and multi-faceted nature of the entrepreneurship process does not 
lend itself to being represented by a number or set of numbers. Identifying the elements 
involved in the process and understanding their interdependencies requires a more holistic 
representation (Gartner & Birley, 2002; Kodithuwakku & Rosa, 2002). Similarly, Hill and 
Tiu Wright (2001) argued that the study of behavior, something central to the 
entrepreneurship process, requires a level of insight that quantitative research is unable to 
provide. They also emphasized that researchers should take into account the notion of 
multiple realities, understanding that "each individual entrepreneur/owner-manager 
constructs his or her own reality according to how he or she interprets and perceives the 
world" (Hill & Tiu Wright, 2001, p. 435). 
Hill and Tiu Wright (2001) also suggested that qualitative research methodologies are more 
aligned to the study of business organizations, as they allow for the minimization of the 
distance between the researchers and the key personnel in the firm. In doing so the 
researchers are able to explore the specific social phenomenon under investigation. Ayyagari 
et al. (2007) supported Hill and Tiu Wright (2001), in finding that the statistical methods they 
utilized in their study were not adequate enough to provide a sufficient understanding of the 
dynamics of small businesses. These identified weaknesses of applying quantitative research 
in entrepreneurship and small business studies have stimulated growing interest in the 
application of qualitative research approaches in the field (Marschan-Piekkari, Welch, 
Penttinen & Tahvanainen, 2004). According to Su et al. (2016), the growing preference for 
qualitative studies coincides with the call from Suddaby and Greenwood (2005) for more 
qualitative studies in institutions-entrepreneurship research.  
Considering the appropriateness of research tools in developing countries (an important 
consideration given the context of this study), Marschan-Piekkari et al. (2004) noted that 
general unfamiliarity with quantitative methods may impact on results. Lack of secondary 
data to support random samples, lack of familiarity of respondents with questionnaires, and 
applying these tools within cultures that place importance on social relationships and face-to-
face communication, are compelling arguments for the use of a qualitative approach in 
developing country contexts. Their argument is supported by Thai and Chong (2008), in their 
justification for the qualitative research they conducted using interviews in examining 
Vietnamese SMEs, rather than quantitative research using surveys. 
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Although qualitative methods had begun to be applied increasingly to institutions and 
entrepreneurship studies, Curran and Blackburn (2001) pointed out that the absence of well-
established techniques for qualitative analysis in the field presented its own weaknesses. 
Consequently, analysis of qualitative data has proved more difficult and time-consuming than 
the analysis of quantitative datasets, which is now supported by a range of sophisticated 
analytical tools. Furthermore, the categorization of the high volume of data from the field 
presents difficulties (Curran & Blackburn, 2001). In relation to the lack of objectivity in 
qualitative research, an already identified shortcoming of qualitative research, Curran and 
Blackburn (2001) suggested that objectivity can be achieved by researchers set clear 
principles and guidelines when designing their research and that they ensure they prioritize 
truthfulness when presenting their results. The credibility of a study using qualitative 
methods is achieved by ensuring the study's validity and reliability (Flick, 2008). 
The weaknesses inherent in both quantitative and qualitative research, particularly in 
entrepreneurship studies, have stimulated growing interest in combining the two approaches 
to provide the best opportunity for addressing the research questions. Johnson, Onwuegbuzie 
and Turner (2007), as well as Creswell (2013), referred to the integration of quantitative and 
qualitative methods as mixed-methods research; this approach to research has begun to gain 
traction in the study of institutions and entrepreneurship (e.g., Almandoz, 2012).  
4.4. Mixed Methods Approach  
Mixed methods approach is the general term used to describe the approach when a research 
design comprises of data collection techniques and analysis processes from both quantitative 
and qualitative research methodologies (Tashakkori & Teddlie, 1998). Many researchers use 
the mixed methods approach to base their knowledge claims on pragmatic grounds, namely 
that they are consequence-oriented, problem-centered, and pluralistic (Creswell, 2013). 
Mixed method research has a relatively short history as discrete and identifiable 
methodology. Its origins can be traced to the beginning of the 1980s and due to its emphasis 
of addressing the shortcomings of both the qualitative and quantitative methodological 
movements, it has sometimes been described as a ‘quiet revolution’ in methodological 
progress (Terrell, 2012). Teddlie and Tashakkori (2009) noted that mixed methods emerged 
in social science as the “third methodological movement” since that time (following 
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qualitative and quantitative methods). As the social sciences evolved in 1960s and 70s, the 
quantitative and qualitative methods were a central point of debate among scholars. The 
debate centered on the nature of the research setting, with positivists insisting on the 
importance of a controlled setting, and the constructivists arguing for a natural one 
(Tashakkori & Teddlie, 1998). By the 1990s, researchers began pointing to the overly 
deterministic claims of both positivists and constructivists that divided between quantitative 
“purists” and qualitative “purists” respectively. Accordingly, the contribution of mixed 
methods to address complex research problems became more evident and as a result the 
number of mixed method studies increased (Tashakkori & Teddlie, 1998). 
Mixed methods researchers recognize that combining quantitative and qualitative research 
allows for a fuller understanding of the problem than either approach can provide in isolation 
(Creswell & Clark, 2007). For example, a researcher may want to develop a detailed view of 
a phenomenon’s meaning for a group of individuals and then want to generalize their 
findings to an entire population. Whether the research uses numbers or text data, 
interpretation is still involved. Variables do not necessarily have clear-cut interpretations; 
processes can be explained through narrative or through numeric analysis, and so on. An 
advantage of using the mixed methods approach is the flexibility it offers the researcher, 
allowing them to undertake data collection and analysis in the manner that best suits their 
research question under investigation (Creswell & Clark, 2007).  
In the process of designing any mixed methods approach, the questions of interest play a 
central role (Creswell & Clark, 2007). Similarly, Tashakkori and Teddlie (2010) noted that 
the importance of the research problem and questions have fundamental relevance to mixed 
methods research design. This perspective makes the mixed method approach compatible 
with a pragmatic paradigm, where the notion of “what works” is suitably applied to the 
selection of the methodological approach; the decision is made based on which approach the 
researcher considers will best address the research question to hand. Researchers who adopt 
the pragmatic paradigm have to use diverse approaches to drive knowledge about the stated 
research problem (Saunders et al., 2009), and multiple questions may require multiple 
approaches. Given that the research questions in this study require exploratory and 
confirmatory examination of the effect of the institutional environment, it is appropriate to 
conduct this study with the mixed methods approach. 
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4.4.1. Mixed Method Strategies 
There are four alternative strategies that are consistent with mixed methods: sequential 
explanatory, sequential exploratory, sequential transformative and concurrent triangulation 
(Saunders, Saunders, Lewis & Thornhill, 2011). 
The sequential explanatory strategy is described by the collection and analysis of quantitative 
data followed by the collection and analysis of qualitative data. The quantitative data is 
typically given priority during the interpretation stage when the two analyses are integrated. 
The aim of this strategy is to utilize the qualitative data to provide more detail to the initial 
quantitative findings (Creswell, 2013). This strategy is particularly useful when unanticipated 
results arise during a quantitative study (Terrell, 2012), where the follow-up qualitative study 
can be used to investigate the unexpected findings in a more detailed fashion. 
The sequential exploratory strategy is also a two-phase approach, though in this instance the 
priority is given to the qualitative findings. Where the sequential explanatory approach is 
designed to explain and interpret already identified relationships, this model is intended to 
investigate phenomena where relationships are not yet known. The sequential exploratory 
strategy is often described as the model used when a researcher seeks to operationalize the 
context of the study and develops and tests an instrument (Creswell & Clark, 2007). Data 
collection is conducted in two phases: first, the phenomenon is explored qualitatively; then 
the researcher uses their analysis of the qualitative data to develop the instrument items for 
the quantitative study to follow. Creswell and Clark (2007) explain: 
“This design is particularly useful when a researcher needs to develop and test an 
instrument because one is not available or identify important variables to study 
quantitatively when the variables are unknown. It is also appropriate when a 
researcher wants to generalize results to different groups, to test aspects of an 
emergent theory or classification or to explore a phenomenon in depth and then 
measure its prevalence.” (p. 75) 
Hanson, Creswell, Clark, Petska and Creswell (2005) also suggest that this strategy is suited 
to situations where the variables under investigation are not known and where findings 
require explicit elaboration. Though effective for this purpose, sequential exploratory design 
requires considerable time to design and implement, with the initial qualitative phase needing 
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to produce findings suitable for the subsequent quantitative study; in practice, this is 
considered one of the strategy’s weaknesses (Creswell, 2013). 
In the transformative sequential strategy, the priority of the methods is not significant. The 
quantitative or the qualitative phase can be given priority, or even to both if sufficient 
resources are available. The focus of this strategy is to employ the methods that best serve the 
theoretical standpoint of the researcher. Transformative sequential strategy allows the 
researcher to structure the method to overcome potential barriers in the study such as 
allowing for diverse perspectives and adapt to a phenomenon that is changing in response to 
being studied. 
Finally, in the concurrent triangulation approach, the researcher uses two different methods in 
a single study in order to endorse, cross-validate or validate findings (Greene, Caracelli & 
Graham, 1989). This model generally applies separate qualitative and quantitative methods as 
a means of counteracting the weaknesses inherent in one method by utilizing the strengths of 
the other. In the case of concurrent triangulation approach, data collection for both the 
quantitative and qualitative data is simultaneous and carried out in a single phase. 
The research questions of this study support the adoption of the sequential exploratory 
strategy of mixed methods approach for some specific reasons. Firstly, countries have 
different institutional arrangements and significantly different institutions can exist not only 
between but also within a single country (Bruton et al., 2010). Thus, it is difficult to adopt 
specific items from the literature and apply the items to measure constructs of institutional 
environment in another country with different institutional arrangements. Secondly, extant 
research that focuses on the effect of institutions on the EO and viability of business 
enterprises in developing countries, specifically in Ethiopia is very limited (Zoogah et al., 
2015). Thus, it is necessary to qualitatively explore the dimensions of institutional 
environment to generate specific items that can be used to operationalize the construct in the 
Ethiopian context. The exploratory sequential design is detailed in Figure 4.1. 
 
Figure 4.1 The Exploratory Sequential Design 
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Considering that the research objectives of this study are to examine the role of the 
institutional environment in EO and the viability of Ethiopian MSEs, they require both 
exploratory and explanatory approaches, therefore mixed methods research is considered an 
appropriate approach. By employing mixed methods, specifically the sequential exploratory 
strategy of mixed methods approach, this study can address the four research questions 
presented in Chapter 1. The design of the study’s mixed methods research approach, with its 
initial qualitative phase, is described in the following section.  
4.5. Research Design 
Research design is a procedure for collecting, analyzing, interpreting and reporting data in 
research studies (Creswell, 2013). Each research approach is characterized not only by the 
researcher’s position on the research paradigm, but also by the strategies applied and the 
methods of data collection employed, since particular paradigms, strategies and methods tend 
to be related with particular approaches (Zikmund et al., 2012). As discussed above, this 
study uses exploratory sequential mixed methods design, where two phases of research are 
undertaken in which the researcher collects qualitative data in the first phase, analyses the 
results, and then uses the results to carry out a quantitative research study as a second phase 
(Creswell, 2013). This two-stage research design was selected in order to provide a more 
comprehensive analysis of the institutional factors affecting the viability of entrepreneurial 
ventures in Ethiopia. In other words, the research design for this study consists of two distinct 
phases: qualitative methods in phase one and quantitative methods in phase two (Figure 4.2).  
This research design was used to address four research questions in this study: 
Research Question 1:  
What are the constituent elements that form the pillars of the institutional environment in the 
context of Ethiopia? 
Research Question 2:  
How do firms in a developing country navigate their institutional environment and position 
themselves to remain viable? 
Research Question 3:  
To what extent do institutional environment forces impact the viability of MSEs in Ethiopia? 
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Research Question 4:  
Does entrepreneurial orientation mediate the institutional environment – MSE viability 
relationship? 
The results of both the qualitative and quantitative studies will allow for theorizing on the 
impact of institutional environment on MSE viability in the Ethiopian context and will 
provide information to guide policy makers and firm level managerial practices. This in turn 
will potentially contribute to the development of effective and viable MSEs in Africa, 
particularly in Ethiopia. Figure 4.2 presents the visual hierarchy of the research design.    
 
Figure 4.2 Research Design of the Study 
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The decision to use Ethiopia as a case in this study was due to the fact that Ethiopia is one of 
the most stable and forward looking countries in Africa (OECD, 2013); one that has relative 
similarity with other SSA national in terms of socio-economic status, economic growth and 
government policies towards development of entrepreneurship and MSEs (Mersha et al., 
2010). Thus, the results of this study can be a base for other researchers who seek to 
investigate the institutional environment impact in other African countries. Moreover, 
according to the Global Entrepreneurship Monitor (2012) report, Ethiopia has one of the 
lowest rates of entrepreneurial activity in SSA, although the country has high hopes that 
entrepreneurial activity of MSEs might raise the economy to a higher level. Such a situation 
makes studies that investigate the EO and the viability of small businesses timely and 
important. In addition, the researcher has established access to important data and 
information in Ethiopia for this research. Therefore, conducting the research in Ethiopia was 
appropriate in order to provide a comprehensive analysis of the institutional environment 
effecting EO and the viability of micro and small enterprises in comparable developing 
countries.  
4.6. Phase One: Qualitative Methods 
Creswell (2013) notes that qualitative data provides clear understanding of the research 
problem in a natural setting where the researcher collects data through open-ended questions, 
analyses them empirically, focuses on the meaning of participants and explains the outcomes. 
Qualitative research assists in the interpretation and understanding the complex reality of a 
given situation, and is effective in detecting intangible factors and research issues that may 
not be readily apparent (Richards, 2014). Hence, the exploratory qualitative methodology 
which was adopted in the first phase of the study, was developed to provide depth and 
richness to the study and findings (Silverman, 2005). The stated objective of the qualitative 
phase of this study is to provide more understanding of how firms navigate their institutional 
environment and position themselves to remain viable, and to explore the alternative 
strategies adopted by firms when they are not in a position to abide by or alter institutions. 
The qualitative data set was drawn from a set of semi-structured interviews conducted with 
Ethiopian MSEs. A context-specific analysis of the data was then conducted. The 
methodology undertaken throughout this phase of the study is discussed in further detail in 
the following sections.  
78 
4.6.1. Selection Criteria 
The semi-structured interviews which comprised the qualitative data set were conducted with 
purposefully selected MSEs owners/operators and constructed to capture their accounts of 
operating an MSE in the Ethiopian context. The general process adopted by many researchers 
for selecting interview participants from small businesses is based on a number of dimensions 
including geography, industry type, firm size, age, business orientation, market orientation 
and gender (Bates & Robb, 2014). This study selected its participants primarily based on 
geography and longevity of business operation. Initially, selection focus was placed on 
drawing a representative sample from four of Ethiopia’s nine regional states: Oromia; 
Amhara; Tigray; and Southern Nations, Nationalities and Peoples' Region (SNNP). These 
regions were selected based on the fact that they have a large number of MSEs and more 
experience in promotion and development of entrepreneurial ventures according to 
FeMSEDA (2014). This allowed the study to examine the issue of in-country variance within 
an institutional environment, as well as highlighting the boundary conditions of the country-
level institutions that these different regional states straddle (Ács, 2015). 
Once this initial sample was compiled, potential respondent MSEs were narrowed based on 
the number of years they had operated their business (no less than three years) and their track 
record as gauged by their categorization in the local government’s business registry 
(specifically, firms with a good potential to graduate to the next level as well as firms 
identified at-risk of closure). The reason for adopting the first of these criteria was to ensure 
that the MSEs had sufficient business experience to share, as the effect of institutions can be 
more evident in MSEs with more substantial business experience. Stam et al. (2011) argued 
that start-ups have more difficulty than well-established firms gaining legitimacy in the eyes 
of important stakeholders such as government, financiers, employees, suppliers and 
customers. Volchek et al. (2013) also noted that the liability of smallness imposes constraints 
for MSEs in doing business and accessing resources. This in turn affects their 
competitiveness and viability. The second selection criteria, focusing on well and poor 
performing MSEs, was intended to help identify and explain both enabling and constraining 
factors within the institutional business environment in Ethiopia. Finally, self-selection on the 
part of the respondents was established through emails, phone or formal mail requests. Those 
who were willing to be interviewed and who met the developed criteria were selected as 
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participants of this study. This process also ensured all participants came to this study with a 
prior understanding of its purpose and allowed the interview process to be more productive.  
Each interview begun with a full explanation of ethics and the purpose of the research. The 
informants were also asked to sign a consent form. Each interview was digitally recorded 
with the permission of the interviewees. The interviews were conducted in Amharic and 
Tigrigna, the two official working languages in the selected regions. Each interview was 
considered as “an independent experiment” and an analytical unit on its own. The unit of 
inquiry was a micro and small-size firm, and the interviewees -the operators or owners of the 
firms- are represented as embedded units of analysis. 
4.6.2. Qualitative Data Collection: Interviews  
The qualitative section of the study was conducted through two waves of data collection 
involving 32 face-to-face interviews, each ranging from 90 minutes to two hours. In the first 
wave of exploratory study, 12 MSE owners/operators were interviewed, with questioning 
focused on exploring how small businesses interact with their institutional environment and 
adopt different strategies and behaviors to better their positions in the given environment. As 
suggested by Gioia, Corley and Hamilton (2013), issues raised by the informants during these 
first round interviews were explored further in a second round of interviews. These additional 
issues were identified during the simultaneous data collection, coding and analysis of the 
interview transcripts.  
In the second wave of the study, an additional 20 interviews were conducted with MSEs to 
explore the newly emerged themes and concepts in greater detail. The preliminary findings 
suggested that MSEs in Ethiopian environment were not abiding by or altering institutions; 
rather they were finding ways to bypass them. Hence, during these second stage interviews 
more emphasis was given to institution-bypassing strategies and the manner in which MSEs 
implement their entrepreneurial strategies to circumvent and evade institutional requirements. 
As with the first round interviews, data was gathered from Oromia, Amhara, Tigray and 
SNNP. 
All interviews were carried out with the intention of refining the measures of institutional 
environment constructs in the Ethiopian context, as well as collecting preliminary knowledge 
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on the causal relationship between the institutional forces and firm viability in Ethiopian 
MSEs. To operationalize the constructs, measurement items identified from the qualitative 
study were used to generate the measures for the quantitative phase of this research.  
In addition to the face-to-face interviews, archival data was collected from the Federal Micro 
and Small Enterprise Development Agency (FeMSEDA) and regional offices including 
annual and committee reports, as well as workshop, conference and seminar minutes to 
understand the entrepreneurship and small business development context in Ethiopia. Several 
meetings, seminars and workshops in the entrepreneurship and development programs were 
attended, and several small businesses visited. Field observation and direct contact with 
individuals engaged in the small business sector assisted the understanding of the institutional 
environment from within the specific context. Reviewing and evaluating documents allowed 
for the development of an understanding of the institutional fabric of Ethiopia and informed 
theorizing regarding institution-MSEs interactions.  
The understanding of the collected data was verified with the respondents and additional 
commentary was sought from other MSE experts within the local offices and other 
independent experts. This was important for assessing whether, and in what form, the 
institutional environment enabled or constrained the viability of the enterprises. The 
interviews were recorded with the respondents’ consent and consequently transcribed. The 
data was coded to identify emergent themes. In both interview phases, a number of issues 
raised by respondents that were not included on the interview schedule were considered 
relevant and were subsequently explored further, as suggested by Gioia, Corley and Hamilton 
(2013). Overall, the study’s interpretive approach involved a process of simultaneously 
collecting and analyzing the data, reassessing the resultant information, then going back into 
the field to collect further data that was reasoned to be important according to the prior 
responses (Gioia et al., 2013). Table 4.3  displays a detailed list of all data sources.  
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Table 4.3 Details of Data Sources 
Data type Quantity Original Sources 
Original intended 
purpose of the 
information 
Interviews 32 MSE, 51 
hours in total 
Owners and operators of 
small businesses 
Analysis for the study 
Federal and regional 
strategic reports 
356 pages Small business 
development 
committees, FeMSEDA 
and Regional Bureau 
Record keeping of the 
federal and regional 
government offices 
Archival records (meeting 
minutes, notes, copies of 
speeches and memos) 
Approximately 
565 documents 
Federal and regional 
committees, letters and 
directives to regional 
and local leaders 
For the records of the 
committee members and 
attendees 
Minutes from attending 
conferences, workshops 
and seminars 
Approximately 
54 pages 
Written by the 
rapporteur of the event 
For the attendees 
Observation and informal 
talks, investigator’s note 
from two conferences and 
visits to businesses 
Approximately 
26 hours 
Written by the 
investigator 
Analysis for the study 
  
4.6.3. Qualitative Data Analysis  
Qualitative data analysis requires a dynamic, spontaneous and creative process of inductive 
reasoning, thinking and theorizing (Creswell & Clark, 2007). Ritchie, Spencer and O’Connor 
(2003) note that the objective of qualitative data analysis is to determine the assumptions, 
categories and relationships that inform the informants’ view of the topic in particular and the 
world in general. It is through this analysis that researchers can gain a deeper understanding 
of what they have studied and hence consistently upgrade their interpretations (Srivastava & 
Thomson, 2009).  
Exploratory analysis, then, involves a process of constantly reevaluating how one’s initial 
problem is posed.  
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The initial analysis of the interview data was carried out using an open coding system. This 
process helped in understanding and unfolding the essence of the small business 
organizations’ strategies and worked to capture the experience of how they interact with their 
institutional environment and why they adopt particular strategies to better their position in 
the competitive market. Relevant concepts from the interviews were identified and grouped 
into categories in a process of first-order coding (Van Maanen, 1979). Concepts were allowed 
to continue to emerge until a clear sense of the data and the developing relationships among 
the institutional environment elements and the small businesses’ strategic responses to the 
institutions was formed.  
95 first-order categories were identified in the 12 interviews conducted in the first wave of 
data collection. In the second wave, an additional 21 first-order categories emerged. In total, 
116 emergent first-order categories were drawn from the interview data. Following this, the 
similarities and differences among the many categories were evaluated, which allowed for a 
reduction in the categories initially identified down to a manageable number. At the 
completion of this process the study was left with 32 categories. The respondents’ terms were 
used to label and organize the list categories during the first order categorization. Researcher-
aligned terms were utilized as the data was aggregated into second order themes according to 
the theoretical and empirical underpinnings of the study. As a result of these processes, the 
study arrived at 16 second-order themes. Findings of the qualitative study are presented in 
Chapter 5.  
In order to ensure the reliability of the coding and to prevent any bias, the coding process was 
conducted independently by the researchers. To check validity, interviewees were approached 
to comment on the research results that were then compared with authoritative studies on 
institutions, organizations and other entrepreneurship literature. Gioia et al. (2013) note that 
incorporating both voices— key informants and theoretical argument of researchers—allows 
not only a qualitatively rigorous demonstration of the links between the data and the new 
concepts that emerge during data collection, but also allows for the kind of insight that is the 
defining assurance of high-quality qualitative research. 
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4.7. Phase Two: Quantitative Data 
Building from the qualitative exploratory results, a self-rating survey was developed to 
collect the data necessary to produce the answers to the research questions. This method of 
data collection is commonly used in social sciences studies, including research into 
management and organizations (Avolio, Yammarino & Bass, 1991; O'Regan & Ghobadian, 
2004). Though the process of having respondents self-rate may appear overly subjective, 
previous studies have highlighted that even the most objective measures contain subjective 
elements (Boyd, Dess & Rasheed, 1993). Subjectivity is particularly common amongst 
secondary data sources – the creation of which requires judgments on the part of the 
researcher and contains several sources of error. The survey data collection involved three 
steps: the development of a reliable and valid survey instrument; the selection of an 
appropriate sample (both size and sampling frame); and finally the conducting of the survey 
with the selected Ethiopian MSEs. The details of each of these steps are discussed in the 
following sections. 
4.7.1. Instrument Design 
Based on the qualitative results, literature and prior testing validation, reliability and 
validation testing was conducted on the research instrument prior to finalization. As 
described by Shadish and Leviton (2001), types of validation in social sciences for survey 
instruments consist of internal, external, construct, and statistical conclusions validity. This is 
to ensure that researchers only collect appropriate and quality data in order to find plausible 
answers to the research questions. The survey instrument validating tests proposed by 
Churchill Jr (1979) and Straub (1989) were adopted in this study to guide the development of 
the survey instrument in this study.  
The two key processes in the survey instrument procedure: its design and its refinement are 
presented in Figure 4.3.  
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Figure 4.3 Survey Instrument Development Procedure 
As mentioned above, the literature review conducted for this study and the exploratory 
qualitative investigation carried out in the first phase were the basis for identifying the 
specific constructs used to investigate the relationships between institutions and the viability 
of MSEs. The survey instrument (questionnaire) development consists of the domain 
specification of the construct and the item generation for each individual construct. The 
questionnaire was organized into four sections: firm and respondent backgrounds, 
institutional environment dimensions; EO; and firm viability.  
The first section, covering the MSEs and respondent background, comprised nine questions 
and incorporated both open-ended and closed questions. Questions relating to firm 
background focused on the length of time the firm had operated, its sector and its size. 
Questions relating to respondent background focused on the respondent’s age, education and 
work experience.  
The second section, which consisted of the measurement items interrogating institutional 
environment dimensions, was adopted from previous studies (Busenitz et al., 2000; Kostova, 
1997; Stenholm et al., 2013; Volchek et al., 2013). In total, thirty questions were included 
focusing on institutional environment dimensions and requiring informants to respond using a 
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prescribed scale. This section consisted of seven items for the regulative pillar, five items for 
the normative pillar, nine items for the cognitive pillar and nine items for the conducive pillar 
of the institutional environment.  
The third section, which covered the EO of firms, consisted of nine items drawn from Covin 
and Slevin (1989) and Covin and Wales (2012). The items focused on assessing the 
innovativeness, pro-activeness and risk-taking behavior of respondents in the sample. A 
seven-point scale was used to measure all EO items in the survey. Covin and Lumpkin (2011) 
argued that items constitute a distinct and unidimensional strategic orientation, despite the 
fact that the items included in the scale reflect different behavioral aspects of EO (this 
concept is discussed in further detail in section 4.7.4). The measures chosen for this study 
have been widely used and validated in cross cultural and small business research (Wiklund 
& Shepherd, 2005).  
The fourth section of the questionnaire targeted the dependent variable – viability - measured 
by nine items adopted from the work of Thompson (2005) on the dimensions of business 
viability. Respondents were asked to compare the development of their own firm over the 
past three years relative to their competitors in the market for nine different dimensions of 
viability.  
Appendix 4.1 provides the questionnaire with the full list of the 48 items posed to 
operationalize the institutional environment, EO and viability constructs. 
Although many of the measurement items were adopted from previous studies, it must be 
noted that elements and specific items of institutional dimensions and firm viability were 
identified, modified and re-classified on the basis of the pilot study and the findings of the 
qualitative analysis conducted in the first phase of the study. The specific measures for EO 
used in this study are the exception, as no major modifications were made. The entire 
questionnaire was reviewed from a technical perspective by questionnaire design experts. 
According to Presser and Blair (1994), the use of the expert method is a cost-effective and 
productive method of pre-testing. The questionnaire was originally prepared in English, and 
underwent translation and back-translation, whereby the items were translated into Amharic 
and Tigrigna and then finally translated back into English. This translation process is in line 
with the framework offered by Brislin (1997), which concerns the appropriateness of 
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language translation. Studies carried out in multiple countries or across respondents who do 
not share a common language (e.g., Hansen, Deitz, Tokman, Marino & Weaver, 2011; 
Knight, 1997; Kreiser et al., 2010) have applied this approach. 
4.7.2. Objective and Perceptual Measures of Institutional Environment  
As discussed in the previous sections, the concept of institutional environment is one of the 
fundamental concepts in entrepreneurship and management research (Brixiova & Ncube, 
2013; Bruton et al., 2010). However, the conceptualization of institutions varies across 
studies and disciplines. One of the major variations that exhibits in the literature is the 
difference in conceptualizing institutions using objective and perceptual measures. Prior 
studies have used two types of measurements for institutional variables: archival index 
measures (Meyer, Estrin, Bhaumik & Peng, 2009; Yiu & Makino, 2002) and survey-based 
perceptual measures (Brouthers, 2002, 2013; Kostova & Roth, 2002; Santangelo & Meyer, 
2011). Typically, objective institutional environment measures rely on archival sources such 
as the World Bank’s business environment index or aggregated indicators available in GEM 
and other similar data sources. For researchers, using objective measures may provide several 
important advantages. The accessibility of data to all researchers and the potential for 
replication and comparison across studies makes the use of secondary data sources attractive 
(Brouthers, 2013). Furthermore, it reduces both the problems associated with biases inherent 
in managerial responses (Junni, Sarala, Taras & Tarba, 2013) as well as non-respondent bias. 
However, objective measures may have some major limitations associated with aggregation 
of data across firms in an industry, the failure to take into account the impact of recent events 
and data, and the lack of correspondence between what is intended to be measured and what 
is actually measured (Boyd et al., 1993). 
In comparison, perceptual institutions measures entail the subjective judgment of the 
institutional environment by firm managers or owners or key informants. Some scholars 
(Delmas & Toffel, 2004; Dickson & Weaver, 2008; Roxas & Chadee, 2013; Smircich & 
Stubbart, 1985) have argued that how managers or entrepreneurs perceive their institutional 
environment is more critical to firm behavior, action, strategy and process than the actual 
(objective) settings of the environment. Thus, perceptual measures enable the researcher to 
illustrate a firm's institutional environment from the perspective of firm owner-manager or 
key informants. (Bao et al., 2016) noted that what matters, therefore, is how managers or 
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operators perceive the environment and how they act upon their perception. Unlike indicators 
that are based on objective measures of environmental characteristics, such as number of 
regulatory revisions or number of days to get a business license, this approach is not affected 
by the issues arising from data aggregation across firms in the one geographical location. 
However, the use of perceptual measures raises some major concerns, including limitations 
regarding generalizability, reliability and validity problems, and sources of uncertainty 
(Bradley et al., 2012). This study considered the approach of using perceptual measures more 
appropriate than using objective index measures. This decision rested on a number of 
theoretical reasons.  
First, Kostova and Roth (2002) suggest that when examining the interplay between 
institutions and organizations, the measures for the institutional environment should be based 
on the specific organizational practice under investigation, since institutional categories are 
boundary or situation specific. The specific issue examined in this study is the MSEs’ 
strategy and the entrepreneurial behavior they adopt to remain viable. Most aggregated or 
objective indices (e.g., Heritage Foundation's Economic Freedom Index and the World 
Competitiveness Indices) measure the general cultural and legal environments of nations 
rather than those specific to regional or industry level. Miller (1988, p. 291) argues that 
“perceived measures of the environment are expected to have the strongest associations with 
firm level strategies and actions since it is perceptions that strategists act on.” To understand 
institutions in an objective sense is virtually inaccurate due to the complexity and the limited 
information-processing capabilities of organizations (Santangelo & Meyer, 2011). Moreover, 
the use of variables, labels or concepts are simply perceived as tools in explaining and 
making sense of the external environment (Frishammar, 2006). The environment is 
constituted by the firms’ perception through the definition of situations which become real in 
their consequences in the form of firms’ actions and strategies (Jessor & Jessor, 1973).  
Second, archival (objective) index measures have shortcomings in relation to their usability. 
Continuous and frequent updates do not happen to all archival indices uniformly. Missing 
data and inconsistency in index definitions can also reduce the usability of archival index 
measures (Meyer et al., 2009). In this study, a reliable archival source for Ethiopian 
institutional environment was not accessible and no index measure on the home-country 
regulatory restrictions on firms’ entrepreneurial activities and performance was able to be 
obtained.  
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Third, common method variance problem is one of the major limitations in using survey-
based measures and they are considerably less objective than archival index measures. Yet, 
since the decision-makers' way of understanding of their environment influences their 
decision-making process, researchers have argued that the subjectivity of perceptual 
measures can also be an advantage (Santangelo & Meyer, 2011). Validity and reliability 
analysis can be conducted on the perceptual measures to ensure that the measurement 
instruments measure what they are seeking to measure (Byrne, 2013; Tabachnick & Fidell, 
2007).  
Finally, the application of perceived institutional environment in this study is justified based 
on the argument that MSEs leaders are usually the ones who formulate the strategies and 
actions for their firm. Considering this study’s emphasis on MSEs, this requirement is 
satisfied since many (if not all) of these MSEs are owned and/or operated by one or few 
individuals. Typical micro-enterprises are a one-person business operation or at least 
managed by the owners themselves with very few employees. Similarly, Bourgeois (1980) 
stated that perceptual measures are valid as far as the researchers explicitly indicate the 
distinction between the characteristics of the environment itself and the firms’ perception to 
the environment, in which they operate. 
4.7.3. Use of Self-Ratings and Likert-type Scales 
As this study sought to measure firms’ perceptions relating to the identified variables, the use 
of Likert-type scale was identified as the most appropriate data collection technique in the 
quantitative phase. The use of the Likert-type scale allows aggregation of a set of indicators, 
is easy to administer, and convenient for the respondents (Boyd & Runkle, 1993; DeVellis, 
2016). A seven-point Likert-type of scale was used in this study, with a score of 7 indicating 
“strongly agree”, and 1 indicating “strongly disagree”. This was considered to be suitable to 
capture the respondents’ perceptions with specificity that aligned with the study’s aims.   
Chandler & Hanks (1993) suggested a number of situations where self-rating scales are 
recommended, noting that the rating scale used needs to be structured; it is utilized for self-
development purposes; it is completed in isolation by single respondents; and it is used to 
discriminate across discrete dimensions of skill or performance. This study has been 
determined to meet all these conditions. The research instrument used in this study is highly-
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structured consisting predominantly of closed questions. As the questionnaire was delivered 
to individual business locations, it has been assumed that the respondents have completed the 
questionnaire in isolation. The items within the questionnaire specifically refer to constructs 
relevant to institutional pillars, EO and business viability, and therefore allowed for the 
classification of respondents.  
The Likert-type scale used in this study was designed to maximize the usefulness of the 
interval-type data outcomes, so as to facilitate the use of advanced data analytical tools 
(Cavana, Delahaye & Sekaran, 2001). The Likert-type of scale allowed respondents to rate 
against a large number of diverse statements. This is considered to be appropriate to uncover 
latent constructs underlying phenomena due to the multidimensional nature of many of the 
constructs used in the study. The use of composite measures has been proven to increase the 
accuracy of research instruments (Zikmund et al., 2012).  
Likewise, the scaled response options of the questionnaire survey increase the sensitivity of 
the instrument to variation in the participants’ responses (Zikmund et al., 2012), allowing the 
Likert-type of scale to measure the intensity of each MSE owner/operator’s thoughts and 
feelings about the statements in the questionnaire. Considering thoughts and feelings present 
across a broad spectrum, a binary or dichotomous collection method would no fully capture 
the variability of the sample population.  
Finally, the scale was designed to be self-contained so that respondents could easily 
understand the intended purpose of the scale. A descriptive label was given to each response 
option to ensure that the scales was easily understood and that participants could respond 
with a level of exactitude (Zikmund et al., 2012). This fully-defined scale was also chosen to 
increase each item’s discriminant function, to reduce “leniency error” (the tendency of 
managers to rate performance more positively) and to minimize the tendency of 
questionnaires to generate ratings at the higher and lower ends of the scale (Frisbie & 
Brandenburg, 1979). Providing adequate description within the instrument was intended to 
assist in aligning the judgments of respondents to a shared understanding of the qualitative 
meaning of the numbers in the scale. Labeling the rating scale increases the reliability and 
validity of the instrument by clarifying the meaning of each point on the scale (Fowler Jr, 
2013), essentially standardizing the semantic properties of each point across all respondents. 
This, in effect, establishes the scale’s “psychological interval” (Myers & Warner, 1968). 
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The use of a Likert-type scale in this study is consistent with related studies (Covin, 1991; 
Dess & Lumpkin, 2005; Slater & Narver, 2000; Sullivan & Artino Jr, 2013). 
4.7.4. Unidimensionality versus Multidimensionality of EO  
Scholars are divided on the extent to which EO dimensions need to be present for a firm to be 
considered entrepreneurial. Studies usually recognize the central difference between the 
unidimensional view of EO, related most strongly with Miller (1983) and Covin and Slevin 
(1989), and the multidimensional view of EO related most strongly with Lumpkin and Dess 
(1996). Most discussions of EO measurement have emphasized the issue of how many 
dimensions EO has, and how the phenomenon should be measured (which again depends on 
number of dimensions considered) (Covin & Wales, 2012). Miller (1983) noted that firms 
that demonstrate all three dimensions (i.e., innovative, risk-taking and proactive) should be 
considered as entrepreneurial. According to Miller (1983, p. 780):  
“In general, theorists would not call a firm entrepreneurial if it changed its 
technology or product-line (innovated according to our terminology) simply by 
directly imitating competitors while refusing to take any risks. Some proactiveness 
would be essential as well. By the same token, risk-taking firms that are highly 
levered financially are not necessarily considered entrepreneurial. They must also 
engage in product-market or technological innovation.” 
In other words, Miller (1983) supported by Covin and Slevin (1989) argued that EO 
dimensions are best viewed as unidimensional concepts.  
On the other hand, Lumpkin and Dess (1996) argued that EO does not requires a focus by the 
entrepreneurial firms on a set of dimensions or any particular dimension from the five they 
posit as capturing the essence of EO (i.e., innovative, risk-taking, proactive, competitive 
aggressiveness and autonomy). In short, they recommend that the dimensions that represent 
EO may not necessarily need to strongly and positively co-vary in order for an EO to be 
claimed to exist. 
Through their extensive review of entrepreneurship literature, Covin and Wales (2012) noted 
that studies on the topic of EO demonstrate how researchers could understand the meaning of 
a construct in different ways, and that they must be careful to employ measurement models 
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consistent with the contextual meaning of the construct. For example, Hornsby, Kuratko and 
Zahra (2002) conceive of and measure EO as a multidimensional construct manifest through 
“management support,” “work discretion,” “organizational boundaries,” “rewards/ 
reinforcements,” and “time availability.” In contrast, EO is conceptualized and investigated 
as a unidimensional construct (“climate for initiative”) in the research of Michaelis, 
Stegmaier and Sonntag (2010). While different conceptual arguments can be used for and 
against conceiving EO as uni- or multidimensional, Rauch et al. (2009), in their meta-
analysis study of EO, found that EO dimensions are of equal importance in explaining firm 
performance and they suggested that it is reasonable to support the use of a summed index of 
the three dimensions in future studies aimed at explaining firm performance. Given this study 
focuses on EO and the viability of MSEs, this study considered EO as a unidimensional 
construct. 
4.7.5. Reliability and Validity of the Measurements in Quantitative Methods 
A fundamental requirement of any instrument design is to ensure that it measures that which 
it is intended to measure (Cavana et al., 2001). To ensure this, construct and content 
validation were conducted on this study’s questionnaire following its initial construction. 
This was undertaken not only to check if the items in the questionnaire actually measured 
what they were intended to measure (reliability), but to gauge whether the items were 
adequate to achieve the purposes of the study (validity) (Cavana et al., 2001). The reliability 
and validity of the constructs were assessed in an iterative model modification process to 
comprehensively address any concern of measurement error. Measurement error is "the 
degree to which the observed values are not representative of the 'true' values" (Hair, Black, 
Babin, Anderson & Tatham, 2010, p. 7). A number of sources can contribute to measurement 
error, including mistakes during data entry, inaccuracy in applying the measurement scale, or 
the respondent’s inability to provide information accurately. These errors are assumed to 
exist, to some degree, in all variables used in multivariate techniques (Hair, Jnr, Babin, 
Anderson & Tatham, 1998). 
The reliability test includes the assessment of item reliability (IR) and construct reliability 
(Hair et al., 2010). IR attributes the degree of variance in an item owing to the underlying 
construct as opposed to measurement error (Chau, 1997). IR was assessed using the squared 
multiple correlation value or the square of the standardized factor loading (FL). An item is 
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considered to be reliable if IR is greater than 0.50 (Hair et al., 2010). Construct reliability 
gauges the level of consistency between the measurements of multiple items of a construct. 
This was tested by calculating Cronbach’s alpha (α) coefficient with a desirable threshold of 
0.70 (Hair et al., 2010). This study applied two indicators of internal consistency: Cronbach's 
alpha coefficient and construct reliability. The former is the most commonly used reliability 
measure (Field, 2009; Hair, Black, Babin, Anderson, & Tatham, 2010). The latter is often 
used in conjunction with the application of confirmatory factor analysis (CFA) and structural 
equation modeling (SEM). The measurement reliability result of this study and the process 
undertaken to arrive at the result are discussed in Chapter 6. 
Testing for construct validity requires the assessment of convergent and discriminant validity. 
Convergent validity describes the extent to which the items measuring a construct work 
together to measure a single construct (Hair et al., 2010). Convergent validity testing 
comprises three steps. The first step is to calculate χ2 values for each of the constructs. 
Secondly, if any χ2 rejects a factor at p<0.05, common factors are identified among the items 
using modification indices. The final step is to drop any items that do not fit into any factor 
from future analysis. The FL is also computed during the convergent validity testing process. 
A general rule is that the FL should be at least 0.50 (preferably it should exceed 0.70) and all 
FLs should be statistically significant. Discriminant validity measures the degree to which the 
items of theoretically distinct constructs are unique from each other (Hair et al., 2010). 
Measures of distinct constructs should display low correlation; therefore, discriminant 
validity is indicated by a low cross-construct correlation. Average variance extracted (AVE) 
is used to assess discriminant validity. A construct is considered to display discriminant 
validity where the AVE for each construct is greater than the squared correlations between 
the construct and all other constructs in the model. 
To ensure the quantitative study measurement tool reliability and validity, the study 
conducted an exploratory factor analysis (EFA) to reveal the underlying factor structure and 
the distinctiveness of the latent variables. The intent of this statistical procedure was to 
ascertain whether items clustered under the institutional environment dimensions forming 
factors. In this case items that correlate with each other were assumed to represent a similar 
factor (Hair, Ringle & Sarstedt, 2011). The convergent validity of the institutional 
environment dimensions was tested through correlation analysis with other measures 
employed in previous work of institutional theory for entrepreneurship. Accordingly, any 
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necessary adjustments to the measurement instruments were carried out. Furthermore, a pilot 
test was conducted using experts to evaluate the measurements used in the study, as 
suggested by Sekaran and Bougie (2016); this also supported the confirmation of the content 
validity of the instruments. This pilot test is discussed in the following section.  
Note: IBM SPSS Statistics v.23 and AMOS v.24 were used in the data screening and analysis 
procedures.  
4.7.6. Pilot Test in Quantitative Methods 
Before a survey tool is used to collect data, a pilot testing process should be undertaken to 
identify any problems with the instrument’s design and to address them prior to full 
deployment (Malhotra, Kim & Patil, 2006). This pilot test should focus on all components of 
the questionnaire including the wording and content of the questions, question sequence and 
the instructions intended to be provided to the participants (Malhotra et al., 2006; Zikmund et 
al., 2012). Initial reliability and validity testing of the measures can also take place during the 
pilot testing process (LoBiondo-Wood & Haber, 2014). 
In this study, the pilot test was carried out with two different groups of participants, as 
suggested by Malhotra et al. (2006). The first group consisted of seven academics 
including experienced statisticians working at RMIT University, Australia, and Mekelle 
University, Ethiopia and four practitioners/experts working in MSE promotion and 
development organizations. The academics and field experts were engaged in the pilot test 
to confirm content validity of the measurements used in the questionnaire. The second 
group comprised of 15 MSEs owners/operators, representing different sectors of MSEs. 
This group was chosen as suggested by Hair et al. (2010), who recommended that when 
the scale development has been based on prior research studies, a pilot test with respondents 
similar to those from the intended study population should be undertaken so that items can be 
screened for appropriateness. 
As the items in the questionnaire were translated into Ethiopian languages from English, the 
participants in the first group were asked to evaluate the first version of the questionnaire 
based on clarity, instances of ambiguity, potential bias, appropriate sequencing and relevance 
to the Ethiopian MSE context. Based on the first group’s feedback, some questions were 
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reworded to reduce the risk of confusing respondents, the sequence of some questions was 
rearranged and some questions relating to firm and respondent background were added. 
The revised questionnaire was then tested with the second group, comprising of 15 
respondents drawn from the same population as the intended survey; in other words, they had 
similar characteristics, attitudes and behavior to those of the population being studied 
(Malhotra et al., 2006). The second group was asked to focus their assessment on whether the 
wording of the questions was easily understood so as to remove ambiguity and minimize 
misunderstanding when respondents completed the questionnaire. Furthermore, the pilot test 
in this second group was used to evaluate the time required to complete the questionnaire, 
which was gauged to take between 20 and 30 minutes. Based on the comments from the 
second group, the wording of some questions was simplified and clarified without changing 
the meaning. The pilot test confirmed that the final questionnaire used in this study could be 
considered an appropriate instrument for its intended purpose. 
4.7.7. Sampling Frame  
The population of interest needs to be carefully considered in relation to the sampling method 
in order to select an appropriate sampling frame (Saunders et al., 2009). As this study aims to 
investigate the effect of institutional environment on the viability of Ethiopian MSEs, the 
population of interest was set as a census of Ethiopian MSEs. The sample frame for this study 
was drawn from the list of enterprises on the Federal Micro and Small Enterprise 
Development Agency (FeMSEDA) website. FeMSEDA is the responsible body for the rapid 
and sustainable development of MSEs in Ethiopia and a central point of reference for data 
and information about MSEs in Ethiopia.  
A multi-stage sampling procedure was employed to select sample respondents. At the first 
stage of sampling, stratified random sampling was applied to classify the MSEs based on 
their region and sector. Stratified random sampling is useful in a way that ensures selection of 
a balanced sample from the regional states thereby reflecting the characteristic of MSEs in 
each region (Hair et al., 2010; Saunders et al., 2009). The stratified sampling procedure 
involved two steps. Firstly, the population of interest was divided into meaningful sub-
populations based on region, sector and number of years in business. Secondly a simple 
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random sampling process was randomly applied in each sub-population (Saunders et al., 
2009).  
Accordingly, four major regional administrations were selected considering the number of 
MSEs in each region and their experience in promoting and nurturing entrepreneurial 
ventures: Oromia; Amhara; Tigray; and Southern Nations, Nationalities and Peoples' Region 
(SNNP). Sample respondents were selected from manufacturing, service and trade sectors. 
These three sectors represent more than 83% of Ethiopian MSEs and contribute more than 
90% share of the industry sector contribution to the country’s GDP (FeMSEDA, 2015). In 
addition, these sectors have high strategic importance for Ethiopian economic growth and the 
governmental efforts focus on the development of these sectors. The significance of the 
sectors is described by the country’s intention to increase competitive industrial output, 
increase exports growth and create employment opportunities by adopting an innovation 
policy, which includes regulatory restructuring of the sector, facilitation of rapid 
technological transfer, and development of economic mechanisms to facilitate policies 
implementation, technology advancement, and growth of domestic and international 
competitiveness of the MSEs (FeMSEDA, 2015).  
4.7.8. Sampling Methods 
Bartlett (2001) describes how the sample size drawn from a population of interest is 
dependent on three major factors: primary variables of measurement, error estimation and 
variance estimation. Following these directions and using a confidence level of .05, margin of 
error of 3%, and variance estimation of 1.67 (based on a 7 point Likert-type scale), the 
derived minimum sample size for this study was 118. 
 
Where: n = sample size, t = value for selected alpha level of .025 in each tail = 1.96,  
s = estimate of standard deviation in the population = 1.167 and,  
d = acceptable margin of error for mean being estimated = .21  
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Sample size is also a consideration of SEM, which was selected as the data analysis 
technique for the study. Under SEM, there are two approaches that should be adopted for 
ensuring an adequate sample size is obtained (Hair et al., 2010). The first of these approaches 
covers the calculation of the sample size required for SEM data analysis, the preliminary 
requirement being that sample size must be, at a minimum, greater than the number of 
correlations in the input data matrix, with a ratio of 5 to 10 respondents per item (Hair et al., 
2010). Since there are 48 estimated items in the developed survey, the sample size to ensure 
appropriate use of SEM is 240 to 480. The second of these approaches is relates to the power 
analysis, which is used to determine the size of sample required to enabling accurate and 
reliable statistical results, as well as the likelihood that the statistical results can detect an 
effect of the given samples to the population (Hair et al., 2010; Rudestam & Newton, 2007). 
If the sample size doesn’t meet the required threshold, the statistical results will lack the 
precision for providing reliable answers to the research questions under investigation. An 
unnecessarily large sample will see time and money wasted with no discernable benefit 
(Rudestam & Newton, 2007). 
There are three parameters in the power analysis to be considered including (a) the effect 
size, (b) the statistical power, and (c) the significance level (Hair et al., 2010; Rudestam & 
Newton, 2007). The effect size is a measure of the strength of the relationship between the 
sample and the population (Cantor, 1996). The statistical power is the probability of detecting 
a statistically significant effect (Hair et al., 2010). The significance level is a measure of a 
false rejection of the null hypothesis (Cantor, 1996). The effect size of 0.50, the significance 
level α of 0.05 and the power of 0.80 is considered adequate in predicting an appropriate 
sample size in the power analysis for survey research (Hair et al., 2010). 
The number of MSEs in the selected four major regions, in three sectors with three and more 
years in business were 21,713 (FeMSEDA, 2015). Appendix 4.2 details the distribution of 
MSEs by region. To summarize, the results from the three approaches detailed above results 
in a recommended sample size of 370. That is, the findings of this study can be generalized to 
all MSEs in Ethiopia where more than 370 valid surveys are collected from the MSEs 
respondents for data analysis. However, given that low response rates are typical in social 
science surveys and that the statistical analyses to be performed to answer the research 
questions require a sample size significantly more than the identified minimum size. In the 
case of this study, over-sampling was considered necessary to achieving the stated goals. 
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After balancing the logistical constraints of the data collection process, including time and 
cost constraints, a sample of from 600 Ethiopian MSEs was collected.  
The questionnaire was administered by a number of research assistants, who personally 
delivered and collected the questionnaires to and from respondents in order to ensure a high 
response rate. A protocol was developed to guide and thoroughly brief the research assistants 
about data collection process. Each respondent was provided with a survey package which 
included a survey questionnaire and a cover letter to formally invite the companies to 
participate in the survey and to explain the objectives of the survey, as well as confirming 
respondent anonymity. Survey participation was voluntary and the data was treated as strictly 
confidential. The following section explains the procedures and approach for data analysis.  
4.7.9. Data Analysis Procedures  
The study used the three stages method adopted from Hair, Ringle and Sarstedt (2011) to 
analyze the data: data screening, measurement model validation and structural model 
evaluation. Following the identification of missing data, SEM was used to carry out tests for 
violations of statistical assumptions, including normality and multicollinearity (Hair et al., 
2011; Marcoulides, Chin & Saunders, 2009). SEM is a widely used method with a 
confirmatory approach for analyzing multivariate data (Hair et al., 2010). SEM was chosen 
for this study as it allows for the inclusion of latent variables in the representation of abstract 
concepts while accounting for the measurement error, as well its ability to simultaneously 
assess multiple correlations and covariance among variables in the model validity test (Hair 
et al., 2010).  
A conformity factor analysis (CFA) on the measurement model was conducted using AMOS 
23.0 on the results of survey data collected from the respondents. CFA was conducted to test 
the capacity of the hypothesized model to reproduce the results (Byrne, 2013; Hair et al., 
2010). The process consisted of three steps. Firstly, the model specification process involved 
the identification of the set of relationships the study sought to examine and the 
determination of how to specify the constructs within the model. At this stage, the parameters 
were determined to be fixed (not estimated from the data and normally are set to zero) or free 
(estimated from the observed data - and expected to be nonzero). Once the CFA model was 
specified, the second step involved a process of iterative model modification to develop the 
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best set of items to represent each construct. This process involved continual refinement and 
retesting, which resulted in the dropping of items that did not meet the validity and reliability 
test. The final step involved the estimation of the goodness of fit (GOF) statistics of the 
measurement model. This tested the extent to which the data supported the measurement 
model. The most commonly used statistics are the likelihood ratio chi-square (χ2), the ratio of 
χ2 to degrees of freedom (χ2/df), the root mean square error of approximation (RMSEA), 
Goodness of Fit Index (GFI), adjusted GFI (AGFI) and comparative fit index (CFI) (Byrne, 
2013; Hair et al., 2010).  
4.8. Ethical Considerations 
Prior to undertaking the study, ethics approval was obtained for the process of collecting data 
from Ethiopian MSEs. The study was conducted as per the ethical standards of RMIT 
University’s Human Research Ethics Committee (HREC), which required voluntary 
participation of MSE owners/operators, observance of confidentiality and anonymity in 
conducting the interview and survey. HREC approval was granted on 4th January 2016 and 
8th November, 2016; for both first and second phases of the study consecutively. Letters of 
Ethics approval are provided in Appendix 4.3. An information sheet which detailed 
information regarding the study was provided to each participant during the interview and 
attached to the questionnaire. Subsequently, participants were asked to sign the consent form 
to confirm their willingness to participate in the study. Upon request, the researcher can 
provide copies of the information sheet and consent forms.  
4.9. Summary 
This chapter justified the research methodology employed in this study. The advantages and 
disadvantages of each research strategy, i.e., qualitative and quantitative methods, were 
discussed. Based on this, sequential exploratory strategy of mixed methods approach was 
considered the most appropriate method to address the research problem through the research 
questions. The research design involved two phases: qualitative methods in phase one and 
quantitative methods in phase two. The measurement items for the constructs of institutional 
environment, EO and viability used in this study were adopted from the literature with inputs 
from the qualitative findings. 
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The qualitative component of the study was carried out through two waves of studies 
involving 32 face-to-face interviews ranging from 90 minutes to two hours with purposefully 
selected MSEs owners/operators. Before the semi-structured interviews were conducted, 
prior contact with the operators or owners through emails, phone or formal mail requests was 
established. Those who were willing to be interviewed and who met the developed criteria 
were selected as participants of this study. For the quantitative study, a paper-based 
questionnaire survey was used to collect data in phase two using a sample of Ethiopian MSEs 
from four major regions and from three main industry sectors. MSE owners/operators were 
the identified respondents in this study, as they were considered to have the most 
comprehensive knowledge about the firm’s characteristics, strategy and viability, including 
EO adoption in their firms. Content (face) validity was addressed, as the measurement items 
selected were derived from an extensive and thorough review of the relevant literature, with 
experts involved in the evaluation of the measurements through pilot testing. Construct 
validity and reliability discussions are detailed in Chapter 6. 
Chapters 5 and 6 will present the results of this study's qualitative and quantitative data 
analyses, respectively. 
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Chapter 5 - QUALITATIVE FINDINGS 
5.1 Introduction 
This chapter presents findings from the qualitative study which involved interviews with 32 
MSEs operators/entrepreneurs in Ethiopia. As noted in Chapter 4, the data was structured and 
ordered from specific, first-order categories used by informants, to more general, researcher-
categorized second-order themes. These second-order themes were then further categorized 
into aggregate dimensions based on institutional theory. Gathering similar themes into 
aggregate dimensions forms the basis for the proposed research model and helps to obtain a 
solid grasp of the constructs’ theoretical relationship in the study (Gioia et al., 2013). In the 
case of this study, these aggregate dimensions were the institutional environment pillars in 
order to better define and categorize the constituent elements as found in the Ethiopian 
context. This chapter focuses on key findings from the interviews conducted with Ethiopian 
MSEs, detailing the themes that emerged from the analysis, before presenting a synthesis of 
the institutional dimensions contextualized in the Ethiopian environment. 
A discussion of the qualitative findings is provided following the interview analysis, 
addressing the research questions introduced in Chapter 1. As described in Section 4.5, the 
qualitative component of the thesis incorporates the framework analysis approach and is 
aimed at answering the first and second of the research questions, as presented below: 
Research Question 1: 
What are the constituent elements that form the pillars of the institutional environment in the 
context of Ethiopia? 
Research Question 2:  
How do firms in a developing country navigate their institutional environment and position 
themselves to remain viable? 
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5.2 Demographic Characteristics of Participants 
A total of 32 MSE operators participated in the research – seven from Tigray, nine from 
Amhara, ten from Oromoia and six from SNNP region. Participants from the manufacturing, 
service and trade sectors were selected given that these sectors have high strategic importance 
for Ethiopian economic growth and because governmental efforts focus strongly on the 
development of these sectors. The information provided in this section is drawn from the the 
demographic component of the qualitative interviews conducted with the participants. 
Of the 32 MSE owner/operators, eight were female and 24 were male. The age of the 
participants ranged between 28 and 56 years old and the business experience of the MSEs 
ranged between 4 and 9 years. The educational qualifications of the participants ranged from 
certificate level through to undergraduate degree. The following table details the 
demographic characteristics of participating of MSE operators. 
Table 5.1 Demographics of participating of MSE operators 
Code Gender Age Education Sector Position Years in Business Region 
Interview 
length 
TIG01 Male 33 First Degree Manufacturing Operator 7 Tigray 80 mins 
TIG02 Male 31 Diploma Service Owner 5 Tigray 65 mins 
TIG03 Female 29 Certificate Trade Operator 8 Tigray 78 mins 
TIG04 Male 36 First Degree Manufacturing Operator 4 Tigray 90 mins 
TIG05 Male 31 First Degree Service Operator 7 Tigray 67 mins 
TIG06 Male 36 Certificate Trade Operator 5 Tigray 73 mins 
TIG07 Male 40 First Degree Manufacturing Owner 5 Tigray 95 mins 
AMR01 Female 29 Diploma Service Operator 6 Amhara 78 mins 
AMR02 Male 32 First Degree Trade Operator 4 Amhara 75 mins 
AMR03 Male 37 First Degree Manufacturing Owner 8 Amhara 84 mins 
AMR04 Male 33 Diploma Service Owner 7 Amhara 68 mins 
AMR05 Female 30 Diploma Trade Operator 5 Amhara 82 mins 
AMR06 Male 36 Diploma Manufacturing Operator 6 Amhara 87 mins 
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Code Gender Age Education Sector Position Years in Business Region 
Interview 
length 
AMR07 Male 32 Diploma Manufacturing Owner 4 Amhara 115 mins 
AMR08 Female 27 Certificate Trade Owner 7 Amhara 78 mins 
AMR09 Male 56 First Degree Service Owner 9 Amhara 95 mins 
ORM01 Male 29 Diploma Service Owner 8 Oromoia 64 mins 
ORM02 Male 36 Diploma Trade Operator 5 Oromoia 81 mins 
ORM03 Male 35 First Degree Manufacturing Owner 6 Oromoia 76 mins 
ORM04 Female 41 First Degree Manufacturing Operator 8 Oromoia 82 mins 
ORM05 Male 32 First Degree Manufacturing Operator 3 Oromoia 112 mins 
ORM06 Male 28 Diploma Manufacturing Operator 4 Oromoia 84 mins 
ORM07 Male 43 Certificate a Service Operator 7 Oromoia 62 mins 
ORM08 Female 32 Diploma Trade Operator 5 Oromoia 71 mins 
ORM09 Male 45 Diploma Manufacturing Operator 8 Oromoia 79 mins 
ORM10 Male 36 Diploma Manufacturing Owner 6 Oromoia 66 mins 
SNNP01 Female 29 Certificate Manufacturing Owner 4 SNNP 82 mins 
SNNP02 Male 28 First Degree Manufacturing Operator 4 SNNP 79 mins 
SNNP03 Male 36 First Degree Service Operator 7 SNNP 72 mins 
SNNP04 Male 33 Certificate Trade Owner 5 SNNP 86 mins 
SNNP05 Female 39 Diploma Trade Operator 8 SNNP 90 mins 
SNNP06 Male 29 Diploma Manufacturing Operator 5 SNNP 74 mins 
5.3 Findings of the Qualitative Study 
Over the course of the 32 interviews, which ranged between 90 minutes and two hours in 
length, a number of core statements and concepts re-occurred across multiple participants; 
these were collected together and categorized as first order categories, as discussed above. 
Figure 5.1 presents a summary of these first-order categories along with the second-order 
themes that emerged from the data. The diagram presents the structure of the aggregation and 
it is not intended to represent the dynamic nature of the research. The first-order categories 
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are a representation of core statements and concepts that emerged from the interviews (two 
examples, A and B, are given for each though further examples were recorded). This 
exploratory study identified 16 second-order themes from the representative quotations made 
by the respondents. Each of these themes is presented in detail in the following sections. 
Though not represented here, the second-order themes aggregate to a third-order to represent 
the institutional environment forces in Ethiopia. These are discussed in more detailed 
following the presentation of the second-order themes. 
 
Figure 5.1 Structure of the Study Data 
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Theme 1: Graduation of MSEs  
In Ethiopia, MSEs are given a prominent position by the government in realizing the strategic 
challenges of equitable economic growth by creating jobs, generating income, and 
establishing a foundation for entrepreneurship and the industrialization of the nation 
(Brixiova & Ncube, 2013). Enterprises’ vertical growth and competitiveness within the 
domestic and international market is what the government envisioned when it introduced the 
“MSE Graduation Program” in 2006. Ethiopia adopts a layered policy support in which 
MSEs are categorized into start-ups, growing-middle and maturity. Enterprises that go 
through these stages are expected to graduate after a certain time (3-5 years) to the medium-
size enterprises and become self-reliant. The government has designed sets of criteria (nine 
indicators) used for the graduating process. The graduation criteria include total net assets, 
degree of technical efficiency, track record of loan repayment and saving with the micro 
finance institutions (MFIs). Graduation expectations are context specific; for example, in 
terms of total assets, MSEs in the manufacturing sector should have a total asset worth 1.5 
million Ethiopian Birr (ETB), while MSEs in the services sector are required to have a net 
worth of 500,000 ETB to qualify for graduation. There is a steering committee within every 
local administrative office which evaluates whether an MSE should graduate or not.   
Graduating MSEs have been given prominence in Ethiopian entrepreneurship development 
policy, although the MSEs themselves have different approaches to deal with the graduation 
policy. On one side, some of the respondents explained that the graduation program provides 
them the opportunity to build business capabilities and financial potential before they are 
exposed to heightened market competition from medium and large-sized firms. Many noted 
that it is vital to follow up the performance of MSEs at different stages of their business 
development so that the government can support them to leverage their strength as well as 
addressing any constraints quickly. A participant summarized: 
“When we start our business, the government gave us special attention and provided 
us with technical and financial support. Under the graduation program, we were 
nurtured and trained very well, so that we could be independent and run our 
businesses effectively. We are graduating from the program very soon.” 
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This participant added that after the firm’s graduation, he and his colleagues applied for a plot 
of land and a loan to expand their factory. As the participant noted, they have submitted a 
project proposal to get a permanent allotment of land and an ETB four million loan to import 
modern production machinery. The enterprise, which has already started exporting its 
products to Sudan, aims to produce high quality leather and leather products to satisfy the 
local market and to increase exports. According to the participant, the program is performing 
well in the area of job creation and attracting new enterprises to the sector. 
On the other hand, it seems the graduation program has failed to achieve its mission of 
establishing the industrial base of the country through medium-size enterprises. Many of the 
respondents reported that they do not want to graduate to the medium-size enterprise for fear 
that they might lose the government support packages. The graduation program is perceived 
as a safe zone, a place to avoid business failure, lighten competition and to access 
government support. A participant from SNNP said: 
“We are very profitable not only because we have high sales revenue, but because 
we do not pay tax and our loans are free of interest rate. I do not think we can earn 
the same amount if we graduate to medium enterprise.”  
Participants mentioned that they will be in a critical financial situation and experience other 
business challenges if they graduate to medium-size enterprise. According to the participants, 
the government does not have attractive support in place for MSEs after graduation, therefore 
they prefer to stay small and reap the benefits offered in the graduation program. Another 
participant from Oromia region stated: 
“We do not want to graduate. Graduation means you have to start paying tax and 
interest on loans from the bank and compete with the big companies all by yourself. 
Who wants that? We are safe here.” 
Despite the government’s push to transform the MSEs to medium level enterprises, it appears 
they are very reluctant to let go of the support scaffolding. The participants blamed the lack 
of concrete government support initiatives at higher levels of enterprise as the main reason 
for this low interest to graduate and leave the support program. Moreover, the societal 
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perceptions towards failure seem to play a key role in MSEs desire not to graduate. As one 
participant noted: 
“To be honest, we exceeded the graduation criteria two years ago, but we preferred 
to stay as small enterprise. I am so afraid we will eventually lose the business if we 
graduate and the government support ends. I do not want to be seen as a loser in the 
society. Failure is not an option for us and we cannot risk this by graduating to the 
next level.”  
There is a clear lack of interest from the MSEs to reinvest profits into the business due to the 
type of subsidy they receive from the government. Furthermore, participants stated that 
though the results of this policy are remarkable in attracting a tremendous number of 
enterprises to the market, it lags behind in bringing basic competition-based structural 
changes to encourage MSEs to be self-reliant and competitive.  
Theme 2: Ease of Doing Business 
Despite Ethiopia’s unfavorable rank by the World Bank in 2014 (ranked 125 from 189 
countries in ‘ease of doing business’); MSEs seem to agree that their environment is 
conducive to business. The government’s generous support and determination to promote 
growth, create jobs and boost skills, is creating an encouraging business climate for the 
MSEs. The participants noted that the Ethiopian government has long recognized the MSEs 
to be a key part of the development agenda for the country’s socio-economic advancement. 
Thus, the government is committed to facilitating support programs aimed at encouraging 
MSEs’ competitiveness and success in both domestic and international markets. According to 
the participants, the government is fairly determined and is introducing changes to ease the 
process of doing business and attract new enterprises to the market, while trying to rationalize 
and simplify business regulations. 
Reflecting on this, one respondent noted: 
“When you see the national MSE development policy and legislation, the 
government is doing a good job in simplification and rationalization of procedures 
and regulations to enhance MSEs’ participation in the private sector.” 
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This respondent stated that the national MSE development policy is very well designed and 
structured in a way that enables MSEs to respond quickly and efficiently to the current 
economic boom and related market signals. It is perceived that the government is well aware 
of the necessity for capacity building, and the creation of market access, financial access and 
access to new technologies. Most importantly, the government recognizes the importance of 
promoting MSE participation in every sector of the economy. A participant from Amhara 
region added: 
“When you see the national MSE development policy, it is ambitious and enabling. 
It is designed to help us to take advantage of opportunities and reap the benefits of 
both the national and international trading system. The roadmap for us is very 
clear."  
The majority of the participants in the research repeatedly mentioned that Ethiopia has an 
enabling institutional framework and the government has undertaken various initiatives to 
facilitate MSEs ease of doing businesses. As one participant summarized:  
“The support from the government and other organizations to make things easy for 
us is very encouraging. We need support and we need the government’s 
determination to ease the process of doing business in our country so that we can 
grow our business. Slowly the government is introducing changes in that direction, I 
can say that the government is fairly determined."   
 The respondents mentioned that the government has repeatedly made an effort to reform 
aspects of the MSE policy in order to ensure the policies and regulations are enabling MSEs 
to actively engage in creativity, innovation and adopt new approaches to foster their viability. 
This creates a favorable business climate, respondents noted.   
On the other hand, most of the participants voiced concern regarding the existing stagnant 
way of executing activities in the local administrative offices, which they claim can be overly 
burdensome. Many of the interviewees felt that the viability of their business enterprises were 
significantly impacted by lack of proper implementation of MSE regulations and this 
impeded their capacity to innovate and grow, in their view. This hindrance included their 
ability to hire more staff. Most of the participants interviewed emphasized that the extremely 
poor administration of MSE regulation was hard to endure considering the current economic 
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growth of the country and their interest in expansion (along with their capacity to grow). 
Thus, the major challenge for these enterprises is not over-regulation or lack of regulations; 
rather it is the under-implementation of policy and regulations that costs the MSEs time and 
growth potential. According to the participants, the notion of adopting “good regulations” 
may be meaningless if they are not accompanied by proper implementation, accountability 
and consistency. As one MSE operator from Tigray region notes: 
“When the national regulations are inadequately enforced and when the local 
administrative offices failed to implement the policies properly; barriers will be 
erected and a large proportion of the enterprises could be out of the market. With 
this situation, it is very difficult for us to survive and grow, let alone to accelerate 
the industrial transformation of the country.” 
According to the participants, Ethiopia seems to have business friendly policies and 
regulations when it comes to MSE development strategy. However, they believed that the 
capacity and authority for implementing and enforcing these various business regulations is 
weak. This has a significant negative effect on the national economy as it directly 
affects employment levels, profitability, innovation and survival rate of the enterprises in the 
market. One participant from Oromia region notes: 
“The length of time they took to process a case is so frustrating. Such slowness 
leaves the enterprises in a problematic situation, as most of MSEs are already too 
weak to bear such costly and time consuming procedures.” 
Another participant added: 
“The reality is that there is no accountability for [the local officials’] cumbersome 
bureaucracy and the reason that we can do nothing about it caused psychological 
distress and deteriorated our motivation to innovate and plan big for our business 
enterprises.” 
Most of the respondents across the four regions emphasized that the implementation 
problems in local offices are related to the culture of corruption. The nature of this 
corruption, payment for perceived efforts of local officials, appears somewhat unique to the 
Ethiopian context. 
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Theme 3: Corruption  
Unlike the common forms of corruption such as bribing authorities in exchange for favors, 
the nature of corruption that most MSEs in Ethiopia face is the payment to get things done 
quickly (licenses, permits, contracts, tax incentives, dispensations etc.) as well as payment to 
validate and give credit to the officials’ work. As one MSE operator explained: 
“From the time you think of starting your business, every step is paved with red tape 
and demands for grease payments. It’s a kind of cultural thing to say ‘thank you’ for 
doing your job. The way the social system works makes it impossible for people to 
function legally. If I do not pay my way through, the authorities feel disrespected 
and can make me wait indefinitely before processing my applications and you just 
keep losing in bids. It’s simply more efficient to pay if you want your business to 
survive.” 
Given this culture of corruption in society, it is not surprising to see most of the participants 
viewed payments to get things done quickly as the most efficient way to run their business, 
especially when dealing with local offices. A participant from Tigray region noted regarding 
their way of dealing with the local administrative:  
“There is tough competition in business. I do not want to sit and cry about how the 
local administrative offices are bureaucratic and corrupt. This is not my fight. I 
prefer to pay them some pocket money and get my things done quickly. That’s how 
you can do well in business” 
The MSEs consider bribery, business fraud and other malpractice in local offices as common 
practice and not necessarily illegal. According to the participants, Ethiopian MSEs seek to 
build personal contacts with individuals in the different administrative levels who can help 
them through the cumbersome bureaucracy. Another interviewee notes:  
“Nowadays, the viability of your business enterprises is not only determined by your 
hard work and level of creativity, but also by who you know in the administration 
and by how well you game the system.” 
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However, two of the participants argued that the requests for unofficial payments (‘pocket 
money’ as the participants termed it) at the local administrative office are negatively 
influencing the viability of MSEs in Ethiopia. According to the participants, corruption is 
caused by excessive or overly rigid administrative procedures (not regulations), protracted 
decision-making processes involving multiple people or committees and a myriad of specific 
rules at the local offices that slow down business operations and put viability of the 
enterprises at risk. Moreover, for start-ups that are relatively new to the market, building the 
necessary networks and relationships with those individuals can be difficult, expensive and 
time consuming, though the current business situation in Ethiopia makes this absolutely 
necessary. This shows that excessive bureaucracy imposes a disproportionate burden on the 
enterprises and that this has sparked a trend toward dodging red tape by working under the 
table, by paying bribes and other forms of corruption. 
The participants blamed the federal government for its low political commitment to 
combatting corruption at the grass root level. According to participants, the government 
needs to pay greater attention to conditions at local administrative offices. One interviewee 
emphatically stated: 
“I don’t understand why the government is showing low commitment to combat 
these malpractices. Why should I pay tax and fulfill my duties and responsibilities if 
I have to be asked to bribe for every government services? This is not only costing 
our business; it’s costing our dreams.” 
If the MSEs are going to adopt new approaches and innovative way of doing business, the 
participants called for further rationalization and simplification of business regulations; that 
is, clear identification of regulatory objectives, capacity building of local administering 
offices regulation, assessments of cost when new regulations are introduced, communication 
of regulatory proposals to the MSEs for consultation, and clear instructions on how to comply 
with them.  
Theme 4: Patent Rights (Intellectual Property Rights) 
The negative influence due to lack of intellectual property rights (IPR) protection seemed to 
present a threat for the viability of MSEs in Ethiopia. A ‘feeling of helplessness’ was 
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prevalent across all of the participants interviewed when the matter of IPR was discussed. 
Most of the interviewees, particularly in the manufacturing sector were outraged when 
expressing their complaints about the government, business men and in general society’s 
carelessness towards protecting patent rights. They believed that the government and society 
do not give a high value or priority to property rights and this affects their ability and interest 
for innovation. As one of the interviewees summarized: 
“Investing time and resources to innovate something new is a joke in our society. 
It’s just a waste of time. Once you come out with your new design and product to 
check how the market responds, you might see by the next day that the product is 
duplicated and marketed everywhere. No one protects your creative work and I do 
not work hard for the benefit of free riders.”  
The participants mentioned that the system is too bureaucratic and costly to press charges 
against those who violate the property rights. This encourages free riders and some 
businessmen with financial and material capacity to take advantage of the MSEs.  
A participant from Amhara region noted: 
“I have so many ideas in creating new designs and products. But, I do not see a 
rewarding situation for innovators. The one with resources capacity can simply 
snatch your innovations and make a fortune. It's hard to disclose your ideas if you 
do not have the potential to implement it.” 
As the participants mentioned, the absence of protection of innovation and creativity 
seriously hinders technological progress, economic activity and societal wealth, as well as the 
country’s future. This should prompt the government to be serious in protecting and 
guaranteeing the rights of intellectual property rights. Many of the participants suggested that 
awareness campaigns to highlight this issue would be a simple but effective starting point. 
Theme 5: Societal Pressure for Success (Failure is not an Option) 
In Ethiopia, cultural attitudes towards entrepreneurship and the expectations of society, 
especially from educated young people, appear to have a sizeable impact on the success and 
viability of Ethiopian MSEs. Participants related two-sided stories of societal attitude towards 
entrepreneurship and MSEs in Ethiopia. On one hand, participants noted that the level of 
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support from family members and the broader society during start-up was very low. 
According to the participants, the reason behind this lack of support in regards to establishing 
and running a business is a lack of societal confidence regarding the entrepreneur’s future 
success. A corporate job is the most preferable vocation in Ethiopian society and society does 
not consider establishing a small business enterprise as the “golden path” to establish a secure 
and decent life. If someone wants to start and run his/her own business, they have to make 
sure that they will succeed. As the participants stated, failure is not at all acceptable. In the 
eyes of the participants, this societal attitude has increased the risk of running a business and 
might threaten the survival and growth rate of MSEs. Reflecting on this, one MSE operator 
noted:  
“I think it’s not only the lack of business experience and smallness of our physical 
resources that makes small business enterprises risky, but also the distrust of the 
society on the success of the entrepreneurs that makes us so stressed out and to fear 
failure. This has placed an extra strain on running the business. If you fail, you 
know everybody will say ‘I told you so’. I think this is hindering us to take risk in our 
business.” 
The name of MSEs in Amharic, Tikakinena Anestegna (which literally translates to “micro 
and small”) is not something that brings any sense of pride. Many participants feel it implies 
that the work they undertake is seen as something minor, easy to do and not something that 
would add real value to their lives. Some people even used the term MSE in a derogative 
way. For example, one MSE operator from a SNNP region noted: 
“I work hard to be successful and I earn much better than some of my friends in the 
corporate jobs. However, some of the negative societal viewpoints toward MSEs are 
discouraging. It seems that I have to be twice as successful as them [referring to 
those in corporate jobs] to get the same acknowledgments and respect.” 
On the other hand, the societal pressure and refusal to accept failure is pushing the MSEs 
operators/entrepreneurs to come up with innovative business ideas that enable them to build a 
successful business enterprise. One participant stated:  
“At first no one was supporting my decision to start my own businesses. That 
pressure urged me to think about my business ideas thoroughly and make sure that I 
have a very new and innovative idea that will make a lot of money”.  
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Those who pushed through this particular societal challenge became a model for others and a 
source of optimism for future enterprises. As another participant added: 
“If you are a college or university graduate, the society expects you to have formal 
corporate jobs and fixed patterns of life. Thus, it is up to you to choose whether to 
live as per their expectations or to come up with good (innovative) business ideas 
they cannot resist. It is a big challenge and risky, but still worthy of doing it.” 
According to the participants, this social pressure has been a contributing factor in attracting 
the best and the brightest people to the MSE sector. Thus, though some entrepreneurs are 
more explicitly cautious in the face of negative societal pressure, for many it creates a 
business environment that pushes them to be more innovative and aggressive in their pursuit 
of business success. Thus, the MSEs seem determined to remain committed to their main 
purpose and to be more creative in order to prove their society wrong for opposing 
entrepreneurship. 
Theme 6: High Social Status for Successful Entrepreneurs  
It seems the societal stance towards entrepreneurship and small businesses shows a dramatic 
shift when the MSEs achieve a high level of business success. Despite the lack of societal 
trust and support at the initial stage of enterprises, the society holds successful entrepreneurs 
in high regard. One of the interviewees commented on this:  
“In the beginning, it is a kind of shame for individuals who want to run their own 
enterprise. But once you clinch the success and get to grow your business, the 
society rushes to support and respect you. Thus, it is up to the entrepreneurs and 
operators to decide whether they take on the societal challenges and use them as a 
motivating energy or whether they allow these challenges to beat them up and fail. 
It’s their choice.”  
 Another interviewee noted:  
“If you create a business enterprise that is completely impressive (new and 
innovative), which solves a problem within the market and which is completely 
commoditized, then that is when you really start to hold your head up.” 
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As the participants stated, the level of respect and status that society gave to successful 
entrepreneurs or small business operators was one of the main motivational factors that kept 
them going with their business in the face of many challenges. Moreover, the successful MSE 
operators/entrepreneurs may become change agents and role models that inspire new start-
ups to work for success.  
One participant stated:  
“Although I am doing well in business and hoping to be best entrepreneur, I envy 
those entrepreneurs and MSE operators that achieve success and are respected for 
it by society. I seem to draw much inspiration from my envy to perform like them.” 
It was stressed by many of the participants that the support and recognition by society for 
successful entrepreneurs is a core motivator for small businesses’ effort to achieve success 
and business viability.  
Theme 7: Role of Mass and social Media  
Ethiopian MSEs articulated that the media has enormous power in positioning MSEs within 
the marketplace and society. Despite the government’s efforts to promote MSEs throughout 
the country, the mass media still lagged a long way behind in motivating young people to 
engage in creative entrepreneurship activities. To make things worse, many participants noted 
that media coverage was often inaccurate. As one MSE operator in Amhara region said: 
“While the government seems interested in promoting MSEs as a fundamental sector 
for employment creation and transformation of Ethiopian economy in general, the 
media seems to focus its attention on the compliance level and behaviors of big 
investors. 
She added: 
 “When they do some coverage about MSEs, they tend to overlook the regulatory 
and societal challenges that MSEs are facing and the real issues are not discussed 
thoroughly.” 
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As stated by the respondents, there were so many issues that Ethiopian society, especially the 
youth should know about running and establishing a small business. To overcome the 
challenges currently faced by MSEs and to foster the growth of small businesses in the 
country, the role of media is paramount. As one participant noted about the media coverage: 
“It is rare to watch or hear about MSEs prospects and challenges in a way that can 
educate and motivate existing and future entrepreneurs.” 
However, while the MSEs are somewhat concerned about the lack of attention from the mass 
media (TV and radio), they are adopting social media at an extremely rapid rate. The 
respondents stated that they are more dependent on social media platforms such as Facebook 
and blogs, to promote their products and attract new customers. It has to be noted that social 
media has huge potential to influence attitudinal change, alter perception, promote new 
products and enhance innovation and entrepreneurial ventures in a given country, as most of 
the participants said during the interview. Reflecting on this, one participant in the 
manufacturing sector noted: 
“We use social media to promote our products and new designs. We are able to 
attract many customers and we are promoting our business very well. We are 
leveraging the advantage of the digital marketing.” 
Another participant added: 
“We often get approached by customers because we are using social media and 
some other blogs aggressively. We use low-value competitions that encourage 'likes' 
and comments to help boost our engagement with customers and to increase our 
page reach. Following this method, we realize what customers are looking for and 
we strive to meet their expectations.” 
Given that the media (social and mass media) possess the power and the tools to bring up 
issues in the public domain, participants pointed out that the government should work more 
to connect MSEs to a reliable internet. According to the participants, this will help to expand 
market demand for MSEs’ products and services and even inspire future innovative 
entrepreneurs to join the sector.  
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Theme 8: Opportunity Perception 
The discussions conducted with participants showed that the ability to identify opportunities 
and act upon them is recognized as a key attribute for a successful entrepreneur. Given 
Ethiopia has been one of the world’s fastest growing economies, it was not surprising that 
most of the participants believed that there was ample opportunity for their business 
enterprises. Reflecting on this sense of hope and prosperity, one participant noted: 
“If you are into business and entrepreneurship, the country is full of opportunities. I 
think that the issue is how to design a supportive institutional system in a way that 
can help MSEs to move forward as fast as possible.” 
Similarly, another participant argued: 
”I believe that there is a bright future for MSEs in Ethiopia. There are plenty of 
business opportunities that we have not even touched yet.” 
Thus, participants stressed on the importance of encouraging the younger generation to be 
more creative and systematic in recognizing and exploiting opportunities. For example, an 
entrepreneur from Tigray region added:  
“There is no doubt about the availability of huge business opportunity in this 
country. I can see so many opportunities that I can exploit. I know that there is a 
real chance to be successful and to run a viable business enterprise. The problem is 
that the ambition to grow and the institutional system do not match.”  
Moreover, the entrepreneurship education system in Ethiopia is seen as a way to train the 
youth to develop an entrepreneurial mindset, skills and knowledge required to recognize 
opportunity and the capacity to act upon this recognition. A participant said: 
“The courses, training and discussions organized by the entrepreneurship 
development center at the university deeply sparked my interest for 
entrepreneurship. I think developing entrepreneurial spirit in the university where 
experimentation, risk-taking, learning from failure, creative problem solving and 
market awareness enabled us to successfully create our own futures in the MSE 
sector." 
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Some of the participants also mentioned that the excitement when starting a business can be 
overwhelming, and it is difficult at first to recognize and capitalize on the available business 
opportunities. One participant stated:  
“You hear all the talk about the national MSE policy and see all the news about 
successful entrepreneurs and MSE operators, but when you are walking around, you 
do not exactly see where the opportunity is because all you see is underdeveloped 
institutional and infrastructural system.” 
The participants reinforced that building and maintaining a conducive institutional 
environment that can create and promote business opportunities is paramount to ensure the 
entrepreneurial ventures have positive futures, said the participants. 
Theme 9: Technical and Managerial Skills of MSEs 
The findings from the interviews with the MSEs reflected that the MSEs consider themselves 
to have strong technical and managerial skill to run their business enterprises. Their skills 
have been developed through continuous training provided by the government. Training 
covers leadership skills, efficient methodology in tracking competitors, the ability to build 
and manage a team and the inner resilience required to deal with stress and risk-taking. 
According to the participants, such extensive training helps MSEs improve their skills and 
expertise to run their business effectively. One participant’s comments on the outcomes of 
such training: 
“I believe that I have the necessary skills and expertise in manufacturing products 
and marketing. I think it is very important that the operators have good 
communication skills as well as other ‘x-factors’ that can help them be more 
attractive to customers.” 
Another respondent added: 
“We have grown our business by 100%, which now generates huge cash earnings. 
We are planning to internationalize our business. We have the ability to run our 
business effectively and we are also learning and developing new business 
experiences. Our experience is growing the same as our business.” 
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Despite the extensive training provided to MSEs by government and non-government 
organizations, many MSE operators noted that they still lack vital skills and knowledge. One 
interviewee openly shared his thoughts:  
“I’m not going to say I have all the necessary skills to run the business. I think it's 
essential for an entrepreneur to recognize the limits of his abilities, so that he can 
collaborate with others in order to run a successful business.” 
The participants noted that it is critical to develop at least basic skills and knowledge to run 
and administer a business enterprise, prior to founding the enterprises. This fundamental base 
contributed to the success and viability of the business enterprises.  
Theme 10: Networking 
Another important factor that was noted to enhance the viability and success of MSEs was 
the notion of networking. Different entrepreneurs and MSE operators interacted with each 
other through a wide variety of business networks, such as media platforms, training and 
workshop events, exhibitions and other public forums. These networking systems allowed 
them to learn important business lessons from people who were running similar businesses 
and who faced similar obstacles to themselves, even though they were from a different part of 
the country. One particular participant commented on the importance of networking:  
“I think the inter-firm collaboration among MSEs is now by far the most important 
channel of knowledge sharing and exchange. You cannot work and grow alone. We 
will always compete with each other, but that does not mean that we should not 
collaborate and share ideas and skills for our mutual benefit. There is always safety 
in numbers.” 
As the participants mentioned, these interactions strengthened relationships and should not 
only be developed amongst the MSEs; it is vital to establish networks with a number of other 
institutions involved in the innovation process, such as universities and other tertiary schools, 
private and public research labs, providers of consultancy and technical services, regulatory 
bodies, etc. The majority of these interactions occurred within the firm’s value chain, with 
their suppliers (providing training in the use of new machinery, maintenance and new 
recruits) and with other model MSEs.  
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One interviewee from SNNP region noted: 
“When model entrepreneurs and MSE operators share their real life business 
experiences about the ups and downs in business, including the challenges they 
faced and how they became more innovative and successful in running their 
business; I found it inspiring. I also learnt new ways of doing business.”  
Another respondent added: 
“It was the exchange of ideas that led me to believe that I can change for the better. 
Hearing the experiences of others gave me courage, because I had the opportunity 
to hear how other’s problems are more severe than my own.” 
In contrast to the identified importance of networking in the MSE sector, a majority of the 
interviewees expressed an interest in expanding their networking with similar MSEs. They 
believed that interacting with similar business enterprises could be more beneficial for the 
viability of their business enterprise, rather than attending skill training and workshops. 
Networking between same-type enterprises provided MSEs the opportunities to exchange 
ideas and experiences, and to learn from other enterprises and industry peers regarding the 
running of a business information technology infrastructure and hosting solutions and 
innovative ideas that can be undertaken in a practical sense. One participant mentioned: 
“I do not interact with other MSE operators for the sake of networking. I prefer to 
interact with people in similar business because the benefit of such network has a 
profound impact on the way we target potential stakeholders and operate our 
business.” 
Another respondent added: 
“All we need is customers who can buy our products. We aggressively use social 
media and other platforms to reach out to our current and potential customers. I do 
not think we have time to network with MSEs in the same industry for the sake of 
experience sharing. If it is for business, we are always up for it.”  
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Therefore, networking within MSEs themselves as well as with the external organizations is 
fundamental in building their own innovative capability and to improve their market reach. 
However, some other respondents saw networking as a barrier for new enterprises to join the 
sector, linking it to emergent corruption. A participant from SNNP notes: 
“I think most MSEs misunderstand the concept and aim of networking. Rather than 
collaborating and doing a mutual productive business, we are practicing like 
‘scratch my back and I will scratch yours’. This opens a door for corruption, 
malpractice and makes the business environment very difficult for new comers to the 
sector.” 
Thus, as the participants stressed, developing a supportive plan coupled with a total 
commitment to invest in creating appropriate conditions and incentives for increased 
participation of MSEs in innovative networks could enable MSEs to achieve stronger 
viability of their business enterprises, though not without reservations. 
Theme 11: Tenderpreneurship  
Tenderpreneurship refers to using political power and influence to secure lucrative 
government contracts (whether tendered or not). The view amongst the interviewees was that 
the tendency towards tenderpreneurship by entrepreneurs and MSE operators in Ethiopia is 
high. Respondents noted that it is not only the social attitudes towards entrepreneurship that 
impact the potential of MSEs turning to this practice, but also the MSEs’ reasons for starting 
and running a business in the first instance. People start businesses for different reasons and 
according to some of the respondents the motivating factor of entrepreneurs should not be 
only money. Unfortunately, there are many entrepreneurs and MSE operators who considered 
their ultimate goal in business is making money and the country is paying a high price for this 
according to the respondents. As one respondent explained: 
“Money is the main driving force of most MSE operators to do business. I think, this 
desire is pushing them to make tenderpreneurship fraud and use a short-cut way of 
creating wealth. Having so many young people who are so driven in pursuing the 
tendering business, because they see it as easy way to get wealth is dangerous to 
future prosperity of the country.”  
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The respondents expressed their concern that tenderpreneurship seems to be a critical 
challenge to the development of an entrepreneurship culture in Ethiopia. They believed that 
tenderpreneurship is a consequence of a poorly regulated business environment. 
“Crooked people will naturally try to take shortcuts: they do not have to design and 
build proper products, nurture good brands and reputations, or invest in great 
employees. They just jump onto the tenderpreneurship gravy train, and grease the 
right palms, and they too can supply shoddy stuff at eye-popping prices.”  
If the motivation to start a business is only to make money, there’s not much continuity 
offered in terms of long term employment for the people in the MSE sector, as the 
respondents mentioned. However, not all participants perceived tenderpreneurship as a 
disease that infiltrates private-sector procurement; some viewed it as a system that gives 
MSEs a giant leap ahead into realizing their business interest without going through the red-
tape or bureaucratic process of loan financing from the banks. As the participants reflected, 
firms that deal mainly in tendered business have the potential of becoming a force to be 
considered, on the same level as established businesses in the market. 
The participants recommended that there should be a country-wide effort to support 
entrepreneurship through carrying out different campaigns and awareness creation programs 
for driving and motivating the passion of entrepreneurs in business and to improve the 
mentality of their society, particular the young generation towards entrepreneurialism. 
 Theme 12: Competency-based Support 
The respondents emphasized that knowledge-based economic competitiveness was 
something that the Ethiopian government needs to both encourage and support. The 
corruption, anti-entrepreneurship culture, lack of IPR and cumbersome bureaucracy consume 
a significant amount of the organizational resources that could be used more efficiently if the 
institutional environment for entrepreneurship in the country was more stable. It seemed to 
participants that the institutional environment fails to recognize and reward MSEs that invest 
their efforts in innovation and business success.  
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As one interviewees detailed: 
“With the current growing competition between MSEs and the rapid advancement of 
knowledge, if the government keeps treating everyone equally but not equitably 
when providing financial access and technical support, then I think it will be very 
hard for creative and innovative enterprises to leverage their capabilities.”  
Similarly, other respondents argued that a competitive support model from the government 
could help MSEs to be more specialized and focused on their core competencies.  
“We are specialists in manufacturing office equipment and our enterprise is 
recognized as a model MSE. However, when it comes to access to credit and 
government bids, we do not get any value or recognition for the creativity and 
innovation. They judged us alongside other MSEs which are not even specialized in 
the profession. This makes me frustrated. We should receive some recognition for 
our efforts!” 
Most participants emphasized that resources are limited and it could be more efficient for 
resources to be distributed equitably or on a more competitive base. Competition is seen by 
many of the participants as a way to promote effective and viable business enterprises, and 
that support from government and other institutions could bolster productivity and 
competitiveness in the business sector. A participant from Tigray region stated: 
“In a developing country like Ethiopia, resources, particularly the availability of 
finance is very limited and it is not possible for the government to provide adequate 
support to all MSEs which are in need of it. Thus, I strongly believe that sound 
competition policy and strong competition law enforcement are critical to the 
efficient operation of MSEs and to economic growth.” 
The participants emphasized that competition drives innovation, which in turn is crucial to 
business viability. According to the respondents, there is little pressure on MSEs to introduce 
new products or new production methods without competency based support and, without 
this pressure, MSEs may lag behind others in terms of innovation. Rather than not being able 
to realize their full potential, targeted competency-based support would help MSEs to 
flourish on the basis of being innovative and market driven.   
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Participants suggested that competitive based support could be a solution for the cumbersome 
bureaucratic system in the government. This is due to the fact that greater competition could 
encourage MSEs that have lost their competitiveness to undergo an analysis and restructuring 
process. In fact, it could be difficult for the government to determine which sector of MSEs 
needs to be restructured, and which firms should remain or should cease to exist. 
Additionally, there was concern about when would be the best time to engage in such 
restructuring. One participant explained: 
“The government’s support system is subject to political constraints and 
unnecessary bureaucratic processes, which more often than not leads to sub-optimal 
decisions. I think a competitive based support is the optimal solution for this. It 
forces decisions to be based upon the capabilities and creativity of the enterprises, 
rather than the incomplete information and self-interest of corrupted government 
bureaucrats.” 
The competition for capital and other resources by MSEs throughout the economy may lead 
to money and resources flowing away from weak, uncompetitive firms towards the strongest 
and most competitive firms. Hence, the mode of operation of the competitive process has to 
benefit the strongest and most competitive MSE sectors, rather than just increasing the 
number of MSEs for the sake of job creation. 
Despite the dominance of opinions in favor of competitive based institutional support, a few 
respondents argued against this, stating that a support which used competition as the only 
criteria of success was damaging for the promotion and support of MSEs. As one participant 
stated: 
“I think competency based support is bad for MSEs. The small business sector is 
where new entrepreneurs and MSE operators start practicing their potential skills 
and knowledge. If you make it tough and too competitive for them to gain access to 
resources, it will definitely hinder new entrants, as well as being bad for jobs 
growth, and the market could consequently be monopolized by those high 
performers.” 
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Another participant also argued:  
“I do not agree with adopting a competitive based system to access financial and 
other technical support from the government. This system will only benefit a few 
entrepreneurs who excel in their work. There are many young operators who 
apparently have low skill and knowledge even though they compete in the free 
market. It is good to reward those who perform better, however you should not give 
all the resources to them. This would discourage the new entrepreneurs who are 
trying hard to improve their skill and capacity.”  
Therefore, the government could alternatively invest support resources into training and 
capacity building activities, in order to upgrade the skills of the operators and entrepreneurs 
for both short-term and long-term benefit across a greater range of MSEs. 
Theme 13: MSEs - University Collaboration 
In the participants’ view, MSE-university collaboration and the promotion of small business 
enterprises is not one of Ethiopia’s greatest strengths. It was noted that developing MSE-
university collaboration could improve the flow of information regarding potential business 
opportunities and innovative methods of doing business, and that such collaboration could 
help to maximize the trickle down effects of academic research outcomes. The respondents 
stated that the linkage between MSEs and universities is extremely weak and that 
strengthening it would require a significant structural change. Doing so would create an 
environment that would support the exchange of innovation and knowledge. The 
interviewees indicated that when collaboration strengthened, it led to the development of 
viable business enterprises, including new knowledge and successful innovations, because 
collaboration helps MSEs to concentrate their time and resources on the high-priority tasks 
within their business. As one participant commented: 
“We normally go through a process of many trial and error, before producing the 
final product. So, instead of doing a lot of very expensive trial and errors when 
manufacturing products, we could save enormous amounts of time and resources by 
collaborating with the university, and by applying their scientific research outcomes 
to producing and manufacturing our products.” 
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The respondents questioned the purpose of conducting research projects within universities if 
they were not committed to applying and donating their scientific research outcomes to MSEs 
and their ‘real-world’ business challenges.  
By developing better collaborations, it is not only MSEs that could benefit from the 
universities’ research, but the universities’ scholars, who would also acquire interesting 
research ideas and concepts from MSEs. The respondents noted that universities have to take 
the initiative and diffuse and develop effective modes of communication for their research, so 
they can make their aims concise, easy to access, and user friendly for all MSEs. 
Furthermore, the participants stressed that the government should play a stronger role in 
strengthening collaborations between MSEs and universities. One participant based in Tigray 
region noted: 
“I think this is one of the major things that we should leverage from, and which has 
huge potential, and it could help us to transform the industrial and economic 
capacity of the country.”  
Other respondents suggested that the government has to take the responsibility of allocating 
public research funding to MSE priorities areas, and to create the optimal policy conditions 
for potential collaborations. Others still, recommended that the MSEs themselves have to 
play a significant role in enhancing the level of collaborations. A participant said: 
“Our relationship with the universities, and the tendency to work cooperatively with 
them, is almost non-existent. I think we cannot blame only the universities and the 
government for this, rather, the blame is on us as well. As small business 
enterprises, we may not have the financial capacity to invest in such research, but 
we do have the capacity to be open to cooperation, and to take a leading and 
proactive role in setting up this collaboration.” 
Theme 14: Venture Capital 
The participants noted that the MSE sector has, until now, lacked sufficient resources to 
allow it to thrive and to reach its full potential, and this might limit growth and viability. As 
the participants stated, the Ethiopian venture capital market is currently at the starting stage, 
and the relatively modest resources that have been made available, both financial and non-
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financial, are mostly being invested in large, prospering companies. In turn, banks are limited 
in their capital, and are hesitant to finance enterprises loaded with above-average risk. This 
requires establishing a functional system that would encourage both MSEs and venture 
capitalists to do business together. One interviewee from SNNP region noted: 
“I think there is a huge potential for domestic venture capitalists to help the sector 
through financing innovative enterprises. What is missing is a legal framework that 
both parties can rely on, to solve any issues that might arise.” 
Most respondents emphasized the importance of venture capital to support viable business 
enterprises, and to encourage innovative MSEs. Availability of venture capital is particularly 
important for MSEs because it provides not only the financial assistance to these companies 
which often face difficulties in accessing the traditional sources of funding but also other 
non-financial benefits. As one participant explained:  
“When someone invests in your business, this not only enables you to be more 
financially capable in implementing your ideas, but it also improves your 
psychological wellbeing, personal morale, and belief that your idea is worth 
pursuing. No one would want to invest in your business if they thought that it will 
fail, and that makes you work harder, and have more confidence to be a risk taker.” 
The respondents noted that if Ethiopia wants to promote vibrant MSEs that are eager to build 
their competitiveness to innovate, improve management, and develop the skills of their 
workers, then the government should facilitate the development of venture capital to support 
small businesses. This could create favorable conditions for the introduction of new 
technology, encourage a workforce that is innovation-oriented, and develop a strong capital 
market that builds on fundamental trust between the entrepreneurs and the venture capitalists.  
Most participants stressed that more could be done to ensure venture capital funding is 
available to more small businesses because such funds are crucial for new technology-based 
MSEs and for promoting radical innovation in Ethiopia. Some participants felt that MSEs 
should not always depend on government or banks for funding their business.  
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A participant summarized:  
“Rather than assuming by default that government financing is the best option, and 
rather than always chasing loans, what I think should happen across the MSEs is 
that more of those business operators should be asking themselves questions around 
what is the most appropriate investment for my business at this particular point in 
time, and from whom can I get that. We not only need funding, but we need someone 
to help us take our business to the next level, and to help drive our strategic focus 
and our commitment towards achieving growth. This needs to be done at certain 
levels and over certain periods of time. So, I think governments’ or banks’ financial 
investment, will not necessarily deliver to improve the challenges in that area of our 
business.” 
Participants noted that there were many small businesses failing because of financial 
problems. Some of those businesses may even have been profitable, but the lack of access to 
finance was a constraining factor. Thus, development of venture capital has become an 
optimal alternative to raising more traditional forms of capital. Enhancing innovativeness and 
creativity though improving the availability of venture capital, participants believe, will 
encourage MSEs to be proactive in realizing new opportunities.  
Theme 15: Informal Financial System (Iqqub) 
As noted in the previous theme, according to the informants, the relatively modest resources 
made available by the government and other financial institutions, both financial and non-
financial, are mostly being invested in large companies. Banks, in turn, are limited in their 
capital, and are hesitant to finance MSEs as these are perceived to be highly risky and likely 
to fail. If loans are given, they come at a high premium. Reflecting on this, one interviewee 
noted: 
“It is tough and too competitive for us to gain access to credit and other resources. 
When the banks offer the financial support, they charge small businesses a premium 
for the higher risk. This definitely is hindering our daily business activities and 
growth, and the market could consequently be monopolized only by those big 
companies, which have high financial capability.” 
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To create access to finance to fund their operations and to bypass the bureaucratic 
requirements of the modern banking system, Ethiopian MSEs are relying on an indigenous 
financial system called ‘iqqub’2, a is a form of saving association in which a member agrees 
to pay regular fixed-sum payments in exchange for the privilege of receiving a large payout 
at some point in the life of the group.  
Cumbersome and excessive bureaucracy at the national and local levels pose further 
challenges to MSEs when seeking access to financing such as high budget deficits and 
unstable exchange rates; collateral demands; contract enforcement; and other regulatory and 
administrative institutional obstacles. This difficult-to-navigate landscape feeds the demand 
for iqqub by MSEs. One interviewee commented on the importance of this form of financial 
networking:  
“I think this system (iqqub) adopted by small businesses to create financial access 
for their business operations is now by far the most important and effective channel. 
It is bureaucratically efficient with low transaction costs. We will always compete 
with each other, but that does not mean that we should not collaborate to avoid the 
constraining factors in business. That’s why we have iqqub.” 
Iqqub consists of similar business groups: businesses of relatively the same size, sector and 
working territory. Compared with other types of iqqub, small business iqqubs are relatively 
institutionalized, complex and well-organized in terms of their procedures and life-cycles. 
Though the total sum of money can be modest, there are cases where the kitty amounts to 
millions of Birr. It is also important to note that these small business iqqubs operate 
according to written by-laws, which are enforceable in court. The number of participants is 
generally high and the length of time of iqqub is three months to a year. Membership is 
limited to a certain section of society, businessmen in particular, and the members’ business 
operations are relatively in close proximity, geographically and socially. While not all 
members will know each other, a newcomer will generally need to be known by five or six 
participants who will provide support information regarding his or her credit-worthiness and 
                                                 
2Iqqub is an indigenous mechanism conceived as a saving club combining a bank and a lottery (Worku, 2009). 
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also act as guarantors for him or her. Though basically business-oriented, social interaction 
amongst members is strong, and every time one iqqub cycle is terminated, another is started 
by more or less the same people participating in the previous one. Many of the interviewees 
stressed that iqqub is particularly important for small businesses as it provides not only the 
financial access but also enforces discipline in saving large sums of money, and does so with 
simplicity, flexibility, accessibility and requires fulfillment of social obligations.  
Theme 16: Need Based Innovation  
The interviewees emphasized that MSEs need to identify and continually reassess business 
opportunities in their area in order to survive. Addressing market inefficiency or societal 
frustrations through a need-based business model is one such opportunity to create high 
demand in the market for the products or services, the interviewees noted. Beyond market 
demand and profitability, the interviewees indicated that needs-based business activities 
could also help MSEs to successfully bypass regulatory constraints and those of social 
institutions. The interviewees indicated that when MSEs engage in business activities that 
address the basic needs of the community, the government and society at large “go easy” on 
them in terms of regulatory requirements, taxation, and other administrative burdens, and 
offer social respect and support. As one participant summarized: 
 “As an entrepreneur, you have to address the main problems of society. If you do 
so, it is like you kill not two but three birds with one stone. One, you will have high 
demand for your services or products, so you will be profitable and grow. Second, 
the government will consider you as a model entrepreneur and facilitate for you to 
have easier procedures of doing business in terms of access to credit, taxation and 
other administrative supports. Third, the society rushes to support and respect you, 
because you address the problems and get to grow your business.” 
The opportunity to bypass institutions with creative, need-based business activities was one 
of the main motivational factors that kept the entrepreneurs persevering with their business. 
According to their description, an entrepreneur has to find a way to minimize risk and to 
identify markets where there is sustainable growth, creating a product that can drive high 
demand, solution or approach to respond to societal needs and where customers have the 
desire to spend. As one of the interviewees describes, the business he runs with his partners is 
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a “bill paying services enterprise” which they set up in response to inefficiencies (and 
considerable community frustration) with existing payment processes.  
The entrepreneurs describe the situation in Ethiopia, where, like in many African countries, 
there is no online facility for the payment of electricity, water and telephone bills. The 
utilities sector in Ethiopia comprises of a number of discrete, government-operated 
companies. Customers wanting to pay their utilities bills are required to do so at multiple 
office locations, one for each of the services they use. As the payment period generally falls 
three to five days before the end of the month and there are penalties for not paying on time, 
lengthy queues form. Customers can often wait in line for an entire day just to pay a single 
bill. Since most customers will have three to five bills to pay around the same time and at 
different offices, each with significant wait times, the system is not only regarded as 
extremely inefficient, it is often unworkable for those who are busy with their day-to-day jobs 
or who have familial responsibilities such as caring for their elders. This governmental 
inefficiency has created a significant business opportunity for small businesses across the 
country, which collect all the bills from the local offices and distribute them to each 
household, collecting payments from the bill payers and taking a small commission for their 
services.  
When businesses emerge in response to social needs as described earlier, there are relatively 
few barriers to entry; legal procedures (proclamations) to formally outsource such 
government services to private enterprises are not in place. Hence, the government facilitates 
MSEs to carry out semi-formal agreements with government corporations. Because these 
business organizations solve the problems of the community and minimize government 
operational costs, the government overlooks tax and other legal requirements they have to 
fulfill such as renting an office, formally hiring employees, etc. that other businesses are 
required to meet before starting a business operation. Hence, MSEs that address social needs 
and government inefficiencies can capitalize on their contribution to social benefit and bypass 
the bureaucratic business regulations where other less socially oriented firms cannot. As one 
of the interviewee explained: 
“It’s unfortunate that in today's modern world, the long queue that one has to stand 
in to pay their water or electricity bills is one of the only things still done with an 
archaic style. However, small businesses are addressing the problem and at the 
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same time doing a profitable business. When you do such business that addresses 
the need of the society, you do not do tax returns. The regulations applicable to 
large companies such as environment regulations, marketing, employment 
procedures, intellectual property rights and other regulations are not applicable to 
us. The government is very lenient when you run a need-based business activity.”  
The informants added that the business engaged in addressing social needs has already 
expanded their business operations and aim to grow to introduce modern technology such as 
digital payment systems to satisfy the local and national markets. 
5.4 Synthesis of the Institutional Environment Elements   
The study’s findings indicate that identifying the issues (themes) of Ethiopian institutional 
environment in the context of MSEs is a complex process and has revealed themes not 
considered in previous studies. The data structure in Figure 5.1 (on page 103) displays all 
sixteen key themes (second-order themes) that emerged from this qualitative study; yet not 
only do the themes that emerged from the interviews need to considered, but also their 
connectedness.  
In order to provide a frame of reference that helps to analyze the processes underlying the 
viability of MSEs in Ethiopia, analytical guidance was drawn primarily from institutional 
theory. Building on the institutional theory (DiMaggio & Powell, 1991; Scott, 2014; 
Stenholm et al., 2013), four different institutional environment pillars were distinguished: 
regulative, normative, cognitive and conducive. Due to their direct relevance to the 
institutional environment, the second-order themes served as the basis for the subsequent 
aggregated institutional environment dimensions and the understanding of what elements of 
institutional environment impact on the viability of MSEs in Ethiopia. As these elements 
have been introduced by respondents with direct reference to their actions (and the actions of 
their MSE peers), they have been considered elements through which MSEs engage with the 
four dimensions of the institutional environment. Incorporating these four dimensions into 
the analysis facilitates the clarification of how the existing institutional environment elements 
associate, conflict, and shift within the MSE context (Busenitz et al., 2000).  
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5.4.1 Second Order Themes as Elements of the Institutional Environment 
The categorization of the primary elements currently being operationalized by MSEs in 
response to the enabling and constraining institutional environment they face in Ethiopia was 
undertaken according to the defining characteristics of each institutional dimension as described 
in Chapter 2. 
Regulative Dimension  
Institutions guide behavior by means of the rules of the game, monitoring, and enforcement 
(North, 1990). These regulative components stem primarily from governmental legislation 
and industrial agreements and standards. These rules provide guidelines for new 
entrepreneurial enterprises and can lead to enterprises complying with laws and also 
entrepreneurs’ compliance with laws or may require a reaction if there is a lack of law or 
inadequate enforcement of regulations in the entrepreneurial enterprises’ region. As such, the 
following identified themes were categorized as elements of the regulatory dimension: 
graduation of MSEs, ease of doing business, corruption and intellectual property rights. 
Normative Dimension 
Normative systems are typically composed of values (what is preferred or considered proper) 
and norms (how things are to be done, consistent with those values) that further establish 
consciously followed ground rules to which people conform (Scott, 2014). Normative 
institutions therefore exert influence because of a social obligation to comply, rooted in social 
necessity or what an organization or individual should be doing (Olsen & March, 1989). 
Baumol (1990) argues that some societies have norms that facilitate and promote 
entrepreneurship, while some other societies discourage it by making it difficult. Following 
this argument, the themes: societal pressure for success, social status for successful 
entrepreneurs and the role of mass and social media; were categorized as elements of the 
normative dimension.   
Cognitive Dimension 
The cognitive dimension represents models of individual behavior based on subjectively and 
(often gradually) constructed rules and meanings that limit appropriate beliefs, perception and 
actions. The cognitive pillar may operate more at the individual or firm level that reflects the 
firms’ behavior or actions based on their internalized values and beliefs (Peng, 2013). 
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Cognitive theorists, or those examining changes in the cognitive aspects of organizations (e.g. 
Powell & DiMaggio, 1991), are likely to focus on changes in conceptual beliefs, mental 
models, and interpretations of shared meanings when organizations go through significant 
change. Entrepreneurship scholars have built on these insights to suggest that perceptions of 
general and technological uncertainty as well as attitudes toward risk influence firms’ 
performance and their EO (Dickson & Weaver, 2008). Building on these insights, the themes 
opportunity perception, skills levels of MSEs, networking and MSEs’ tenderpreneurship 
practices, were considered as elements of the cognitive dimension.  
Conducive Dimension 
Finally, the conducive dimension represents the emergence of high impact and growth 
oriented firms that involve a distinct entrepreneurial activity (Acs, 2010). These enterprises 
require a set of framework conditions that provide a favorable environment for new 
innovations and knowledge-driven economic growth (Acs et al., 2008; Voss et al., 2010). As 
this dimension refers to the institutional capability of a country to produce “strategic 
enterprises”, the themes: promoting a competency-based support, MSE-university 
collaboration, venture capital, informal financial system and need-based innovation; were 
categorized as elements of the conducive dimension.  
5.4.2 Framework of Elements contributing to the Institutional Environment in 
Ethiopia 
The elements identified and categorized as a result of this study are by no means exhaustive. 
Rather, they represent a survey of those elements characteristic to the Ethiopian context. A 
fuller description of the institutional environment in Ethiopia, incorporating the above 
elements as well as other, more general, elements, is provided in Chapter 7. 
The study’s novel effort of operationalizing formal and informal institutions and connecting 
them to viability at the firm level contributes to the literature on the relationship between 
business viability and institutions in developing countries in general, and in Ethiopia in 
particular. The findings in this study strengthen previous research findings (e.g. Peng & 
Delios, 2006; Roxas & Chadee, 2013; Sapovadia, 2015) that the institutional environment 
forces are critical for entrepreneurial firms to enhance their entrepreneurship, thereby achieve 
their viability.  
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Figure 5.2 Theoretical model of the identified themes connectedness with the  
institutional environment pillars 
The overall institutional environment in Ethiopia represents a complex interplay of 
sometimes conflicting regulations, expectations and support structures. This environment 
exerts both facilitating and constraining pressures on the operation of MSEs. The actual 
impact of these pressures, both positive and negative, is dependent on a number of factors, 
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not the least of which is whether the enterprises elect to follow the institutions or to work to 
change them. Essentially, how firms position themselves to succeed within this institutional 
environment warrants examination. The following section seeks to provide a framework 
through which to consider this. 
5.5 Synthesis of the strategic positioning of MSEs in their Institutional 
Environment 
MSEs may abide by institutions and attempt to fulfill expected institutional requirements. 
However, given the cumbersome bureaucracy and unfavorable business environment, it may 
not be feasible for small businesses to comply with the existing regulatory and other 
institutional requirements. When these organizations are unable to follow or comply with 
institutional requirements, they may seek to attempt to alter the institutions and influence 
policy makers to create new institutions more favorable to their operations. Just as it is 
difficult to comply with entrenched institutions, it is also difficult for MSEs to alter 
institutions at a higher level, since altering institutions requires political influence and 
considerable resources. 
The findings of the study show that, rather than abiding or seeking to alter institutions, MSEs 
in the Ethiopian environment bypass them using five institutional elements, which were 
identified as second order themes – informal financial systems; need based innovation; 
corruption; networking and tenderprenership; and growth avoidance strategy. Figure 5.3 
shows the structure among the second-order themes and aggregate dimensions as they 
emerged from the data. The second order themes, were aggregated to third order to represent 
the institution bypassing strategies of small businesses in Ethiopia,  
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Figure 5.3 Structure of themes leading to circumventive and evasive strategies. 
Despite many of the respondents claiming they struggle to comply with the existing 
institutions within Ethiopia, primarily regulatory demands, all have managed to persist and 
many have achieved sustainable growth. Though some of the actions described throughout 
the interviews, would lead one to expect that constraints within the institutional environment 
would make non-compliant businesses unviable; by the respondents’ accounts, the businesses 
are actually succeeding. The analysis of the elements involved in each institutional pillar 
presents a range of strategies, some of which don’t fit easily within the current understanding 
of firm positioning within the institutional environment. Outside the abiding or/and altering 
behavior of firms, a number of the elements discussed by respondents could be described as 
bypassing the institutions. Within the analysis, two broad bypassing behaviors or strategies 
were identified, which this study has termed circumventive and evasive.  
The circumventive and evasive behaviors of MSEs serve as elements to better firms’ position 
in an inefficient or constraining institutional environment and can enable small businesses to 
survive and achieve continued business viability. As it is presented in the previous section of 
this chapter, the participants noted that the circumventive activities such as informal financial 
system and need based innovation may enable MSEs to identify market inefficiencies and 
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innovate to overcome that inefficiency without following the formal institutional business 
procedures. When MSEs engage in circumventive behavior, they play dual roles. Firstly, they 
are discovering unexploited profitable business opportunities that bring substantial sales and 
growth to the business. To re-quote one of the comments made by one of the interviewees: 
“I think this system (iqqub) adopted by small businesses to create financial access 
for their business operations is now by far the most important and effective 
channel….” 
This enhances a nation’s economy by bypassing stagnant and inefficient practices, building 
innovation capacity that can contribute to further a developing knowledge-based economy.  
Secondly, MSEs are successfully bypassing regulatory institutional burdens by leveraging off 
institutional loopholes or inconsistencies. Moreover, when it comes to the government’s 
monitoring and the burdens of enforcement of business regulations, governments in 
developing countries like Ethiopia welcome the simplification and rationalization of 
procedures and regulations; they are often eager to facilitate implementation of such 
regulation for firms engaged in business activities that address the needs of society at large. 
This element was presented under the need based innovation theme. As presented in the 
findings, when MSEs face challenges in accessing formal finance in the form of bank loans 
due to high-perceived risks and collateral legislations, MSEs use their own creative and 
indigenous financial system (iqqub) to secure access of financing. Such innovative business 
activities do not change the banking institutions; rather the firms create a solution that helps 
them to bypass the stifling institutions entirely. 
When policies and regulations are not adequately enforced and when MSEs fear failure due 
to tough competition in the market, they may engage in evasive business activities, such as 
corruption, tenderprenuership and growth avoidance strategy, to enable them to stay in 
business. Tax evasion is one readily apparent example of evasive activities, as are bribes paid 
to regulators or inspectors in evading onerous regulations. These unproductive activities may 
benefit the firms and enable them to persist in their business operation, but they also harm the 
local economy and society in general (Aparicio et al., 2015; John, 2011). 
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Until now researchers have considered the circumventive and evasive behaviors of business 
organizations as types of institution-altering behavior. Although circumventing, evading and 
altering behaviors usually go hand in hand, the primary intent of circumventive and evasive 
entrepreneurship is not to change institutions. Rather they enable firms to bypass constraining 
institutions, leaving the institutions themselves as they were before. 
5.6 Summary  
This chapter presented the qualitative analysis using Gioia’s method of data analysis to 
synthesize and describe the response of the key informants. The interviews were conducted in 
two waves with 32 MSE owners/operators in Ethiopia. The study identified sixteen second-
order themes as elements that constitute the Ethiopian institutional environment. The findings 
showed that the Ethiopian institutional environment settings had both positive and negative 
influences on the viability of small businesses. Thus, viability is substantially determined by 
the level of conduciveness of the institutional environment.   
It is very interesting to note that the findings of this study point to an understanding that 
viability is substantially determined not only by the ability of firms to follow (institution-
abiding) or to challenge (institution-altering) institutions, but is also dependent on their 
ability to bypass them by either circumventing or evading the institutional requirements. 
When small businesses are not in a position to adapt or change the institutions due to high-
cost or lack of power, institution-circumventing and institution-evading entrepreneurial 
activities are the next best solution for ongoing viability. 
The next chapter presents the quantitative analysis conducted in phase two of the study. The 
findings show the extent to which institutional environment dimensions effect the EO and 
viability of MSEs in Ethiopia as well as the mediating role of EO on the interplay between 
institutions and MSE viability.  
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Chapter 6 - QUANTITATIVE FINDINGS 
6.1. Introduction  
Examining and understanding essential characteristics of the data set is an important 
preliminary step to check readiness for conducting multivariate analysis, such as structural 
equation modeling (SEM) (Hair et al., 2010; Tabachnick & Fidell, 2007). The first section of 
this chapter presents the preliminary data analysis procedures conducted and the steps taken 
to prepare for further statistical analysis. The preliminary examination involves assessment of 
missing data, outliers, normality tests and non-response bias analysis (Creswell & Clark, 
2007). 
Likewise, a critical review of a measurement model in order to establish accuracy in the 
statistical analysis is an important concern for social science researchers (Jarvis, MacKenzie 
& Podsakoff, 2003). Verification of constructs in social science is relatively difficult 
compared to natural science. Researchers depend on construct validity and reliability 
instruments to assess potential measurement biases and measurement model miss-
specifications in their theoretical models (Davis & Venkatesh, 1996). A valid and reliable 
measure verifies that indicator items are accurate and useful measures of the underlying 
phenomena (Straub, Gefen & Boudreau, 2005) and that the results drawn from the statistical 
analysis are conclusive, unbiased and stable (Gefen, Straub & Boudreau, 2000). Following 
recommendations of Straub et al. (2005), Tabachnick and Fidell (2007) and (Hair et al., 
2010), the second section of this chapter presents the statistical procedures conducted on the 
measurement model of this study to establish validity and reliability. 
6.2. Data Examination and Preliminary Analysis  
This section is organized into seven sections. Section 6.2.1 contains a discussion of the data 
checking and cleaning procedures; section 6.2.2 presents the methods used to identify 
missing data and their treatment; section 6.2.3 details the process of identifying and handling 
outliers, including justification for the treatment of outliers; and section 6.2.4 presents 
discussion of the data normality testing and the procedures employed to deal with normality 
issues. To prepare the data for further statistical analysis, the subsequent sections discuss the 
statistical tests for non-respondent bias (section 6.2.5) and common method bias (section 
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6.2.6). The final section, section 6.2.7, presents the demographic characteristics of the 
respondents. The chapter concludes with the summary of the data analysis results. 
6.2.1. Data Screening Process 
Data screening processes begin with inspection of the data to identify and fix obvious errors, 
followed by tests to identify missing data and tests for normality (Hair et al., 2011; 
Tabachnick & Fidell, 2007). According to Hair, Ringle and Sarstedt (2011), data screening 
procedures help to (a) minimize measurement errors in the dataset and (b) fulfill the 
prerequisite assumptions to conduct the multivariate analysis.  
In this study, three steps were conducted during the data screening process. These included 
identifying and fixing missing data; identification of outliers; and assessment of normality 
assumptions (Byrne, 2013). The data were collected from Ethiopian MSEs using a paper-
based questionnaire (see Appendix 4.1 for the survey questionnaire). Considering the sample 
frame, 1,100 questionnaires were distributed with the assistance of research assistants (in 
early March 2016). Recipients were followed-up in person, via email and over the phone until 
the end of June 2016 to ensure a high response rate. At the completion of the four-month 
collection period (from March 2016 to June 2016), 600 responses had been received (54.5% 
response rate). The raw data was coded and entered into a database using SPSS Statistics 
V23.0. Entries were double-checked and errors were corrected. 
6.2.2. Missing Data 
Missing data refers to items within the data set that remain unanswered by the respondents 
(Hair, Anderson, Babin & Black, 2010). When a data set contains missing data it reduces the 
sample size for analysis and possibly produces biased results (Byrne, 2013; Hair et al., 2010). 
According to Hair et al., (2010), four-steps can be applied to identify and remedy missing 
data. The first step is to understand the type of missing data and to determine whether the 
missing data is able to be ignored based on implications for the analysis. Missing data located 
within the demographic section of the survey can be ignored as its absence will not have a 
significant impact on the subsequent analysis. However, missing data in items covering the 
main latent constructs in the study (institutional environment in Ethiopia, EO and viability), 
require remedial steps to be undertaken as the absence is deemed significant (Hair et al., 
2010). In the second step, if the missing data are not ignorable, an assessment has to be 
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conducted to identify whether the extent of the missing data is small enough to not influence 
the analysis results. The third step involves examining the randomness of the missing data; 
that is, determining if the nature of the missing data is at random (MAR), which is random 
but not generalizable to the population; or completely at random (MCAR), which means 
sufficiently random to accommodate any type of missing data remedy. Once the randomness 
of the missing data is ascertained, the fourth step involves the decision of whether to replace 
or delete the variables and cases with missing values. If replacement is required, the missing 
data can be replaced by known values or by calculated mean values. 
In this study, initial examinations of the 600 responses during the data screening process 
identified 17 incomplete cases (questionnaires). Each of these cases contained instances 
where the respondent had failed to fill out one or more pages of the returned questionnaire. 
These cases were excluded as the volume of missing data was too high; 583 cases were 
retained for the next step in the analysis. 
The four steps recommended by (Hair et al., 2010) were then employed to deal with any 
missing data in the remaining cases (583 questionnaires). All other instances of missing data 
in this study were located outside the demographic section of the survey; as such, the missing 
data was not ignorable. Further statistical analysis was performed to determine the breadth 
and magnitude of the impact of the missing data by calculating the number of observations 
(cases) with missing data within each variable (see Appendix 6.1a). The results showed 22 
cases with missing values. Analysis of missing data revealed the missing values represented 
0.5 percent of the data set when non-metric data values were excluded (137 instances of 
missing data out of the total of 27,984 values, calculated by multiplying the 48 variables by 
the 583 cases). The missing data is detailed in Table 6.1below.  
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Table 6.1 Missing Data Analysis by Case 
Case ID No. Total Number of variables 
Number of 
missing values 
Percentage of 
missing value Remark 
8 48 3 6.3% Not Deleted 
21 48 6 12.5% Deleted 
69 48 4 8.3% Not Deleted 
114 48 8 16.7% Deleted 
161 48 13 27.1% Deleted 
189 48 4 8.3% Not Deleted 
265 48 21 43.8% Deleted 
274 48 4 8.3% Not Deleted 
276 48 5 10.4% Deleted 
306 48 4 8.3% Not Deleted 
349 48 3 6.3% Not Deleted 
382 48 17 35.4% Deleted 
409 48 3 6.3% Not Deleted 
412 48 2 4.2% Not Deleted 
438 48 3 6.3% Not Deleted 
462 48 23 47.9% Deleted 
495 48 4 8.3% Not Deleted 
507 48 2 4.2% Not Deleted 
519 48 3 6.3% Not Deleted 
533 48 3 6.3% Not Deleted 
571 48 2 4.2% Not Deleted 
 
The criterion given by Hair et al. (2010) is that a variable with minimum of 15 percent 
missing data and an individual case with minimum of 10 per cent missing data are candidates 
for deletion, except where the occurrence of the missing value appears non-random. As 
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shown above in Table 6.1, seven cases were deleted given their missing value was more than 
10%. After the deletion of the seven cases, the missing values in the remaining 53 cases were 
replaced using ‘mean’ substitution technique. This method was employed to eliminate bias 
during the multivariate analysis (Byrne, 2016). Examining the missing data analysis, it is 
evident that the maximum missing data per variable is 2.92%, which is below 15 percent 
threshold; as such, none of the variables required deletion. After inputting missing values 
using mean substitution, 576 cases were retained for further statistical analysis.   
6.2.3. Outliers Assessment  
Outliers are data with extremely high or low values, or with unique characteristics that make 
them stand out from other values in the data set (Hair et al., 2010). Outliers may significantly 
affect the result of statistical analysis including parameter estimates, model fit and standard 
errors (Byrne, 2016). A data set can be examined to check outliers using univariate, bivariate 
and multivariate methods. While univariate and bivariate methods can be used to check 
outliers on one and two variables respectively, the multivariate method is employed to check 
outliers on two or more variables (Kline 2010, 2005). Given this study is using SEM-based 
multivariate analysis, a multivariate test was employed to investigate the existence of 
outliers. 
The multivariate outliers are detected by computing the squared Mahalanobis distance for 
each case in the data set. According to Hair et al. (2010), the Mahalanobis (D2) measure can 
be used to accurately measure the multidimensional aspect of each case across a variable set. 
D2 measures each case’s distance from the mean of all observations in multidimensional 
space, by providing a value for each case or observation despite the number of variables 
considered. 
Once the D2 measures were calculated, outliers were identified using the chi-square value, 
which was calculated using the number of variables as the degrees of freedom and an alpha 
level of .001 (Tabachnick & Fidell, 2007; Warner, 2008). There are 48 items in this study; 
therefore the critical value was calculated at 86.67. The Mahalanobis distances range from 
12.37 to 131.98. In this case, 24 cases greater than the critical value (86.67) were identified as 
outliers (full details are provided in Appendix 6.2). 
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Table 6.2 Residuals Statistics 
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 1143.12 4556.19 2661.49 557.827 576 
Std. Predicted Value -2.722 3.397 .000 1.000 576 
Standard Error of Predicted Value 159.840 504.104 306.555 57.637 576 
Adjusted Predicted Value 1152.08 4659.39 2669.51 570.371 576 
Residual -2347.433 2192.645 .000 1001.639 576 
Std. Residual -2.239 2.092 .000 .956 576 
Stud. Residual -2.392 2.154 -.004 1.003 576 
Deleted Residual -2678.187 2398.615 -8.013 1104.010 576 
Stud. Deleted Residual -2.403 2.161 -.004 1.004 576 
Mahal. Distance 12.371 131.979 49.913 18.957 576 
Cook's Distance .000 .028 .002 .003 576 
Centered Leverage Value .022 .230 .087 .033 576 
a. Dependent Variable: ID 
 
The other information in the output concerning unusual cases (outliers) in Table 6.2 above is 
to check if there is a standardized residual greater than 3.0 or smaller than -3.0 (Hair et al., 
2010). In this study, the standardized residual ranges from -2.24 to 2.09, which indicated 
there were no major outlier issues in the data. To check whether the outlier cases exerted any 
excessive influence on the results of the entire model, the value for Cook’s Distance was 
considered. According to Byrne (2013) cases with values exceeding 1 indicate potential 
issues. In this study the maximum value for Cook’s Distance was .028, indicating no notable 
issues. Moreover, Warner (2008) states that the normal P-P plot points ought to follow a 
straight line and any large departures from the line would suggest that normality assumption 
is not met. Figure 6.1 reveals that the plots are more or less on the line of normality, 
indicating there is no major cause for concern.  
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Figure 6.1 Plotted Points of Regression Standardized Residual 
In summary, 24 cases in the data set were identified as multivariate outliers. In line with the 
recommendation by(Hair et al., 2010) and Tabachnick and Fidell (2007), these outliers were 
dropped from the data set and the remaining 552 cases were retained for further analysis. 
6.2.4. Multivariate Normality Test 
The most fundamental assumption and one of the assumptions required to be met in 
multivariate analysis, is normality (Hair et al., 2010; Meyers, Gamst, & Guarino, 2006). 
Normality refers to an arrangement or shape of the data set in which most values gather in the 
middle range (Hair et al. 2010). When the values of the data vary significantly from the 
normal distribution, it results in invalid statistical results, given that several types of statistical 
analysis, including SEM, are based on the assumption of normal data distribution. According 
to Hair et al. (2006, p80), to check normal distribution of the data, the multivariate normality 
test is adequate, particularly when the sample size of the data set is large (>200 cases); 
however, attaining univariate normality for all variables is recommended to ensure a more 
robust data screening process. Thus, following the missing value analysis and test for 
outliers, a univariate normality test was conducted for all the retained variables (that is, 48 
variables of the 552 cases) and the results assessed. Univariate normality is measured by 
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kurtosis and skewness. Kurtosis measures whether the data contains a high prominence of 
outliers (sometimes referred to as heavy-tailed) or a low prominence or lack of outliers 
(referred to as light-tailed) compared to a normal distribution. Skewness is a measure of 
symmetry; distribution of the data is considered symmetrical if the left and right sides of the 
center point look the same. 
Tabachnick and Fidell (2007, p. 84) suggest skewness does not “make a substantive 
difference in the analysis” with a relatively large sample size data, whereas kurtosis can 
underestimate or distort the variance result (although the risk is minimized with a large 
sample size). According to Hair et al. (2010), a value between ±2 in skewness and kurtosis is 
generally acceptable. Tabachnick, Fidell and Osterlind (2001) suggest a more relaxed 
measure of both skewness and kurtosis, where a value between -4 and +4 is considered 
acceptable. Other scholars such as Kline (2010, 63) suggest an even more lenient measure of 
±10 for kurtosis.  
Given that this study is using a covariance-based software program (AMOS) to conduct the 
SEM analysis, the issue of kurtosis is more pertinent than the issue of skewness (Byrne, 
2013), since the existence of non-normal data can inflate the chi-square value significantly 
and distort the goodness of fit (GOF) indices (Hair et al., 2010). 
The analysis to determine kurtosis and the skewness values for the survey data set was 
conducted using SPSS Statistics V23.0. Appendix 6.3 presents the results of the kurtosis and 
skewness test for all items of the survey. Skewness and kurtosis values for this study are 
below the Hair et al.’s maximum thresholds (±2), except for one item (COND_item9). 
Accordingly, the item was removed from the data set and the remaining 47 items were 
retained for further analysis.  
Although there is a slight negative skewness and kurtosis in many of the items, the 
assumption of normality is not violated. Nonetheless, the study used the bootstrap procedure 
within AMOS to adjust the chi-square test and the standard error estimates to account for 
multivariate non-normality in the data. This was a precautionary measure to prevent any 
minor normality issues in the data (Byrne, 2013). In particular, this study used the Bollen-
Stine bootstrap probability (p) to assess model fit. The Bollen-Stine bootstrap is a bootstrap 
alteration of chi-square, used to assess the model fit (Byrne, 2013; Ullman & Bentler, 2003). 
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6.2.5. Assessment of Non-Response Bias 
Non-response bias presents when there is a noticeable difference between those who did and 
did not respond to the survey. It can also be assessed by examining the difference on key 
demographics or variables among those who responded to the survey at different time frames 
(Hair et al., 2010). Late respondents, those who respond to the survey after several reminders, 
are more likely to have the same characteristics as non-respondents. They may have either 
low interest in the research topic or answer the survey in a way that expresses their 
impression of what the researcher is expecting as a response rather than their actual beliefs 
(Creswell, Ebersohn, Eloff, Ferreira, Ivankova, Jansen, Nieuwenhuis, Pietersen, Plano Clark 
& Van der Westhuizen, 2010). Significant difference between the respondents can result in 
higher variances for the estimates and this may skew or invalidate the results of the study 
completely (Fowler Jr, 2013). Where the difference among the respondents is not significant, 
the survey data can justifiably be combined for further analysis.  
Accordingly, analysis for non-response bias was performed on variables that were considered 
to be of most interest to the respondents. This analysis compared the pattern of responses 
from early and late respondents. Being a survey investigating the effect of institutions on the 
viability and EO of MSEs, those MSEs that perceived the impact of the institutional 
environment to be very serious (favorably or negatively) were assumed to be more motivated 
and more interested in responding to the survey on time than those with moderate perception 
of their institutional environment. In addition to this, the measures related to EO and the 
viability condition of their business were identified as those measures most likely to influence 
MSE operators or managers in the way they run their businesses and therefore increase their 
interest in responding to the survey. Each survey questionnaire was dated on return to enable 
the identification of early and late responders. The non-response bias was assessed based on 
the mean of the EO and business viability constructs of early respondents (the first 80 
responses received) and late respondents (the last 80 survey responses received). 
Accordingly, the early respondents represented 14.5 percent of the cases and the late 
respondents represented 14.5 percent of the cases. These 160 cases were analyzed using a 
two-sample t-test. Table 6.3details the independent sample t-test result.  
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Table 6.3 Independent Sample t-test for Non-Response Bias 
Variable t df Sig. (2-tailed) 
Mean Std. Error 
Difference Earlier Later Difference 
EO 0.91 158 0.36 3.94 4.26 0.32 0.003 
Viability 0.012 158 0.99 4.20 4.19 0.01 0.003 
***p ≤ 0.001, **p ≤ 0.01, *p ≤ 0.05 
The results presented in Table 6.3 reveal that there was no significant difference in the 
dependent variables between early and late respondents. Thus, the collected survey data was 
considered ready for further analysis. 
6.2.6. Assessment of Common Method Bias  
Common method bias is a systematic variance error attributed to the measurement method 
rather than the constructs because of the common method used in collecting data (Podsakoff, 
2003; Zhang, 2010). When data is collected for both the predicator and criterion variables at 
the same time, from the same participants, in the same context, using the same item 
characteristics, the strength or weakness of the inter-correlations among variables could be 
attributed to the data collection method rather than the research model's hypothesized 
relationships (Straub et al., 2005). This may negatively affect the validity of the conclusions 
drawn from analysis results (Podsakoff, 2003). 
Of the numerous options provided in the literature, one of the most common methods for 
identifying common method bias is using Harman's single factor test (Saunders et al., 2011; 
Zhang, 2010). By loading all of the indicator items into the EFA using the unrotated 
configuration, the number of factors required to account for the total variance can be 
detected. If a single factor is revealed to account for the majority of the covariance between 
the measures (>50%), then it can be assumed that common method bias is prevalent (Straub 
et al., 2005). 
Using the unrotated Principal Component Analysis, the EFA result is presented in Table 6.4. 
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Table 6.4 Test for Common Method Bias -Total Variance Explained 
Component 
Initial Eigenvalues Extraction Sums of Squared Loadings 
Total % of Variance 
Cumulative 
% Total 
% of 
Variance 
Cumulative 
% 
1 18.255 36.509 36.509 18.255 36.509 36.509 
2 6.791 13.583 50.092 6.791 13.583 50.092 
3 5.205 10.411 60.503 5.205 10.411 60.503 
4 3.545 7.090 67.593 3.545 7.090 67.593 
5 3.179 6.358 73.951 3.179 6.358 73.951 
6 2.691 5.382 79.332 2.691 5.382 79.332 
 
Six factors with an eigenvalue greater than 1 accounted for approximately 79 percent of the 
variances in the measures. As the first of these six factors accounted for only 36.5 percent of 
the variance in the measures (well below the 50 percent threshold that would indicate the 
existence of common method bias), it was concluded that common method bias was not a 
major issue within the data set and therefore was unlikely to mislead the interpretation and 
conclusions of the study.   
6.2.7. Respondents’ Profile  
In this final section, the demographic characteristics of the survey respondents and their 
respective firms are presented. A statistical summary of the MSEs is provided with respect to 
their location (region and city), size, sector, years in businesses and number of employees. 
Profile summaries are also presented for the owners/managers of these MSEs with respect to 
age, gender, education and position within the firm.  
6.2.7.1. Firm Characteristics 
As outlined in Chapter 4, the sample for this study comprised of micro and small enterprises 
in Ethiopia. Under the standard business size classification in Ethiopia (FeMDA, 2011), 
54.5% of the sample firms were classed as micro-enterprises, with the remainder of the 
sample classed as small enterprises (45.5%). Table 6.5 presents detailed descriptive statistics 
of the firms’ profile. When compared to the lists of registered firms from the federal and 
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regional governments, the distribution of this study's sample matches the current spread of 
Ethiopian businesses in terms of size and sector. Both the records and the sample showed that 
micro-enterprises constituted the majority of the total number of enterprises doing business in 
the respective regional administrations. The sample was also in line with the government 
records with respect to the distribution of businesses across regions and cities. 
In terms of their experience in business, the sample result showed that the majority of the 
firms (55.4%) had 3-5 years of experience in business, with the remaining firms having more 
extensive experience: 5-7 years (35%) and over 7 years (9.6%).  
Table 6.5 Profiles of Respondent Firms 
Demographic Category Sub-category Frequency  % 
Firm size 
Micro 301 54.5 
Small 251 45.5 
Total 552 100.0 
Years in businesses 
3-5 years  306 55.4 
5-7 years 193 35.0 
More than 7 years 53 9.6 
Total 552 100.0 
Region 
Tigray 140 25.4 
Amhara 134 24.3 
Oromia 137 24.8 
SNNP 141 25.5 
Total 552 100.0 
City 
Mekelle 75 13.6 
Wukro 65 11.8 
Bahirdar 64 11.6 
Gonder 70 12.7 
Addis Ababa 68 12.3 
Adama 69 12.5 
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Demographic Category Sub-category Frequency  % 
Hawassa 69 12.5 
Arbaminch 72 13.0 
Total 552 100.0 
Sector 
Manufacturing 320 58.0 
Service 133 24.1 
Trade 99 17.9 
Total 552 100.0 
Number of employees 
3 29 5.3 
4 88 15.9 
5 121 21.9 
6 11 2.0 
7 3 .5 
8 6 1.1 
9 15 2.7 
10 11 2.0 
11 15 2.7 
12 43 7.8 
13 28 5.1 
14 32 5.8 
15 39 7.1 
16 33 6.0 
17 24 4.3 
18 21 3.8 
19 17 3.1 
20 15 2.7 
21 1 .2 
Total 552 100.0 
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Regarding the sectors of the sample firms, Table 6.5 shows that the majority of the sample 
business enterprises were drawn from the manufacturing sector (58%), with firms from 
service and trade sectors accounting for 24.1% and 17.9%, respectively. The result also 
shows that respondents reported between 3 and 21 employees working in their respective 
firms.  
6.2.7.2. Respondent Characteristics 
As shown in Table 6.6 the respondents were drawn from diverse ages, with reported ages in 
the range of 21 years to 64 years. The majority of respondents fall within the 30-39 year 
range (about 41%), 18-29 years (about 36%), 40-49 years (about 15%) 50-59 years (7%) and 
the remaining 1% respondents were aged over 60 years. In terms of the respondents’ position 
in their respective firms, the majority of the respondents and key informants (69.4%) were 
owners, the remaining 21.4% and 9.2% of respondents held managerial and operator 
positions respectively. In terms of the respondents’ gender, the results showed that majority 
of respondents in the sample (roughly 72%) were male, while the remaining 28% were 
female. The results also showed that the educational backgrounds held by respondents 
include 48% with diploma level education, around 46% of the respondents with under 
graduate degree, 1.6% with master degree and the remaining 4.5% of respondents had other 
educational background. 
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Table 6.6 Profile of respondent individuals 
Demographic Category Sub-category Frequency  % 
Age 18-29 years 198 35.9 
30-39 years 226 40.9 
40-49 years 82 14.9 
50-59 years 39 7.0 
60 years and above 7 1.3 
Total 552 100.0 
Gender Female 155 28.1 
Male 397 71.9 
Total 552 100.0 
Education Diploma 265 48.0 
B.A/B.Sc 253 45.8 
MA/MSc 9 1.6 
Other 25 4.5 
Total 552 100 
Position Owner  383 69.4 
Manager 118 21.4 
Operator 51 9.2 
Total 552 100 
 
6.2.7.3. Confirmation of Data Preparedness 
In summary, examination of the data shows that the initial number of the survey responses of 
600 was reduced to 552 after removing 48 unusable survey questionnaires (cases). More 
specifically, 17 cases were deleted as incomplete due to unfilled out pages, seven cases 
deleted in the missing data assessment, and 24 cases removed as a result of the outlier 
examination. Therefore, 552 valid cases in the dataset were retained for the consequent 
statistical analysis.  
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The study found no major concern with respect to skewness and kurtosis in all measurement 
items; except for one item (COND_item9). This one outlier item was removed from the data 
and 47 variables (indicator items) were retained for further analysis. 
Examination for non-response and common method biases did not present concerns. 
Descriptive analysis of the firms' and respondents’ profiles also confirmed that the sample 
firms from which the respondents were drawn were representative of MSEs in Ethiopia and 
that the respondents were likely to be well experienced and informed in matters relating to 
their respective institutional environment, EO and business viability. 
In sum, the data examination and screening procedures presented in this chapter have ensured 
that the data have: no missing values, outliers, non-normality, non-response bias and common 
method bias. These procedures confirmed the data set was ready for further analysis.  
The next sections presents the instrument validity, reliability and measurement model 
procedures and results.   
6.3. Assessment of the Measurement Model 
The assessment of construct validity and reliability enables researchers to standardize 
measures and draw generalizations from the results of the study (Hair, Money, Samouel & 
Page, 2007). Construct validity is defined as the ability of measurement instruments to 
measure what they are seeking to measure (Tabachnick et al., 2001). In other words, do the 
means of measurement enable the researcher to address the research objectives properly, or 
assess how reliable the research results are (Joppe, 2000). According to Lewis, Templeton 
and Byrd (2005), validity deals with the strength of relationship or degree of agreement 
between the construct being measured and the measurement items. On the other hand, 
reliability refers to the measurement instruments’ consistency over time and whether the 
study results accurately represent the total population under study (Joppe, 2000). If a study's 
results can be reproduced in future studies using the same methodology, then the research 
instruments can be considered reliable. Figure 6.2 presents a visual representation of the 
validity and reliability tests conducted for this study.  
Following on from this, the remainder of this section is organized into four sub-sections. 
Section 6.3.1 presents the procedures used to determine content validity. Section 6.3.2 
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provides a discussion of the process followed to refine and purify the initial measures. 
Section 6.3.3 establishes the uni- or multi-dimensionality of the constructs using exploratory 
factor analysis (EFA). Section 6.3.4 provides the procedures of structural equation modeling 
(SEM), incorporating the congeneric measurement model and the structural model, and uses 
confirmatory factor analysis (CFA) to verify the validity of the constructs used in this study, 
to test the reliability of the full model and examine the mediating effect of EO on the 
interaction between institutional environment pillars and the viability of MSEs. The CFA 
results for each construct in the study are also presented. 
 
Figure 6.2 Instrument Development and Validation Processes 
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6.3.1. Content Validity 
Content validity refers to the extent to which a measurement instrument represents the 
components of a given latent construct (Garver & Mentzer, 1999). Colquitt, Baer, Long and 
Halvorsen-Ganepola (2014) suggest content validity should be carefully considered when 
constructing the measurement instrument as it assists researchers in interpreting variables, 
and the relationship between them in a more theoretical manner. Failing to develop or adopt 
accurate instruments to measure the latent construct may nullify the results of a study. Hence, 
a researcher should ensure that content validity of the instrument is established before further 
analysis of the data set is undertaken.  
To ensure content validity, this study clearly contextualized the constructs that constitute the 
overarching theoretical model (see Chapter 4 for more details). Extensive review of extant 
literature was conducted and measurement items were adopted from prominent studies. A 
number of the measurement items were modified to fit the context of Ethiopia based on the 
findings of the preceding qualitative study. Following development of the instrument items, a 
pre-testing method was conducted. The goal of this method is to determine the relevance or 
accuracy of items to the constructs being measured. Straub et al. (2005) state that content 
validity can be enhanced by accessing expertise in the research area to gather opinions on 
(and initial evaluation of) the instrument items intended to measure a given construct. The 
pre-testing for both the exogenous and endogenous variables was conducted with a total of 
eleven experts (seven academics and four practitioners) familiar with the measurement model 
and the institutional fabric of the Ethiopian environment. Moreover, an initial pilot test with 
30 entrepreneurs, representing different sectors of MSEs, was conducted. Suggestions 
received from pilot study respondents helped to modify and tailor the wording of subsequent 
measurements instruments. 
6.3.2. Purification and Refinement of Measures 
A measurement instrument may contain ‘garbage’ items, those which do not exhibit 
similarity with other items designed to measure the same latent construct (Min & Mentzer, 
2004). Unnecessary factors might be produced if a researcher fails to identify and remove 
‘garbage’ items prior to determining the factors that represent the construct. A common 
method used to purify measure instruments is internal consistency reliability (Tabachnick & 
Fidell, 2007). In order to maintain good internal consistency, respondents are expected to 
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provide the same answer for each question. If respondents give different values in answering 
the questions that measure a construct, this may indicate that the survey questions are poorly 
worded and, as a consequence, not measuring the construct being measured reliably. 
Internal consistency reliability can be measured using Cronbach's alpha (α) (LoBiondo-Wood 
& Haber, 2014). Tabachnick and Fidell (2007) argue that a researcher should first determine 
the coefficient alpha prior to other assessments of instruments. Cronbach’s alpha is calculated 
by correlating the score for each scale item with the total score for each observation in 
relation to the variance for all individual item scores (Field, 2009; Straub et al., 2005). The 
resulting α coefficient ranges from 0 to 1, with a higher value representing a higher level of 
overall reliability of the measure. In other words, if the scale items are in no way correlated 
or do not share covariance, then α = 0; and, if all of the items are entirely dependent on each 
another or have high covariance, then α will be close to 1. Standards for what makes a “good” 
α coefficient are dependent on the theoretical perspective of the study and are often 
somewhat subjective. Many scholars recommend a minimum α coefficient between 0.65 and 
0.8 (even higher in some cases) (Hair et al., 2010; Hair, Money, Samouel, & Page, 2007; 
Tabachnick & Fidell, 2007). A Cronbach’s alpha coefficient of less than 0.5 is generally 
considered unacceptable and subject for deletion, especially for scales claiming to be 
unidimensional. In addition to Cronbach’s alpha coefficients, Hair et al. (2010) suggest 
considering corrected item-total correlation in measuring the reliability of a multi-item scale; 
this is the correlation between an individual item and the recalculated score when that item is 
removed. According to Hair et al. (2010), an item with a low corrected item-total correlation 
value (a value of less than 0.3) does not represent the intended construct and may result in 
measurement error. Items with low values or poor correlation should be considered for 
deletion. When the internal consistency reliability of a variable is low, the generally accepted 
remedy is to delete items until the α coefficient reaches the required level (Churchill, 1979). 
To refine and purify the measures, in line with the practices suggested above, statistical 
analysis of internal consistency reliability was conducted for the six main constructs 
including regulatory pillar, normative pillar, cognitive pillar, conducive pillar, EO and 
business viability. The internal consistency reliability was assessed using Cronbach’s alpha, 
corrected item-total correlation and Cronbach’s alpha if item is deleted statistics (see 
Appendix 6.4). The result shows that the value of Cronbach’s alpha is >0.94 for all 
constructs, the value of corrected item-total correlation is >0.7 for all items and the value of 
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Cronbach’s alpha if item is deleted is greater than 0.9 for all items. Based on these results, the 
measurement instrument is considered consistent and reliable.  
6.3.3. Assessment of Constructs’ Dimensionality  
Exploratory factor analysis (EFA) was conducted to define the underlying relationship and 
dimensionality of the measured variables in this study. EFA is commonly used by researchers 
to determine the number of factors influencing the variables and to analyze which variables 
‘go together’ (Bayraktaroglu & Atrek, 2010). In other words, EFA assists in determining 
whether a theoretical construct is a uni or multidimensional factor (DeCoster, 1998). Factor 
analysis is useful in uncovering underlying concepts in a study, and to facilitate interpretation 
in studies irrespective of the number of variables or questionnaire items (Yong & Pearce, 
2013). Factor analysis is based on the concept that there are a number of latent constructs 
underlying the measurable, observable variables of a study. The number of variables can be 
narrowed, guided by the common variance of these latent constructs. This is referred to as 
reducing dimensionality (Bartholomew, Knott & Moustaki, 2011). These unobservable 
factors, though not directly measured, are useful hypothetical constructs to be utilized when 
representing variables (Tabachnick & Fidell, 2007). 
To ensure the data is ready for factor analysis, it is important that it meet the prerequisite 
criteria or assumptions, including normality of the data, absence of outliers, factorability of 
the data, and adequate sample size. EFA also requires the data to be free of univariate and 
multivariate outliers and that the criteria for univariate and multivariate normality should be 
met (Field, 2009). As discussed in the previous chapter (refer to further detail in section 6.4 
and 6.5), this study has fulfilled the criteria of univariate and multivariate normality and 
outliers were identified and appropriate measures were undertaken. As shown in Table 6.7, 
the factorability of the data was tested using the Kaiser-Meyer-Olkin measure of sampling 
adequacy (KMOMSA) and Bartlett’s Test of Sphericity (BTOS).  
EFA operates on the assumption that a linear relationship exists between the factors and the 
variables when computing correlations (Hair, Jnr, BABIN, Anderson & Tatham, 2010). Thus, 
factor analysis assumes observed measures are affected by underlying factors, both common 
and unique, and that the correlation patterns between these underlying factors can be 
determined (Yong & Pearce, 2013). While KMOMSA indicates the proportion of variance 
that may be caused by underlying factors, BTOS tests the notion that the correlation matrix is 
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an identity matrix, which would indicate that the variables are unrelated and therefore 
unsuitable for structure detection (Stewart, 1981). According to Tabachnick and Fidell 
(2007), data is suitable for factor analysis if the KMOMSA is greater than 0.5 and the 
Bartlett’s test is significant (< 0.05). The result in Table 6.7 shows that the difference 
between the correlation matrix and the identity matrix is significant, with a p-value of .001 
and as such, adequate correlations exist among the items measuring the constructs. All these 
measures indicated that the data was suitable for factor analysis.  
Concerning sample size, EFA is generally more suited to studies with large samples because 
the larger sample size diminishes the impact of errors in the data (Yong & Pearce, 2013). The 
ratio of respondents to variables should be at least 10:1 and factors should be considered to 
be stable (Yong & Pearce, 2013). Comrey and Lee (1992) recommend a sample size of at 
least 300 participants, and that each of the variables to undergo factor analysis has, at a 
minimum, a subject to variable ratio of between 5:1 and 10:1. The 552 cases of this study 
clearly exceed this sample size requirement, as do the subject to variable ratios, which present 
at a minimum of 46:1, as shown in Table 6.7; this confirms the data is suitable for 
exploratory factor analysis.  
Table 6.7 KMO and Bartlett's Test 
Construct No. of Items KMO 
Bartlett’s 
Test 
Subject to 
Variable 
Ratios 
Remark 
Regulatory 7 0.947 .000 79:1 Supported 
Normative 5 0.896 .000 110:1 Supported 
Cognitive 9 0.963 .000 61:1 Supported 
Conducive 8 0.930 .000 69:1 Supported 
Entrepreneurial Orientation 9 0.967 .000 61:1 Supported 
Viability 9 0.955 .000 61:1 Supported 
Overall 47 0.955 .000   
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Factor analysis was performed using the following processes. Firstly, concerning extraction, 
principal axis factoring (PAF) was chosen for this study. PAF is recommended when the data 
violates the assumption of multivariate normality (Costello & Osborne, 2005; Yong & 
Pearce, 2013). Given the slightly negatively skewed distribution of the data in this study 
(though still within the univariate and multivariate normality threshold), the use of PAF to 
extract factors was considered the most appropriate. PAF is based on the notion that all 
variables belong to a single latent construct. Once the factor is extracted, a residual matrix is 
calculated (Yong & Pearce, 2013). Factors are then extracted successively until enough of the 
variance has been accounted for in the matrix. The nature of this process makes PAF well 
suited to detecting data structure or causal modeling (Bartholomew et al., 2011; Brown, 
2014). It should be noted that the reason principal component analysis (PCA) was not used in 
this study, despite its popularity, is that it is considered a data reduction technique rather than 
a factor analysis technique (Costello & Osborne, 2005); essentially, PCA produces 
components whereas PAF produces factors. Moreover, there are differences among scholars 
using PCA as to how the correlation matrix should be constructed and how the 
communalities should be calculated when comparing these techniques (Tucker & 
MacCallum, 1997), which this study sought to avoid. 
Secondly, to determine the number of factors in each of the constructs, Kaiser’s criterion was 
utilized. Kaiser's criterion suggests retaining all factors that have eigenvalues greater than 1.0 
(Byrne, 2013; Tucker & MacCallum, 1997). Furthermore, the value of the total percent of 
variance explained was also considered given that the higher the total variance accounted for, 
the better the factor model represents the data (Field, 2009). 
Thirdly, to reduce the ambiguity of the unrotated factors, thereby obtaining the simplest 
structure, a factor rotation was performed using oblique rotation. This assisted in reducing the 
number of factors each variable is loaded on while maximizing the number of high loadings 
on each variable (Yong & Pearce, 2013). Oblique rotation was selected over the other 
common factor rotation method, Varimax, in which rotation factors are rotated 90° from each 
other and it is assumed that the factors are uncorrelated (Tabachnick & Fidell, 2007; Yong & 
Pearce, 2013). The primary reason for this decision was that oblique rotation works on the 
assumption that the items under each construct are conceptually and theoretically correlated, 
which is in line with review of the literature in this study, as presented in Chapter 2. 
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Moreover, Costello and Osborne (2005 p. 3) argue that "oblique rotation should theoretically 
render a more accurate, more meaningful and perhaps more reproducible solution" in the case 
of correlated items and factors. 
Fourthly, indicator items were allocated to each factor based on a factor loading criterion 
(Tabachnick & Fidell, 2007). A factor loading measures the level of contribution of an item 
to any given factor (Fabrigar & Wegener, 2011). The higher the factor loading, the better the 
dimensions of the factors accounted for by the variables (Yong & Pearce, 2013). Hair et al. 
(2010) argue that the size of the sample should be considered in determining the threshold for 
factor loading. According to Hair et al. (2010), smaller samples require higher factor 
loadings, while larger samples require smaller factor loadings. Given this study’s sample size 
of 552 cases, the factor loading threshold value was set at 0.3 and items with low factor 
loading were considered for deletion (Fabrigar & Wegener, 2011). 
In order to clearly determine the dimensionality of the construct items, Fabrigar and Wegener 
(2011) suggest the EFA be carried out individually on each set of items hypothesized to 
measure one latent construct. As shown under the conceptual framework section in Chapter 
4, the study incorporates six theoretical constructs: four institutional pillars (regulatory, 
normative, cognitive and conducive), EO and business viability.  
The following section provides the factor analysis for each of these constructs. 
6.3.3.1. Exploratory Factor Analysis on Institutional Environment Dimensions  
Building on the works of Kostova (1997), Scott (2014) and Stenholm et al. (2013), the four 
dimensions (pillars) were categorized under institutional environment and comprised items 
drawn from previous studies to conceptualize the constructs. As these studies utilized 
constructs without providing evidence on their validity or reliability, it was considered 
necessary to undertake factor analysis in an exploratory way to achieve data reduction and 
summarization. Thus, the constructs to be used in subsequent analysis were composed of 
purified items or measures (Hair et al., 2010). 
The summaries of the results of the EFA conducted to uncover the underlying factor structure 
items and the separateness of the four theoretically driven institution pillars are presented in 
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Table 6.8 (fuller details of the results of the EFA and reliability measures are presented in 
Appendix 6.5). Consistent with the theoretical scale, the rotated factor matrix extracted four 
factors above the cut-off point (Eigenvalue of 1). For each of the four constructs, only one 
factor is extracted, suggesting that each of the four institutional constructs is unidimensional.  
The four factors together account for 74.71% of the total variance requiring explanation. 
Each of the items under the four constructs loaded above the 0.3 threshold on its 
corresponding factor, and the communalities of the items are also all above the threshold of 
.50. Accordingly, all of the items were retained to constitute the factors. The results also 
revealed a KMO value of 0.93 with Bartlett's p <.001, indicating that there are no issues with 
sampling adequacy or the inter-correlation of measurement items in the study.  
Concerning the reliability of items, the generally accepted lower limit threshold of reliability 
is 0.70 (Hair et al., 2010; Tabachnick & Fidell, 2007). The results in 
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Table 6.8 reveal the values of the Cronbach’s alpha coefficient for all the constructs are 0.9 
and above, suggesting that the measurement items for the institutional environment 
constructs are reliable. Additional processes showed that Cronbach’s alpha coefficient for the 
four factors would reduce if any item under a factor were deleted. Analysis of the inter-item 
correlations also showed that the correlation coefficients were within the required threshold 
(> .30 and < .90). 
Another common estimation method, EFA with maximum likelihood, as suggested by Brown 
(2006), was used to confirm the validity of the results. As the results were comparably similar 
to those of the principal axis factoring, it was considered that the four institutional pillars 
(constructs) demonstrated an acceptable degree of uni-dimensionality and reliability.  
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Table 6.8 Exploratory Factor Analysis of the Items Constructing the Institutional 
Environment 
Construct Items Factor loading Communalities Extraction Cronbach’s α 
% 
variance 
Regulatory RD_item1 .814 .666 
.96 28.96 
RD_item2 .952 .907 
RD_item3 .867 .755 
RD_item4 .876 .775 
RD_item5 .897 .814 
RD_item6 .902 .818 
RD_item7 .842 .711 
Normative NOR_item1 .789 .628 
.90 9.01 
NOR_item2 .874 .765 
NOR_item3 .828 .690 
NOR_item4 .871 .762 
NOR_item5 .616 .381 
Cognitive COG_item1 .862 .746 
.95 20.05 
COG_item2 .747 .561 
COG_item3 .913 .833 
COG_item4 .720 .523 
COG_item5 .801 .641 
COG_item6 .899 .811 
COG_item7 .831 .692 
COG_item8 .915 .839 
COG_item9 .844 .714 
Conducive COND_item1 .809 .660 
.94 16.69 
COND_item2 .899 .811 
COND_item3 .855 .737 
COND_item4 .794 .632 
COND_item5 .838 .707 
COND_item6 .876 .771 
COND_item7 .758 .579 
COND_item8 .774 .606 
KMO 0.926, Bartlett's p<.001. The cutoff point for KMO is 0.5. 
Item codes reflect the items presented in the questionnaire Appendix 4.1. 
74.71% 
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6.3.3.2. Exploratory Factor Analysis on Entrepreneurial Orientation (EO)  
EO was measured as a unidimensional construct as discussed in the literature review chapter. 
Thus, the suitability of data for factor analysis was assessed on the nine items intended to 
measure EO.  
Table 6.9 provides the analysis of the EO variables using oblique rotation with Kaiser 
normalization test. The KMO value was .96, exceeding the cut-off value of. 5 and BTOS 
showed statistical significance (p<.001), conforming the factorability of the correlation 
matrix (Fabrigar & Wegener, 2011). The analysis of EO produced an optimal structure with a 
single-factor solution, indicating that each of the measurement items have loaded strongly on 
only a single factor. The factor explains 72.18 percent of the variance and the communalities 
value of each item is above .50, which is above the cutoff point of 0.50 (Hair et al., 2010; 
Tabachnick & Fidell, 2007). Furthermore, an examination of the inter-item correlation 
coefficients of the 9 items showed that all of the coefficients fell within the required threshold 
(between .30 and .90). 
Table 6.9 Factor Analysis of the Entrepreneurial Orientation Variables 
Construct Items Factor loading Communalities Cronbach’s α 
% 
variance 
Entrepreneurial 
Orientation  
EO_item1 .881 .776 
.95 72.18 
EO_item2 .836 .698 
EO_item3 .810 .656 
EO_item4 .878 .770 
EO_item5 .701 .501 
EO_item6 .870 .757 
EO_item7 .827 .685 
EO_item8 .819 .671 
EO_item9 .830 .689 
KMO 0.958, Bartlett's p<.001. The cutoff point for KMO is 0.5.  
Item codes reflect the items provided in the questionnaire appendix 4.1. 
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6.3.3.3. Exploratory Factor Analysis on Business Viability   
The same EFA process was performed on the nine items that were developed to measure 
business viability. These measures were based on the literature and perceived assessments of 
the respondents during the qualitative study. More specifically, informants were asked how 
they defined and measured their business viability.  
As with the previous processes, the data was assessed for suitability before EFA was 
undertaken. The correlation matrix presented multiple coefficients of .3 and above, 
suggesting the suitability of the data for factor analysis. The Kaiser-Meyer-Oklin value was 
.94, exceeding the recommended value of .5; and BTOS was statistically significant. EFA 
results based on oblimin rotation presented one factor with an eigenvalue higher than 1, 
explaining 70.86% of the variance.  
Furthermore, an examination of the inter-item correlation coefficients showed that the 
coefficient fell within the required threshold (between .30 and .90). 
Table 6.10 Factor Analysis of the Business Viability Variables 
Construct Items Factor loading Communalities Extraction 
Cronbach’s 
α 
% 
variance 
Business 
Viability  
Viab_item1 .860 .739 
.95 70.86% 
Viab_item2 .929 .863 
Viab_item3 .811 .658 
Viab_item4 .818 .669 
Viab_item5 .852 .726 
Viab_item6 .842 .709 
Viab_item7 .727 .529 
Viab_item8 .805 .647 
Viab_item9 .724 .524 
KMO 0.94, Bartlett's p<.001. The cutoff point for KMO is 0.5.  
Item codes reflect the items presented in the questionnaire Appendix 4.1. 
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6.3.4. Structural Equation Modeling (SEM) 
SEM is a collection of statistical procedures for analyzing multivariate data (Hair et al., 2010; 
Tabachnick & Fidell, 2007). It examines the structure of interrelationships among constructs, 
demonstrated through a series of equations. SEM was selected for this study as it allowed 
latent variables to be included when representing abstract concepts, while still accounting for 
the measurement error, as well as for its capacity to simultaneously assess multiple 
correlations and covariance among variables in a model validity test (Hair et al., 2010). 
Under the two-step SEM model, two sub-models, a measurement model and a structural 
model, were developed. The first of these models, presents the links between the designed 
measurement instrument and the construct it intends to measure (the observed variables). The 
second presents the underlying relationships between variables that are not directly measured 
(the unobserved, or latent, variables). In line with this approach, two SEM sub models were 
developed in this study and are presented in this section.  
As the first step, the measurement model demonstrates the extent to which the observed 
variables represent the underlying latent constructs; this was conducted through confirmatory 
factor analysis (CFA). Each observed variable (indicator item) was assigned to a single 
construct or latent variable (Hair et al., 2010). A set of measures is called “congeneric” when 
each measure in the set intends to assess the same construct (Byrne, 2013). CFA was carried 
out on the congeneric measurement model, assessing the unidimensionality, convergent 
validity, discriminant validity and scale reliability of the measurement model (Meyers, Gamst 
& Guarino, 2006). An explanation of the reasoning behind each of these assessment 
processes is provided in the following subsection (6.3.4.1) and the results of the CFA on the 
congeneric measurement model - for each of the constructs and for the overall model - follow 
in the subsequent subsections (6.3.4.2 through 6.3.4.7). 
As the second step, following the validation of the measurement model, the structural model 
(path analysis) explains the causal effects among the six constructs (regulatory, normative, 
cognitive, conducive, EO and business viability) along with the amount of unexplained 
variance within the model. An explanation of the structural model and hypothesis testing, 
along with the mediation effect of EO, is provided in the final subsections (6.3.4.11 through 
6.3.4.15). 
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Figure 6.3 Path Diagram of the Four Institutional Pillars, EO and Viability 
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6.3.4.1. Congeneric Measurement Model 
A congeneric measurement model is a model where each measure is associated with only one 
latent construct, and all covariation between measures is a consequence of the relations 
between measures and constructs (Hair et al., 2010). It hypothesizes no covariance between 
or within construct error variances; this can be validated using CFA (Byrne, 2013). CFA is a 
measurement tool used to determine or validate whether the hypothesized model is in line 
with the observed data set (Meyers et al., 2006). In other words, it determines the extent to 
which the proposed covariance matches the observed covariance (Byrne, 2010; Hair et al., 
2010). 
The CFA on the congeneric measurement model was carried out using AMOS 24.0, based on 
the results of survey data collected from Ethiopian MSEs. To determine whether the observed 
data set matches the theoretical specification of the constructs underlying this study, the CFA 
was used to assess the unidimensionality, construct validity and scale reliability of each 
construct (Byrne, 2013; Hair et al., 2010; Meyers et al., 2006).. 
Unidimensionality  
The unidimensionality requirement is satisfied when a set of indicator items is explained by a 
single underlying construct (Hair et al., 2010). In effect, with a unidimensional construction, 
no measured item will be determined by more than one construct and all cross loadings will 
be fixed at zero (Byrne, 2013). The unidimensionality of measured items is established by 
assessing goodness-of-fit (GOF) between theory and reality (Hair et al. 2010). There are four 
indices categorized under GOF: chi-square, absolute fit indices, incremental fit indices and 
parsimony fit indices. Table 6.11 details the GOF indices. 
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Table 6.11 Category of Fit measures (Source: Hair et al. 2010) 
GOF indices Purpose Values 
Chi-Square (X2) with Degrees 
of freedom (df) and 
Probability statistic (p-value) 
To test the difference between the predicted 
and the observed correlations (covariances) 
p> 0.05  
(α = 0.05) 
Absolute fit measures  
 
To measure how well the proposed model 
matches with the observed data 
GFI > 0.90 
SRMR < 0.05 
RMSEA < .10 
Incremental (relative) fit 
measures  
To tests how well the estimated model fits 
relative to some alternative baseline model 
CFI > .95 
NFI > .90 
TLI > .90 
RFI > .90 
Parsimonious fit indices 
(adjusted fit measures) 
To provide information about which model 
among a set of competing models is best, 
considering its fit relative to its complexity  
PNFI > .50 
PCFI > .50 
X2/df < 2 
 
There is no a general consensus among scholars on which fit measures to use to report the 
CFA results (Hair et al., 2010; Meyers et al., 2006). One often cited rule of thumb is to report 
at least three fit measures – one absolute, one relative and one parsimonious – in addition to 
X2 to reflect a diverse criteria (Hair et al., 2010; Meyers et al., 2006). Hence, this study has 
elected to apply the most commonly used indices, chi square (X2), normed chi-square (X2/df), 
GFI, SRMR, RMSEA, CFI, NFI, TLI, PCFI and PNFI, to report the results of the model’s 
overall fit (Hair et al., 2010; Meyers et al., 2006; Tabachnick & Fidell, 2007). 
Construct Validity 
Construct validity refers to the ability of measurement instruments to measure what they are 
seeking to measure (Tabachnick et al., 2001). Construct validity is examined through two 
assessments: convergent and discriminant validity (Byrne, 2013; Tabachnick & Fidell, 2007): 
• Convergent Validity is an assessment to ascertain the extent to which items of a specific 
construct share variance in common or to what extent they are theoretically related (Hair 
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et al., 2010; Straub, Gefen, & Boudreau, 2005). A researcher can use several ways to 
assess the relative amount of convergent validity among item measures: 
a. Factor Loading: Convergent validity is indicated by significant factor loadings of 
each of the item measures on the construct. The values should be substantial and 
statistically significant (Byrne, 2013). 
b. Squared Multiple Correlations (SMC) - which reports the extent to which the variance 
of a measured variable is explained by a latent factor (Hair et al., 2010), hence 
helping to better understand the relationships between the predictors and the 
response variable. According to Hair et al. (2010), an SMC value of 0.5 and above 
suggests construct validity and item reliability, although it’s usually recommended 
to aim for a value above .70 (Carlson & Herdman, 2012). 
c. Average Variance Extracted (AVE) - this is a measure of convergence and computed 
as the mean variance extracted for the item loading on a construct. The value of 
AVE can be estimated using standard loading: 
                       
Where Li represents the standard factor loading and i is the number of items. 
In other words, AVE is the average squared completely standardized factor loading 
or average communality. An AVE measure should be calculated for each construct 
in the measurement model. According to Hair et al. (2010), AVE with a value of 0.5 
and above, indicates adequate convergence.  
d. Construct Reliability (CR) –is also a good indicator of convergent validity, and used 
to support internal consistency estimates using coefficient alpha, which as noted in 
the EFA can underestimate reliability (Meyers et al., 2006). CR with SEM models is 
calculated by the squared sum of factor loading (Li) for each construct and the sum 
of the error variance terms for a construct (ei) as: 
                        
According to Hair et al. (2010), a reliability estimate of 0.7 and above is considered 
good reliability, signaling existence of good internal consistency or replicable ability 
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of the measure instrument. A reliability value between 0.6 and 0.7 can be accepted 
on the condition that other validity indicators within the model are good.  
• Discriminant Validity - measures the uniqueness of a construct from other constructs 
in the model (Tabachnick & Fidell, 2007). A high discriminant validity value 
indicates that a construct is distinct and captures observations unique from other 
constructs in the model. Discriminate validity can be rigorously estimated by 
comparing the average variance extracted values for each factor against the squared 
inter-factor correlation estimates associated with that factor (Hair et al., 2010; 
Tabachnick & Fidell, 2007). According to Hair et al. (2010), to meet the assumption 
of discriminant validity the AVE estimates should be greater than the squared 
correlation values. 
When a construct fails to meet one of the criteria above, researchers usually consider 
respecification of the model (Byrne, 2013). According to Hair et al. (2010), it is not 
uncommon for the originally proposed model to fail to achieve an adequate model fit against 
these requirements (Meyers et al., 2006). In model respecification, items with non-significant 
coefficients are subjects for deletion in order to trim the model (Hair et al., 2010). SEM 
outputs a modification index, which calculates for every possible relationship not estimated 
in a model. Modification indices (MI) of 4.0 and above suggest that the fit could be improved 
by releasing that path to be estimated in the model (Hair et al., 2010). However, Meyers et al. 
(2006) note that researchers need to avoid the temptation to modify the model in an attempt 
to improve its fit if deleting or adding indicator variables lacks theoretical justification. This 
study assessed the measurement items that had high value MI; that is, appropriate re-
specification was performed on items presenting an MI above 4.0 (Byrne, 2013; Carlson & 
Herdman, 2012). Assessments were undertaken sequentially, beginning with individual factor 
model, moving up to the higher order model, before applying the assessment to the 
measurement model as a whole (Hair et al., 2010). 
As a general consideration, it is also important to note that researchers should consider the 
normality of the data even though SEM is able to accommodate some departures from 
normality (Meyers et al., 2006). Another important assumption that needs to be considered in 
validating the latent constructs is the sample size. According to Tabachnick and Fidell 
(2007), a sample size of above 200 for models with more than 10 variables is generally 
considered ‘good’ to perform CFA. Given, the study has retained 552 observations and 47 
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variables after the data screening process; it comfortably meets the requirement to conduct 
CFA to ascertain validity of the constructs. 
The following sections presents the CFA results of the congeneric measurement for each 
construct in the study.  
6.3.4.2. Congeneric Measurement Model of Regulatory Construct 
The regulatory construct was initially proposed to comprise seven items. The CFA of the 
construct was assessed by its unidimensionality, convergent validity and reliability.  
 
Figure 6.4 Proposed Congeneric Model of Regulatory Pillar 
Figure 6.4 shows the hypothesized one-factor congeneric measurement model. The CFA 
result revealed that the indicator item for the regulatory construct established 
unidimentionality, as the standardized factor loading estimates (SFL) for each measured item 
is 0.7 and above; however, examination of the GOF results in Table 6.12 revealed that the 
chi-square value and some GOF indices indicated an unacceptable fit for the construct. The 
overall model X2 is 54.7 with 14 df. The p-value associated with the result is significant 
(.000) using the type I error of .05. The significant X2 GOF statistic indicates that the 
observed covariance matrix does not match the estimated covariance matrix within the 
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sampling variance (Hair et al., 2010). Moreover, the result of the CFA revealed the normed 
chi-square (CMIN/DF) was 3.91, indicating a poor fit model for the construct. 
Table 6.12 Statistics for One-Factor Model of Regulatory Pillar 
Measure 
Category 
Fit Indices Model 
Value  
Cut-off 
value  
Fit 
Remark 
 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
54.74 
.000 
14 
3.91 
- 
P > .05 
- 
< 2 
 
 
 
Not fit 
 
Absolute fit 
measures 
GFI  .97 > 0.90 Fit  
SRMR .013 < .05 Fit  
RMSEA .073 < .08 Fit  
Incremental fit 
measures 
CFI .99 > .95 Fit  
IFI .99 > .90 Fit  
RFI .98 > .90 Fit  
TLI .99 > .90 Fit  
Parsimony fit 
measures 
PNFI .66 > .50 Fit  
PCFI  .66 > .50 Fit  
      
Factor Loadings  (*** = p< 0.001, ** = p< 0.01, * = p< 0.05) 
Items SFL Est. SE CR P SMC 
RD_item1 .818 .121 15.389 *** 0.670 
RD_item2 .949 .049 11.133 *** 0.901 
RD_item3 .870 .087 14.737 *** 0.756 
RD_item4 .874 .085 14.664 *** 0.763 
RD_item5 .898 .073 14.095 *** 0.806 
RD_item6 .896 .073 14.132 *** 0.803 
RD_item7 .845 .100 15.104 *** 0.714 
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To identify the model errors and improve the model fit, respecification measures were taken 
by assessing diagnostic indicators: modification indices and standardized residual covariance. 
As suggested by Hair et al. (2010) and Koufteros (1999), the measurement items with an 
absolute value of standardized residual covariance greater than 2 and modification indices 
greater than 4 suggested that the model fit could be improved significantly by freeing the 
corresponding path to be estimated. An improvement in the model fit was observed in the 
increasing of X2 (p-value) to the required values >.05 and reduction of the normed chi-square 
(CMIN/DF), to the value of < 2. Based on examination of modification indices and 
standardized residual covariance estimates, item 1 (RD_item2) was dropped in the first 
process and the model re-run. As the values for X2 (p-value) and the normed chi-square still 
did not meet the requirement for acceptable model fit, a further item (RD_item6) was 
removed from the model. At the completion of the second process the model was once again 
re-run. As Figure 6.5 shows, all of the factor loadings were then 0.7 and above and SMC 
values all above .50. 
 
Figure 6.5 Final One-Factor Congeneric Measurement Model of Regulatory Pillar 
Once the model was respecified by the removal of the two items, the result of chi-square 
showed a not significant X2 (.18) and the normed chi-square result showed acceptable model 
fit (1.53), indicating that the observed covariance matrix matched the estimated covariance 
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matrix within sampling variances, as shown in Table 6.13. After remodification of measures 
to enhance the X2 value, examination on other fit statistics was conducted. The results of 
CFA presented in Table 6.13 also showed that an acceptable level of fit for the respecified 
measurement model for regulatory institutional pillar in terms of the GOF indices.  
Table 6.13 GOF indices for Final One-Factor Model of Regulatory Pillar 
Measure Category Fit Indices Model 
Value  
Cut-off 
value  
CR AVE Fit 
Remark 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
7.66 
.176 
5 
1.53 
- 
P > .05 
- 
< 2 
0.94 0.74 Fit 
Absolute fit 
measures 
GFI  .99 > 0.90 
SRMR .007 < .05 
RMSEA .031 < .08 
Incremental fit 
measures 
CFI .99 > .95 
IFI .99 > .90 
RFI .99 > .90 
TLI .99 > .90 
Parsimony fit 
measures 
PNFI .50 > .50 
PCFI  .50 > .50 
 
Moreover, the results presented in Table 6.13 show that the measurement model for 
regulatory construct provided evidence that convergent validity was established given the 
AVE score of the construct is above 0.50 and CR above 0.70.  
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6.3.4.3. Congeneric Measurement Model of Normative Construct 
The normative institutional pillar was hypothesized to have five measurement items. Figure 
6.6 shows the CFA result of the proposed one-factor congeneric measurement model for the 
normative pillar. 
 
Figure 6.6 Proposed One-Factor Congeneric Model of Normative Pillar 
The measurement model of the normative pillar, including GOF indices and its estimated 
standardized regression values, is presented in Table 6.14 below. The CFA result showed that 
the proposed model has major issues with the value of chi-square (.000), which is significant 
and indicates that the observed covariance matrix did not match the estimated covariance 
matrix. Moreover, the normed chi-square and RMSEA of the model, and the SMC value for 
one of the items (Nor_item5), showed a poor fit, as shown in Table 6.14. 
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Table 6.14 Statistics for One-Factor Model of Normative Pillar 
Measure 
Category 
Fit Indices Model 
Value  
Cut-off 
value  
Fit 
Remark 
 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
34.79 
.000 
5 
6.96 
- 
P > .05 
- 
< 2 
 
 
 
Not fit 
 
Absolute fit 
measures 
GFI  .98 > 0.90 Fit  
SRMR .03 < .05 Fit  
RMSEA .10 < .08 Fit  
Incremental fit 
measures 
CFI .98 > .95 Fit  
IFI .98 > .90 Fit  
RFI .98 > .90 Fit  
TLI .97 > .90 Fit  
Parsimony fit 
measures 
PNFI .50 > .50 Fit  
PCFI  .50 > .50 Fit  
      
Factor Loadings  (*** = p< 0.001, ** = p< 0.01, * = p< 0.05) 
Items SFL Est. SE CR P SMC 
NOR_item1 .80 .14 13.77 *** 0.639 
NOR_item2 .87 .11 11.69 *** 0.751 
NOR_item3 .82 .12 13.37 *** 0.668 
NOR_item4 .88 .10 11.20 *** 0.769 
NOR_item5 .62 .19 15.64 *** 0.380 
Since the proposed one-factor model showed a poor fit to the data based on the chi-square 
and several GOF indices, the model was respecified by removing one item (Nor_item5), 
based on this item's SMC value (0.38) being less than the acceptable cut-off value of 0.5 
(Hair et al., 2010). The examination of the standardized residuals and modification indices 
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indicates the removal of Nor_item5 improved the model fit of the proposed construct; the 
respecified model is presented in Figure 6.7 below. 
 
Figure 6.7 Final One-Factor Congeneric Measurement Model of Normative Pillar 
The results in Table 6.15 show that all the GOF indices and convergent validity of the final 
respecified measurement model of normative pillar satisfied the cut-off values set for a good 
model fit. The results show that the factor loadings are above .7 and all the SMC scores are 
greater than .50. Thus, the final measurement model of the normative pillar was considered to 
be unidimensional, valid and reliable. 
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Table 6.15 GOF indices for Final One-Factor Model of Normative Pillar 
Measure Category Fit Indices Model 
Value  
Cut-off 
value  
CR AVE Fit 
Remark 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
3.89 
.143 
2 
1.94 
- 
P > .05 
- 
< 2 
0.91 0.71 Fit 
Absolute fit 
measures 
GFI  .99 > 0.90 
SRMR .008 < .05 
RMSEA .041 < .08 
Incremental fit 
measures 
CFI .99 > .95 
IFI .99 > .90 
RFI .99 > .90 
TLI .99 > .90 
Parsimony fit 
measures 
PNFI .53 > .50 
PCFI  .53 > .50 
In addition to the unidimensionality assessment, convergent validity and reliability for the 
normative pillar were also examined. The CFA results provided in Table 6.15 also show that 
the model established adequate convergence validity and reliability, with AVE greater than .5 
and a CR value of .7 and above.   
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6.3.4.4. Congeneric Measurement Model for the Cognitive Construct 
The proposed model for the cognitive pillar comprises of nine measurement items and these 
are shown in Figure 6.8. 
 
Figure 6.8 Proposed One-Factor Congeneric Model of Cognitive Pillar 
Figure 6.8 shows that the factor loadings for all the items in the proposed measurement 
model are 0.7 and above, indicating the unidimensionality of the construct items; however, 
the GOF indices and SMC results presented in Table 6.16 show that the proposed construct 
model had some unacceptable fit measures. 
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Table 6.16 Statistics for One-Factor Model of Cognitive Pillar 
Measure 
Category 
Fit Indices Model 
Value  
Cut-off 
value  
Fit 
Remark 
 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
300.60 
.000 
27 
11.13 
- 
P > .05 
- 
< 2 
 
 
 
Not fit  
 
Absolute fit 
measures 
GFI  .89 > 0.90 Not fit   
SRMR .05 < .05 Fit  
RMSEA .136 < .08 Not fit   
Incremental fit 
measures 
CFI .94 > .95 Not fit   
IFI .94 > .90 Fit   
RFI .92 > .90 Fit  
TLI .93 > .90 Fit   
Parsimony fit 
measures 
PNFI .70 > .50 Fit   
PCFI  .71 > .50 Fit   
      
Factor Loadings  (*** = p< 0.001, ** = p< 0.01, * = p< 0.05) 
Items SFL Est. SE CR P SMC 
COG_item1 .867 .050 14.68 *** .752 
COG_item2 .732 .071 15.87 *** .536 
COG_item3 .909 .035 13.56 *** .827 
COG_item4 .702 .100 15.99 *** .492 
COG_item5 .804 .064 15.45 *** .646 
COG_item6 .900 .040 13.87 *** .811 
COG_item7 .839 .054 15.10 *** .704 
COG_item8 .919 .032 13.12 *** .845 
COG_item9 .848 .048 14.98 *** .719 
As per the guideline suggested by Hair et al. (2010), COG_item4 was deleted due to its SMC 
value of less than 0.5 (.49), and the model re-run. Although the second CFA process showed 
improvement in some of the GOF indices, the chi-square (p-value) and the normed chi-square 
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result revealed unacceptable model fit. By examining the modification indices and 
standardized residual covariance, two further indicator items (COG_item2 and COG_item9) 
were sequentially removed from the model. The CFA result of the respecified measurement 
model for the cognitive pillar is presented in Figure 6.9 below.  
 
Figure 6.9 Final One-Factor Congeneric Measurement Model of Cognitive Pillar 
The respecified measurement model consists of six observed variables. The factor loadings of 
the items are above the cut-off value of .7 and the SMC value is above .50, indicating the 
unidimensionality and convergent validity of the respecified model. The GOF indices 
presented in Table 6.17 show that the fit measures for the respecified model are acceptable. 
Moreover, the CFA results show that the measurement model for the regulatory construct 
provided sufficient evidence that convergent validity was established, as the AVE score of 
the construct is above 0.50 and CR above 0.70. 
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Table 6.17 GOF Indices for Final One-Factor Model Of Cognitive Pillar 
Measure Category Fit Indices Model 
Value  
Cut-off 
value  
CR AVE Fit 
Remark 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
15.75 
.07 
9 
1.75 
- 
P > .05 
- 
< 2 
.95 .77 Fit 
Absolute fit 
measures 
GFI  .99 > 0.90 
SRMR .01 < .05 
RMSEA .037 < .08 
Incremental fit 
measures 
CFI .99 > .95 
IFI .99 > .90 
RFI .99 > .90 
TLI .99 > .90 
Parsimony fit 
measures 
PNFI .60 > .50 
PCFI  .60 > .50 
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6.3.4.5. Congeneric Measurement Model for the Conducive Construct 
The proposed model for the conducive construct comprises eight indicators as illustrated in 
Figure 6.10. 
 
Figure 6.10 Proposed One-Factor Congeneric Model of Conducive Pillar 
The EFA result in the previous section confirmed the unidimensionality of the construct, the 
CFA result also confirmed unidimensionality as the factor loading for each of the indicator 
variables scored .7 and above; however, examination of the GOF results in Table 6.18 
revealed that the chi-square value and some GOF indices indicated an unacceptable fit for the 
construct and that the issue was not ignorable. The overall model’s X2 was 215.43 with 20df. 
The p-value associated with the result was significant (.000) using the type I error of .05, 
indicating that the observed covariance matrix did not match the estimated covariance matrix 
within the sampling variance. Moreover, the result of the CFA revealed the normed chi-
square (CMIN/DF) was 10.77 with a RMSEA value greater than .08 (.133), indicating a poor 
fit for the construct. 
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Table 6.18 Statistics for One-Factor Model of Conducive Pillar 
Measure 
Category 
Fit Indices Model 
Value  
Cut-off 
value  
Fit 
Remark 
 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
215.43 
.000 
20 
10.77 
- 
P > .05 
- 
< 2 
 
 
 
Not fit 
 
Absolute fit 
measures 
GFI  .91 > 0.90 Fit  
SRMR .03 < .05 Fit  
RMSEA .133 < .08 Not fit  
Incremental fit 
measures 
CFI .95 > .95 Fit  
IFI .95 > .90 Fit  
RFI .92 > .90 Fit  
TLI .93 > .90 Fit  
Parsimony fit 
measures 
PNFI .67 > .50 Fit  
PCFI  .68 > .50 Fit  
      
Factor Loadings  (*** = p< 0.001, ** = p< 0.01, * = p< 0.05) 
Items SFL Est. SE CR P SMC 
COND_item1 .807 .086 15.01 *** .652 
COND_item2 .913 .052 12.31 *** .834 
COND_item3 .838 .078 14.60 *** .702 
COND_item4 .787 .100 15.24 *** .619 
COND_item5 .834 .085 14.67 *** .695 
COND_item6 .894 .061 13.20 *** .799 
COND_item7 .746 .120 15.54 *** .556 
COND_item8 .768 .110 15.39 *** .589 
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To identify the model errors and improve the model fit, respecification measures were taken 
by assessing diagnostic indicators: modification indices and standardized residual covariance. 
Improvement in the model fit was observed by increasing the X2 (p-value) to the required 
value >.05 and reduction of the normed chi-square (CMIN/DF) to the value of < 2. Based on 
examination of modification indices and standardized residual covariance estimates, one item 
(COND_item6) was removed from the model in the first process and the model re-run. 
Although the values for X2 (p-value) and the normed chi-square improved in the second CFA 
process, the respecified model did not meet the requirement for acceptable model fit. 
Inspection of modification indices and standardized residual covariance of the model 
suggested the removal of another item (COND_item7); the item was removed from the model 
and the model re-run. The results of the final CFA process for the respecified model showed 
acceptable fit across all measures. As Figure 6.11 shows, all of the factor loadings are 0.7 and 
above and SMC values are all above .50. 
 
Figure 6.11 Final One-Factor Congeneric Measurement Model of Conducive Pillar 
Once the model was respecified by the removal of the two items, the result showed a non-
significant chi-square (.16) and an acceptable normed chi-square result (1.46); indicating that 
the observed covariance matrix matched the estimated covariance matrix within sampling 
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variances, as shown in Table 6.19. After respecification measures to enhance the X2 value 
were taken, examination of other fit statistics was conducted. 
The results of CFA presented in Table 6.19 show an acceptable level of fit of the respecified 
measurement model to the data of conducive institutional pillar in terms of the GOF indices.  
Table 6.19 GOF indices for Final One-Factor Model of Conducive Pillar 
Measure Category Fit Indices Model 
Value  
Cut-off 
value  
CR AVE Fit 
Remark 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
13.09 
.158 
9 
1.46 
- 
P > .05 
- 
< 2 
.93 .68 Fit 
Absolute fit 
measures 
GFI  .99 > 0.90 
SRMR .01 < .05 
RMSEA .029 < .08 
Incremental fit 
measures 
CFI .99 > .95 
IFI .99 > .90 
RFI .99 > .90 
TLI .99 > .90 
Parsimony fit 
measures 
PNFI .60 > .50 
PCFI  .60 > .50 
 
Additionally, the assessment result for convergent validity and construct reliability show that 
the AVE score of the construct is above 0.50 and CR above 0.7. Thus, the convergent validity 
and reliability for the one factor model of the conducive construct is deemed to be 
established. 
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6.3.4.6. Congeneric Measurement Model for Entrepreneurial Orientation 
The congeneric measurement model of the EO construct was examined using the properties 
of unidimensionality, convergent validity and scale reliability measures. The EO construct 
consisted of nine measurement items adopted from Covin and Wales (2012), as shown in 
Figure 6.12. 
 
Figure 6.12 Proposed One-Factor Congeneric Model of Entrepreneurial Orientation 
The initial CFA result presented in Table 6.20 showed that the observed covariance matrix 
did not match the estimated covariance matrix within the sampling variance, as the X2 (p-
value) and normed chi-square results revealed an unacceptable model fit. Moreover, one item 
(EO_item5) presented a lower than acceptable SMC value (that is, below .5) relative to all 
others. Analysis of the re-specification statistics with reference to the standardized residual 
covariance matrix also revealed that the covariance between EO_item5 and EO_item9 
(3.069) was not well accounted for by the model. Therefore, considering EO_item5’s poor 
reliability (based on its SMC value), the item was removed from the measurement model and 
the model was re-run. 
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Table 6.20 Statistics for One-Factor Model of Entrepreneurial Orientation 
Measure 
Category 
Fit Indices Model 
Value  
Cut-off 
value  
Fit 
Remark 
 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
121.29 
.000 
27 
4.49 
- 
P > .05 
- 
< 2 
 
 
 
Not fit 
 
Absolute fit 
measures 
GFI  .95 > 0.90 Fit  
SRMR .03 < .05 Fit  
RMSEA .08 < .08 Fit  
Incremental fit 
measures 
CFI .98 > .95 Fit  
IFI .98 > .90 Fit  
RFI .96 > .90 Fit  
TLI .97 > .90 Fit  
Parsimony fit 
measures 
PNFI .73 > .50 Fit  
PCFI  .73 > .50 Fit  
      
Factor Loadings  (*** = p< 0.001, ** = p< 0.01, * = p< 0.05) 
Items SFL Est. SE CR P SMC 
EO_item1 .884 .083 13.85 *** .781 
EO_item2 .842 .100 14.73 *** .708 
EO_item3 .810 .111 15.13 *** .657 
EO_item4 .881 .083 13.92 *** .776 
EO_item5 .694 .168 15.89 *** .482 
EO_item6 .874 .093 14.11 *** .764 
EO_item7 .827 .102 14.93 *** .685 
EO_item8 .816 .111 14.06 *** .666 
EO_item9 .819 .111 15.03 *** .671 
 
191 
The respecified measurement model is presented in Figure 6.13 and its corresponding GOF 
statistics are provided in Table 6.21. The CFA result for the respecified model shows that all 
the GOF indices and convergent validity of the final measurement model of EO satisfied the 
cut-off values set for a good model fit. The results show that the factor loadings are above .7 
and all the SMC scores are greater than .50.  
 
Figure 6.13 Final One-Factor Congeneric Model of Entrepreneurial Orientation 
The GOF indices presented in Table 6.21 also show that the fit measures for the respecified 
model are acceptable. 
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Table 6.21 GOF indices for Final One-Factor Model of Entrepreneurial Orientation 
Measure Category Fit Indices Model 
Value  
Cut-off 
value  
CR AVE Fit 
Remark 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
29.60 
.077 
20 
1.48 
- 
P > .05 
- 
< 2 
0.95 0.71 Fit 
Absolute fit 
measures 
GFI  .99 > 0.90 
SRMR .012 < .05 
RMSEA .030 < .08 
Incremental fit 
measures 
CFI .99 > .95 
IFI .99 > .90 
RFI .99 > .90 
TLI .99 > .90 
Parsimony fit 
measures 
PNFI .71 > .50 
PCFI  .71 > .50 
Moreover, the CFA results reveal that the measurement model for the EO construct provided 
evidence that convergent validity was established, as the AVE score of the construct is above 
0.50 and CR above 0.70. Thus, the final measurement model of the EO construct was 
considered to be unidimensional, valid and reliable. 
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6.3.4.7. Congeneric Measurement Model for the Viability Construct 
The proposed model for the business viability construct comprised of nine measurement 
items as shown in Figure 6.14. 
 
Figure 6.14 Proposed One-Factor Congeneric Model of Viability Construct 
The initial CFA results showed that the factor loadings for all the items in the proposed 
measurement model were 0.7 and above indicating the unidimensionality of the construct 
items; however, the SMC value for one measurement item (Viab_item9) showed less than the 
threshold value of .50, suggesting the need to delete the item. The GOF statistics provided in 
Table 6.22 also revealed that the observed construct model had poor fit with significant p-
value (.000) and a normed chi-square score above the maximum threshold value (9.21).  
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Table 6.22 Statistics for One-Factor Model of the Viability Construct 
Measure 
Category 
Fit Indices Model 
Value  
Cut-off 
value  
Fit 
Remark 
 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
248.75 
.000 
27 
9.21 
- 
P > .05 
- 
< 2 
 
 
 
Not fit 
 
Absolute fit 
measures 
 
GFI  .91 > 0.90 Fit  
SRMR .04 < .05 Fit  
RMSEA .122 < .08 Not fit  
Incremental fit 
measures 
 
 
CFI 95 .> .95 Fit  
IFI .95 > .90 Fit  
RFI .92 > .90 Fit  
TLI .93 > .90 Fit  
Parsimony fit 
measures 
PNFI .71 > .50 Fit  
PCFI  .71 > .50 Fit  
      
Factor Loadings  (*** = p< 0.001, ** = p< 0.01, * = p< 0.05) 
Items SFL Est. SE CR P SMC 
Viab_item1 .880 .081 14.144 *** .774 
Viab_item2 .939 .054 11.259 *** .882 
Viab_item3 .798 .117 15.353 *** .637 
Viab_item4 .822 .103 15.118 *** .675 
Viab_item5 .860 .090 14.571 *** .739 
Viab_item6 .835 .100 14.957 *** .697 
Viab_item7 .713 .157 15.867 *** .508 
Viab_item8 .799 .120 15.346 *** .638 
Viab_item9 .701 .164 15.915 *** .491 
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Based on the recommendation of Hair et al. (2010), Viab_item9 was deleted as its SMC score 
value was less than 0.5 (.49) and the model re-run. Following the second CFA process, 
improvement in some of the GOF indices was observed, though the chi-square (p-value) and 
the normed chi-square result still showed unacceptable model fit. By examining the 
modification indices and standardized residual covariance, three more indicator items 
(Viab_item7, Viab_item2 and Viab_item3) were removed from the model in three 
subsequent CFA processes. The final CFA result of the respecified measurement model for 
the viability construct is presented in Figure 6.15 below.  
 
Figure 6.15 Final One-Factor Congeneric Measurement Model of the Viability Construct 
The respecified measurement model consists of five observed variables. The factor loadings 
of the items are above the cut-off value of .7 and the SMC value is above .50, indicating the 
unidimensionality and convergent validity of the respecified model. The GOF indices, 
presented in Table 6.23, also show that the chi-square of the viability construct is 6.12 with 5 
df and a p-value of .30, indicating sufficient match between the observed and estimated 
covariance matrix. The other GOF measures for the construct show a very good model fit; 
thus, the respecified model was deemed acceptable. Moreover, the CFA results show that the 
measurement model for the viability construct established sufficient evidence for convergent 
validity and reliability, as the AVE score of the construct is above 0.50 and CR above 0.70. 
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Table 6.23 GOF indices for Final One-Factor Model of Cognitive Pillar 
Measure Category Fit Indices Model 
Value  
Cut-off 
value  
CR AVE Fit 
Remark 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
6.12 
.30 
5 
1.22 
- 
P > .05 
- 
< 2 
0.92 0.70 Fit 
Absolute fit 
measures 
 
GFI  .99 > 0.90 
SRMR .008 < .05 
RMSEA .020 < .08 
Incremental fit 
measures 
 
 
CFI .99 > .95 
IFI .99 > .90 
RFI .99 > .90 
TLI .99 > .90 
Parsimony fit 
measures 
PNFI .71 > .50 
PCFI  .71 > .50 
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6.3.4.8. Full Measurement Model for Institutional Pillars 
Building on literature from Busenitz et al. (2000), Scott (2014) and Stenholm et al. (2013), 
four constructs (pillars) were considered to represent the institutional environment: 
regulatory, normative, cognitive and conducive. The CFA measurement model performed in 
this study confirmed 21 indicators items (5 items for regulatory, 4 items for normative, 6 
items for cognitive, and 6 items for conducive) out of the 30 measurement items that were 
initially proposed to be assigned to these four institutional constructs. Figure 6.16 provides 
the final full measurement model for the four institutional environment constructs. 
 
Figure 6.16 Full First-order Measurement Model of Institutional environment Construct 
(independent variable) 
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In the above sections (section 6.3.4.2 to section 6.3.4.5) the one-factor CFA models of the 
four institutional constructs were individually tested and validated. Although the study used 
the strict GOF indices criteria to assess the model fit of each construct, more relaxed GOF 
indices were applied to assess the model fit for the full first-order measurement model. 
According to Hair et al. (2010) and Meyers et al. (2006), researchers should use strict 
evaluation criteria for simpler models with small sample sizes, however more complex 
models with large sample sizes (>250) require less strict fit indices criteria. For example, it is 
common to expect significant X2 value from a measurement model with 12-30 indicator 
items and a sample size greater that 250 (Hair et al., 2010, p. 654). Accordingly, the non-
significant X2 value criterion was dropped from the GOF indices for the assessment of the 
full measurement model for institutional environment constructs. The corresponding GOF 
statistics and construct validity test results are provided in Table 6.24.  
The statistics in Table 6.24 show that the magnitude and direction of the standardized factor 
loadings for all the items exceeded the required threshold of .7 and SMC value .5. The results 
also show that the model established adequate convergence validity, in which AVE is greater 
than .5 and good reliability, with CR value of .7 and above. The GOF indices also show that 
the model is acceptable, except for the significant X2 value (p=.000), which is tolerable in 
this case, as the model has 21 indicator items and a sample size of 552 (Hair et al., 2010). 
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Table 6.24 GOF Statistics and Validity Measures for Full First-Order CFA of the 
Institutional environment Construct 
Construct  AVE1* CR2* Item SFL3* SMC4*  GOF indices Remark 
Regulatory  .74 .93 RD_item1 0.79 0.62 CMIN 320.31  
 
 
 
 
Fit 
RD_item3 0.86 0.74 X2 (p-value) .000 
RD_item4 0.89 0.80 DF 183 
RD_item5 0.90 0.81 CMIN/DF 1.75 
RD_item7 0.71 0.71 RMSEA .037 
Normative .71 .91 NOR_item1 0.81 0.66 SRMR .03 
NOR_item2 0.85 0.73 GFI .95 
NOR_item3 0.82 0.67 CFI .99 
NOR_item4 0.89 0.78 IFI .99 
Cognitive .77 .95 COG_item1 0.87 0.75 TLI .98 
COG_item3 0.91 0.83 PCFI .86 
COG_item5 0.80 0.64 PNFI .84 
COG_item6 0.90 0.81    
COG_item7 0.85 0.72    
COG_item8 0.92 0.84    
Conducive .68 .93 COND_item1 0.83 0.68    
COND_item2 0.88 0.77    
COND_item3 0.85 0.71    
COND_item4 0.80 0.65    
COND_item5 0.85 0.73    
COND_item8 0.75 0.57    
Cut-off values:1* AVE (.5 and above), 2* CR (.6 and above), 3*SFL (.7 and above), 4* SMC (.5 and above) 
In addition to the convergent validity and reliability assessment, inspection of discriminant 
validity for the constructs was undertaken (see Table 6.25). According to Hair et al. (2010), a 
more rigorous test of a construct’s discriminant validity can be achieved by comparing the 
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AVE with the square of correlation estimates between the constructs. Discriminant validity is 
established when the AVE is greater than the squared correlation estimates. Hence, the results 
presented in Table 6.25 provide good evidence of discriminant validity for the institutional 
environment constructs.  
Table 6.25 Discriminant Validity of the CFA Measurement Model of institutional 
constructs 
Constructs  AVE Squared correlation Regulatory Normative Cognitive Conducive 
Regulatory 0.736 0.138 0.903    
Normative 0.707 0.138 0.313 0.859   
Cognitive  0.766 0.082 0.095 0.288 0.875  
Conducive 0.684 0.043 0.201 0.126 0.104 0.827 
 
6.3.4.9. Modeling the Measurement Model for a Pooled Construct 
The presentation of the measurement models using CFA has so far been limited to the 
individual first order factors of the research model. Certain issues were uncovered during the 
CFA examination of the proposed construct models and all necessary respecification 
measures were performed to ensure that the observed data matched with the hypothesized 
theoretical model.  
After assessing the model fit indices and validity issues for the individual constructs, it is 
recommended that researchers examine the validity of the full measurement model for all 
constructs together without the consideration of being either dependent or independent and 
allowing all construct to correlate with each other (Hair et al., 2010; Meyers et al., 2006; 
Tabachnick & Fidell, 2007). Figure 6.17 provides the graphical representation of the full 
measurement model combining all six constructs involved in the study. 
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Figure 6.17 The Measurement Model combining all constructs involved in the study 
Acceptable GOF indices scores as well as convergent and discriminant validity provide 
evidence of the extent to which the full measurement model accounts for the covariance in 
the data. Validating the full CFA measurement model establishes a strong base to examine an 
SEM-based structural model that sets out to study the relationships between latent constructs. 
Thus, examining and establishing an acceptable full measurement model before commencing 
analysis of the structural model ensures a more accurate measure of the relationship among 
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the constructs and prevents the possibility of poor fit from the structural portion of a CFA 
measurement model (Tabachnick & Fidell, 2007). Table 6.26 details the GOF indices of the 
full CFA measurement model. 
Table 6.26 GOF indices for the full Measurement Model 
Measure Category Fit Indices Model 
Value  
Cut-off 
value  
Fit 
Remark 
Chi-square CMIN 
X2 (p-value) 
DF 
CMIN/DF 
907.53 
.000 
512 
1.77 
- 
P > .05 
- 
< 2 
Fit 
Absolute fit 
measures 
 
GFI  .97 > 0.90 
SRMR .04 < .05 
RMSEA .037 < .08 
Incremental fit 
measures 
 
 
CFI .98 > .95 
IFI .98 > .90 
RFI .94 > .90 
TLI .97 > .90 
Parsimony fit 
measures 
PNFI .89 > .50 
PCFI  .86 > .50 
As shown in Table 6.26 above, the full measurement model can be deemed acceptable based 
on the presented GOF indices. The normed chi-square (X2/df) is 1.77 and the RMSEA is 
0.037, which indicate a very good model fit. Both the relative fit indices (CFI, IFI and TLI) 
with score of .97 and above, and parsimony fit indices (PCFI and PNFI) with scores of above 
.8, fall within the recommended range for acceptable model fit. Furthermore, the construct 
validity for the full measurement model was assessed, with the results presented in Table 
6.27 below.  
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Table 6.27 Construct Validity of the Full CFA Measurement Model 
Construct CR AVE Sq. corr. 
MaxR 
(H) Viab. Reg. Norm. Cog. Cond. EO 
Viability 0.922 0.704 0.449 0.925 0.839           
Regulatory 0.933 0.736 0.283 0.965 0.496 0.858         
Normative 0.906 0.707 0.211 0.974 0.459 0.371 0.841       
Cognitive 0.951 0.766 0.081 0.983 0.253 0.094 0.285 0.875     
Conducive 0.928 0.684 0.160 0.987 0.400 0.206 0.132 0.104 0.827   
EO 0.952 0.713 0.449 0.989 0.670 0.532 0.381 0.172 0.285 0.845 
The results provide sufficient evidence that the convergent validity of the full measurement 
model was established, as the AVE score of the construct is above 0.50 and CR above 0.70. 
The assessment of construct validity also revealed that the AVE values of all constructs are 
greater that the squared correlation values’, indicating that discriminant validity of the model 
is supported.  
6.3.4.10. Reliability for the Full Measurement Model 
Since all the measurement models underlying the research constructs were examined for good 
model fit and validated, the final measurement items were examined for reliability before 
proceeding to the structural model (Carlson & Herdman, 2012; Field, 2009; Hair et al., 2010). 
Although the reliability of the constructs were assessed using EFA, it is recommend that the 
reliability of the respecified measurement models undergo a further check (Tabachnick & 
Fidell, 2007). Table 6.28 presents the reliability value of the constructs in the study. 
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Table 6.28 Reliability of All Constructs 
Constructs No. of items Cronbach’s α ** 
Regulatory 5 .933 
Normative 4 .906 
Cognitive 6 .951 
Conducive 6 .928 
Entrepreneurial orientation 8 .952 
Viability 5 .922 
** the cut-value for Cronbach’s Alpha is .70 
 
The reliability statistics were calculated for each of the constructs. Although a Cronbach α 
value of 0.5 to 0.6 is considered sufficient to perform further analysis of structural model 
(LoBiondo-Wood & Haber, 2014), a value of 0.7 and above is the generally accepted 
threshold (Hair et al. 2010, p.125). As shown in Table 6.28, the reliability estimates for all 
the constructs are above .70, suggesting the measurement items for the final respecified 
measurement models are reliable.  
6.3.4.11. Structural Model and Hypothesis Testing 
The hypotheses initially posited in this study were that institutional environment pillars 
significantly effect the viability of MSEs and that EO mediates the relationship between 
institutions and the viability of firms. This section presents the analytical result of the 
structural model validity and test of the established hypotheses. 
A structural model is a structural parameter estimate (path estimates) that measures the extent 
to which the structural relationships between constructs in a study are significant (Hair et al., 
2010). The test of the structural model should be carried out after the unidimensionality and 
validity of the measurement models are established (Meyers et al., 2006; Tabachnick & 
Fidell, 2007). In previous sections of this chapter, the study assessed how well the indicator 
items relate to one another based on the model’s overall fit and the validity of the 
measurement was deemed acceptable and valid.  
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According to Hair et al. (2010), factor loading estimates can be treated using two approaches: 
1) Given the factor loadings are estimated and validated in the measurement model using 
CFA, the values can be fixed based on the results obtained from the CFA. 2) Allowing the 
CFA factor patterns and the loadings and error variance term coefficients to be estimated 
along with the coefficients of the structural model. While there are benefits in using the first 
approach, namely that the factor loadings are already estimated and do not have to be 
changed on account of the structural model specification, it presents issues in that it is 
difficult to discern whether changes in model fit are due to issues with the structural theory or 
with the measure itself. The rationale for using the second approach, which is the approach 
that is recommended for SEM-based research (Hair et al., 2010), is that it simplifies the 
transition from the measurement model to the structural model by avoiding the need to go 
through the process of fixing the coefficient of factor loadings and error variance to the CFA 
results. The second approach also highlights any interpretational issues by comparing the 
estimates coefficients between the measurement and structural models, though some 
fluctuations (.05 or less) are expected. In line with the recommendations from the literature, 
this study used this approach to estimate the loadings and error variance term coefficients in 
the structural model.  
To assess the overall model fit and validity of the structural model, the study applied criteria 
recommended by (Hair et al., 2010) and Tabachnick and Fidell (2007). Firstly, the overall 
model fit of the structural model was assessed using the same GOF indices used in the 
measurement model, except for the chi-square (X2) due to the number of indicator variables 
and sample size of the study. When the number of indicators are large (>12) with a sample 
size of greater than 250, a significant X2 result is usually expected (Tabachnick & Fidell, 
2007). The other GOF index guidelines remained unchanged. Secondly, the CFA result in the 
measurement model was compared with the model fit of the structural model, where a result 
showing the structural model fit as significantly worse than the CFA model fit, would 
indicate that structural theory lacks validity. Thirdly, the estimated structural parameters were 
examined to ensure they were statistically significant (different from zero) and non-trival. 
The assessment for the structural model of interaction between institutional constructs, EO 
and the viability of firms was carried out against the above criteria. 
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6.3.4.12. The Full Structural Model  
Figure 6.18 shows the full structural model incorporating the four institutional pillars, EO and 
the viability of firms. This model represents the hypotheses developed based on the existing 
literature.  
 
Figure 6.18 Full Structural Model 
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Table 6.29 shows the overall fit of the structural model in the path diagram. The X2 is 
1017.80 with 518 df (p<0.05), and the normed chi-square is 1.96. The model CFI is .97 with 
a RMSEA of .042. All the absolute and incremental GOF indices indicate that the results are 
within the range of good fit threshold measures.  
Table 6.29 GOF indices for the full structural Model 
Index Category GOF Index  Structural Model CFA Model  Difference  Remarks  
Absolute Fit 
Indices  
CMIN 1041.95 907.53 133.47 
Fit 
X2 (p-value) .000 .000 0 
Degree of freedom 518 512 6 
GFI .90 .91 0.01 
RMSEA .042 .037 0.05 
SRMR .034 .11 0.073 
CMIN/DF 2.01 1.77 0.24 
Incremental Fit 
Indices 
CFI .97 .98 0.01 
IFI .97 .98 0.01 
TLI .97 .97 0 
Parsimony Fit 
Indices 
PCFI .89 .89 0 
PNFI .87 .86 0.01 
Concerning the SRMR result (.11), the result is slightly above the threshold values of .10; 
however, the values of SRMR can increase to 0.15 for models that have more than 30 items 
and a sample size of less than 500 (Byrne, 2013). Thus, the SRMR result is deemed 
acceptable. Further, the model’s parsimony fit indices of PCFI and PNFI values are within 
the range that would be associated with good fit. There is a minor difference between the 
result of the structural model fit and the CFA model as shown in Table 6.29, with regard to 
the chi-square increase of 133.47 and the difference of 6 degrees of freedom.  
The structural model’s factor loading coefficients were also compared against the loading 
coefficients of the corresponding measurement model. The structural model is expected to 
show similar or close loadings to that of the measurement model (Warner, 2008). In this 
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regard, most of the loading estimates of the structural model remain virtually unchanged from 
the measurement model. 13 standardized estimated loadings show a degree of change (further 
detail is provided in Appendix 6.6) and the maximum change in the standardized loadings is 
0.03, which falls below the 0.05 limit (Tabachnick & Fidell, 2007). This indicates the 
existence of parameter stability among the measured items in both structural and 
measurement models, which provides further support for the validity of the structural model. 
6.3.4.13. Results of All Hypothesized Relationships 
Based on the structural model assessment, an assessment of the size, direction and 
significance of the structural parameter estimates for the model was performed. Table 6.30 
presents the structural path estimates. 
Table 6.30 Standardized Regression estimates of the structural model and Hypotheses test 
Hypotheses  Estimate S.E. C.R. P Remarks 
H1: Regulatory    +  EO 0.452 0.039 10.905 *** Supported 
H2: Normative   + EO 0.202 0.043 5.008 *** Supported 
H3: Cognitive   +  EO 0.072 0.049 1.861 0.063 Not Supported 
H4: Conducive  +  EO 0.182 0.044 4.59 *** Supported 
H5: Regulatory  + Viability 0.154 0.036 3.813 *** Supported 
H6:  Normative   + Viability 0.200 0.037 5.346 *** Supported 
H7: Cognitive  + Viability 0.102 0.041 2.934 0.003 Supported 
H8: Conducive   + Viability 0.228 0.038 6.216 *** Supported 
H9: EO    + Viability 0.464 0.042 10.395 *** Supported 
*** p<.001, ** p<.01, *p<.05      
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6.3.4.14. Interpretation of Hypothesis Testing 
As shown in Table 6.30, except for the hypothesis (H3) that the cognitive pillar has 
significant impact on EO, all other theoretically hypothesized construct relationships are 
supported at 99 percent confidence interval.  
The first hypothesis testing (H1), where it was hypothesized that: 
H1: The regulatory environment significantly influences the entrepreneurial orientation of 
Ethiopian MSEs. 
The empirical evidence generated by the study in Table 6.30, indicates strong support for the 
hypothesis that the regulatory environment has a positive and significant effect on EO of 
MSEs in Ethiopia (β =0.45, t=10.91, p<0.01). The current evidence to hand suggests that the 
regulatory environment has the most substantive explanatory power on EO and matters most 
in comparison to the other dimensions of institutions included in the model. 
The second hypothesis testing (H2), where it was hypothesized that:  
H2: The normative institutional environment significantly influences the entrepreneurial 
orientation of Ethiopian MSEs. 
The normative institutional dimension was found to have a positive and significant effect on 
EO of MSEs (β=0.20, t=5.01, p<0.01), supporting H2. The empirical evidence in this study 
showed strong support for the notion that, when the society attributes value to practices that 
encourage firms to do business, MSEs tend to report higher levels of innovativeness, risk-
taking and proactiveness in their business endeavors.  
The third hypothesis testing (H3), where it was hypothesized that:  
H3: The cognitive pillar of institutional environment significantly influences the 
entrepreneurial orientation of Ethiopian MSEs. 
Contrary to expectations, no significant relationship was found between the perceived 
cognitive environment and EO of MSEs in Ethiopia (β=0.07, t=1.86, p>0.05). The study 
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made the case that cognitive institutional arrangements would be associated with the EO of 
MSEs and the results show an almost non-existent relationship (that is, H3 is not supported). 
The fourth hypothesis tested in the study was: 
H4: The conducive institutional environment significantly influences the entrepreneurial 
orientation of Ethiopian MSEs. 
The study results for the conducive dimension align with the proposed hypothesis (H4) 
suggesting that availability of venture capital and access to the latest technology, 
infrastructure and university–industry collaboration have a positive and significant effect on 
MSEs to be more entrepreneurially oriented (β=0.18, t=4.59, p<0.01). 
The hypothesis testing concerning the relationship between elements of the institutional 
environment and viability of MSEs in Ethiopia, the study hypothesized the fifth hypothesis 
that: 
 H5: The regulatory institutional environment significantly influences the viability of MSEs in 
Ethiopia 
The results of this study provide positive and statistically significant support on the linkage 
between the regulative environment and the viability of MSEs in Ethiopia (β=0.15, t=3.81, 
p<0.01). Similarly, the study findings confirm the sixth proposed hypothesis (H6) that the 
normative institutional environment significantly influence the viability of MSEs in Ethiopia 
(β=0.20, t=5.35, p<0.01). 
Consistent with prior studies, the study findings indicate the cognitive institutional 
environment has a significant and positive effect on the viability of MSEs in Ethiopia (β=-
0.10, t=2.93, p<0.01), providing support for the proposed hypothesis (H7) that the cognitive 
environment significantly influences the viability of MSEs in Ethiopia. Similarly, the study 
found support for the eighth hypothesis (H8) that the conducive institutional environment has 
a significant impact on the viability of MSEs in Ethiopia. The findings of the study reveal that 
the perceived level of institutional environment conduciveness has a positive and significant 
influence on the viability of firms (β=-0.23, t=6.22, p<0.01), providing support for the 
proposed hypothesis (H8). The impact of the conducive environment is not only demonstrated 
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in the tendency of MSEs to be entrepreneurially oriented, but has more concrete effects on 
their persistence and profitability.  
The ninth proposed hypothesis (H9) developed to test the relationship between EO and the 
viability of MSEs in Ethiopia. The study results indicated that EO demonstrated a positive 
and significant influence on the viability of MSEs (β=0.46, t=10.40, p<0.01), providing 
support for H9. The findings suggest that when MSE owners/managers have high tendency to 
engage in riskier, more innovative and more proactive business behaviors, the ability of their 
firm to survive, grow and be profitable (that is, their viability) will be higher. 
The results also show that all the estimates in the structural model have a t-value (CR) of 
above the absolute value of 2, and they are all in the predicted direction, providing good 
evidence for the validity of the structural model.  
6.3.4.15. Mediation Effect of EO 
The study hypothesized the tenth hypothesis (H10) that EO meditates the relationship between 
the institutional environment pillars and the viability of MSEs. Table 6.31 provides the 
indirect effect of institutional constructs on the viability of MSEs when the relationship is 
mediated by EO. 
Table 6.31 The Effect of Institutions on the viability of MSEs mediated by EO 
Path Direct effect Indirect effect Total effect Indirect effect Two tailed Significance 
Regulatory  Viability .154 .210 .364 .001 
Normative  Viability .200 .094 .293 .001 
Cognitive  Viability .102 .033 .135 .085 
Conducive  Viability .228 .085 .313 .000 
EO  Viability .464 .000 .464  
 
The results presented in Table 6.31 show that all the four institutional environment elements 
(pillars) - regulatory, normative, cognitive and conducive - have positive and significant and 
direct impact on the viability of MSEs in Ethiopia. In regard to the indirect effect of the 
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institutional environment pills on the viability of MSEs, the findings show that the regulative, 
normative and conducive dimensions are partially mediated with the indirect effect of β = 
.210, β =.094 and β =.085 with p<0.01, respectively. The mediating effect of EO on the 
relationship between cognitive dimension and the viability of MSEs was found to be non-
significant effect (β =.03 with p>0.05). The results show that EO mediates the specific form 
of relationship between institutions and the viability of MSEs. These results suggest that EO 
partially mediates the relation between the three institutional pillars (regulatory, normative 
and conducive) and viability of MSEs. EO does not however mediate the relationship 
between cognitive institutional pillar and viability of the firms.  Potential reasons for this are 
provided in the next chapter, where the overall findings are discussed. 
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Chapter 7 - DISCUSSION 
7.1 Introduction  
This chapter presents a discussion of the overall findings of both the qualitative and 
quantitative data analyses. The discussion in this chapter is based on the four research 
questions, conceptual framework and hypotheses outlined in Chapters 1 and 3 and the 
existing literature and empirical findings published in previous studies, which were reviewed 
in Chapter 2. The research questions in this study were defined, as follows: 
Research Question 1:  
What are the constituent elements that form the pillars of the institutional environment in the 
context of Ethiopia? 
Research Question 2:  
How do firms in a developing country navigate their institutional environment and position 
themselves to remain viable? 
Research Question 3:  
To what extent do institutional environment forces impact the viability of MSEs in Ethiopia? 
Research Question 4:  
Does entrepreneurial orientation mediate the institutional environment – MSE viability 
relationship? 
7.2 Major Elements that Constitute the Institutional Environment Fabric 
of Ethiopia 
From the analysis presented in Chapter 5, it is evident that for any fundamental shift towards 
promoting vibrant and viable enterprises in Ethiopia, the role of the institutional environment 
will be of primary importance. In this study, the institutional elements that determine and 
condition the viability of MSEs in Ethiopia were identified through empirical investigation. 
The particular focus on the role of institutions in Ethiopian MSEs is timely because the 
country has experienced nearly two decades of institutional reform since the previous 
socialist government came to an end in 1991 (Assefa et al., 2013). 
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The findings of the study uncovered sixteen key elements that constitute the institutional 
environment for Ethiopian MSEs. Identifying these key elements within the context of small 
businesses was a complex process. In Ethiopia’s effort to sustain the level of economic 
growth and that will see the country join the “middle-income” nations through realizing an 
enterprise-led economy, the identified institutional elements are often in conflict, creating a 
complex and uncertain business environment for Ethiopian MSEs. In order to offer a frame of 
reference to assist in the analysis of the process underlying the viability of MSEs in Ethiopia, 
the study drew primarily from institutional theory to form the institutional environment’s four 
aggregate dimensions: regulative, normative, cognitive and conducive. 
It is important to note that the entrepreneurs that were interviewed verified the findings, 
particularly in terms of major institutional environment factors and their potential impact on 
the viability of the businesses. The identified institutional environment elements are 
summarized in Table 7.1 below.  
Table 7.1 Institutional environment forces influencing the viability of MSEs in Ethiopia 
Institutions Themes Perceived Impact Description 
Regulatory  • Graduation of 
MSEs 
• Ease of doing 
business 
• Corruption 
• Intellectual 
property rights 
Perceived mainly as 
positive and as 
enabling contribution 
to the viability of 
MSEs. 
The entrepreneurship and 
MSE development policies 
and regulations are perceived 
as a favorable and 
encouraging. However, the 
positive role of the regulatory 
environment is shaded by the 
inadequate enforcement of 
regulations and the 
dependency of the MSEs on 
government support and 
subsidy. Corruption was not 
seen as a critical hindering 
factor for the viability of 
MSEs and even considered 
by some as a way out of 
cumbersome bureaucracy at 
the local offices. 
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Institutions Themes Perceived Impact Description 
Normative • Societal pressure 
for success 
• Social status for 
successful 
entrepreneurs 
• Mass and social 
media 
Perceived negative 
role, inhibiting MSEs 
at the early stages. 
Also, paradoxically, a 
motivator when firms 
become successful. 
Although the society is 
gradually changing its 
perception towards 
entrepreneurships it is still 
problematic and its support 
for MSEs is very weak. Due 
to the anti-entrepreneurial 
culture in the society, the 
start-up and early growth 
stages of enterprises are the 
most challenging that resulted 
in high risk and stress on the 
MSEs. However, those who 
passed through the hardships 
to achieve business success 
are admired and respected in 
society. 
Cognitive  • Opportunity 
perception 
• Technical and 
managerial skills 
• Networking 
• Tenderpreneurship  
Perceived positive 
impact but many 
MSEs use these 
elements to bypass 
institutions. 
The MSEs believe they have 
strong self-efficacy and 
opportunity perception that 
significantly determine the 
viability of their enterprises. 
However, the tendency of 
tenderpreneurship is 
undercutting the value for 
innovation and hard-work 
within the MSE sector. Many 
MSEs in Ethiopia are opting 
to strategize around 
institutions rather than 
abiding by them or 
attempting to alter them. 
Conducive  • Competency-based 
support 
• MSE/University 
collaboration 
• Venture capital 
• Informal financial 
system 
• Need based 
innovation  
More positive 
contribution to the 
viability of MSEs, but 
the elements are at 
early stage  
Although the MSEs recognize 
and value the growing 
institutional infrastructure 
aimed at fostering innovation 
in firms, the level of support 
and the availability of this 
infrastructure in Ethiopia is 
still limited. This situation 
presents one of the major 
constraints to MSEs’ efforts 
in achieving business 
viability. 
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The analysis considered not only the themes that emerged from interviews with MSE 
owner/operators but also the connectedness of these themes to the institutional environment 
pillars. What emerged from this analysis was a description of the institutional environment in 
which contradictory institutional forces are at play. The following subsections present the 
four institutional pillar that contains institutional elements which are conflicting in nature. 
7.2.1. Regulatory Institutional Environment 
The Ethiopian government’s realization of MSEs’ potential strengths and its generous 
support in easing the process of doing business were encouraging features in the institutional 
fabric of the country. The MSEs perceive the current MSE policies, rules and regulations 
favorably and generally saw them as advantageous and impactful on the viability and EO of 
the MSEs. Ethiopian MSE owners/operators and the federal government agree on the 
importance of facilitating the creation of a regulatory environment that allows MSEs to 
leverage their entrepreneurial capabilities, and for the most part MSE owners feel this is now 
in place. However, the positive aspects of the federal regulatory environment are intertwined 
with some inhibiting regulatory issues when administered and implemented by local 
authorities; to this the firms voiced distaste. While the effort by the federal government to 
simplify and rationalize business policies and regulations has facilitated thousands of MSEs 
to be established throughout the country, the lack of proper implementation of these policies 
and regulations by the local administrations that the MSEs closely interact with, hold the 
firms back in abiding by the regulatory environment and furthermore engaging in 
entrepreneurial activities. 
Given Ethiopia is a highly diverse country in terms of its social, cultural and economic 
composition, each region presents its own challenges, opportunities and priorities for change-
makers. Despite Ethiopia’s MSE policies and regulations being largely generated by the 
federal government, the interpretation and implementation of these important institutional 
instruments is carried out by local and regional administrations (Sapovadia, 2015), hence the 
impact of national MSE policies and regulations still to a great extent, need to be considered 
boundary and context specific. So, although the regions’ regulatory environments are more or 
less consistent with the federal policies and regulations, resources and capacities available for 
implementation vary between regions and administrative bodies; the results achieved also 
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display variance. This creates conditions for inconsistency, lack of accountability, 
cumbersome bureaucracy and poor regulatory enforcement.  
MSEs feel that staying in business is made more difficult when the local administrations fail 
to properly implement the policies and regulations. One of the strategies considered effective 
in dealing with the bureaucracy that results from this situation could broadly be discussed as 
corruption. Although previous studies have strongly characterized corruption as one of the 
main obstacles impacting the viability and entrepreneurial verve of firms in developing 
countries (Brown & Mawson, 2013; Dutta & Sobel, 2016), it is important to note that the 
nature of corruption in Ethiopia, as discussed from the perspective of the study’s respondents, 
appears to be cultural and intrinsically linked to Ethiopia (though similar can be witnessed in 
other developing country contexts where institutions are still maturing). Here, rather than 
greasing palms to overstep regulation for rule-breaking, payments are most often made to 
validate or give recognition to the work of local officials. Ethiopia is a country immersed in 
custom and cultural norms (Gobena & Van Dijke, 2016) and, in most regions, the payments 
made in cash or in kind are traditionally considered a reflection of a sense of duty and a sign 
of respect to the service providers, in this case local officials. This perception confirmed in 
many ways by the understanding that this corruption is not one-sided. Public officials often 
encourage small businesses to make payments to achieve outcomes quickly (licenses, 
permits, contracts, tax incentives, dispensations etc.). Indeed, despite this corruption creating 
barriers to entry and limiting the degree of competition, MSEs appear to have normalized it 
as a regular component of day to day business operation. Many MSEs in Ethiopia are now 
systematically expected to make additional payments to local officials to get things done, 
which is fundamentally seen an expression of their right to access these services. That is why 
many of the respondents see themselves as victims of the endemic corruption rather than as 
its perpetrators: “Everyone else is doing it, so I have to do it too.” What may have grown 
from the cultural background may now, with the evidence of mutual awareness and 
complicity, be using “culture” as a convenient excuse in many respects. 
Another tangential expression of corruption, is evident in the way that MSEs systematically 
avoid growth in order to stay subsidized and supported by the government. In Ethiopia, the 
‘MSE Graduation Program’, a component of the Growth and Transformation Plan (GTP), 
allows MSEs to rely on the financial and technical support from the government during start-
up, while they build capacity to compete in the market independently (Assefa et al., 2014). 
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Although the policy for MSE support is not meant to be accessed indefinitely and the 
enterprises are expected to graduate to medium-size enterprise within three to five years, 
many MSEs displayed an unwillingness to grow into autonomy and did not recognize any 
benefits of graduating to medium level enterprises. In some cases, firms intentionally hide 
their potential for growth and consciously mislead the government about their performance in 
order to avoid being excluded from the program. According to the federal government, only 
1% of MSEs graduate every year. When MSEs graduate to medium-sized enterprise, their 
capital requirements expand yet the government concessions no longer apply. Alongside this 
there is no government incentive programs offered to medium-sized enterprises; thus, most of 
the MSEs are very reluctant to graduate and elect to remain as micro or small enterprises. It is 
not because they do not want to be entrepreneurial or be independently competitive in the 
market, instead the level of support and tax and other regulation exemptions seduces them to 
stay small and protected. The firms might think that they are acting rationally for the sake of 
their survival and profitability, but the reluctance of the MSEs to graduate or let go of 
government assistance is creating a high level of dependency and also rent-seeking behavior 
that considerably affects their tendency to engage in the innovative, risky and proactive 
business activities indicative of high-impact entrepreneurial ventures (though the MSEs do 
not perceive it as such). This works against the aim of the program, which is to transform the 
nation’s agrarian economy into an industrial one using MSEs as a vehicle (Assefa et al., 
2013). To sum up, this particular finding is indicative of the institutional theory viewpoint 
that firms operating in weak institutional environment can become hopelessly stuck between 
survival and growth as a result of mimicking the practice of other actors rather than figuring 
out the functions of independency and entrepreneurial endeavor on their own (DiMaggio & 
Powell, 1991; Pritchett, Woolcock & Andrews, 2010).  
7.2.2. Normative Institutional Environment  
While Ethiopian MSEs perceive societal norms as barriers to starting a business, recognition 
is widespread when firms actually achieve business success. This illustrates the contradictory 
effect for MSEs of the normative institutional environment in Ethiopia, i.e. MSE founders are 
not overly respected for the path they take in launching new businesses, but are conversely 
feted if they happen to be successful - leaving many in what could be seen as normative 
purgatory.   
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Ethiopian society considers corporate jobs as a “golden path” to success, job security and 
wealth. The society expects educated youths who graduate from university to move into a 
corporate job or to enter the public service. Given Ethiopia is a collectivist and family-
oriented society (Lituchy & Michaud, 2017), entrepreneurial careers are not seen as a feasible 
means for anyone wishing to lead a strong, settled family life. Societal attitudes towards 
entrepreneurship have two flow-on effects. Firstly, the MSE sector may not always attract the 
best and the brightest into entrepreneurship, as the broader socio-cultural environment is 
discouraging many individuals from viewing themselves as entrepreneurs. Secondly, the 
negative perception towards entering business may increase the MSE owners/operators’ fear 
of failure and this in turn inhibits the firms from engaging in innovative, risky and proactive 
business activities, thereby affecting their business viability. Moreover, as many respondents 
noted, the society’s lack of respect and recognition to those who operate MSEs affects not 
only the effectiveness and competitiveness of their firms in the market, it also affects their 
psychological and personal lives when it comes to societal phenomena such as marriage 
prospects. Although Ethiopian society is gradually changing its perception towards 
entrepreneurship and MSEs, it remains problematic. Participants noted that the anti-
entrepreneurial challenges MSEs face in initial stages of doing business impacted them in 
ways that are difficult to quantify. Thus, they found the early stage of the enterprise life cycle 
the most challenging and one that contained both high risk and high stress on their business 
and their life. 
In contrast to this, however, respondents stressed the enthusiasm with which society rushes to 
support and give high respect to firms experiencing notable success. Many individuals are 
inspired to start their own business based on the fact that society affords high social status to 
those who succeed in their business. The participants stated that the respect and support of 
the society for successful entrepreneurs is an important issue. The high social status given to 
successful firms encourages those MSEs that do not currently have societal respect to persist 
in their business operation in the hope of earning that respect and social legitimacy. The 
study’s findings show that on one hand, the determination of MSEs to be successful 
encourages firms to develop and use their entrepreneurial capabilities, thereby promoting 
their tendency to engage in innovative and proactive business activities. While on the other 
hand, low levels of societal legitimacy pushes them to engage in unproductive entrepreneurial 
activities such as rent-seeking and tenderpreneurship to fast track accumulation of wealth and 
achievement of success. 
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This conflicting treatment of entrepreneurs is reflected in its expression in the media. Most 
Ethiopian MSEs believe that the media has a significant input in enriching, and strengthening 
the country’s political, social, economic and cultural fabric when it comes to entrepreneurship 
and MSE development. The lack of attention from the media was identified as a major 
constraining issue to the viability of Ethiopian MSEs. The Ethiopian mass media (TV and 
radio) which is entirely controlled by the federal government tout MSE growth and 
contributions usually for political purposes. Although positive coverage of MSEs in mass 
media does create awareness and helps drive change regarding the negative social attitudes 
towards entrepreneurship, study participants criticized the mass media for being inaccurate 
and for abjectly failing to cover the critical constraining issues of bureaucracy, corruption and 
lack of access to resources. Such an approach from the mass media diverts necessary 
attention away from the prevailing issues and the lack of exposure lessens political 
commitment to address these considerable obstacles. When it comes to social media, on the 
other hand, the internet is perceived to play a crucial role in helping improve the viability of 
MSEs due to market channel opportunities. By using different tools of social media, for 
example Facebook, Instagram, YouTube, twitter etc., MSEs can gain access to millions of 
Ethiopian users on a 24/7 basis, so it is considered a good avenue to publicize business and to 
engage with customers. Ethiopian MSEs are not only using social media for marketing 
purposes or to build sales, they are also deploying social media with the intent to change 
negative social attitudes towards entrepreneurship and to gather social support for their 
business activities. Social media, then, becomes the trigger of progressive “societal and 
cultural change”, which in turn enhances the MSEs’ ability to conceive new ways of doing 
business.  
With the push and pull normative factors that create institutional complexity, it is evident that 
MSEs do not know how to deal with the difficult position they are in, so they look to develop 
strategies that will aid their survival. These can either take the form of traditional 
entrepreneurialism, where they seek to overcome the challenges by innovative and proactive 
means, or less traditional forms such as playing the system, even if it is at the expense of the 
society and other actors in the market.  
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7.2.3. Cognitive Institutional Environment  
The cognitive environment of Ethiopian MSEs reflects that firms have a high opinion of their 
own entrepreneurial skill-sets and their capacity to recognize and capitalize on opportunities. 
The country’s current consistent economic growth creates diverse business opportunities and 
attracts a significant number of firms to the market. In addition, the Ethiopian government’s 
entrepreneurship development policies focus on drawing an increasing number of youths into 
entrepreneurial ventures directly from universities. Facilitating educated youths to go into 
business and entrepreneurship helps the MSE sector to develop its agility in a rapidly 
changing environment and also to take advantage of modern technologies and identified 
opportunities. GEM (2012) found that an average of 70% of adults in Ethiopia saw 
opportunities for going into business and that they believed they have the necessary skills to 
run their businesses. However, the GEM findings also show that the MSEs’ understanding of 
opportunity exploitation involves their ability to game the systems and using their skill at 
schmoozing with officials to gain an upper hand in the market. 
The country is investing significantly in its education and training structures within the scope 
of its MSE development policies; however, equipping MSE with business skills in the 
traditional sense in not enough if the mechanism to improve the cognitive environment is not 
accompanied with the ability of MSE founders to think like an entrepreneur and act 
entrepreneurially. The firms’ cognitive environment is assumed to be determined by 
perceptions of what the owners/operators hope to, or think they can, achieve through their 
business in light of the opportunities and constraints they see. Many of the participants 
asserted that the tendency to achieve success in the short term sees a considerable number 
MSEs eagerly take any shortcut that comes their way (such as tenderpreneurship and 
cronyism), and that this is diminishing the value placed on skills and expertise in 
entrepreneurship practices.  
Despite their perceived high cognitive abilities, not all MSE owners/operators have the desire 
to put in the hard yards in order to develop and enhance their entrepreneurial capabilities to 
attain sustainable growth and viability of their firms. Comfortable persistence at the present 
enterprise size often appears preferable to expending the effort to engage in risky and 
innovative business activities, in which outcomes may have long lead times. This study 
identified many reasons for this, ranging from personal wishes regarding wealth and lifestyle, 
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to the societal pressure for success, to fear of failure. The majority of the cultural and 
cognitive problems are rooted in entrepreneurs’ behavioral misjudgments relating to doing 
business, opportunity perception and institutional supports. The ability of MSEs to adjust to 
the competitive pressures that come with regulations, trade liberations and change in the 
institutional environment very much depends on the level of their cognitive skills and 
business capabilities (Gatt, 2012). This implies that tenderpreneurship practices, business 
misconduct and schmoozing with government officials to achieve success in the short term, 
not only undermine the legal framework and regulatory system, they also create a barrier for 
new businesses to enter the market and/or practice entrepreneurship.  
7.2.4. Conducive Institutional Environment  
The Ethiopian government seems determined to transform the economy through an 
enterprise-led policy and by supporting and facilitating the growth of high-impacts MSEs 
albeit with the limited resources available. For this, the MSEs recognize and appreciate the 
support policy instruments currently made available by the government, such as easing access 
to finance, taxation offsets, and regulation to support the growth and competitiveness of the 
firms.  
Despite the unequivocal support for the government’s effort to create a conducive 
environment for MSEs, many MSEs expressed their displeasure with the way the government 
allocates support and subsidies among MSEs. Though businesses are comfortable that the 
boom is being realized in Ethiopia and that they are benefiting from it, respondents stressed 
the need for a strategy to be put in place that ensures sustainability of business and 
entrepreneurship growth. When considering resource allocation, this is not currently the case. 
The Ethiopian government provides packages of support to all MSEs without prioritizing 
those high-impact and growth oriented firms, which is counter intuitive to their poliocies. The 
inability to distribute government support to where it is most effective is one of the primary 
issues that hinders the innovative performance of Ethiopian MSEs. This perception stems 
from the overall lack of resources. While the level of support provided to MSEs by the 
government is considerable, once it is divided amongst them equally (as is the current 
practice), what MSEs receive is often relatively limited. Results reveal that this lack of 
prioritization of MSEs when distributing resources, means innovative and creative firms 
effectively go unrewarded (and mediocrity continues to be supported). The government’s 
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blanket approach dissuades “high impact” enterprises from pushing forward in the market, 
since high-risk innovation in business practice is not prioritized by MSEs if government 
support structures systemically ignore their efforts. Thus, preference was noted for moving 
from a general support structure to one based on firm competency. If the government is to 
achieve its aims and promote viable and vibrant enterprises that can accelerate 
industrialization and economic prosperity it will be necessary to stop treating MSEs as 
entities to be protected. Rather than focusing on subsidies, the government needs to prioritize 
and reward innovation and competitiveness.  
It is fair to assume, developing countries are eager to find effective ways to promote high-
growth, innovative enterprises. Most MSE support initiatives focused on expanding the 
number of firms in all sectors, but the real potential is evident in the “high-impact” firms. 
Ethiopian MSE development agencies are making moves in this direction. A review of 
federal and regional official reports reveals that the Ethiopian government believes that 
discouraging MSEs’ reliance on the government support for their survival and growth could 
drive the firms to search for new knowledge, sources of funding, and markets, and build their 
business viability. The next step is, then, to support those that do. High-impact firms are 
incubators for the technical skills identified as urgently needed by government and the MSEs 
themselves are instrumental sources of innovation that introduce new ideas into the market. 
The Morris (2011) study on High-Expectation Entrepreneurship showed that high-aspiration 
entrepreneurs (representing less than 10 percent of the population of nascent and new 
entrepreneurs), were responsible for up to 80 percent of total expected job creation by all 
entrepreneurs. This untapped capacity for rapid revitalization points to the fact that the 
importance of supporting these high impact firms may not yet be fully understood by policy 
makers. Noting that high-impact, innovative firms can be bolstered by programs that identify, 
support, and monitor performance, the MSE support program may need to incorporate 
rigorous selection criteria that identify MSE owners/operators that have the right mind-set 
and capabilities in doing business, who are willing to operate businesses that have the ability 
to grow, have global appeal, and can potentially create substantial market value. In order to 
foster the emergence and proliferation of high-impact MSEs, the institutional support needs 
to be designed as facilitator, not subsidizer, in a way that fosters MSE competitiveness 
through properly implemented, competency-based targeting of resources.  
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To sum up, the findings highlight that the complex, and often conflicting nature of the 
Ethiopian institutional environment puts Ethiopian MSEs in a difficult position; navigating 
the institutional environment effectively, in order to achieve viability is difficult. 
7.3 Strategic Positioning of MSEs in Ethiopia  
Research that has drawn on the concept of institutional theory argues that institutions 
determine and shape the behavior, actions, and strategies of business organizations. While 
most entrepreneurship scholars implicitly assume that firms act within prescribed institutional 
settings, others argue that firms act as institutional entrepreneurs to alter existing institutions 
and often help establish new market institutions in the process of their business activities. 
However, these two major views in institutional theory have not addressed what firms do 
when they are unable to abide by or alter institutions. Firms that operate in formative, 
complex and dynamic institutional settings such as those in Ethiopia, respond to the 
institutional environment pressures in ways that have not yet been comprehensively 
examined in the literature. Evidence emerged from the qualitative study that highlighted this 
research gap leading the researcher to question how firms position themselves to remain 
viable when they are neither in a position to abide by or to alter institutions. 
This study identified and elaborated on a third important institutional view, institution 
bypassing, which describes the interaction between institutions and business organizations 
and encompasses what the study has categorized as circumventive and evasive behaviors. 
Circumventive behavior is defined as a firm’s activities aimed at working around the existing 
institutional requirement by using innovations and value-adding activities to exploit the gaps 
and inconsistencies in the institutional environment; whereas evasive behavior includes the 
activities where a firm expends resources to avoid business obligations in pursuit of 
economic rents or to minimize the impact of the bureaucratic and inefficient activities of 
other actors in the market. Where existing theory holds that businesses that do not abide by or 
successfully alter the institutions within their environment will exit the market, this study has 
found that many persist and often achieve viability. The manner in which MSEs persist, 
through bypassing existing institutions reveals a more nuanced and multi-directional 
relationship between institutions and firms. Considering the institutional environment, and 
given the size and capacity of MSEs, some firms appear to use these behaviors to work 
around institutions or bypass them entirely, in order to increase their competitive advantage 
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and to make institutions matter less to the operation of their businesses. It is likely that in 
developing country contexts like Ethiopia, which have evolving institutional environments, 
the institution-bypassing behaviors this study has identified are more prevalent than to this 
point realized. 
As observed, previous studies have noted that firms often cease to operate when they are 
unable to abide by or alter institutions. Whilst this might be valid in contexts where 
institutions are well developed and adequately enforced, in the institutional environment of 
developing countries, the inconsistencies and loopholes in ‘the rules of the game’ provide 
opportunities for firms unable to abide by or alter institutions, to exist and be viable by 
bypassing institutional requirements. Circumventing and evading behaviors may not 
necessarily be disruptive or innovative, especially in instances where the activities form part 
of the usual workings of the economy. A firm’s business activities could simply be a result of 
a firm’s desire to adapt to the intuitional environment in which they operate (institution-
abiding). Given the developing countries’ institutional environment conditions, this study 
argues that MSEs may engage in circumventing or evading activities out of necessity, driven 
by excessive regulation, lack of societal legitimacy or exclusion from formal opportunities 
rather than explicit entrepreneurial behavior by the firm. Hence, it is important to note that 
the motivation for firms’ behavior in circumventing or evading institutions is considered 
intrinsic to this study’s context. Circumventive and evasive entrepreneurship are not 
undertaken with the intention to change or create new institutions, but rather to achieve 
survival and viability. 
The institutions-bypassing behavior can also be considered with respect to how such behavior 
impacts the wider economy since the efforts to bypass institutions can be both productive and 
unproductive, legal or illegal. Whether due to a poorly regulated business environment, 
existance of instititional loopholes or due to the founder’s self-interest to create wealth 
quickly, small buinesses may position themselves to circumvent or evade the legal system in 
productive or unproductive ways. Some scholars argue that evading institutions in illegal or 
unproductive ways by working under the table and rent seeking can end up normalising the 
behavior and creating a corrupt business culture. Baumol and Strom (2007) argued that 
unproductive business activity such as corruption and rent seeking do not follow the 
constructive, innovative script that is conventionally attributed to entrepreneurial ventures. 
Evasive behaviors of firms, while potentially innovative, may only achieve personal gain at 
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the expense of other firms in the market and indeed consumers as a whole. For example, 
consider rent-seeking activities, where a firm systematically influences government officials 
for loan subsidies, grants or tax concessions. These activities may not create any benefit for 
society; they merely redistribute resources from taxpayers to the firm. Such activities hinder 
fair competition thereby keeping the price of products high, meaning consumers pay more 
than they would in a truly efficient market, unfettered by rent-seeking. 
Based on such analysis, this study presents a theoretical model on how MSEs in Ethiopia 
navigate the institutional environment and position themselves to remain viable. This model 
describes MSEs’ behaviors aimed at persisting and achieving viability in an environment 
where it is difficult to abide by the prevailing institutions or alter them. The model introduces 
‘bypassing’ to explain alternative behavior adopted by MSEs in their efforts to persist and to 
achieve their business goals and hence viability over time. 
 
Figure 7.1 MSEs strategic positioning in dealing with the institutional environment 
 
The bypassing behavior of firms has significant implications for theory and policy. 
Governments and economic policy makers in countries where institutions are still somewhat 
nascent have looked to institutional theory to guide the development of regulation and 
governance mechanisms for economies. Existing theory has provided a useful framework 
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with which to guide the behavior of businesses within local economies. The interplay 
between institutions and businesses has meant that reciprocal relationships, characterized by 
institution-abiding and institution-altering activities, have been both recognized and 
maintained. Improvement and enhancements to economic policy may then be sluggish, 
dependent on large players with significant political or social capital making changes at the 
macro level. Investigating the activities of MSEs and their more nimble navigation of the 
institutional environment provides a more comprehensive picture of institutional byplay and 
the effects on economies. Initially, this may come in the form of highlighting where existing 
institutions need to be strengthened, or as found in this study, better implemented across the 
country. The evasive economic activities previously discussed such as tenderpreneurship and 
rent-seeking are important areas to address. If developing countries, such as Ethiopia in this 
case, are committed to joining the global economy, the strengthening of the institutional 
environment should be driven by global best practice. Developing national institutions to be 
compatible with international institutions and effectively governing them will bolster the 
standing of the country in the global arena and bring with it significant economic benefit. 
In addition, and perhaps more importantly, regulators could turn their attention to the more 
productive, innovative activities being undertaken by MSEs, those behaviors this study has 
categorized as circumventive. This study has already noted that need-based activities are 
finding support from the government, as they provide a significant service to the wider 
community. Rather than regulating to stop these activities or merely turning a blind eye to 
them, governments and regulators could investigate ways to actively support, reward and 
expand them. Instead of looking to other national economies, Ethiopia (and potentially other 
developing economies) may benefit from looking internally. One of the innovative business 
activities used to bypass institutions is the application of indigenous knowledge such as in 
this case, formation of local financial systems (Iqqub), by MSEs. Indigenous knowledge is an 
integral part of the development process of MSEs, but it is an under-examined phenomenon 
in regards to the advancement of developing countries. Hence, facilitating MSEs to innovate 
and exploit such knowledge may enable them to engage in higher value-added business 
activities. Where it is possible to officially sanction, formalize and expand on this model the 
opportunity presents for Ethiopia to legitimize and accelerate its entrepreneurial activity on a 
national scale. 
228 
Irrespective of the MSEs’ methods of dealing with institutions, either through circumventive 
or evasive behavior, this study argues that these behaviors are for the most part driven by the 
institutional forces themselves. Following on from this, bypassing behavior will be expressed 
differently depending on the instiutional contexts. While the study has identified a sample of 
these behaviors in the Ethiopian context, predominately at the firm level, additional behaviors 
may be exhibited by firms in other environments. Likewise, what is seen as productive and 
unproductive in the Ethiopian context is governed by the specific institutions inherent in that 
context. A behavior which is unproductive in Ethiopia may be classed as productive in a 
South-East Asian or Middle Eastern economy. The response to these behaviors, then, also 
needs to be boundary and context specific. 
Developing sophisticated, growth-oriented strategies requires engagement with both the 
institutions governing the environment and the response of businesses as they operate within 
it. Each region and local administration will have its own challenges, opportunities and 
priorities for change. This study suggests that developing a conducive, regionalized business 
environment that is able to better integrate with broader national development strategies is a 
potentially powerful way to enhance the viability of small businesses in Ethiopia. Till such a 
sophisticated, transparent and conducive institutional environment is accepted and developed, 
the institution-bypassing behavior will in all likelihood continue as firms prioritize their 
survival and viability. Institution-bypassing activities are an expression not just of the firms’ 
navigation through the complex, often conflicting, elements of the Ethiopian institutional 
environment but a reflection of the contradictory nature of entrepreneurial activity in 
Ethiopian MSEs. Despite drawing on bypassing activities and often acting in ways that would 
not traditionally be considered entrepreneurial, the MSEs value entrepreneurial activity 
highly. Truly entrepreneurial business activity is something that MSE owners and operators 
prize highly and look to on the horizon. However, this horizon is obstructed by numerous 
obstacles. So, when MSEs work around the system to survive and be profitable, it is not 
because they do not aspire to being entrepreneurial, but because they are not yet operating on 
a level, opportunity-based playing field. They are forced, in many respects, into holding a 
“lowest common denominator” position in line with their competitors. This paradox between 
aspiration and practice is central to understanding the impact of institutions within the 
Ethiopian environment. 
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7.4 Effect of Institutions on the Viability of MSEs  
Having examined how MSEs position themselves to remain viable within a formative, 
dynamic and complex institutional environment, this study undertook an in-depth 
examination of the extent to which these institutional forces impact viability, both directly 
and indirectly through any mediating effects from EO. Figure 7.2 below presents the 
structural model developed to investigate these relationships. 
  
 
Figure 7.2 Results of the structural model analysis 
Despite the conflicting nature of the institutional environment, overall, the multivariate 
analysis shows that firms perceive the Ethiopian institutional environment positively and that 
this has a predominantly positive and significant effect on their viability, both directly and 
indirectly. However, the impact of these factors is not uniform. The study’s multidimensional 
measure of institutions reveals a more nuanced relationship between the perceived 
institutional environment and viability, showing differing levels of impact on the overall 
firm-level phenomena. This can be considered a significant contribution of the study to 
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existing literature as previous studies applying North’s institutional theory (1990) have not on 
the whole been clear as to the extent to which individual pillars of the institutional 
environment matter to firms’ EO and viability.  
For the purposes of this discussion, it is noted that support for the EO–performance 
relationship in the literature is long standing, and empirical studies have largely found that 
firms with higher EO perform better (Alegre & Chiva, 2013; Brown, 1996; Davis et al., 2010; 
Lindsay et al., 2014; Rauch et al., 2009; Wiklund & Shepherd, 2005). EO has been reported 
to have the highest degree of association with overall firm performance (Covin & Lumpkin, 
2011; Lumpkin & Dess, 1996; Rauch et al., 2009; Wiklund & Shepherd, 2005). Consistent 
with the extant literature, the empirical evidence offered by this study supports the notion of a 
significant and positive relationship between EO and the viability of MSEs. However, when 
discussing the effect of EO in the Ethiopian context, the contradictory nature of the elements 
that form the institutional environment warrants consideration. As discussed in the previous 
section, the institution bypassing activities reveal a contradictory aspect of entrepreneurial 
activity of MSEs. Though the act of evading the existing rules and regulations would not 
traditionally be considered entrepreneurial, and despite the proliferation of such 
“unentrepreneurial” activity, the MSEs value entrepreneurial activity highly. In the eyes of 
many MSEs, working around the system is a matter of survival. They do not necessarily 
undertake such activities because they do not aspire to being entrepreneurial, they do so 
because they understand that they are not yet operating on a level, opportunity-based playing 
field. In effect, they feel they are forced to operate in a fettered manner to remain viable 
given the current institutional environment. 
This non-alignment between how MSE owners/managers view entrepreneurial activity in the 
aspirational sense, and their capacity to work in that manner in the actual institutional 
environment needs to be considered when discussing the impact of each of the institutional 
pillars on EO and the mediation of that impact on viability. 
7.4.1. Direct Effect of the Regulative Environment on EO and the Viability of 
MSEs 
The statistically significant impact of the regulatory environment on the viability of MSEs 
(β=0.15, t=3.81, p<0.01) suggests that MSEs tend to perform well in a strategic fashion when 
business regulations and government policies covering business activities are perceived 
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positively. MSEs, in their efforts to survive, grow and be profitable, may perform well in an 
environment where business regulations and government policies are perceived as enabling 
for business and the availability of different forms of government support available for the 
MSE sector are likewise enabling in form. The informants in the qualitative study mentioned 
the rules and regulations are encouraging and the government is fairly determined and is 
introducing changes to ease the process of doing business and attract new enterprises to the 
market, while trying to rationalize and simplify business regulations. However, limiting the 
actual impact of this determination, the findings in the qualitative study also indicate that the 
inadequate implementation of rules and regulations by local administrations is standing in the 
way of MSEs efforts to achieve viability. One of the possible reasons for this is the 
continuing policy and regulatory focus on reform aimed at enhancing the performance and 
competitiveness of MSEs. The MSEs believe the government, at least at federal level, is 
doing a good job in simplification and rationalization of procedures and regulations in a way 
that enables MSEs to respond quickly and efficiently to the current economic boom and 
related market signals. This potentially has considerable impact on the viability of their 
businesses.  
Another plausible reason for firms perceiving their regulatory environment as influential to 
their business viability could be their perception towards corruption. With respect to 
corruption, an aspect which would be expected to impact negatively on the viability of MSEs 
in the Ethiopian setting, the moderated perception of MSEs may have mitigated this effect. In 
this study, the findings show that despite many Ethiopian MSEs agreeing that the current 
corruption practices in business are detrimental to the economy and society at large, many of 
them still consider corruption (expressed as payments to get things done quickly) as the most 
efficient way to run their business. The study identified that MSEs engage in corrupt 
practices in an attempt to operate their businesses effectively and to promote their short-term 
growth by facilitating transactions in the bureaucratic process at micro-level or local 
administrations. For many Ethiopian MSEs, corruption is a means of achieving certain 
benefits that make business activities in the official economy easier, such as winning a 
contract from a public authority, getting a licence e.g., for manufacturing products or 
providing other services, or getting permission to convert land into “construction ready” land. 
Previous studies have also revealed similar results. Aremu and Adeyemi (2011) noted that 
when firms aimed to survive and maximize profit, they may decide to engage in an optimal 
amount of corruption that would allow them to maximize their profits. So, where outside 
232 
observers might expect proliferation of corruption to negatively impact the MSEs perception 
of the regulatory environment with regards to their viability, in practice, its normalisation and 
the government’s lax attitude towards regulatory enforcement appear to have the opposite 
effect.  
So, while the contextual effect of corrupt practices on the overall economy may be negative, 
its immediate impact at the firm level does not appear to be a major concern. Of note, results 
of previous research differs widely on the correlation between corruption and firm 
performance. For example, Rand and Tarp (2010) found that the incidence of bribe payments 
by Vietnamese firms is associated with several firm characteristics, and that bribe payments 
have a negative effect on firm growth. Birhanu, Gambardella and Valentini (2016) also 
showed that corruption, has a negative impact on firms' growth rates of sales, but the impact 
is not statistically significant. On the other hand, other studies have supported the notion that 
corruption can speed up the wheels of commerce and have a positive impact on firm 
development, by affording the possibility to overcome bureaucratic barriers and short circuit 
timely processes. Méon and Weill (2010) found that corruption is less harmful to efficiency 
in countries with less effective institutions, and may even improve efficiency where there are 
extremely ineffective institutions. Svensson (2003) suggested that though corruption deters 
economic growth at the macro-level, bribe payments correlate positively with firm growth in 
Uganda. Wang and You (2012) suggest that the “good corruption” components are used as 
“speed money”, which could promote firm growth by overcoming the less efficient 
regulations.  
Considering the direct impact of the regulatory environment on EO, the MSEs’ degree of 
trust and confidence in the legal system to protect and enforce the agreed-upon contracts has 
significant impact on their proclivity to engage in innovative, risky and proactive business 
activities. The study results show that the government’s effort in simplification and 
rationalization of procedures and regulations, though mostly at the federal level, helps firms 
to perceive the regulative environment more positively and encourages them to view 
innovative, proactive and risk-taking activities as significant in achieving viability (β =0.45, 
t=10.91, p<0.01). This particular result is consistent with the view that an enabling regulatory 
environment that facilitates MSEs’ business activities increases the likelihood of exploiting 
previously-discovered business opportunities (Aparicio et al., 2015; Ayyagari et al., 2014). 
This study confirms, as has been previously noted, that the regulatory environment governing 
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the transaction processes of firms is often seen as the institutional force that shapes firm 
behavior and strategic choice most strongly (Bowen & De Clercq, 2008).  
If policy-makers are keen to increase the entrepreneurial nature of firms, the study findings 
suggest that their emphasis should be not only on establishing supportive regulative 
institutional arrangements, but also on effectively communicating the nature of the regulatory 
environment to firms in order to create a positive perception. Policy measures designed to 
enhance the entrepreneurship behavior of firms operating in Ethiopia would be well served to 
focus on the regulative dimensions identified in the study’s multidimensional measure. 
Overall there appears to be a delicate balance between providing a regulatory environment 
that facilitates entry into the market and firms’ entrepreneurial activities, and passing the 
tipping point where inadequate enforcement curbs the entrepreneurship and growth of firms. 
Despite the availability of favorable regulations at federal level, as the qualitative study 
results show, poor implementation of the rules and regulation at local level may actually 
impede creative destruction, enhanced efficiency, proactiveness, and risk-taking behavior of 
firms. The challenge for policy-makers is to provide the right balance between the two. 
7.4.2. Direct Effect of the Normative Environment on EO and the Viability of 
MSEs 
The positive and significant effect of the perceived normative environment on the viability of 
MSEs in Ethiopia (β =0.20, t=5.35, p<0.01) found by this study complements previous 
studies that argued that firm behaviour and performance are heavily influenced by the social 
values, norms, culture and other social settings in which they operate (Baumol, 1990; Bruton 
et al., 2010; Scott, 2014). A large number of empirical studies have suggested the influence 
of social norms and attitudes towards entrepreneurship and doing business, on overall firm 
performance is significant. National social settings and culture have, for example, been 
shown to have a greater impact on employees’ performance than the organizational culture of 
the firm itself (Adler & Jelinek, 1986). A resource-based view of firms focuses on the 
resources and capabilities of a firm that enable it to exploit imperfect and incomplete factor 
markets, and to generate above-normal rates of return through sustainable competitive 
advantages (Ahn & York, 2011; Peteraf, 1993). On the other hand, societal culture and norms 
per se may also be seen as part of a firm's resources, leading to a competitive advantage 
(Dunning & Bansal, 1997). The findings of this study suggest that when firm leaders assign 
greater value to their status in the society and value the social support significantly, the 
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normative environment will significantly influence the way they behave and conduct their 
business in order to affirm the legitimacy of their business (Ahlstrom et al., 2008; Aldrich, 
2010), which in turn impacts their viability.  
The level of respect and status that society offers successful entrepreneurs was one of the 
main motivational factors reported by the informants that kept them going with their business 
in the face of many challenges as they sought to achieve viability. Similarly, the societal 
pressure on the underperforming MSEs and refusal of the society to accept failure is pushing 
the MSEs operators to come up with business ideas that enable them to endure. Conformity 
to pressures from the institutional context gives rise to social support and ensures survival of 
a firm, not because it produces greater profits or better products, but because it goes along 
with accepted social norms and expectations (Hatch & Schultz, 1997). Results confirm that a 
positively perceived normative environment is a necessary condition for the presence of EO 
within firms (β =0.20, t=5.01, p<0.01), thus supporting the proposed hypothesis (H2). 
Specifically, when firms believe that their society places a high value on those who succeed 
in achieving their business goals, they tend to be more entrepreneurial in nature as this 
encourages innovation and proactiveness - all hallmarks of a strong EO. Ethiopian society 
may not consider entrepreneurship as a favourable career path compared to the safer 
corporate world; however, as the qualitative findings show, society definitely celebrates and 
places high social status on successful entrepreneurs. Where the first phase of this study 
pointed to a paradoxical impact of these two societal views, the quantitative results indicate 
that society’s ultimate celebration of success has the lasting influence, at least amongst MSEs 
who have pushed through that initial negative perception and journeyed down the 
entrepreneurial path. That is not to say that these MSEs do not continue to be impacted by 
negative social pressure, but that their societal circumstances may spur MSE 
owners/operators to be more determined and resolute in achieving their business goals, which 
in turn intensify the proclivity to use their skills and capabilities in innovation and proactive 
business activities. Although this study found that societal norms and values could be 
constraining factors in the beginning stages of business (and impede aspirants from starting 
an MSE in the first instance), the respect and high status placed on successful entrepreneurs 
moves the MSEs to perceive their normative environment as positive overall. 
While the direct impact of the normative environment on MSE viability stands as one of the 
most significant, the capacity of MSEs, government or policy-makers to effect change 
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through the normative environment is potentially less than other avenues through which they 
can exert influence. Society’s attitudes toward entrepreneurship affects the propensity of 
individuals to become entrepreneurs, their ability to run viable business and even rebound 
from business setback. However, societal change, by its nature, requires gradual evolution 
and is less able to be targeted toward a single aspect of society such as its attitudes towards 
entrepreneurs. These attitudes are not only affected by factors directly related to business but 
also by factors that relate to the acceptability of various actions and the values attached to 
them. The perception and attitudes towards MSEs emanate from job security, career options, 
attitudes towards wealth and money, and attitudes towards competition given the society’s 
collectivist or individualist nature, and so on. Results drawn from the qualitative phase of this 
study, though, point to some potential in-roads into maximising MSE viability within 
Ethiopian culture. The study recorded notable success where MSEs stepped outside the 
traditional narrative of entrepreneurial individualism and aligned their business to address 
social needs. Such enterprises experienced direct impacts to both their profitability and their 
longevity due to the manner in which the society embraced their endeavours. Similarly, the 
advent of social media as a channel to profile and celebrate entrepreneurship is having an 
impact on long held views in Ethiopian society and it appears this type of disruption will 
have an impact on how entrepreneurship is rated by society. Further improvement to 
entrepreneurial ‘status’ will also require programs focussed on ongoing societal change 
through greater exposure via the mass media as well. 
7.4.3. Direct Effect of the Cognitive Environment on EO and the Viability of 
MSEs 
A significant and positive relationship between the cognitive institutional environment and 
the viability of MSEs in Ethiopia (β=-0.10, t=2.93, p<0.01), was found in this study. MSE 
owners/operators should have the ability to scan their environments, select promising 
opportunities, and formulate strategies for taking advantage of those opportunities; this is the 
classic entrepreneurial role (Alvarez et al., 2011; Brixiova & Ncube, 2013; Demirbag et al., 
2010). To function effectively in this role requires the right mind-set and belief in relevant 
knowledge and skills, market scanning abilities and vision in taking advantage of opportunity 
(Madhoushi et al., 2011). These factors in turn help determine the viability and success of the 
MSEs. Although the findings of the qualitative phase of this study show that when MSE 
owners/operators perceive their cognitive environment in a negative way they can tend to 
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engage in evasive business activities such as corruption and tenderpreneurship (or they 
become less entrepreneurial), the study findings demonstrated that the MSE owners and 
operators perceive their abilities to have a positive and significant impact on the viability of 
their firms. 
Though unproductive activities may harm the local economy and society in general sense, 
they can benefit the firms and enable them to persist in their business operation (Aparicio et 
al., 2015; John, 2011). The firms in the sample are relatively small firms, so it can be 
expected that the owner/operator will have a substantial role in the formation and direction of 
the firm, which influences the viability of the firm; a view that is well ingrained in the 
strategy-manager alignment perspective of organizational development (Chatterjee & 
Hambrick, 2007). This particular finding highlights another novel contribution of the current 
study in understanding how attitudes translate to actual firm viability. When firms use their 
cognitive abilities in activities such as rent-seeking, takeovers, tax evasion or acquiring a 
monopoly, this may contribute to the profitability and overall viability of a firm; they do not 
however contribute much value, if any, to the economy and society at large. Thus, the 
findings of the study offer a more nuanced explanation of how firms cognitive attributes 
impact their viability by showing that although firms may not be entrepreneurial and may fail 
to add value to society and economy, the ability to game the system via productive and 
unproductive ways, can translate to firm-level benefits and significantly influence business 
viability. 
Contrary to hypothesized expectations, no significant relationship was found between the 
perceived cognitive environment and EO of MSEs in Ethiopia (β=0.07, t=1.86, p>0.05). The 
study had reasoned that firm leaders’ perceptual assumptions, such as alertness to 
opportunities and confidence in one's own skills to start and run a business, would be 
positively associated with the level of firm entrepreneurial activity (Arenius & Minniti, 
2005). Thus, it was expected that the entrepreneurs' perception of (and belief in) the 
relevance of their knowledge and skills would likely influence their opportunity recognition 
and exploitation, as well as the EO of the firm they lead. The findings instead suggest that 
firm leaders with the faculty to exploit business opportunities also have the faculty to exploit 
the system, and may do so in order to ensure the survival and be profitability of their 
business. This finding contradicts findings of previous studies which suggest that in the small 
business context, the skills, knowledge and personal experience of the owner–operator 
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largely shapes the EO of their firms (Duarte Alonso & O'Neill, 2010; Poutziouris, 2003; 
Roxas & Coetzer, 2012). 
One possible explanation for non-significant finding is that most MSEs in Ethiopia may 
believe that the business skills and knowledge which create competitive advantage may not 
give them a giant leap ahead into business success; rather they may focus their time and 
resources on gaming the regulatory system and find short-cuts to success, a concept discussed 
in the preceding section. From a cognitive perspective, for genuine firm level entrepreneurial 
change to be generated and sustained, the premises of change towards EO would need to be 
internalized and valued by the firm leaders or members (Palthe, 2014). MSE 
owners/operators choose to adopt and support certain strategies, even if they are neither 
entrepreneurial nor productive at a macro level because they believe in these strategies and 
personally want to support them, irrespective of whether they are not enforced through the 
legal framework or societal norms. One of the main findings in the first phase qualitative 
study was that the tendency towards tenderpreneurship, networking with government officials 
and corruption by entrepreneurs and MSE operators in Ethiopia is high. The study found that 
that a considerable number of MSEs take any available shortcuts to make more money and 
create wealth in the shortest time possible. Such behaviours will have a diminishing effect on 
the value placed on skills and expertise in the business sector (Auriol, 2013).Some scholars 
may argue that corruption can improve entrepreneurial opportunities like putting grease on a 
wheel can make it move faster. For example, using data from 43 countries from 2003 through 
2005, Dreher and Gassebner (2013) found that corruption is beneficial in highly regulated 
economies (specifically those with a higher number of procedures required to start a business 
and a larger minimum capital requirement). They concluded that corruption has a positive 
impact on entrepreneurship in countries with bad business climates. However, when firms 
prefer shortcuts such as tenderpreneurship or corruption to maximize profits, it not only 
distorts fair competition and free markets, it denies firms the opportunity to build 
entrepreneurial capabilities and experience in order to deal effectively with crises and 
business uncertainty.  
Another plausible explanation for the non-significant effect of the cognitive environment on 
EO of MSEs is that MSEs in developing countries are likely to be at the early stages of 
business growth and therefore operating in ‘survival mode’ by tightening profit margins and 
saving cash rather taking risks to expand operations and engaging growth strategies. Dealing 
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with basic regulatory requirements is a major concern of MSEs given the need to maximise 
their limited resources to sustain the business (Williamson, Lynch-Wood & Ramsay, 2006). 
Larger, more established firms are likely to have moved past this ‘minimum regulatory 
compliance approach’ and be beginning to pay more attention to the cognitive dimensions 
that shape managerial attitudes and organisational EO toward establishing competitive 
advantage. Palthe (2014) asserted that cognitive elements (i.e., changes in beliefs about work 
roles) are likely to be associated with long-term, continuous change. However, MSEs in 
developing country contexts may not have the resources and long-sightedness to build 
knowledge, skills and other cognitive capabilities and may prefer to do things that help them 
to survive and be profitable as quickly as possible. This in turn may diminish their EO.   
7.4.4. Direct Effect of the Conducive Environment on EO and the Viability of 
MSEs 
Improving the business climate for MSEs, and strengthening their capacities to respond to 
business opportunities, does strengthen the viability of the firms. The significant positive 
direct relationship between the conducive environment and firm viability (β=-0.23, t=6.22, 
p<0.01) indicates that the viability of MSEs in Ethiopia is largely dependent on an 
environment where the government provides information, consulting, training, accounting, 
legal, advertising, marketing, courier services, technical and technology services, including 
testing for standards and certification requirements abroad, product upgrading, etc.  
The study also found that the perceived conduciveness of environment is likely to enhance 
positively and significantly the tendency of MSEs to be more entrepreneurially oriented 
(β=0.18, t=4.59, p<0.01). The significance of the impact of the conductive environment on 
the EO of Ethiopian MSEs’ may be explained by the fact that significant changes have taking 
place in the degree of involvement by Ethiopian MSEs in developing national economic 
policies. Growth strategies such as GTP I & II, have been largely driven by Ethiopian 
entrepreneurs and the gradual opening of the Ethiopian business environment to international 
competition and knowledge exchange has recognized the necessary role of MSEs in this 
progress. The MSEs are considered as economic catalysts by virtue of their capacity to 
produce greater employment and their current status in the economy indicates that they are 
perceived to represent a significant economic resource. The support and recognition for 
MSEs as economic drivers means many Ethiopian MSEs take pride in their role in the 
country’s economic improvement and through this ownership they perceive their business 
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environment to be conducive and are encouraged to be more entrepreneurial in their 
activities. However, these broad government support structures need to be promoted as 
stepping stones so that MSEs are encouraged to be self-reliant and competitive rather than 
forming a dependency on public service providers. 
As indicated in the qualitative study results, the MSEs demonstrate a proclivity to stay 
supported and subsidized by the government and this may damage the sustainability of the 
firms and success of the support programs. Thus, establishing the institutional frameworks in 
a way that can encourage enterprises by providing information on markets and standards, 
advice on strategies, and creating access to technology and innovation coupled with 
appropriate financing packages can enhance the viability of MSEs. Most MSEs in Ethiopia 
would prefer a competency-based support, in support of “high-impact MSEs” rather than a 
general support for all firms. One of the primary indicators for competency is firm viability. 
Considering policy makers’ desire to create jobs, although the number and share of high-
impact enterprises is small, the number and share of jobs they create is disproportionally 
large (Brown & Mawson, 2013). Thus, developing countries, such as Ethiopia, could be 
better served by designing and enforcing a policy support that prioritizes high-impact firms. 
Policies in support of high-impact MSEs may mean two things: support policies fostering the 
emergence of high-impact MSEs to provide a breeding ground for new start-ups, or policies 
supporting MSEs that already perform well in order to sustain their high performance. Either 
way, promoting and recognizing high performing MSEs by prioritizing their access to higher 
level support packages may enable firms to see what opportunities they need to explore and 
exploit within and beyond their own borders. Facilitating this will enable them to build their 
competitive advantage and ensure ongoing business viability (Ács, 2015). Although the 
findings show that the current conduciveness of the business environment is starting to bear 
fruits by impacting the viability of MSEs positively, the firms still claim that the impact 
could be more significant were the business environment made more favorable for profit 
hungry, entrepreneurially orientated MSEs rather than firms subsisting at a ‘barely-viable’ 
level.  
7.4.5. The Mediating Role of EO in the Institutions–Viability Relationship   
The findings of the multivariate analysis revealed that the relationship between institutional 
dimensions and the viability of MSEs in Ethiopia is partially mediated by EO. As presented 
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in Chapter 6, Table 6.31, three of the institutional environment dimensions – regulative, 
normative and cognitive - have indirect and significant impact on the viability of MSEs. In 
effect, the study highlighted the role of EO as the conduit that reveals the nature and extent of 
the relationships between institutions and the viability of MSEs. The positive and significant 
direct effect on the viability of MSEs (β=0.46, t=10.40, p<0.01) also suggests that when MSE 
owners/managers have a high tendency to engage in riskier, more innovative and more 
proactive business actions, the ability of their firm to survive, grow and be profitable (that is, 
their viability) will be higher. 
Specifically, the results suggest the regulative environment predominantly impacts the 
viability of MSEs via its effect on EO, while the normative and conducive dimensions have 
more direct impact on viability, not that their effect through EO should be discounted. 
However, the results were equivocal when mediated relationships were examined in the 
cognitive environment-MSE viability link. Only the impact of cognitive dimension is not 
mediated by EO. In this research, it was proposed that firm leaders who perceived high levels 
of cognitive ability would tend towards a more entrepreneurial orientation. However, the 
results did not support this relationship and suggested that firm leaders do not seek cognitive 
legitimacy for their choice of strategic behaviour. One plausible reason for this situation 
could be that when MSEs deal with complex institutional environment, the application of 
strategic cognitive discipline may not be always the solution. It is not institutions that matters 
per se, rather, it seems that MSEs align their EO to different characteristics of the institutional 
environment and as a consequence reach higher business viability. Misguided strategic 
decisions, though they might be appropriate actions theoretically, could endanger the survival 
of a firm. When firms are operating in hostile and complex environments they face 
difficulties in acquiring adequate protection of property rights and access to resources such as 
financial and human capital. Although such legal protection and resources are needed to 
pursue entrepreneurial activities in firms with a high EO, firms may prefer to engage in low 
risk-taking, less innovative and even in unproductive activities such as tenderepreneurship 
and rent-seeking to remain viable in the market. This implies that EO may be only part of the 
answer when firms operate in formative, complex and hostile environments. Thus, firms in 
hostile institutional environments may prefer to play the game rather than being 
entrepreneurial. 
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Though the cognitive institutional dimension was found to have a non-significant indirect 
impact on the viability of MSEs, the study found a significant direct impact on viability. This 
raises interesting questions especially given the cognitive environment elements are more 
related with the entrepreneurial characteristics of MSE owners/operators. As noted in the 
previous section, where MSEs focus on business strategies and behaviors for the sake of short 
term business success, they appear to sidestep the risk inherent in entrepreneurialism. The 
direct link between the cognitive institutional elements and MSE viability gives weight to this 
conjecture and to the developed concept of evasive behavior. As previously detailed, it 
appears that many Ethiopian MSEs use their networking and other cognitive abilities to evade 
institutions hence engaging in unproductive entrepreneurship behavior in order to make easy 
money. This may create conditions for black economy, monopoly and unbalanced market 
competition (Baumol, 1990; Boettke et al., 2003). This finding highlights the immaturity of 
the institutional environment in Ethiopia in preferencing bureaucracy at the expense of EO. 
According to the study results, MSEs are encouraged more in entrepreneurial activities when 
they perceive their institutional environment as conducive and enabling, and their 
engagement in EO in turn enhances their viability. The mediation analysis has shown that the 
majority of the institutional dimensions are associated with EO, which in turn, has been 
shown to be positively and significantly associated with the viability of MSEs in Ethiopia. In 
effect, the mediation analysis clarified that the institutional environment relates to MSEs, 
both directly and through influencing the EO of MSEs.  
The results presenting the mediating role of EO in the institutional environment and the 
viability of MSEs are consistent with previous studies (e.g., see; Brouthers, 2002; Covin & 
Slevin, 1989; Lumpkin & Dess, 2001; Manolova et al., 2008; Michailova et al., 2013; Roxas 
& Chadee, 2013; Zahra, 1993). Firms can deal with and benefit from a complex institutional 
environment by adopting a high degree of EO. Firms need to be proactive in their attempts to 
achieve business viability and the application of newly acquired knowledge to different 
contexts. Firms that fail to engage in innovative, risk taking and proactive business behavior 
and thereby leverage existing opportunities are prone to underperformance in the institutional 
environment in which they operate (Li et al., 2009). MSEs in Ethiopia therefore need to 
innovatively and proactively seek new combinations of resources and capabilities that can be 
applied to different contexts to transform the opportunities associated with complex 
institutional environments into above-average performance levels. Firms with a high degree 
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of EO will be better placed to explore and exploit these opportunities and, thus, translate the 
advantages of a complex environment into increased business viability. 
Theorizing on EO has conceptualized it as an independent variable that influences firm 
viability more or less in specific settings; however, the results of this study give cause to 
question this approach because the level of EO itself appears to be dependent on the 
individual pillars of the institutional environment to differing degrees. The perceived 
institutions and their constituent elements impact firms by influencing and shaping the firms’ 
EO. Specifically, EO significantly mediates the effect of the regulatory, normative and 
conducive dimensions of the institutional environment on MSE viability. Therefore, the issue 
of firm viability particularly at the MSE level in early growth phase would it seem require 
attention to be paid to the interplay between institutions and EO and consequently the impact 
this has on firm viability. It would appear this is all the more critical in developing countries 
such as Ethiopia where institutional maturity is still some way off and where MSEs must 
navigate pathways that are not always entirely clear.     
7.5 Concluding Remarks 
This study concludes that the ability of MSEs to achieve and sustain viability in Ethiopia to a 
large extent depends on the nature of the institutional environment in which they operate. The 
level of firms’ entrepreneurial practices and their viability are impacted by their perceptions 
of Ethiopia’s complex and uncertain institutional environment. The Ethiopian institutional 
environment setting entails conflicting elements that place MSEs in a difficult situation in 
terms of navigating and strategizing their position in the market. The findings of this study 
point to a view that viability is substantially determined not only by the ability of firms to 
follow (institution-abiding) or to challenge (institution-altering) institutions, but also by 
strategies aimed at bypassing them by either circumventing or evading institutional 
requirements. Given the factors that shape the institutional environment in developing 
countries; some enabling, some overwhelmingly constraining, MSEs more often than not 
position themselves to circumvent or evade rather than adapt or directly alter the institutions. 
This activity in itself is sometimes contradictory, and often sees MSEs driven by the need to 
survive in a sometimes counter-intuitive institutional environment and as a result to act in 
ways that contradict their entrepreneurial aspirations. There is also an argument to be made 
that bypassing takes place across various contexts. Therefore, this study suggests that an 
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effective strategy to enhance the viability of firms may be to acknowledge and indeed 
leverage institution–bypassing activities that self-seed greater entrepreneurial activity.  
When it comes to examining the association of institutions, EO and performance, the 
assumption of institutional theory, as it relates to the adoption of a more entrepreneurial 
orientation, has been tested by contrasting levels of EO across firms from countries with legal 
systems with differing historical origins (Dickson & Weaver, 2008). However, the 
conceptualization of institutions varies across boundaries (Dear & Wolch, 2014; Zoogah et 
al., 2015) and the aggregated measures of countries’ institutional environments do not 
explain the variance of EO across firms which operate within a country under relatively 
similar rule of law. Thus, by examining this gap, the study found that not only the objective 
institutional environment per se, but the way in which MSE owners/operators perceive their 
institutional environment is actually critical to firm EO, and their development of strategies, 
actions and processes. The results of this analysis, whilst confined to a single institutional 
environment (Ethiopia), do suggest that there may be validity in other institutional 
environments especially in developing countries characterized by formative, fluid and 
transitional institutions.  
The multivariate analysis shows that firms perceive the Ethiopian institutional environment 
positively and that this has a predominantly positive and significant effect on their viability, 
both directly and indirectly. However, the impact of these positive perceptions is not uniform, 
nor is it wholly reflective of the firms’ entrepreneurial aspirations. The regulatory 
environment was found to have the strongest impact on viability, though this impact is 
largely exerted indirectly, via EO. The conducive and normative environments impact 
directly more strongly than indirectly. The cognitive environment still impacts viability 
directly though shows no significant effect on EO, possibly explained by the fact that most 
firms act on the basis of how other actors in the market are behaving (the normative effect) 
rather than on the basis of their cognitive attributes.  
The study shows the integration of both qualitative and quantitative approaches in 
investigating the interaction between institutions, EO and the viability of MSEs in a 
developing country context provides richer and more nuanced insights into complex 
phenomena that are critical to the development of emerging nations.  
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Chapter 8 - CONCLUSION 
8.1 Introduction 
The interest in investigating the complex interplay between institutions, EO and the viability 
of Ethiopian MSEs grew from the fact that ever since Ethiopia began designing and 
implementing enterprise–led economic development policies and programs, the numbers of 
business enterprises has increased and the contribution of MSEs to the transformation of 
Ethiopia to a diversified enterprise-led economy has become significant (Assefa et al., 2013; 
Moller & Wacker, 2017; Tigineh et al., 2010). Despite this significant contribution, the 
Ethiopian business environment is largely characterized by most commentators as 
unfavorable and constraining. Despite this, the number of MSEs in Ethiopia continues to 
increase and they continue to contribute significantly to the economy. This apparent 
contradiction called for in-depth research into the complex relationships between institutional 
elements, EO and the viability of firms, which has not been adequately explored in previous 
studies. Moreover, recent studies called for more investigation to be undertaken into the 
interplay between institutions and business organizations’ actions and strategies in diverse 
contexts (given they vary across contexts), and how this interaction shapes and influences the 
performance and entrepreneurial practices of business enterprises (Ács, 2015; Su et al., 2016; 
Vermeire & Bruton, 2016; Zoogah et al., 2015).  
8.2 Research Contributions of the Study 
This empirical study offers a significant contribution to understanding how institutions matter 
with respect to the EO and viability of MSEs in the context of a developing country where 
MSEs play a critical role, especially in transitioning economies from largely primary-based 
output to more knowledge-based and diversified economic activities. The following chapter 
explains how this study contributes to better understanding these important issues and 
provides recommendations for future fields of research to further our knowledge of the 
dynamic relationship between MSE viability, institutions and the entrepreneurial orientation 
of firms.  
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8.2.1. Theoretical Contributions  
This study contributes to theory by providing a more nuanced perspective of the impact of 
institutions by explaining how and to what extent the individual institutional forces matter in 
a specific context – that is, for MSEs in a developing economy setting. The current study 
provides empirical evidence supportive of the study’s overarching thesis that institutions have 
a strong influence on firms’ entrepreneurship practice and on overall firm viability. These 
institutional forces (dimensions): regulative, normative, cognitive and conducive-, can be a 
source of enabling and constraining pressures that substantively influence EO and the 
viability of MSEs. The extent to which these institutions are perceived to be supportive of 
MSEs engaging in riskier, more innovative and more proactive business actions has been 
shown to be related to the entrepreneurial nature of the MSEs in this context. Consequently, 
when firms take on more entrepreneurially oriented business activities, they may generate 
favorable gains with regard to competitiveness and viability. The study’s novel attempt at 
operationalizing the institutional dimensions and linking them to viability and EO at the firm 
level contributes to the literature on the importance of business viability and institutions in 
developing countries in general, and in Ethiopia in particular. The findings in this paper 
reinforce previous research findings (e.g. Peng & Delios, 2006; Roxas & Chadee, 2013b; 
Sapovadia, 2015) that the institutional environment is an important determinant of firm EO, 
and that EO is an important determinant of firm viability. The findings also highlight another 
novel contribution in uncovering the extent to which the perception of firms towards their 
institutional environment translates to EO and actual firm viability. Findings reveal that the 
relationship between institutional forces, particularly the regulatory environment force, and 
firm viability is mediated by EO. This has implications for theory development when 
investigating the viability of MSEs in developing economies. Institutions have been used to 
explain firm viability without considering the role that EO plays in behaviors, actions and 
decision-making. This has resulted in an incomplete understanding of the impact of 
institutions on viability and has led to an assumption that the survival and profitability of 
firms is largely an output of the conduciveness of the institutional environment. This study 
has found that it is likely that firms can achieve business viability even in unconducive 
institutional environments. Rather than simply directing resources to firm level viability, 
recognizing the role of EO in improving firm performance and capitalizing on the impact the 
institutional environment has on EO opens avenues for long-term, social and economic 
advancement. 
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This study makes a significant contribution to existing research by examining how and why 
firm behavior is connected to the institutional theory framework in developing countries 
where institutions are to a great extent formative and nascent in nature. The study revealed 
that the relationship between institutions and firms goes beyond the institutions-abiding and 
institution-altering views. MSEs may not necessarily be required to abide by or alter 
institutions in order to survive and be viable. When MSEs are unable to comply with 
institutional requirements or alter them, MSEs can successfully bypass institutional burdens 
by leveraging institutional loopholes, inconsistencies or opportunities. The study expands the 
understanding of how firms behaviors and actions at a market level translate to lessen the 
impact of institutions on their operation in response to being unable to bring about significant 
change to the country-level institutional environment.  
Moreover, the results provide a firm level perspective on the view that institutions are 
influential in shaping the behaviors and actions of firms. The results further reinforce the 
view that institutions can enable or constrain MSEs to be entrepreneurial or not in their 
business activities and influence their overall viability. The conflicting nature within the 
institutional forces examined in this study, such as the inconsistencies between the federal 
regulatory policy and its application at regional and local level administrations constrain the 
MSEs capacity to be entrepreneurial and even viable and pressure them to bypass the 
institutions rather than comply with the regulations. On the other hand, the efforts to create 
conducive social, economic and regulatory business environment can, if harmonized enable 
MSEs to engage in entrepreneurial activities and thus enhance their viability.  
In the case of ethnically, culturally and geographically diverse countries like Ethiopia, the 
evidence and analysis from the local and regional institutional environment may offer a better 
way to understand and explain how institutions influence firms and why the firms behave and 
act in certain ways. This study makes a significant contribution to the existing research by 
examining beyond the general notion that institutions matter and by developing a validated 
conceptual model for systematically investigating how and to what extent institutions matter, 
particularly in developing country contexts, and in what ways the firms deal with the 
institution pressure to persist and remain viable in their business operations.  
The focus on the perceived local-level institutions is a contribution to the current debate on 
how the impact of institutions could be investigated, which is at the core of the study of 
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institutional theory literature. Bruton et al. (2010) argue that a focusing an investigation on a 
single country can make it difficult to judge the impact of institutions, which hinders the 
effective building of theory. This implicitly assumes that an institutional environment 
influences entrepreneurship within a single country setting uniformly. They recommended 
researchers to consider many countries and conduct county–level comparative analyses of 
institutional influence. An alternate and perhaps complimentary path comparison of localized 
institutions within countries could provide significant evidence regarding variation in firm 
behavior. This study offers empirical evidence that the way in which MSE owners/operators 
perceive their local institutional environment has considerable influence on the EO and 
viability of MSEs. This aligns with the view that the actions of individuals and organizations 
are significantly influenced by their prevailing perception of the institutions in which they 
operate (Bowen & De Clercq, 2008; Demirbag et al., 2010; Dickson & Weaver, 2008; 
Hornsby et al., 2002; Meyer & Rowan, 1977).  
The current study has also opened new perspectives for researchers in developing countries, 
particularly in the SSA region, to examine the institutional environment settings and their 
interaction with entrepreneurial activities of business enterprises. Africa provides researchers 
with a rich context for the study of institutional environments and entrepreneurship, and such 
research is needed to augment theory and inform policy-makers and entrepreneurs in their 
efforts to enhance the development of viable businesses, thereby promoting further socio-
economic development on the continent. Thus, this study contributes to the existing debate 
outlined in the institutional theory in organizational and key entrepreneurship literature by 
providing a systematic analysis of how MSEs have make sense of the Ethiopian institutional 
environment and how they have positioned themselves to persist and achieve business 
viability in this setting. 
8.2.2. Practical Contributions 
With respect to policy reforms, the formation and development of a conducive institutional 
framework may need to be part of the overall strategy of decentralization and deregulation. 
The power and responsibilities of the regional and local administration is not simply a matter 
of geography, ethnicity or income-classifications but also of institutional-building that is 
consistent with the federal policies and regulations and their dedication for adequate 
enforcement of polices. The study provided explicit evidence revealing the constraining role 
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of the local administrations on the entrepreneurial endeavors of MSEs due to the poor 
implementation of policies and regulations and the level of corruption that follows. So simply 
designing effective policy at the federal level is not enough. Attention needs to be paid to 
ensuring effective implementation is uniformly enforced across regions and down to the local 
administrative level. The exercise of leadership and ability to consistently enforce the rules 
and regulations amongst the regional and local officials will better enable MSEs to perform at 
their best. This is an essential component of building a favorable institutional environment 
for entrepreneurship. The formation of a conducive institutional environment requires rule of 
law, adequate protection of property rights, sound government policies, supportive social 
framework and up-to-date institutional infrastructures which are found to be associated with 
entrepreneurial undertakings (Acs et al., 2008; Ács, 2015). However, the findings further 
inform policy makers in that the formation of a supportive institutional environment by itself 
is not enough to facilitate the entrepreneurship and viability of MSEs. Rather effective 
communication and collaboration with firms about the reasoning behind the implementation 
of policies and regulation is important, so as to ensure firms perceive their institutional 
environment positively. Effective promotion is fundamental to creating vibrant and viable 
business environments. 
Formal methods of consultation and collaboration between local administrations and local 
business sector (MSEs) remain a potent mechanism to assist in the identification of 
unnecessary bureaucratic rigidities, so as to explore business opportunities and pursue multi-
sectoral efforts that are mutually beneficial to the firms, society and economy. Preferential 
treatment of MSEs in the government procurement process, taxation and other supports 
provided under the “MSE Graduation Program” have been shown by this study to be a 
significant element of government assistance that can enhance or constrain the 
entrepreneurial endeavors of MSEs in Ethiopia. However, limited resources and efforts to 
subsidize and assist MSEs in general have resulted in these resources being spread 
ineffectively thin. Based on the findings, particularly from the qualitative study, not all MSEs 
are poised to add value to the society and the economy, through internal growth-orientation 
and entrepreneurial vibrancy. Rather, many MSEs are engaged in tendepreneurship to 
accumulate wealth via short-cuts, and exploit and misuse government supports by 
intentionally capping their growth to prolong their access to the subsidy scheme. To redress 
this, government units may need to channel their assistance and support more to firms which 
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have the potential and capacity to engage in entrepreneurial endeavors and add value to the 
economy at large. 
The government, particularly the local administrations may develop programs that exalt 
entrepreneurial values and practices and discourage routine and dependent firms, so that 
vibrant and entrepreneurial MSEs that can address social problems and transform the 
economy, become forceful agents in the market. These programs should take a long-term 
perspective, as changes in overall social and economic reform that work to foster an 
entrepreneurial culture amongst the local populace will bring about lasting change when 
compared to short term employment creation strategies.  
All of these practical contributions challenge the current thinking on MSE development in 
developing and emerging countries like Ethiopia, which almost always comes back to the 
“lack of financial resources” argument. This study has attempted to push beyond this mindset 
to uncover factors that impact and influence the viability of firms. Whilst financial capital is 
essential, understanding in more depth, the institutional framework in which MSEs operate 
will provide more holistic solutions as to how to approach the challenge of developing the 
entrepreneurial capabilities of these key players in the economic advancement of developing 
countries. The contradictory nature of EO in the Ethiopian environment (aspirational and in 
practice) is reflected in the outcomes of Ethiopian MSE support policy. Programs such as 
“MSE graduation program” have subsidized the creation of a large number of MSEs but have 
failed to “graduate” them to self-sufficient viability in the long term. MSEs view the program 
positively based on their aspirations but criticize it based on its inability to break the mindset 
of staying small and protected and to prioritize entrepreneurialism in practice. In the absence 
of outcome-based resource distribution, MSEs revert to the same survival-focused “lowest 
common denominator” setting. The challenge for the country in its endeavor to transform the 
economy is to reset this baseline. Thus, until a more sophisticated, transparent and conducive 
institutional environment is developed, we may not be able to see a flourishing 
entrepreneurial ecosystem across the nation. 
8.2.3. Managerial Implications 
The study has confirmed the importance of EO with regard to the overall viability of MSEs in 
a developing country setting. With this in mind, MSE owners and operators may have to 
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bring entrepreneurial strategies and behaviors to the fore in order to improve their position in 
the market and remain viable. Owners/operators of MSEs could be made aware of the 
viability-enhancing benefits of entrepreneurial strategies and the behaviors best adopted when 
operating in complex institutional environments, namely that being entrepreneurial despite 
institutional pressures from the external environment will potentially reap positive outcomes 
for the business. These behaviors extend to the institution bypassing activities discussed in 
the study, which utilize innovative thinking to circumvent institutional obstacles.  
Although the study revealed that some unproductive entrepreneurial activities might help 
firms to become viable in the short term, the impact on society and economy at large of 
engaging in these behaviors is invariably negative. MSE owners/operators need to act with 
the understanding that contributing to conditions that encourage the black economy and 
unfair market competition ultimately undercut their position in the market. Hence, the study 
recommends to key strategy makers within MSEs to purse and engage in risk-taking, 
innovative and proactive business activities as an implicit response to a hostile or 
burdensome institutional environment. Whilst this might be difficult for micro enterprises 
given their business priority may be focused predominantly on their survival, it is noted that 
being entrepreneurial may not necessarily mean performing radical business shifts and 
altering institutions. If MSEs’ EO is coupled with other productive strategies to bypass 
institutions, the route to business viability will be considerably smoother. 
MSEs are not passive players in the market; they do not simply follow and abide to the 
demands of the institutional environment. Scholars recognize the role of firms in influencing 
and altering the local institutional environment (Battilana, 2006; North, 1990). In addition to 
MSEs acting collectively to change existing institutions, the study shows that they can also 
effectively bypass institutions in creative ways (circumventive entrepreneurial behaviors) by 
leveraging the inconsistency and loopholes in the existing institutions. The circumventive 
entrepreneurial behaviors may contribute to not only enhancing firm viability, but also to add 
value to society and the economy at large. Some entrepreneurs have successfully exploited 
traditional economic practices, setting up alternate access to government resources tied up in 
excessive bureaucracy. The use of the indigenous financial system, iqqub, to secure access of 
financing, for example, does not change the banking institutions; rather the firms have 
created a solution that helps them to bypass the stifling institutions.  
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Finally, MSEs may undertake business planning aimed at structuring their business to operate 
independently. Working towards independent business operation rather than self-imposing 
subsidy dependence may require additional effort and business acumen, but the business 
outcomes will invariably be greater. MSE owners/operators who use their firms’ innovative 
and creative capabilities to improve their competitive advantage in the market will be better 
placed if the government moves to a competency-based support program. Additionally, 
internal propulsion with respect to innovation may encourage more capital infusion from 
venture capitalists and other investors, which would in turn limit the personal liability of 
MSE owners/operators, and attract more professional managers. In effect, an independent 
business operation and entrepreneurial ecosystem may allow firms to be more innovative and 
entrepreneurial in running and managing their firm.  
8.3 Limitations of the Study  
Despite the important contributions detailed above, this study also has the following 
limitations.  
First, the population for this study comprises MSEs in Ethiopia only. While this enhances 
internal validity, it inhibits generalizability.  
Second, although several of the items used to design the instrument were drawn from the 
country-level institutions profile, entrepreneurship and management literature and the 
instrument was pilot tested and validated before it was distributed— inputs were used from 
the qualitative findings of the first phase of the study to modify, re-classify and operationalize 
the instrument survey. As such, it is likely that the instrument would have looked slightly 
different if the items had been drawn from the mainstream institutional theory literature and if 
it had been pilot tested in a developed economy context.  
Third, business viability was a self-reported measure and did not consider objective data, due 
primarily to lack of obtainable firm performance records.  
Fourth, despite some literature on measurement model development stipulating that separate 
data should be used to conduct the EFA and the CFA, this study used the same data source 
for both analyses.  
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Fifthly, the MSE owners/operators were chosen as the only respondents from each firm. As 
such, their responses could lack the required level of impartiality; that is, they may have 
tended to assess their firm’s EO and viability more favorably.  
Finally, the rigorous validation procedures used (measurement purification, content validity, 
and construct validity through both exploratory and covariance-based confirmatory factor 
analysis techniques using AMOS) resulted in a number of important items being dropped. 
Although the remaining items sufficiently reflect the constructs of the research model, the 
content validity of some of the constructs such as the normative environment and business 
viability may require further development. 
8.4 Directions for Future Research  
First, future research can test whether the conceptual framework developed in this thesis and 
its results can be generalized to other institutional settings. Testing the model in other 
countries or contexts may lead to the need to re-evaluate both significant and non-significant 
institutional factors noted here. In other words, factors that are considered non-significant 
may emerge differently in alternative contexts and vice versa, factors found to be significant 
could be non-significant in other domains. Moreover, a comparative study between the 
various countries, settings or firm sizes may improve the application of the proposed model 
and its measurement instrument developed in the research. Engaging with the institutional 
environment as an explicitly multi-dimensional construct may have direct impact on the 
nature of firm strategies and policy development, allowing entrepreneurs and policy makers 
to target their initiatives with more precision. 
Second, as this current thesis only looks at the effect of external institutional environment on 
the viability and EO of MSEs, a study that engages internal environment (e.g. firm 
characteristics) should be taken into account in investigating what matters to firm viability 
and EO, to provide a wider context for the phenomena.  
Third, the concept of institution-bypassing through firms’ circumventive and evasive 
activities is applicable to the developed economy context; however, its related conceptual 
reasoning as to why firms adopt this behavior may not be the same for firms in other 
developing countries. As such, the reasons for firms in the developed world to adopt 
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institution-bypassing behavior may present differently. The manner, in which MSEs persist 
through bypassing the existing institutions, reveals a more nuanced representation, beyond 
the bi-direction relationship between institutions and firms. Therefore, future research that 
considers the institution-bypassing view for such contexts would provide insight into the 
applicability of the view in a broader range of contexts. 
Fourth, future research may consider the application of a longitudinal study to explain the 
findings further; as it may enable the examination of the existence and persistence of the 
relationships between tested constructs over time. A longitudinal study may explain how the 
exogenous constructs impact on firm viability. By recollecting relatively similar data through 
a longitudinal study, changes in the influences of the exogenous constructs (institutional 
dimensions) on the endogenous variables (viability and EO) can be examined and better 
elaborated. In this way, the research outcomes could be further enhanced and any issues with 
common method bias could be addressed as well.  
Last, but not the least, building on the structural model of the antecedents of institutional 
environment and the viability of MSEs in Ethiopia, a study on the viability index of these 
MSEs could be potentially developed based on the findings of this study. An index of MSE 
viability could measure the extent to which firms have the potential to achieve viability. MSE 
owners/operators could therefore direct their resources, energy and capabilities to factors that 
most significantly influence the improvement of firm viability and EO.  
In conclusion, the institutional environment forces have been shown to bear critical influence 
on firm viability and EO. Assessing and understanding antecedents of institutions in a 
developing country context that influence the viability and EO of MSEs are crucial for MSEs 
in Ethiopia. Considerable effort and investment in building an enabling institutional 
environment that facilitates the support structures for private sector MSE development can 
enable better leveraging of MSEs entrepreneurial verve, while maintaining and implementing 
sound business operating practices and strategies of the firms themselves to respond to the 
institutional pressures may also result in enhanced firm viability. Ethiopia is at an important 
crossroads, one that is shared by many developing countries that aspire to become enterprise-
driven economies. Results from this research provide clearer directions to be considered in 
efforts to build favorable institutional environments that can drive better firm performance 
and sustainability, so they can fully contribute to accelerating ongoing economic growth. 
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Appendices 
Appendix 4.1 - Survey Questionnaire (English Version) 
This questionnaire is addressed to the owner/manager of the firm 
Please respond to all the questions in this section by placing a tick (√) at the most appropriate 
answer 
 
Section A – Enterprise Background 
1. What is your position in the firm? 
_______________________________________________________ 
2. What is your age group? 
 18 – 29 years old 
 30 - 39 years old 
 40 - 49 years old 
 50 - 59 years old 
 
4.  Gender  
         Female    Male     
5. Please select your highest academic qualification: 
 Diploma 
 Undergraduate Degree 
 Masters/Postgraduate 
 Other (please specify) _____________ 
 
6. Firm Size (Based on Ethiopian Standard MSEs definition/ classification) 
             Micro             Small  
7. What is the sector of your firm? 
 Manufacturing  
 Service  
 Trade  
 
xxx 
8. How long has the firm been in operation? 
 Less than 3 years 
 3-5 years 
 More than 5 years 
9. Number of employees ____________________ 
10. What is your annual turn-over? 
 1-2 Million Birr 
 2 – 4 Million Birr 
 More than 5 Million Birr 
xxxi 
Section B - Institutional Environment 
1. Regulatory Dimension 
The extent to which you agree with the following items? 
  Strongly 
Disagree 
Disagree Somewhat 
Disagree 
Neutral Somewhat 
Agree 
Agree Strongly 
Agree 
Code   1 2 3 4 5 6 7 
RD_item1 The number of government offices/agencies to 
deal with is reasonable  
       
RD_item2 Interpretations of business laws and regulations 
are consistent and predictable 
       
RD_item3 The procedures, time and cost involved both in 
starting and running a business are reasonable  
       
RD_item4 Individuals’ right to accumulate private property is 
secured by clear laws 
       
RD_item5 Information about laws and regulations are easily 
accessible  
       
RD_item6 Local government decisions are effectively 
implemented 
       
RD_item7 Business regulations do not impose unreasonable 
burden on our business 
       
 
xxxii 
2. Normative Dimension  
The extent to which you agree with the following items? 
  Strongly 
Disagree 
Disagree Somewhat 
Disagree 
Neutral Somewhat 
Agree 
Agree Strongly 
Agree 
Code   1 2 3 4 5 6 7 
NOR_item1 Turning new ideas into businesses is an admired 
career path in this country 
       
NOR_item2 Innovative and creative thinking is viewed as 
the route to success 
       
NOR_item3 People attach high status to successful 
entrepreneurs 
       
NOR_item4 The public media often broadcast stories about 
successful new businesses 
       
NOR_item5 People in this country tend to greatly admire 
and encourage those who start their own 
business 
       
 
 
 
 
 
xxxiii 
 
3. Cognitive Dimension 
The extent to which you agree with the following items? 
  Strongly 
Disagree 
Disagree Somewhat 
Disagree 
Neutral Somewhat 
Agree 
Agree Strongly 
Agree 
Code  1 2 3 4 5 6 7 
COG_item1 Firms recognise opportunities for starting a 
business in their area 
       
COG_item2 Firms know where to find information about 
markets for their products 
       
COG_item3 Firms believe that they have the required skills 
and knowledge to start a business 
       
COG_item4 Firms invest in R&D aimed at innovation        
COG_item5 Firms believe that they have the capacity to 
develop a unique competitive profile 
       
COG_item6 Firms believe that they have the ability to 
measure and manage business process 
effectively 
       
COG_item7 Firms have strong relationships with other 
MSEs and entrepreneurs who work in their area 
       
COG_item8 Firms know how to deal with high risk        
COG_item9 Firms know how legally to protect their 
business  
       
xxxiv 
4. Conducive Dimension  
The extent to which you agree with the following items? 
  Strongly 
Disagree 
Disagree Somewhat 
Disagree 
Neutral Somewhat 
Agree 
Agree Strongly 
Agree 
Code   1 2 3 4 5 6 7 
COND_item1 The government sets aside government contracts for new and small 
business 
       
COND_item2 There is the availability of the latest technology for MSEs in Ethiopia        
COND_item3 Even after failing in an earlier business, the government assists 
entrepreneurs in starting again 
       
COND_item4 ICT laws or laws related to the use of information technology (e.g. 
electronic commerce) encourage MSEs to adopt new technologies in 
doing their business 
       
COND_item5 Local and national governments have special support available for 
individuals who want to start a new business 
       
COND_item6 It is easy for entrepreneurs with innovative but risky projects to find 
venture capital 
       
COND_item7 University–Industry (MSEs) collaboration on research and 
development is high 
       
COND_item8 The government sponsors organizations that help new business 
development 
       
COND_item9 The government facilitates MSEs access to international markets and 
linkages  
       
xxxv 
Section C: Entrepreneurship Orientation  
The extent to which you agree with the following items? 
  Strongly 
Disagree 
Disagree Somewhat 
Disagree 
Neutral Somewhat 
Agree 
Agree Strongly 
Agree 
Code  1 2 3 4 5 6 7 
EO_item1 We are among the first ones to implement progressive 
and innovative production processes and practices 
       
EO_item2 The management of our company supports the projects 
that are associated with risks and expectations for 
returns higher than average 
       
EO_item3 We actively observe and adopt the best practices in 
our sector 
       
EO_item4 We actively observe the new practices developed in 
other sectors and exploit them in our own business 
       
EO_item5 We recognize early on such technological changes that 
may have an effect on our business 
       
EO_item6 We are able to take on unexpected opportunities        
EO_item7 We search for new practices all the time        
EO_item8 In uncertain decision making situations we prefer bold 
actions as to make sure that possibilities are exploited 
       
EO_item9 We allocate our resources continuously to new 
promising operation areas 
       
xxxvi 
Section D: MSEs Viability  
Please evaluate the viability of the firm relative to your major competitors  
  Much lower 
than 
Competitors 
Lower than 
Competitors 
Somewhat 
lower than 
Competitors 
Equal with 
Competitors 
Somewhat 
higher than 
Competitors  
Higher than 
Competitors 
Much higher 
than 
Competitors 
Code   1 2 3 4 5 6 7 
Viab_item1 Profitability        
Viab_item2 Return on Investment (ROI)         
Viab_item3 Ability to create wealth        
Viab_item4 Sales growth        
Viab_item5 Growth in the number of 
employees 
       
Viab_item6 Ability to adopt new technology        
Viab_item7 New product/service line 
development  
       
Viab_item8 Creating new market         
Viab_item9 Knowledge and Skill of Firm 
management 
       
 
xxxvii 
Appendix 4.2 - Distribution of Micro and Small Enterprise by Region 
Region Number of Enterprise Share by Region (%) 
Addis Ababa  12,222  3.02 
Afar  39  0.01 
Amhara  129,532  32.00 
Benshengul-Gumuz  732  0.18 
Dire Dawa  552  0.14 
Gambela  380  0.09 
Harari  627  0.15 
Oromiya  157,243  38.85 
SNNP  16,966  4.19 
Somalia  513  0.13 
Tigray  85,972  21.24 
Grand Total  404,778  100.00 
 
 
 
 
 
 
 
 
xxxviii 
Appendix 4.3 - Letters of Ethics approval  
4.3a: Ethics Approval for Qualitative Study  
xxxix 
4.3b: Ethics Approval for Quantitative Study 
 
xl 
Appendix 6.1 - Summary of Missing Data  
6.1a: Summary of Missing Data by Variables 
Variable  Missing 
Number Percentage (%) 
RD_item1 0 0 
RD_item2 5 0.86 
RD_item3 0 0 
RD_item4 0 0 
RD_item5 5 0.86 
RD_item6 3 0.51 
RD_item7 2 0.34 
NOR_item1 1 0.17 
NOR_item2 0 0 
NOR_item3 13 2.23 
NOR_item4 7 1.26 
NOR_item5 0 0 
COG_item1 8 1.4 
COG_item2 5 0.86 
COG_item3 0 0 
COG_item4 0 0 
COG_item5 2 0.34 
COG_item6 5 0.86 
COG_item7 0 0 
COG_item8 6 1.03 
COG_item9 11 1.89 
COND_item1 0 0 
COND_item2 0 0 
COND_item3 0 0 
COND_item4 15 2.57 
COND_item5 0 0 
COND_item6 0 0 
COND_item7 0 0 
xli 
Variable  Missing 
Number Percentage (%) 
COND_item8 6 1.03 
COND_item9 0 0 
EO_item1 0 0 
EO_item2 0 0 
EO_item3 0 0 
EO_item4 7 1.2 
EO_item5 5 0.86 
EO_item6 1 0.17 
EO_item7 0 0 
EO_item8 0 0 
EO_item9 0 0 
Viab_item1 0 0 
Viab_item2 0 0 
Viab_item3 2 0.34 
Viab_item4 0 0 
Viab_item5 14 2.92 
Viab_item6 0 0 
Viab_item7 9 1.54 
Viab_item8 0 0 
Viab_item9 5 0.86 
Total  137  
 
xlii 
 6.1b: Summary of Missing Data by Cases 
Case No No. missing values 
8 3 
21 6 
69 4 
114 8 
161 13 
189 4 
265 21 
274 4 
276 5 
306 4 
349 3 
382 17 
409 3 
412 2 
438 3 
462 23 
495 4 
507 2 
519 3 
533 3 
571 2 
Total 137 
 
xliii 
Appendix 6.2 - Mahalanobis D2 Distance Matrix for All Variables 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
1076 131.98 0 2.6396 1147 62.12 0.11674 1.2424 3093 47.07 0.59149 0.9414 1068 34.67 0.95129 0.6934 
2035 130.65 0 2.613 2130 62.02 0.11842 1.2404 4143 46.9 0.59854 0.938 3138 34.47 0.95381 0.6894 
2047 117.52 0 2.3504 1143 61.55 0.12672 1.231 3102 46.74 0.60483 0.9348 2065 34.3 0.9559 0.686 
4012 110.84 0 2.2168 1129 61.44 0.12874 1.2288 3108 46.67 0.60798 0.9334 4071 34.27 0.95619 0.6854 
4011 106.44 0.00001 2.1288 1033 61.1 0.1351 1.222 4136 46.65 0.60843 0.933 4048 34.26 0.95635 0.6852 
2020 102.98 0.00002 2.0596 2102 61.07 0.13567 1.2214 2058 46.65 0.60849 0.933 3074 34.26 0.95637 0.6852 
2025 102.15 0.00002 2.043 2146 61.01 0.1368 1.2202 1088 46.63 0.60935 0.9326 3095 34.18 0.9573 0.6836 
2026 102 0.00002 2.04 1114 60.87 0.13955 1.2174 1106 46.47 0.61566 0.9294 2037 34.16 0.95746 0.6832 
4098 98.68 0.00005 1.9736 4116 60.77 0.14156 1.2154 3128 46.43 0.6174 0.9286 3112 34.1 0.95818 0.682 
3007 98.67 0.00005 1.9734 1084 60.76 0.14163 1.2152 2097 46.35 0.62054 0.927 4084 34.01 0.95918 0.6802 
1146 96.68 0.00008 1.9336 1040 60.63 0.1442 1.2126 2120 46.26 0.62421 0.9252 4025 33.8 0.96159 0.676 
2028 94.72 0.00014 1.8944 2083 60.48 0.1472 1.2096 4038 46.07 0.63199 0.9214 2002 33.67 0.96295 0.6734 
1079 94.53 0.00014 1.8906 2053 60.38 0.14934 1.2076 4120 46.04 0.63307 0.9208 3096 33.6 0.96374 0.672 
1048 92.92 0.00022 1.8584 2038 60.31 0.15073 1.2062 3044 45.78 0.64338 0.9156 3109 33.59 0.96382 0.6718 
2131 92.09 0.00027 1.8418 1057 60.16 0.15378 1.2032 3104 45.63 0.64924 0.9126 2050 33.4 0.96571 0.668 
2022 91.82 0.00029 1.8364 1016 60.11 0.15489 1.2022 2063 45.54 0.65283 0.9108 4031 33.23 0.96743 0.6646 
4099 91.79 0.00029 1.8358 1028 60.08 0.15557 1.2016 3137 45.4 0.65821 0.908 3046 33.11 0.96849 0.6622 
1009 91.02 0.00035 1.8204 4002 60.03 0.15663 1.2006 4041 45.37 0.65949 0.9074 1086 33.04 0.96923 0.6608 
2124 90.62 0.00039 1.8124 3144 59.95 0.1583 1.199 3116 45.21 0.66552 0.9042 2008 32.94 0.9701 0.6588 
2110 89.03 0.00057 1.7806 2010 59.83 0.16091 1.1966 2036 45.08 0.67088 0.9016 4027 32.91 0.97034 0.6582 
2040 88.88 0.00059 1.7776 2021 59.73 0.16302 1.1946 2059 45.06 0.67166 0.9012 4090 32.79 0.97144 0.6558 
2034 88.62 0.00063 1.7724 1125 59.64 0.16506 1.1928 4046 45.03 0.67273 0.9006 4058 32.52 0.97368 0.6504 
1004 88.02 0.00072 1.7604 2018 59.61 0.16576 1.1922 3024 44.97 0.67496 0.8994 2121 32.49 0.97394 0.6498 
3125 87.76 0.00077 1.7552 4130 59.61 0.16579 1.1922 2057 44.96 0.67527 0.8992 4089 32.35 0.97505 0.647 
xliv 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
11018 85.35 0.00136 1.707 2080 59.4 0.17043 1.188 2090 44.94 0.67615 0.8988 4104 31.91 0.97831 0.6382 
1008 82.83 0.00241 1.6566 3067 59.3 0.17266 1.186 1115 44.88 0.6786 0.8976 2093 31.85 0.97877 0.637 
2091 78.58 0.00607 1.5716 3141 59.28 0.1731 1.1856 3058 44.75 0.68345 0.895 4070 31.75 0.97946 0.635 
3056 78.14 0.00665 1.5628 1012 59.26 0.17352 1.1852 2084 44.73 0.684 0.8946 4125 31.52 0.98096 0.6304 
3069 76.88 0.00863 1.5376 1055 59.04 0.17865 1.1808 4049 44.66 0.68682 0.8932 2039 31.37 0.98186 0.6274 
1104 76.82 0.00873 1.5364 3139 58.94 0.18095 1.1788 2086 44.62 0.68855 0.8924 3010 31.32 0.98217 0.6264 
1036 76.07 0.01016 1.5214 1095 58.88 0.18249 1.1776 2094 44.57 0.69017 0.8914 2137 31.28 0.98238 0.6256 
2016 76 0.01032 1.52 3011 58.8 0.18434 1.176 3077 44.31 0.70006 0.8862 4067 31.19 0.98294 0.6238 
2127 75.92 0.01048 1.5184 1142 58.74 0.18583 1.1748 1108 44.22 0.70368 0.8844 3052 31.06 0.98367 0.6212 
3072 75.68 0.01101 1.5136 3136 58.71 0.18649 1.1742 1123 44.13 0.707 0.8826 4066 31.06 0.98367 0.6212 
4150 75.68 0.01101 1.5136 1049 58.63 0.18836 1.1726 4123 44.05 0.70991 0.881 3047 30.87 0.98471 0.6174 
3120 75.59 0.0112 1.5118 3065 58.6 0.1891 1.172 2075 44.05 0.70999 0.881 4108 30.86 0.98477 0.6172 
1054 75.43 0.01157 1.5086 2015 58.55 0.19035 1.171 1090 44.02 0.7111 0.8804 4081 30.53 0.98645 0.6106 
4152 75.43 0.01157 1.5086 3035 58.48 0.19208 1.1696 4113 43.94 0.71389 0.8788 4149 30.2 0.98798 0.604 
4076 75.18 0.01216 1.5036 4128 58.36 0.1951 1.1672 1034 43.83 0.7179 0.8766 3133 29.73 0.98992 0.5946 
3126 75.18 0.01216 1.5036 4122 58.32 0.19617 1.1664 2076 43.76 0.72072 0.8752 1111 29.7 0.99004 0.594 
1011 75.13 0.01227 1.5026 2112 58.22 0.19851 1.1644 4080 43.75 0.72078 0.875 4091 29.35 0.99128 0.587 
2114 74.51 0.01388 1.4902 1046 57.95 0.20541 1.159 2042 43.71 0.72229 0.8742 4101 29.34 0.99131 0.5868 
3117 74.11 0.01499 1.4822 1127 57.89 0.20711 1.1578 2078 43.55 0.72832 0.871 4147 29.32 0.99138 0.5864 
2027 74.07 0.01513 1.4814 2003 57.83 0.20868 1.1566 4034 43.4 0.73359 0.868 1112 29.1 0.99208 0.582 
2113 73.92 0.01558 1.4784 1071 57.51 0.21714 1.1502 4036 43.31 0.73692 0.8662 4093 29.08 0.99215 0.5816 
4156 73.92 0.01558 1.4784 3040 57.39 0.2203 1.1478 3106 43.16 0.74237 0.8632 4103 29.08 0.99215 0.5816 
2030 73.64 0.01645 1.4728 4097 57.38 0.22061 1.1476 4001 43.16 0.74244 0.8632 2046 29.03 0.99231 0.5806 
4154 73.64 0.01645 1.4728 2092 57.19 0.22559 1.1438 1058 43.12 0.74372 0.8624 2060 28.89 0.99272 0.5778 
1027 73.41 0.01718 1.4682 1121 57.14 0.22714 1.1428 4033 43.06 0.74573 0.8612 4127 28.89 0.99274 0.5778 
4151 73.41 0.01718 1.4682 2145 57.07 0.22886 1.1414 4023 43.05 0.74629 0.861 3087 28.87 0.99279 0.5774 
xlv 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
1069 73.14 0.01809 1.4628 2032 56.76 0.23774 1.1352 1064 42.96 0.74948 0.8592 4126 28.81 0.99296 0.5762 
4157 73.14 0.01809 1.4628 1041 56.59 0.24267 1.1318 3121 42.9 0.75132 0.858 2077 28.79 0.99303 0.5758 
4141 72.88 0.019 1.4576 4054 56.51 0.24495 1.1302 4026 42.9 0.75132 0.858 3131 28.71 0.99325 0.5742 
4153 72.88 0.019 1.4576 2052 56.15 0.25532 1.123 3001 42.85 0.75316 0.857 4057 28.66 0.99337 0.5732 
4009 72.72 0.01958 1.4544 2004 56.02 0.25943 1.1204 1020 42.75 0.75686 0.855 3124 28.29 0.99432 0.5658 
2011 72.68 0.01974 1.4536 3022 55.97 0.26075 1.1194 2115 42.73 0.75746 0.8546 4085 28.25 0.99441 0.565 
3145 72.48 0.02053 1.4496 2101 55.84 0.26484 1.1168 4028 42.66 0.75984 0.8532 2067 28.23 0.99446 0.5646 
4160 72.48 0.02053 1.4496 2087 55.83 0.26508 1.1166 1005 42.58 0.76249 0.8516 4014 28.21 0.99451 0.5642 
3060 72.48 0.02053 1.4496 2009 55.46 0.27641 1.1092 3045 42.56 0.76321 0.8512 2144 28.21 0.99452 0.5642 
1035 72.46 0.02057 1.4492 2079 55.37 0.27941 1.1074 3111 42.5 0.76517 0.85 1101 27.85 0.99529 0.557 
1113 72.45 0.02062 1.449 1026 54.86 0.29543 1.0972 2100 42.46 0.76676 0.8492 1092 27.83 0.99534 0.5566 
4155 72.45 0.02062 1.449 4037 54.85 0.29601 1.097 2070 42.41 0.76837 0.8482 3086 27.82 0.99535 0.5564 
1120 72.32 0.02113 1.4464 2085 54.75 0.29905 1.095 4018 42.31 0.77194 0.8462 4083 27.78 0.99543 0.5556 
2089 72.18 0.02172 1.4436 1039 54.71 0.30032 1.0942 3004 42.1 0.7788 0.842 3099 27.64 0.99571 0.5528 
4114 72.02 0.02237 1.4404 3034 54.57 0.30491 1.0914 2119 42.05 0.78037 0.841 4043 27.36 0.99621 0.5472 
4158 72.02 0.02237 1.4404 1141 54.42 0.31002 1.0884 4121 42.04 0.78076 0.8408 4079 27.22 0.99645 0.5444 
1138 71.94 0.02272 1.4388 1010 54 0.32421 1.08 3142 42.03 0.78113 0.8406 4124 27.14 0.99657 0.5428 
2006 71.88 0.02296 1.4376 4134 53.96 0.32548 1.0792 4059 41.96 0.78334 0.8392 2066 27.13 0.99658 0.5426 
4163 71.88 0.02296 1.4376 2126 53.85 0.32928 1.077 4133 41.87 0.7863 0.8374 4117 26.91 0.99691 0.5382 
1022 71.45 0.02485 1.429 2072 53.84 0.3297 1.0768 3031 41.87 0.78645 0.8374 1029 26.84 0.99701 0.5368 
4164 71.45 0.02485 1.429 3132 53.82 0.33032 1.0764 4139 41.78 0.78927 0.8356 1023 26.79 0.99708 0.5358 
2005 71.45 0.02486 1.429 3033 53.52 0.3406 1.0704 4118 41.78 0.78946 0.8356 4016 26.64 0.99728 0.5328 
4171 71.45 0.02486 1.429 2043 53.52 0.34088 1.0704 4040 41.76 0.79009 0.8352 3085 26.04 0.99797 0.5208 
3119 71.45 0.02486 1.429 3002 53.47 0.34264 1.0694 4078 41.75 0.79041 0.835 3114 25.91 0.99809 0.5182 
4161 71.45 0.02486 1.429 1117 53.33 0.3474 1.0666 4047 41.67 0.79297 0.8334 4111 25.84 0.99816 0.5168 
1087 71.28 0.02566 1.4256 2095 53.06 0.35707 1.0612 2074 41.63 0.79417 0.8326 3097 25.8 0.99819 0.516 
xlvi 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
4159 71.28 0.02566 1.4256 4074 53.04 0.35764 1.0608 4092 41.61 0.79489 0.8322 2012 25.69 0.99829 0.5138 
1025 71.15 0.02626 1.423 2104 52.81 0.36591 1.0562 4064 41.56 0.7964 0.8312 4032 25.51 0.99844 0.5102 
2048 71.02 0.02692 1.4204 3147 52.78 0.367 1.0556 2056 41.54 0.79723 0.8308 4115 25.28 0.99862 0.5056 
4168 71.02 0.02692 1.4204 4005 52.67 0.37106 1.0534 1015 41.51 0.79816 0.8302 1102 25.28 0.99862 0.5056 
1031 70.97 0.02713 1.4194 1063 52.47 0.37844 1.0494 2122 41.45 0.79992 0.829 1047 25.16 0.9987 0.5032 
3118 70.93 0.02738 1.4186 3146 52.42 0.38016 1.0484 4029 41.36 0.80286 0.8272 4112 25.11 0.99874 0.5022 
4167 70.93 0.02738 1.4186 3140 52.38 0.38183 1.0476 1062 41.33 0.80367 0.8266 2143 25.07 0.99876 0.5014 
4044 70.9 0.02752 1.418 2105 52.35 0.38306 1.047 2116 41.28 0.8054 0.8256 4110 24.94 0.99885 0.4988 
1014 70.7 0.02854 1.414 2019 52.24 0.3868 1.0448 1132 41.27 0.80564 0.8254 4102 24.73 0.99897 0.4946 
3068 70.39 0.03015 1.4078 2033 51.95 0.39792 1.039 4019 41.08 0.81168 0.8216 2029 24.7 0.99898 0.494 
2111 70.38 0.03025 1.4076 1003 51.79 0.40381 1.0358 1105 41.03 0.81307 0.8206 4129 24.61 0.99903 0.4922 
4166 70.38 0.03025 1.4076 2055 51.46 0.41624 1.0292 2123 40.86 0.81828 0.8172 4109 24.35 0.99917 0.487 
3050 70.26 0.0309 1.4052 1089 51.3 0.42236 1.026 1067 40.73 0.82208 0.8146 2138 24.21 0.99923 0.4842 
1126 70.21 0.03115 1.4042 3054 51.3 0.42268 1.026 4144 40.63 0.82513 0.8126 4088 24.19 0.99924 0.4838 
1083 70.13 0.03161 1.4026 2054 51.21 0.42602 1.0242 4060 40.32 0.83409 0.8064 2139 24.18 0.99924 0.4836 
1116 70.08 0.03191 1.4016 3051 51.17 0.4275 1.0234 2064 40.25 0.83616 0.805 3080 24.15 0.99925 0.483 
1072 70.03 0.03219 1.4006 1059 51.02 0.43322 1.0204 3042 40.2 0.8375 0.804 2049 24.13 0.99926 0.4826 
1128 70.01 0.03229 1.4002 3070 50.98 0.43502 1.0196 2031 40.15 0.83905 0.803 1080 24.12 0.99927 0.4824 
4169 70.01 0.03229 1.4002 1001 50.97 0.43531 1.0194 4132 39.87 0.84679 0.7974 3027 23.85 0.99937 0.477 
2071 69.95 0.03264 1.399 4148 50.87 0.43911 1.0174 4138 39.78 0.8493 0.7956 2103 23.78 0.9994 0.4756 
2051 69.92 0.03287 1.3984 1061 50.72 0.44507 1.0144 3101 39.65 0.85273 0.793 1052 23.77 0.9994 0.4754 
1077 69.84 0.03334 1.3968 1038 50.66 0.44753 1.0132 3038 39.58 0.85476 0.7916 3003 23.61 0.99945 0.4722 
1002 69.81 0.03347 1.3962 1096 50.55 0.45154 1.011 4039 39.51 0.85653 0.7902 4077 23.48 0.9995 0.4696 
4162 69.81 0.03347 1.3962 3113 50.45 0.45555 1.009 2140 39.46 0.85798 0.7892 4068 23.44 0.99951 0.4688 
1140 69.71 0.03407 1.3942 4003 50.34 0.45992 1.0068 3134 39.06 0.86813 0.7812 3075 23.42 0.99951 0.4684 
4172 69.71 0.03407 1.3942 3076 50.23 0.46416 1.0046 2096 39.06 0.86813 0.7812 3090 23.42 0.99951 0.4684 
xlvii 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
1007 69.62 0.03465 1.3924 2141 50.23 0.46425 1.0046 4007 39.03 0.86897 0.7806 3082 23.2 0.99957 0.464 
4165 69.62 0.03465 1.3924 1037 50.12 0.46878 1.0024 1145 38.94 0.87119 0.7788 4004 23.1 0.9996 0.462 
1030 69.52 0.03524 1.3904 2134 50.06 0.47102 1.0012 3061 38.88 0.87275 0.7776 4094 23.09 0.9996 0.4618 
3036 69.5 0.03536 1.39 3018 49.96 0.475 0.9992 4045 38.82 0.87402 0.7764 1098 22.73 0.99968 0.4546 
1133 69.31 0.03658 1.3862 1122 49.92 0.4765 0.9984 3017 38.8 0.87463 0.776 4062 22.64 0.9997 0.4528 
2128 69.15 0.03762 1.383 4042 49.91 0.47685 0.9982 4131 38.77 0.87526 0.7754 4106 22.58 0.99971 0.4516 
4170 69.15 0.03762 1.383 3026 49.89 0.47768 0.9978 4100 38.71 0.87679 0.7742 1144 22.52 0.99972 0.4504 
1044 69.12 0.03782 1.3824 4022 49.74 0.48359 0.9948 4015 38.7 0.87716 0.774 4069 22.47 0.99973 0.4494 
4146 68.54 0.04188 1.3708 3012 49.7 0.48545 0.994 1137 38.68 0.87746 0.7736 4086 21.77 0.99983 0.4354 
4174 68.54 0.04188 1.3708 4008 49.65 0.48743 0.993 3009 38.6 0.87947 0.772 1139 21.52 0.99986 0.4304 
2023 68.39 0.043 1.3678 4013 49.64 0.48786 0.9928 1032 38.52 0.88143 0.7704 2118 21.51 0.99986 0.4302 
2044 68.32 0.04353 1.3664 4082 49.63 0.48807 0.9926 3032 38.39 0.88443 0.7678 2132 21.14 0.99989 0.4228 
4173 68.32 0.04353 1.3664 1074 49.63 0.48822 0.9926 3135 38.26 0.88737 0.7652 3079 21.07 0.9999 0.4214 
4006 68.31 0.04358 1.3662 4020 49.58 0.49014 0.9916 3020 37.98 0.89379 0.7596 4061 21.04 0.9999 0.4208 
1013 68.22 0.04427 1.3644 1045 49.48 0.49436 0.9896 3048 37.88 0.89598 0.7576 4050 20.75 0.99992 0.415 
1017 67.82 0.04736 1.3564 1081 49.24 0.50401 0.9848 4135 37.77 0.89831 0.7554 3049 20.69 0.99992 0.4138 
1073 67.78 0.04775 1.3556 2135 49.07 0.51086 0.9814 4145 37.72 0.89942 0.7544 3088 20.22 0.99994 0.4044 
3071 67.64 0.04884 1.3528 4096 49.06 0.51118 0.9812 3029 37.68 0.90024 0.7536 3062 19.91 0.99996 0.3982 
3057 67.23 0.05233 1.3446 3122 49.05 0.51139 0.981 3083 37.67 0.90033 0.7534 1107 19.68 0.99996 0.3936 
4140 67.03 0.05413 1.3406 3005 49.04 0.51182 0.9808 1110 37.6 0.90178 0.752 2014 19.61 0.99997 0.3922 
4075 67 0.05441 1.34 3021 49.03 0.51226 0.9806 4024 37.57 0.90241 0.7514 3091 19.6 0.99997 0.392 
4175 67 0.05441 1.34 3066 48.95 0.51557 0.979 3064 37.54 0.90306 0.7508 3073 19.46 0.99997 0.3892 
1042 66.19 0.06224 1.3238 1070 48.87 0.51876 0.9774 3053 37.49 0.90423 0.7498 3092 19.43 0.99997 0.3886 
3123 66.08 0.06338 1.3216 3019 48.69 0.52588 0.9738 3105 37.45 0.90504 0.749 4107 19.37 0.99997 0.3874 
1075 65.86 0.06561 1.3172 4056 48.64 0.5282 0.9728 3028 37.36 0.90691 0.7472 2117 18.66 0.99998 0.3732 
2136 65.65 0.0679 1.313 2133 48.53 0.53235 0.9706 3030 37.32 0.90764 0.7464 3063 18.54 0.99999 0.3708 
xlviii 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
Case 
No Mahalanobis P-value d2/df 
1082 65.6 0.06846 1.312 4119 48.52 0.53278 0.9704 3110 37.24 0.90931 0.7448 3084 18.43 0.99999 0.3686 
2107 65.47 0.06987 1.3094 4065 48.49 0.5343 0.9698 1097 37.18 0.91047 0.7436 2125 18.21 0.99999 0.3642 
2098 65.38 0.07097 1.3076 2099 48.41 0.53741 0.9682 1100 37.13 0.91149 0.7426 3059 18.14 0.99999 0.3628 
2007 65.36 0.07117 1.3072 3103 48.4 0.53771 0.968 4053 36.96 0.91475 0.7392 4105 12.37 1 0.2474 
1135 65.25 0.07247 1.305 1019 48.38 0.53845 0.9676 3016 36.72 0.91916 0.7344 
    
4176 65.25 0.07247 1.305 4072 48.16 0.54733 0.9632 3143 36.54 0.9224 0.7308 
    
1109 63.77 0.09132 1.2754 3006 48.11 0.54974 0.9622 1099 36.48 0.92355 0.7296 
    
3041 63.64 0.09315 1.2728 1050 48.1 0.55003 0.962 4055 36.25 0.92752 0.725 
    
1053 63.57 0.09405 1.2714 1065 48.09 0.55029 0.9618 1043 36.19 0.92863 0.7238 
    
1078 63.55 0.09441 1.271 2013 47.97 0.55509 0.9594 1006 35.91 0.93322 0.7182 
    
2082 63.51 0.09489 1.2702 3130 47.96 0.55576 0.9592 1060 35.77 0.93539 0.7154 
    
1131 63.5 0.09507 1.27 2073 47.95 0.55597 0.959 3081 35.73 0.93608 0.7146 
    
1085 63.25 0.09881 1.265 4052 47.87 0.55939 0.9574 2069 35.67 0.93707 0.7134 
    
3127 63.18 0.09979 1.2636 3013 47.78 0.56273 0.9556 3037 35.59 0.93824 0.7118 
    
2024 63.04 0.10196 1.2608 4137 47.67 0.56738 0.9534 3015 35.41 0.94099 0.7082 
    
1024 62.64 0.10816 1.2528 2106 47.64 0.56852 0.9528 2068 35.2 0.94407 0.704 
    
2081 62.57 0.10937 1.2514 3078 47.32 0.58153 0.9464 2041 35.14 0.94493 0.7028 
    
2129 62.29 0.11388 1.2458 3129 47.18 0.58714 0.9436 4063 34.91 0.94811 0.6982 
    
4017 62.27 0.1143 1.2454 1118 47.13 0.58916 0.9426 1051 34.85 0.94882 0.697 
    
3043 62.14 0.11642 1.2428 4051 47.1 0.59043 0.942 2017 34.82 0.9493 0.6964 
    
 
 
xlix 
Appendix 6.3 - Test for Normality 
Variables N Skewness Std. Error 
of 
Skewness 
Kurtosis Std. Error 
of Kurtosis Valid Missing 
RD_item1 552 0 .569 .104 -1.373 .208 
RD_item2 552 0 .309 .104 -1.595 .208 
RD_item3 552 0 .082 .104 -1.658 .208 
RD_item4 552 0 .216 .104 -1.608 .208 
RD_item5 552 0 .304 .104 -1.524 .208 
RD_item6 552 0 .272 .104 -1.561 .208 
RD_item7 552 0 .470 .104 -1.421 .208 
NOR_item1 552 0 -.131 .104 -1.588 .208 
NOR_item2 552 0 -.234 .104 -1.536 .208 
NOR_item3 552 0 -.224 .104 -1.542 .208 
NOR_item4 552 0 -.218 .104 -1.504 .208 
NOR_item5 552 0 -.077 .104 -1.531 .208 
COG_item1 552 0 -1.307 .104 .825 .208 
COG_item2 552 0 -1.282 .104 .895 .208 
COG_item3 552 0 -1.070 .104 .122 .208 
COG_item4 552 0 -.937 .104 -.183 .208 
COG_item5 552 0 -.733 .104 -.446 .208 
COG_item6 552 0 -1.142 .104 .249 .208 
COG_item7 552 0 -1.104 .104 .321 .208 
COG_item8 552 0 -1.146 .104 .349 .208 
COG_item9 552 0 -1.277 .104 .740 .208 
COND_item1 552 0 -.613 .104 -.899 .208 
COND_item2 552 0 -.678 .104 -.841 .208 
COND_item3 552 0 -.608 .104 -1.063 .208 
COND_item4 552 0 -.593 .104 -1.045 .208 
COND_item5 552 0 -.494 .104 -1.101 .208 
COND_item6 552 0 -.483 .104 -1.142 .208 
COND_item7 552 0 -.475 .104 -1.198 .208 
COND_item8 552 0 -.655 .104 -1.019 .208 
l 
Variables N Skewness Std. Error 
of 
Skewness 
Kurtosis Std. Error 
of Kurtosis Valid Missing 
COND_item9 552 0 -.655 .104 -2.962 .208 
EO_IN1 552 0 -.063 .104 -1.629 .208 
EO_IN2 552 0 -.353 .104 -1.505 .208 
EO_IN3 552 0 -.379 .104 -1.456 .208 
EO_RT1 552 0 -.218 .104 -1.592 .208 
EO_RT2 552 0 -.207 .104 -1.628 .208 
EO_PR1 552 0 -.254 .104 -1.613 .208 
EO_PR2 552 0 -.206 .104 -1.533 .208 
EO_AG1 552 0 -.328 .104 -1.509 .208 
EO_AG2 552 0 -.261 .104 -1.568 .208 
EO_AU1 552 0 -.215 .104 -1.632 .208 
EO_AU2 552 0 -.185 .104 -1.600 .208 
EO_AU3 552 0 -.164 .104 -1.623 .208 
Viab_item1 552 0 -.214 .104 -1.527 .208 
Viab_item2 552 0 -.254 .104 -1.523 .208 
Viab_item3 552 0 -.288 .104 -1.544 .208 
Viab_item4 552 0 -.291 .104 -1.488 .208 
Viab_item5 552 0 -.327 .104 -1.511 .208 
Viab_item6 552 0 -.268 .104 -1.520 .208 
Viab_item7 552 0 -.254 .104 -1.561 .208 
Viab_item8 552 0 -.214 .104 -1.551 .208 
Viab_item9 552 0 -.273 .104 -1.597 .208 
 
li 
Appendix 6.4 - SPSS Output of Final Item Reliability Analysis 
6.4a: Item analysis: Regulatory pillar 
Construct  Cronbach’s 
alpha 
Items Corrected Item-
Total 
Correlation 
Cronbach’s Alpha 
if Item Deleted 
Regulatory   0.964 RD_item1 .836 .960 
RD_item2 .931 .953 
RD_item3 .789 .964 
RD_item4 .890 .956 
RD_item5 .945 .952 
RD_item6 .881 .957 
RD_item7 .825 .961 
 
 
6.4b: Item analysis: Normative pillar 
Construct  Cronbach’s 
alpha 
Items Corrected Item-
Total 
Correlation 
Cronbach’s Alpha 
if Item Deleted 
Normative 0.943 NOR_item1 .849 .930 
NOR_item2 .830 .933 
NOR_item3 .792 .940 
NOR_item4 .844 .930 
NOR_item5 .917 .917 
 
lii 
6.4c: Item analysis: Cognitive pillar 
Construct  Cronbach’s 
alpha 
Items Corrected Item-
Total 
Correlation 
Cronbach’s Alpha 
if Item Deleted 
Cognitive 0.967 COG_item1 .850 .963 
COG_item2 .885 .962 
COG_item3 .898 .961 
COG_item4 .858 .963 
COG_item5 .790 .966 
COG_item6 .887 .962 
COG_item7 .827 .964 
COG_item8 .899 .961 
COG_item9 .836 .964 
 
6.4d: Item analysis: Conducive pillar 
Construct  Cronbach’s 
alpha 
Items Corrected Item-
Total 
Correlation 
Cronbach’s Alpha 
if Item Deleted 
Conducive 0.944 COND_item1 .780 .938 
COND_item2 .870 .932 
COND_item3 .825 .935 
COND_item4 .771 .939 
COND_item5 .812 .936 
COND_item6 .848 .934 
COND_item7 .731 .942 
COND_item8 .754 .940 
 
liii 
6.4e: Item analysis: Entrepreneurial Orientation  
Construct  Cronbach’s 
alpha 
Items Corrected Item-
Total 
Correlation 
Cronbach’s Alpha 
if Item Deleted 
Entrepreneurial 
Orientation 
0.951 EO_item1 .855 .943 
EO_item2 .811 .945 
EO_item3 .788 .947 
EO_item4 .852 .943 
EO_item5 .684 .952 
EO_item6 .844 .944 
EO_item7 .805 .946 
EO_item8 .797 .946 
EO_item9 .811 .945 
 
 
6.4f: Item analysis: Business Viability  
Construct  Cronbach’s 
alpha 
Items Corrected Item-
Total 
Correlation 
Cronbach’s Alpha 
if Item Deleted 
Viability 0.969 Viab_item1 .860 .966 
Viab_item2 .929 .963 
Viab_item3 .916 .963 
Viab_item4 .804 .968 
Viab_item5 .844 .966 
Viab_item6 .825 .967 
Viab_item7 .916 .963 
Viab_item8 .781 .969 
Viab_item9 .920 .963 
 
liv 
Appendix 6.5 - EFA of institutional dimensions total variance explained  
Factor Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of 
Squared Loadingsa 
Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total 
1 8.399 28.962 28.962 8.125 28.018 28.018 6.045 
2 5.814 20.048 49.010 5.546 19.123 47.141 6.769 
3 4.841 16.692 65.702 4.565 15.741 62.882 5.827 
4 2.611 9.005 74.707 2.299 7.926 70.808 4.444 
5 .759 2.617 77.323     
6 .626 2.159 79.482     
7 .521 1.797 81.279     
8 .446 1.539 82.818     
9 .393 1.354 84.173     
10 .380 1.310 85.482     
11 .351 1.212 86.695     
12 .333 1.149 87.844     
13 .323 1.114 88.957     
14 .298 1.027 89.984     
15 .294 1.013 90.997     
16 .278 .957 91.954     
17 .271 .936 92.890     
18 .235 .810 93.700     
19 .229 .791 94.491     
20 .214 .737 95.229     
21 .197 .679 95.908     
22 .191 .659 96.566     
23 .178 .614 97.180     
24 .173 .595 97.775     
25 .169 .582 98.357     
26 .144 .498 98.855     
27 .137 .472 99.327     
28 .100 .345 99.671     
29 .095 .329 100.000     
Extraction Method: Principal Axis Factoring. 
a. When factors are correlated, sums of squared loadings cannot be added to obtain a total variance. 
 
lv 
Appendix 6.6 - Standardized factor loading comparison between structural 
model and measurement model. 
Items Structural model factor loading 
Measurement model 
factor loading Difference 
RD_item4 0.889 0.891 -0.002 
RD_item3 0.865 0.864 0.001 
NOR_item3 0.81 0.811 -0.001 
NOR_item2 0.858 0.858 0 
NOR_item1 0.81 0.81 0 
COG_item8 0.919 0.919 0 
COG_item7 0.847 0.847 0 
COG_item6 0.901 0.901 0 
COG_item5 0.801 0.802 -0.001 
COG_item3 0.908 0.908 0 
COG_item1 0.868 0.868 0 
COND_item4 0.805 0.804 0.001 
COND_item3 0.847 0.846 0.001 
COND_item2 0.874 0.878 -0.004 
COND_item1 0.828 0.826 0.002 
Viab_item1 0.845 0.868 -0.023 
Viab_item4 0.798 0.825 -0.027 
Viab_item5 0.842 0.853 -0.011 
Viab_item6 0.847 0.859 -0.012 
Viab_item8 0.762 0.788 -0.026 
EO_item1 0.874 0.886 -0.012 
EO_item2 0.83 0.845 -0.015 
EO_item3 0.796 0.81 -0.014 
EO_item4 0.871 0.884 -0.013 
EO_item6 0.864 0.876 -0.012 
EO_item7 0.815 0.827 -0.012 
EO_item8 0.803 0.815 -0.012 
EO_item9 0.795 0.807 -0.012 
RD_item5 0.897 0.898 -0.001 
lvi 
Items Structural model factor loading 
Measurement model 
factor loading Difference 
COND_item5 0.851 0.851 0 
COND_item8 0.751 0.752 -0.001 
RD_item7 0.845 0.842 0.003 
NOR_item4 0.883 0.883 0 
RD_item1 0.792 0.793 -0.001 
 
 
