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生物個体が資源を占有する戦略 (ブルジョア戦略) を加えた，タカ · ハト · ブルジョ
アゲームを導入した．それ以降，プレイヤー集団内でランダムマッチングが行われる
ケースでは，ブルジョア戦略が安定性をもつことが示されてきた〔例えば，Yee (2003)




































付ける．このアプローチは，間接的進化アプローチ (indirect evolutionary approach)
*2 ロジットルールについては Blume (1993), Sandholm (2007)および Carlos and Nick (2010)を
参照されたい．



















時間の各 t 期において，ランダムに n > 2 人のサブグループがピックアップさ
れ，その中でマッチングが行われるとする．各プレイヤーはマッチングの結果に
より，平均利得を上回る戦略にスイッチすると仮定する．サブグループの集合を
N = {1, 2, ..., n} と書き，プレイヤー i ∈ N の戦略の集合を S = {s1, ..., sk} と
書く．プレイヤー i が si ∈ S をプレイし，対戦プレイヤー j が sj ∈ S をプレ
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イするとき，プレイヤー i は aij ∈ R+ の利得を得るとする． 第 (i, j) 成分が
aij の利得行列を A = (aij)i,j=1,...,k と表記する．また，S 上の混合戦略の集合を




ランダムにサブグループが形成されたとき，状態 x ∈ ∆において戦略 si をとるプ
レイヤーの期待利得は ui(ei, x) = ei ·Axで与えられる．ただし， ei は第 i成分が 1





x˙i = xi(ei · A˜x− x · A˜x). (1.1)
ただし，上の変数のドットは時間微分 dxi/dt を表しており，A˜ = A − (A + At)/n で
ある．
N → ∞ の場合，局所的レプリケーター動学は一般的なレプリケーター動学
x˙ i = xi(ei · Ax − x · Ax) 〔Taylor and Jonker, 1979〕に収束することに注意したい．
1.2 タカ · ハト · ブルジョアゲーム
タカ · ハトゲーム (hawk dove game) は，プレイヤーの資源をめぐる葛藤をモデル
化したゲームとしてよく知られている．このゲームは，プレイヤーが資源を獲得する
ために相手プレイヤーと闘争する (H) か，資源をシェアする (D) かの 2 戦略からな












ヤーよりも早く資源を発見する確率は 12 で生じると仮定する．前者の場合に Hをプ
レイし，後者の場合に Dをプレイする戦略をブルジョア戦略 (B)と呼ぶ．タカ ·ハト





















2 (1− 2n ) v(1− 1n ) 3v−c4 − 1n (v − c2 )
− vn v2 (1− 2n ) v4 (1− 4n )
v−c
4 − 1n (v − c2 ) 3v4 (1− 43n ) v2 (1− 2n )
 .
図表 1.1は局所的レプリケーター動学の軌道を表示している．*1 図中で黒丸 “●”は安
定的な定常点を示しており，“○”は不安定な定常点を示す．
集団状態の安定性を分析するため，中立安定戦略 (NSS : Bomze and Weibull,1995)
を導入する．
*1 図表 1.1 は Miyashita (2018) から引用している．作図には，次のオープンソフトウェアを利用し
た : https://www.ssc.wisc.edu/ whs/dynamo/.
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図表.1.1 A˜ゲームの位相図：パラメーターは c = 5,v = 4とした
定義 2. 戦略 x∗ ∈ ∆が NSSであるのは，以下の場合である．
( i ) u(x∗, x∗) ≥ u(x, x∗), ∀x ∈ ∆, x 6= x∗,
( ii ) ∃y ∈ ∆ s.t. u(x∗, x∗) = u(y, x∗)⇒ u(x∗, y) ≥ u(y, y).
条件 ( ii )において，厳密な等号が成り立つ場合，x∗は進化的安定戦略〔ESS : Smith
(1976) 〕であるという.
命題 1. サブグループの大きさ nが閾値 2cc−v を上回る場合，Bは安定的な戦略として
Hにとって変わる．
( i ) n < 2cc−v の場合 Hは ESSである．
( ii ) n = 2cc−v の場合 H， B，および混合戦略のうち xD = 0 のもの，すなわち，
∀ω ∈ X = {(xH , 0, 1− xH)|xH ∈ (0, 1)}は NSSである.
( iii ) n > 2cc−v の場合，Bは NSSである．
証明は Appemdixの 6.2を参照のこと．
命題 1 のように対戦人数が閾値を下回る場合，タカ戦略が進化的安定性を持つ．
ケース ( iii )は，一般的なレプリケーター動学の結果と一致している．実際，図表 1.1
に見られるように n = 12のケースにおいては，すべてのプレイヤーがブルジョア戦
8
略をプレイする状態は安定的であり，タカ戦略をとるプレイヤーとハト戦略をとるプ
レイヤーからなる状態 (vc , 1 − vc , 0) = ( 45 , 15 , 0) は不安定である．対戦人数 n の大き





ESSになる場合とブルジョア戦略が NSSになる場合がある．図表 1.2は，v = 4, 8の























える．各プレイヤーは，離散時間 t = 1, 2, ...の各時点において，ランダムに n > 2人
のグループを形成し，その中において対戦と適応が行われるとする．
プレイヤーの集合を M = {1, 2, ...,m} と書き，サブグループの集合を N =
{1, 2, ..., n} と書く．ただし，2 < n ≤ m とする．各プレイヤーの戦略の集合を
S = {s1, ..., sk} とする．各プレイヤーの戦略が共通であるような対称ゲームを考え
る．プレイヤー i が si ∈ S をプレイし，プレイヤー j が sj ∈ S をプレイする場
合，プレイヤー i は aij ∈ R+ の利得を得る．第 (i, j) 成分が aij である利得行列を
A = (aij)i,j=1,...,k と書く．




だし，各 mi は t期において戦略 iにコミットメントしているプレイヤーの人数であ
る．同様に t期におけるサブグループの状態を n(t) = (n1, ..., nk),
∑k
i=1 ni = nと書
く．
各 t 期において，M から n 人のプレイヤーがランダムにピックアップされ，適応
が行われるとする．状態 m(t)から m(t + 1)への推移確率 Pr(m(t + 1)|m(t))を定
義する．m(t) から n(t) がピックアップされる確率は超幾何分布 (hyper geometric
distribution)にしたがう :
m1Cn1 · · ·mkCnk
MCN
(2.1)
また，サブグループ内に si をとるプレイヤーが含まれている確率は ni(t)n(t) であるとす
る．第 t期において si をとるプレイヤーの期待利得は式 (2.2)で与えられる．
Eu(si, s−i) =
ni(t)− 1




n(t)− 1ui(si, sj). (2.2)
ただし，s−i = (si,1, ..., si,n−1) は同一グループ内の戦略プロファイルである．式
(2.2)の右辺第 1項は戦略 si をとるプレイヤーが si をとるプレイヤーとの対戦で得る
期待利得である．右辺第 2項は，si プレイヤーが si 以外の戦略をとるプレイヤーと
の対戦で得る期待利得である．
t+ 1期に戦略 si のプレイヤーが最適反応によりコミットメントする戦略は
s∗i ∈argmaxsi∈SEu(si, sj)
である．ただし，そのプレイヤーは以下のロジットルール〔Blume (1993)，Sandholm
(2007)および Carlos and Nick (2010)を参照のこと〕により，s−i に対し戦略を切り
替えると仮定する．つまり，限定合理的なプレイヤーを想定するといえよう．
P ε(st+1 = s
∗












ただし，ε > 0は突然変異率である．宮下 ·福住 (2017)では，ロジットルールの代わ
りに最適反応確率が用いられている．本論文では，ロジットルールを用いることによ
り，突然変異率の計算の簡単化を試みる．
各戦略 si にコミットメントしているプレイヤーをピックアップする確率は，nin で





























母集団からランダムにピックアップされた n 人のプレイヤーのうち，戦略 si をとる
プレイヤーが 1 人選択され，最適反応戦略 si∗ にスイッチする確率である．我々の適
応動学では，2 人以上のプレイヤーが最適反応戦略にスイッチする確率は 0 であるこ
とに注意したい．
2.2 タカ · ハト · ブルジョアゲームへの適用
前節で定式化した適応動学をタカ · ハト · ブルジョアゲームへ適用し，均衡点の示
す特徴を数値的に分析する．
母集団の人数を 6 とする．サブグループの人数が 3,4,5,6 の各場合における集団の
長期定常状態を求める．第 1 章で示した命題 1 より，ブルジョア戦略の進化的安定性
は，局所的レプリケーター動学の場合，サブグループの人数に依存する．それでは，
適応動学を変更した場合にブルジョア戦略の進化的安定性は変化するのであろうか．
ブルジョア戦略が NSS になるための条件は，サブグループの人数が閾値 n = (c2−cv)
を上回ることである．ここでは，c = 8, v = 4 とし，n = 3, 4, 5, 6 のそれぞれの場
合における 28 × 28 摂動推移確率行列 P ε = [pεij ]i,j=1,2,...,28 を導出する．この場合，
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n = 4が閾値である．




1}と書く．µεP ε = µε を満たす µは，安定的な状態にある．この µε が次式を満たし




µε > 0. (2.5)
例 1. m = 6, n = 5，初期状態 (mH ,mD,mB) = ( 2, 3, 1 )
図表 2.1に示されている各 n(t+1)の実現確率から，推移確率 Pr(m(t+1)|m(t))
を計算すれば，

























































































































































































































































































































Pr((2, 4, 0)|(2, 3, 1)) = 1
30
,














Pr((1, 4, 1)|(2, 3, 1)) = 0,
lim
ε→0




あることが分かる．また，この数値例では，状態が (2, 3, 1)から (2, 3, 1)へ推移する




第 1 章で用いたゲーム Π をプレイするプレイヤーの対戦人数が n = 3, 4, 5, 6 の各
場合における状態推移図を図表 2.2 にそれぞれ示す．ただし，ε → 0 として描いてい
る．図表 2.2 内の各状態から次の状態へ正の確率 P r(m(t + 1)|m(t)) で推移する場
合，そのパスを矢印で示し，矢印がない状態への推移確率は 0 である．例えば，図表
2.2 より，n = 3 の場合，状態 (0, 2, 4) から状態 (0, 1, 5) への推移確率は 0.27 であり，
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状態 (0, 1, 5) から (0, 0, 6) への推移確率は 0.17 である．これらの図に見られる通
り，ε → 0の場合，状態 (6, 0, 0)と状態 (0, 6, 0)には再帰性がなく，(0, 0, 6)は吸
収状態である．実際，任意のピックアップ人数に対して，すべてのプレイヤーが Bを
とる状態 (0, 0, 6)は安定的である．このことは，m = 6に限らず一般的に成り立つ．
図表.2.2 状態推移図
命題 2. 式 (2.4) の適応動学において，すべてのプレイヤーが B をとる状態は長期確
率安定的である．
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証明は Appendixの 6.3を参照のこと．図表 2.2に示されているとおり，母集団の
人数とサブグループの人数が一致している場合，ε → 0 のとき，状態 (3, 3, 0) は吸
収状態となる．このケースでは，プレイヤーの対戦構造が通常の進化ゲームで想定さ
れているランダムマッチングと一致し，状態 (6 × vc , 6 × [1 − vc ], 0) = (3, 3, 0) は定
常状態となる．n < 6 に対して，この状態が吸収状態にならないのは，超幾何分布
により，プレイヤーが局所的なマッチングをするためである．図表 2.2に見られるよ
うに，サブグループのピックアップサイズが増加するにつれ，各初期状態 m0 ∈ M





り，市場取引が安定的に存続すると考えられる．一方，n = 6 において，各初期状
態 m¯0 ∈ {(6, 0, 0), (5, 1, 0), (4, 2, 0), (3, 3, 0), (2, 4, 0), (1, 5, 0), (0, 6, 0)}は，無限回ス
テップで (0, 0, 6)に到達せず，(3, 3, 0)に吸収される*2．したがって，ゲーム Πに 6
人のプレイヤー集団がロジット選択ルールにより戦略を切り替える適応過程を適用す
ると，一般的なレプリケーター動学と類似的な結果となる．しかしながら，第 1章で
導入した局所的レプリケーター動学とは異なり，対戦人数が閾値 n = 2cc−v を下回って
いる場合 (n = 3)，すべてのプレイヤーがタカをとる状態 (6, 0, 0)が安定性を持たな
いことは興味深い．これらの結果の違いが，超幾何分布によるプレイヤーの局所的な
対戦によるのか，あるいは適応動学の違いによるのかについては，今後の研究課題と
















がプレイする対称ゲームの ESS を研究する場合，(1) 伝達方式 (2) 配偶方式 (3) マッ
チング選択を規定しなければならない．伝達様式には文化的伝達の他に遺伝的伝達が





























s ∈ S, |S| <∞と表記する．aaを持つプレイヤーは戦略 w ∈ S をプレイするとする．
他方，遺伝子型 Aaをもつプレイヤーは w′ ∈ S をプレイするとする．プレイヤーが
戦略 w をとり，その対戦プレイヤーが w′ をとるとき，w をとるプレイヤー (遺伝子
A)は pi(w,w′) ∈ Rの利得を得るとしよう．
定義 3.〔Bergstrom, 1995〕プレイヤーが戦略 w′ ∈ S をとり，その対戦プレイヤー
が w ∈ S をプレイする場合，w′ をとるプレイヤーの期待利得は








式 (3.1) の導出は Appendix の 6.4 を参照のこと．aa プレイヤー同士の対戦にお
ける各プレイヤーの期待利得は F (w, w) とおくことできる．この場合，F (w, w) は
pi(w, w) と一致する．
遺伝子 A は稀なので，遺伝子型 Aa をもつプレイヤーは，ほぼ既存の遺伝子型 aa
をもつプレイヤーとマッチングする．したがって，変異体遺伝子がこの集団内にみら
れるようになるのは，家族内の遺伝子型 Aa の期待利得が既存遺伝子を持つプレイ
ヤーの期待利得を上回る場合である．遺伝子 A が稀で F (w′, w) > F (w, w) の場合，
遺伝子型 Aa は既存集団よりも速く再生産されるといえる．つまり，ある w′ が存在
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し，F (w′, w) > F (w,w)であることが，w が変異体の侵入をゆるす十分条件である．
言い換えれば，戦略 wを選択するプレイヤーの単型集団が優勢変異体の侵入を阻止す
る必要条件は，任意の w′ ∈ S に対し，F (w′, w) ≤ F (w,w)が成立することである．
これは，戦略 w が利得関数 F を持つゲームの対称ナッシュ均衡となることの定義で
あり，この場合，wは ESSとなる．
第 1章で導入したゲーム Πを利得関数 F で変換し，以上の均衡条件へ適用すると，
ハト戦略が ESSになることが示される．
命題 3. 式 (3.1)の利得関数 F によって変換されたタカ ·ハト ·ブルジョアゲームの
ESSは Dである．
Proof. 戦略 s をとるプレイヤーの y プレイヤーに対する最適反応戦略を





















Π′の一列目に注目すると，v4 > v−c2 かつ v4 > 3v−c8 であるから，argmaxs∈SF (s,H) =
D である．次に Π′ の二列目に注目すると， v2 > 3v−c4 かつ v2 > 3v8 であるから，
argmaxs∈SF (s,D) = D である．同様に， 5v8 > 5v−3c8 かつ 5v8 > v2 であるから，






命題 4. Aを変異体遺伝子とする．ある成人集団を考え，そこでは Aの割合が ε > 0
で既存遺伝子 aの割合が 1− εであるとする．配偶がランダムであり，既存遺伝子を
持つ親の子が再生産のために生存する確率が正であれば，この集団で次世代の成人ま
でに生存するプレイヤーの遺伝子型 Aaに対する AAの比率は，εが 0に近づくにつ
れ，0に近づく．





率を上回らないことである．各戦略を s ∈ S, |S| <∞と表記する．遺伝子型 aaおよ
び遺伝子型 Aaを持つプレイヤーは戦略 z ∈ S をプレイするとしよう．また，遺伝子
型 AAをもつプレイヤーは戦略 z′ ∈ S をプレイするとする．Bergstrom (1995)は遺
伝子 Aをもつ両親の子の期待利得を計算し，下記命題を示している．
命題 5. 戦略 z をとるプレイヤーからなる単型集団を考える．この集団が劣勢遺伝子
の侵入を阻止する必要条件は，z が以下の利得関数W をもつ 2人プレイヤーゲーム
の対称ナッシュ均衡となることである．






















pi(z, z′), ∀z′ ∈ S (3.3)
である．
式 (3.2)の導出は Appendixの 6.5を参照のこと．3.2節の議論と同じく，利得関数
W は z′ プレイヤーの期待利得であると同時に，遺伝子 Aの期待利得である点に注意
したい．aa プレイヤー同士の対戦において，各プレイヤーはW (z, z) の期待利得を
得る．
ゲーム Π に命題 5 の均衡条件 (3.3) を適用すると，資源と対戦コストの大小関係
に応じて，D が ESS となる場合と，H と D の混合戦略が ESS になる場合に分けら
れる．
命題 6. プレイヤー集団が命題 5の均衡条件のもとでタカ ·ハト ·ブルジョアゲーム
をプレイする場合
( i ) 3v < cのとき，Dは ESSである．
( ii ) v < c < 3v のとき，混合戦略 (vc − 13 , 43 − vc , 0)は ESSである．
Proof. 戦略 s をとるプレイヤーの y プレイヤーに対する最適反応戦略を





















Π′′ の一列目に注目すると， 2v−c10 > v−c2 かつ 2v−c10 > 7v−5c20 であるから，
25
argmaxs∈SW (s,H) = D である．次に，Π′ の三列目に注目すると， 13v20 > 13v−5c20
かつ 13v20 > v2 であるから，argmaxs∈SW (si,B) = D である．ここで (c, v) の大小




10 であり， v2 > 7v20 は自明であるから，argmaxs∈SW (s,D) = D である．
したがって，任意の s ∈ S に対し，W (D,D) > W (s,D) であるから，D は ESS
である．( ii ) v < c < 3v ならば， 8v−c10 > v2 であり， v2 > 7v20 は自明であるから，
argmaxs∈SW (s,D) = H,D である．つまり，純粋戦略ナッシュ均衡は (H,D)，(D,
H)であり，これらの混合戦略 (vc − 13 , 43 − vc , 0)は ESSとなる．











確率 vc − 13 でタカ戦略をプレイする．ただし，通常のタカ ·ハト ·ブルジョアゲーム



























2 人プレイヤーの完全情報ゲームを考える．プレイヤーの集合を k ∈
{1, 2, ..., i, j, ...} と書く．プレイヤー i と j の対戦において，各プレイヤーは
確率 12 で資源の所有者であり，確率 12 で非所有者であると仮定しよう．また，各プレ
イヤーの資源を守るための闘争コストは，資源を獲得するための闘争コストと一致す
ると仮定する*2．プレイヤー iとプレイヤー j の対戦において，プレイヤー iの負担
する闘争コストを Ci ∈ R+ と書き，プレイヤー j の負担する闘争コストを Cj ∈ R+
と書く．{(Ci, Cj)} ∈ R2+ を戦略の集合であるとする．プレイヤー iは，以下の勝利





確率 P は，Tullock 対戦確率 (Tullock contest probability) を簡単化したもので
ある (Tullock, 1980)．Tullock 対戦確率は，一般的にはプレイヤーの対戦コストを
x ∈ R+ として axr1+(ax)r , a, r ∈ R+ に特徴づけられる (Peter and Lambert (1997)を
参照)．図表 4.1は，勝利確率のグラフをプロットしている．プレイヤー j の闘争コス

































































細は Appendixの 6.6を参照のこと)．(α, β)の値が 1つ定まった場合，この最適反応
関数はナッシュ均衡を与える．図表 4.2は，最適反応関数のグラフを示している．プ




命題 7. プレイヤー iの保有効果 αの上昇は，プレイヤー iの闘争コストを増加させ





















待適応度 Y (Ci, Cj)は，次式で与えられるとする．




















実際には，均衡闘争コストを考えるため，Ci, Cj は (α, β) を定義域に持つ




入を阻止する条件を述べる．Y : (α, β) ∈ [1,∞)2 7→ R+ を保有効果 αをもつプレイ
ヤーと β をもつプレイヤーの均衡期待適応度とする．前節で定式化した (C∗i , C∗j )を
式 (4.3)の Ci と Cj にそれぞれ代入することにより，プレイヤーの期待適応度は，次
式で与えられる．
















Feldman (1981)，Alger (2010)にしたがい，プレイヤーは 1期間のみ生存するとし，
保有効果のプレイヤー間の伝達は文化的伝達 (cultural transmission)のみであるとす
る．各世代で個人は対戦プレイヤーと子孫再生産の年齢まで生存するとする．プレイ
ヤー集団の保有効果の程度は α，α′ の 2つのみであると仮定する．
保有効果 αをもつ個人の割合を f ∈ [0, 1]とする．αの保有効果をもつ個人が別の
αをもつ個人と対戦する条件付き確率を P (α|α)と書き， 変異体の保有効果 α′ をも
つ個人が既存の個人と出会う条件付き確率を P (α|α′)と書く．すると，αの保有効果
をもつプレイヤーの期待適応度は
P (α|α)Y (α, α) + [1− P (α|α)]Y (α, α′) (4.5)
である．ただし，1− P (α|α)は保有効果 αをもつ個人が α′ をもつ個人と対戦する確
率であることに注意したい．α′ の保有効果をもつプレイヤーの期待適応度は
P (α|α′)Y (α′, α) + [1− P (α|α′)]Y (α′, α′) (4.6)
*4 生物個体間の類似性を計算する方法に関しては，Cavalli-Sforza and Feldman (1981) および




Bergstrom (2003) にならい，条件付確率の差 P (α|α) − P (α|α′) = σ ∈ [−1, 1]
を類似性指標 (index of assortativity)と呼ぶこととする．モデル中 σ は定数とする．
Bergstrom (2003)，Alger (2010)は，マッチングの条件付き確率は次式に簡単化され
ることを示している (詳細は Appendixの 6.8を参照のこと)．
P (α|α) = σ + f [1− σ] (4.7)
P (α|α′) = f [1− σ] (4.8)
式 (4.7)と式 (4.8)より，式 (4.5)，式 (4.6)はそれぞれ以下のように置き換えられる．
[σ + f(1− σ)]Y (α, α) + (1− f)(1− σ)Y (α, α′) (4.9)
f(1− σ)Y (α′, α) + [1− f(1− σ)]Y (α′, α′) (4.10)
既存のプレイヤーの割合が 1に近づく場合，式 (4.9)は期待適応度関数 Y (α, α)に収
束し，式 (4.10)は期待適応度関数 (1− σ)Y (α′, α) + σY (α′, α′)に収束する．
Alger (2010)は，既存の類似度をもつプレイヤー集団が，変異体の侵入を阻止す
る十分条件を示している．
命題 8. 戦略 αをとる個人からなるプレイヤー集団が変異体の侵入を阻止する十分条
件は，
Y (α, α) > (1− σ)Y (α′, α) + σY (α′, α′) (4.11)
である．
4.5 進化的浮動関数の導出






定義 4. 保有効果の程度 α ∈ [1,∞)が変異体の侵入に対して局所的安定状態 (LES :
locally evolutionarily stable)にあるとは，αにある近傍が存在し，その中の任意の
α′ で式 (4.11)が成立することである．
α′ が α と非常に近い変異の状態であることから，α は局所的な安定状態と定義さ
れる．これは，式 (4.11)の右辺を αと置いた場合に α = α′ で極大を与えることと同
値である．式 (4.11)の適応度関数の右辺を α′ で偏微分し，各適応度関数の 1項めと
2項めの α′ による偏微分をそれぞれ Y1，Y2 と表す．進化的浮動関数は，Y を偏微分




[(1− σ)Y (α′, α) + σY (α′, α′)]
= (1− σ)∂Y (α
′, α)
∂α′




= (1− σ)Y1(α, α) + σY1(α, α) + σY2(α, α)














度が下がる．したがって，以下の命題が成立する〔証明は Alger (2010), Alger and
Weibull (2010)を参照のこと〕．




2α(1− σ) + σ − α2
8α2
(4.13)
命題 10 の証明は Appendix の 6.9 を参照されたい 図表 4.3 は D(α) のグラフを
σ = −0.6, 0, 0.3としてシミュレートしている．各 σに対し，D(α) = 0となる αが存
在することが分かる．命題 9より，進化的安定性をもつ保有効果は，この αである．










































































章，第 2 章の結果と整合的であることを確認していきたい．また，第 4 章では，所有
者と非所有者のタイプの違いに関しては仮定することなくモデル化した．Alger and 




ることは興味深い．Yee (2003) は，タカ · ハト · ブルジョアゲームに，プレイヤーが
資源を部分的に他のプレイヤーに譲渡する交易戦略を加えた，タカ · ハト · ブルジョ






6.1 利得行列 pi の導出
Mcelreath and Boyd (2007)を参考に導出する．ブルジョア戦略をとるプレイヤー
は，確率 12 でタカ戦略をプレイし， 12 でハト戦略をプレイする．したがって，タカ戦
略対ブルジョア戦略の対戦において，タカ戦略をとるプレイヤーの期待利得は
1
2 × v−c2 + 12 × v = 3v−c4
であり，ブルジョア戦略をとるプレイヤーの期待利得は，
1








2 × v + 12 × v2 = 3v4
となる．ブルジョア戦略の対戦において，各プレイヤーは
1
2 × v + 12 × 0 = v2
の期待利得を得る．したがって，タカ ·ハト ·ブルジョアゲームの利得行列 pi を得る．
6.2 命題 1の証明
Proof. ケース ( i )において, H は A˜ゲームの支配戦略となる．( ii ) 任意の ω ∈ X,
eH と eB に対し，u(ω, eH) = u(eH , eH) かつ u(ω, eB) = u(eB , eB) より，ω ∈ X
は NSS である．同様にして，H と B の中立安定性を確かめることができる．( iii )
A˜ より，定義 2 の ( i ) を満たすナッシュ戦略は ω′ = [ vnc(n−2)，
n(c−v)−2c
c(n−2) , 0] と B で
ある．最後にこれらの戦略が定義 2 の安定性条件を満たしていることを確かめる．
u(eB , ω
′) = u(ω′, ω′)であることは直ちに示すことができるため，Bは NSSである．
一方， ω′ は不安定である．なぜならば，u(ω′, eB) ≥ u(eB , eB)は
v
4c(n−2) [4(1− v)− 4c(1− 2n )− n(1− 3v)] ≥ v2 (1− 2n ).
に置き換えられ，この不等式を整理すれば
2 < n ≤ −(1− vc ) +
√
(1− vc )2 + 2⇐⇒ 32 < vc ,
となる．これは vc < 1であることに矛盾する.
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6.3 命題 2の証明
Proof. 第 t 期に (0, 0,m) のとき，第 t + 1 期にプレイヤー母集団の推移する状態
は，(0, 0,m), (1, 0,m − 1) および (0, 1,m − 1) である．プレイヤー母集団におい
て，t 期に H をとるプレイヤーの人数を mH，D をとるプレイヤーの人数を mD，
B をとるプレイヤーの人数を mB でそれぞれ表す．同様に，t 期にランダムにピッ
クアップされたサブグループ内で H をとるプレイヤーの人数を nH，D をとるプレ
イヤーの人数を nD および B をとるプレイヤーの人数を nB でそれぞれ表す．定義
より，mH +mD +mB = m かつ，nH + nD + nB = n であることに注意したい．
m(t) = (0, 0,m)から n人をピックアップする確率は，mCn
mCn
= 1である．このサブグ
ループ内のすべてのプレイヤーは B をとるため，nBn = nn = 1である．つまり，確率
1で状態 (0, 0, n)がピックアップされる．
状態 (0, 0, n)において，Hをとるプレイヤーの期待利得は，Eu(H,B, ...,B) = 3v−c4
であり，Dをとるプレイヤーの期待利得は，Eu(D,B, ...,B) = v4 である．状態 (0, 0, n)
において，B をとるプレイヤーの期待利得は，Eu(B,B, ...,B) = v2 である．このと
き，Bをとるプレイヤーは以下の確率で，戦略を切り替える．


























































式 (6.1)，(6.2)と (6.3)の分母と分子をそれぞれ e− v2 1ε 倍すれば，






































となる．したがって，状態 (0, 0,m)は以下の確率で状態 (0, 0,m), (1, 0,m − 1)およ
び (0, 1,m− 1)に推移する．







































P ε((1, 0,m− 1)|(0, 0,m))





P ε((0, 1,m− 1)|(0, 0,m))
P ε((0, 0,m)|(0, 0,m)) = e
− v4 1ε , (6.11)
P ε((0, 0,m)|(0, 0,m))
P ε((0, 0,m)|(0, 0,m)) = 1 (6.12)




P ε((1, 0,m− 1)|(0, 0,m))
P ε((0, 0,m)|(0, 0,m)) = 0,
lim
ε→0
P ε((0, 1,m− 1)|(0, 0,m))
P ε((0, 0,m)|(0, 0,m)) = 0,
lim
ε→0
P ε((0, 0,m)|(0, 0,m))
P ε((0, 0,m)|(0, 0,m)) = 1
したがって，状態 (0, 0, m) において B をとるプレイヤーが H, D にスイッチすること
はなく，(0, 0, m) は長期確率安定状態である．
44
図表.6.1 各確率比の極限 ; ただし，c = 8, v = 4としてシミュレートしている
6.4 利得関数 F の導出
Proof. Bergstrom (1995)を参考に導出する．図表 6.2に見られるように，遺伝子型
Aaを持つ親と遺伝子型 aaを持つ親の各遺伝子が接合することにより，遺伝子型 Aa
と aaをもつ子が 4人中 2人ずつ誕生する．したがって，彼らの子は確率 24 で遺伝子
型 Aaを持ち，24 で遺伝子型 aaを持つ．このとき，遺伝子型 Aaを持つプレイヤーど
うしがペアーを形成する確率は，
pr(Aa ∩Aa) = 24 × 24
であり，遺伝子型 Aaを持つプレイヤーと遺伝子型 aaを持つプレイヤーがペアーを
形成する確率は
pr(Aa ∩ aa) = 24 × 24
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である．すると，次の条件付き確率の計算が示している通り，遺伝子型 Aaを持つプ
レイヤーの対戦プレイヤーが Aaプレイヤーである確率は 12 である．




4× 24+ 24× 24
= 12
一方，遺伝子型 Aaを持つプレイヤーの対戦プレイヤーが aaプレイヤーである確率は




4× 24+ 24× 24
= 12
である．遺伝子型 Aaを持つプレイヤーは w′ をプレイするため，w′ 対 w′ の対戦に
おいて，各プレイヤー (遺伝子 A)は 12pi(w′, w′)の利得を得る．一方，遺伝子型 aaを
持つプレイヤーは w をプレイするため，w′ 対 w の対戦において，w′ プレイヤー (遺
伝子 A)は， 12pi(w′, w)の利得を得る．ゆえに，親が遺伝子型 Aaと aaである子で，
遺伝子型が Aaであるプレイヤーの期待利得は
F (w′, w) = 12pi(w
′, w′) + 12pi(w
′, w)
で与えられる*1．
*1 Bergstrom (1995) は，利得の名称を次のように定めている．変異体戦略 x′ をとるプレイヤーの
きょうだいも w′ をプレイする場合，このプレイヤーの利得は pi(w′, w′)で与えられ，これをカント
利得と呼ぶ．w′ をとるプレイヤーのきょうだいが既存戦略 w をプレイする場合，このプレイヤーの
利得は pi(w′, w) で与えられ，これをナッシュ利得と呼ぶ．また w をとるプレイヤーのきょうだい
が w′ をプレイするとき，このプレイヤーの利得は pi(w,w′)であり，これを利他利得と呼ぶ．期待
利得 F は，戦略 w をとるプレイヤー集団内で w′ をプレイするプレイヤーの利得であり，カント利
得とナッシュ利得の平均である．これを，准カント利得関数と呼ぶ．
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( i ) 各プレイヤーが遺伝子型 AAを持つケース
( ii ) プレイヤーのうち一方が遺伝子型 AAを持ち，他方が Aaを持つケース
( iii ) プレイヤーのうち一方が遺伝子型 AAを持ち，他方が aaを持つケース
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図表.6.3 孫世代のプレイヤーの対戦において遺伝子 Aの得る期待利得
命題 4 より，劣性遺伝子 A が稀であるとき，AA なる遺伝子型を持つほぼす
べてのプレイヤーは AA プレイヤーを祖父に持つと考えられる．そこで，遺伝子型
Aaを持つプレイヤーからなる家族 2組あるとしよう．図表 6.3に示されているよう
に，祖父世代のプレイヤーが遺伝子型 Aa を持つ場合，遺伝子型 AA を持つ子と遺
伝子型 aaを持つ子がそれぞれ 1人ずつ誕生し，遺伝子型 Aaを持つ子が 2人誕生す
る．これらの家族内の各プレイヤーが Aaプレイヤーを両親に持つプレイヤーと配偶
することにより，AA，Aa および aa のうち，いずれかの遺伝子型を持つ子が 64 人
誕生し，合計 32組のプレイヤーのペアーが形成される．このとき，ケース ( i )のペ
アーが形成される確率は pr(AA ∩ AA) = 232 である．ケース ( ii )のペアーが形成さ
れる確率は pr(AA ∩ Aa) = 832 であり，ケース ( iii ) のペアーが形成される確率は
pr(AA ∩ aa) = 432 である．ケース ( i )における遺伝子 Aの個数は 4個であり，ケー
ス ( ii )における遺伝子 Aの個数は 3個である．ケース ( iii )における遺伝子 Aの個
48
















である．遺伝子型 AA を持つプレイヤーは z′ をとり，遺伝子型 Aa を持つプレイ
ヤーは z をとるため，z′ プレイヤーは 35pi(z′, z)の利得を得る．一方，z プレイヤー
は 35pi(z, z′) の利得を得る．この対戦において各プレイヤーの持つ遺伝子 A の個数
は合計 3 個である．そのうち，z′ をとるプレイヤーは 2 個の遺伝子 A を持ち，z′
をとるプレイヤーは 1 個の遺伝子 A を持つ．したがって，この対戦で遺伝子 A は
2







である．遺伝子型 AAを持つプレイヤーは z′ をとり，遺伝子型 aaを持つプレイヤー
は z をプレイするため，遺伝子 Aは 15pi(z′, z)の利得を得る．したがって，孫世代に
おける遺伝子 Aの期待利得は
W (z′, z) = 15pi(z
′, z′) + 25pi(z




′, z′) + 35pi(z






















































































α, β > 1，より，∂C∗i (α,β)∂α > 0である．
∂C∗i (α,β)
∂β < 0は，α(α− β)− 2 < 0，つまり
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β > α− 2/αの場合である．
6.8 式 (4.7)および式 (4.8)の導出
Proof. 既存の保有効果をもつプレイヤーと突然変異の保有効果をもつプレイヤーの
マッチング数に関しては，次の等式が成立する〔Bergstrom, 2013, Alger, 2010〕．
f(1− P (α|α)) = (1− f)P (α|α′) (6.16)
σ = P (α|α)− P (α|α′)は
P (α|α′) = P (α|α)− σ (6.17)
と等値であり，式 (6.17)を式 (6.16)の P (α|α′)に代入して整理することにより，
f(1− P (α|α)) = (1− f)[P (α|α)− σ]
⇐⇒ fP (α|α) + (1− f)P (α|α) = f + σ(1− f)
⇐⇒ P (α|α) = f + σ(1− f)
となる．上の P (α|α)を式 (6.17)の P (α|α)に代入することにより，
P (α|α′) = f + σ(1− f)− σ = f(1− σ)
となる．
6.9 命題 10の証明




(α+β)2 − V2 (1+2αβ)(α+β)−2α(1+αβ)(α+β)3
∂Y (α,β)







∂α |α=β = V4α − V8α2
Y2(α, α) =
∂Y (α,β)
∂β |α=β = − V4α − V8α2
を得る．進化的浮動関数は，D(α) = Y1(α, α) + σY2(α, α)であるから，
D(α) =





Proof. D(α) = 0は 2α(1− σ) + σ − α2 = 0と等値であり，これを整理すれば，
α2 − 2α(1− σ)− σ = 0
を得る．二次方程式の解の公式により，
α = 1− σ ±√(1− σ)2 − (−σ) = 1− σ ±√1− σ + σ2
となる．
6.11 命題 12の証明



















α2 − α+ 1 (6.20)
α > 1であるから，式 (6.20)の分母の符号は，α2 − α+ 1 = α(α− 1) + 1 > 0であ
る．したがって， dσdα < 0
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