In the O-extension problem, we are given a weighted graph with some nodes marked as terminals and a semimetric on the set of terminals. Our goal is to assign the rest of the nodes to terminals so as to minimize the sum, over all edges, of the product of the edge's weight and the distance between the terminals to which its endpoints are assigned. This problem generalizes the multiway cut problem of Dahlhaus, Johnson, Papadimitriou, Seymour, and Yannakakis and is closely related to the metric labeling problem introduced by Kleinberg and Tardos.
Introduction
Let V be a finite set, let T C V, and let d be a semimetric on T. 1 Then a semimetric 5 on V is an
extension of d to Y ifffor every i,j E T, ~(i,j) = d(i,j).
If, in addition, for every i E V there exists j E T such that 5ii,j) = 0, then 5 is a O-extension old to V.
We consider the following optimization problem (denoted 0-EXTENSION): Given a graph G = (V,E) with nonnegative edge weights c : E ~ R, a subset T of the nodes, and a semimetric d on T, find a 0-extension of d to V that minimizes the total weighted length of the edges.
It helps to compare 0-EXTENSION to the multiway cut problem of Dahlhaus, Johnson, Papadimitriou, Seymour, and Yannakakis [5, 6] . MULTIWAY CUT is the following problem: Given a graph G = (V, E) with nonnegative edge weights c : E ~ R, and a subset T C V of
terminals, find a mapping f : V --~ T such that f(t) = t for all t E T, so as to minimize c(u,v). uveE,f(u)~f(v)
In other words, find a set of edges of minimum total weight whose removal disconnects all terminal pairs. If we define d to be the uniform metric on T, i.e.,
d(i,j) = 1 if i ~ j and d(i,i) = 0, then MgurIwAv
CUT is exactly this problem: Find f : V ~ T with f(t) = t for all t E T, so as to minimize v).
uvEE as d(f(u), f(v)) = 1 if f(u) ~ f(v) and d(f(u), f(v)) =
0 otherwise. Now 0-EXTENSION is the natural generalization of MULTIWAY CUT in which, instead of being the uniform metric, d is an arbitrary semimetric on T.
In other words, we must find an f : V --~ T with f(t) = t for all t E V, so as to minimize
c(u, v). d(f(u), f(v)). uv6E

~A function d : T x T --~ N is a semimetric on Tiff for every il,i2,i3 E T, d(il,il) = O, d(il,i2) > O, d(il,i2) = d(i2, il), and d(il, i2)+d(i2, i3) ~ d(il, i3). If, in addition, d(il, i:) = 0 implies il : i2, then d is a metric.
Dahlhans et al. [6] show that MULTIWAY CUT (and therefore 0-EXTENSION) is APX-hard. Thus there exists a constant c~ > 1 such that no polynomial-time algorithm can find a solution within a factor of a of the optimum, unless P=NP.
In this paper we develop approximation algorithms for the 0-extension problem. We study what seems to us to be the most natural linear programming relaxation for this problem. Specifically, given the semimetric d on T, extend d to a semimetric 5 on the larger set V so as to minimize ~uveE c (u, v) ~(u, v) . ( We call this the metric relaxation.) Obviously, the set of feasible extensions ~ is defined by O([VI 3) linear constraints, and the objective function is linear. Thus, finding the best extension is a linear programming problem, so it can be solved in polynomial time. We derive approximation algorithms using the metric relaxation, thus bounding also the integrality ratio for the relaxation. For arbitrary graphs we give a randomized, O(log [T[)-approximation algorithm. We show that the integrality ratio is at least a constant times x/log IT[ for infinitely many IT[. We improve the upper bounds to O(1) for (weighted) planar graphs (or, in fact, for any family of graphs that excludes a Kr, rminor for some fixed r).
Karzanov [11] considers the metric relaxation for the 0-extension problem, and characterizes some of the cases in which the relaxation gives the optimal solution. For the multiway cut problem, it was known that the metric relaxation yields a (2 -2/IT])-approximation algorithm (see [2] ). Indeed, this observation uses the same idea underlying the combinatorial algorithm of Dahlhaus et al. [6] that has the same performance guarantee. For the general case, the quality of the metric relaxation was not known prior to our work. For multiway cut, a different relaxation gives better approximations, with an asymptotic ratio significantly below 2 (see Calinescu In a recent paper, Kleinberg and Tardos [14] give approximation algorithms for a similar problem of classification with pairwise relations, which they call MET-RIG LABELING. In their problem, the terminals are distinct from the vertices and are called labels. There is a semimetric on the labels, and for each node of the graph there is a vector of assignment costs to each of the labels. The goal is to minimize the total assignment cost plus the sum of weighted edge lengths. More formally, given a graph G -~ (V, E) with nonnegative edge weights c : E --~ ~, a set T of labels, a metric d on T, and a nonnegative assignment cost function a : V x T ~ N, METRIC LABELING is the problem of finding a mapping f : V --~ T so as to minimize a(u, f(u)) + v) 1(v)).
uEV uvEE
For the case that d is the uniform metric, Kleinberg and Tardos give a 2-approximation algorithm, based on a relaxation similar to the Calinescu et al. relaxation for multiway cut. Unlike the multiway cut problem, the integrality ratio for the relaxation here is at least 2 -2/IT[. Chuzhoy [4] improves their result for three and four terminals (achieving a tight 4/3 bound for three terminals). Kleinberg and Tardos further give a constant approximation algorithm for a class of hierarchically well-separated tree metrics (HST). Following Bartal's small distortion embeddings of metrics into HST metrics [1] , they use the result for trees to give an O(log IT[ log log [T[)-approximation algorithm for arbitrary metrics. Gupta and Tardos [9] later give a local search-based ,l-approximation algorithm for the case that d is a truncated linear metric (i.e., T --~[1, 2,..., k)
and for some value m,
Kleinberg and Tardos, and Gupta and Tardos motivate their work by several applications, mostly concerning computer vision, such as image restoration and visual correspondence. In these applications the nodes of the graph are pixels in a raster image and the edges model adjacency (so, in fact, the graph is a twodimensional mesh). In image restoration applications, the labels model pixel intensities or colors. Assigning a label to a pixel amounts to determining the "true" intensity (or color) of the pixel from the observed values. The assignment cost penalizes for the difference between the observed and assigned intensity. In visual correspondence applications, the labels model possible shifts between two images. Assigning a label to a pixel amounts to determining the shift of that pixel between the two images. The assignment cost penalizes for the difference between the values of the supposedly matching pixels. In both types of applications, the structure of the graph arises from assuming that the a priori distribution of "true" labels is generated by a Markov random field (where the distribution of a pixel depends only on the distribution of its neighbors).
Notice that 0-EXTENSION is a special case of MET-RIC LABELING. (Set, for all u ¢f T and i E T, a(u, i) = ~jeT, j#i c(u,j).d(i,j).) Thus, our results improve upon the results in [14[ for this case. We note that the 0-extension formulation seems appropriate for many of the computer vision applications mentioned in [14, 9] . For example, if we connect each pixel by a weighted edge to the label corresponding to its observed intensity, we get an assignment cost proportional to the distance be--tween the observed and assigned value. Our algorithm for weighted planar graphs, which actually only uses the fact that V \ T induces a planar graph, is an alternative constant-ratio approximation algorithm for some of these computer vision problems.
Another problem related to ours is the multicut problem, first considered in the context of approximation algorithms in two papers by Garg, Vazirani, and Yannakakis [7, 8] (and implicitly in Klein, Agarwal, Ravi, and Rao [12] ). In this problem, we are given a (weighted) graph and k pairs of terminals (nodes in the graph), and the goal is to find a set of edges of minimum weight whose removal disconnects every pair of terminals. This is a different generalization of multiway cut (the latter can be viewed as the multicut problem for all (k2) pairs of terminals). It is incomparable to the 0-extension problem, in the sense that neither problem is a special case of the other. In [8] , Garg et al. give an O(log iT[) approximation algorithm for the multicut problem, based on a metric relaxation (assign lengths to edges so that the distance between every specified pair of terminals is at least 1). Their result is tight for the relaxation. The example achieving (asymptotically) the integrality ratio is an expander. For their upper bounds, they use a region-growing technique similar to that used by Leighton and Rao [15] for approximating the minimum flux (edge expansion) of a graph. Klein, Plotkin, and Rao [13] improve the Leighton-Rao technique for planar graphs (and more generally for graphs that exclude a Kr.,.-minor), to get a constant factor approximation for the minimum flux. Using their technique, Tardos and Vazirani [17] exhibit a constant factor approximation algorithm for the multicut problem in planar graphs (and Kr, r-minor free graphs).
Our result can be seen as a counterpart to the Garg et al. and the Tardos-Vazirani results. The regiongrowing technique does not give a good approximation in the case of 0-extension. However, our results can be viewed as a form of (randomized) region growing after the application of a scaling function to the distances. This is implicit in the general case algorithm, and explicit in the planar graphs algorithm, where we use the Klein et al. technique on the scaled distances. It may be worth noting that expanders are not a particularly bad case for our relaxation (see Section 4) .
The rest of the paper is organized as follows. In Section 2 we present the algorithm for the general case. Section 3 has the improved bounds for planar graphs. In Section 4 we discuss the quality of the linear programming relaxation underlying our approximation algorithms. Throughout the rest of the paper we use k to denote the number iTI of terminals. We call the vertices in V \ T nonterminals.
An O(logk)-Approximation Algorithm
In this section we present the randomized algorithm which finds a 0-extension of weight at most O(logk) times the optimum. We begin by computing an optimal solution to the following natural linear programming relaxation, which we denote by (MET):
If an assignment f : V ~ T defines an optimal solution to the 0-extension problem, then putting
) defines a feasible solution of (MET) of the same weight as the optimal solution. Therefore, the optimal value Z* of (MET) is a lower bound on the minimum weight 0-extension. We exhibit a rounding procedure that takes any feasible solution 5 of (MET) of value Z and constructs a 0-extension assignment f : V --~ T whose weight is O(Z log k). Our rounding procedure works as follows. Pick uniformly at random a permutation a of T and independently choose, uniformly at random in the interval [1, 2), a real number oL. The rounding algorithm iteratively assigns some nodes to terminal o1, then some of the remaining nodes to terminal a2, and so on. For every u E V, put Au = minieT 5(u, i). The rounding procedure is given below.
The Rounding Procedure
Set f(t) = t for all terminals t. Pick a random permutation o-= (al, a~,..., ok) of the terminals. Pick a uniformly at random in the interval [1, 2) . for j = 1 to k do for all unassigned nonterminals u such that 5(u, aj) < aAu, do set f(u) = aj (i.e., assign u to aj). endfor end for
We first show that the rounding procedure produces a 0-extension: CLAIM 2.]. The rounding procedure assigns every nonterminal to a terminal.
Proof. Consider a nonterminal v and let t E T be a terminal with 5(v, t) = A~,. Choose j such that t = aj. Then, if v is not assigned to a terminal in iterations l0 1,2,...,j -1, it must be assigned to t in iteration j, because a > 1. • For any pair of nodes u, v 6 V, define a random Proof.
Fix u ~ v and put 5 = di (u,v) . By the triangle inequality, A~ < Au + 5 and A~ < A. + 5.
. As a 6 [1, 2), we obtain:
If u is a terminal, then Au = 0 and A. _< 6. Therefore, by Inequality (2. Thus, we may assume that both u and v are nonterminals, and that 5 > 0. We consider two cases, depending on whether 5 is small compared to Au or Proof.
Let 6" be an optimal solution of (MET) of cost Z*. By Lemma 2. Let $(u,v) denote the event that there is a terminal j such that when j is processed u is assigned to j whereas v remains unassigned; define E(v, u) similarly. We show that Assume that the rounding procedure uses a 6 [1, 2). Then, v must be assigned to a terminal in S(a), because 6(v, j) < aAv is equivalent to rj _< a. Similarly, u cannot be assigned to a terminal which is not in M(a) U S(a). Indeed, u can only be assigned to a terminal j with lj < a, and based on whether r i < a or not, j is either in S(a) or in M(a). Proof. Notice that m(a) > 1 for a E [1, ra) and s(a) _> 1 for a E It1, co), so the function we are integrating is well-defined. Let t be the largest index for which It _< 2 (so if t < k, lt+l > 2). We prove by induction on t that the value of the integral is at most 7-/t[3 _< T/kfl. For t = 1 the claim holds, because for c~ E [1, r~), m(a) = 1 and s(a) = 0, whereas for a E [rl, 2], m(a) = 0 and s(ot) = 1. As rl -1 = ra -ll < [3, we get
rn(a) + s(a) da < lda _< [3 = ~a[3.
So, assume that the claim is true for the case that t -1 values lj are at most 2, and consider sequences (ll,12,...,lk) and (rl,r2,...,rk) where exactly t j's are such that lj < 2. We compare the value I of the integral in this case to the value I ~ of the integral for the sequences (ll, 12,..., lt-1, lt+l, lt+l, lt+~,..., lk) and (ra,r2,...,rk), except that if t = k, the first sequence becomes (11,12,...,1k-1,3). Notice that the latter sequences satisfy the conditions of the claim, and furthermore, only t -1 j's are such that lj < 2. Therefore, by the inductive hypothesis, I ~ < 7-/t-113. If It >_ rt, then I = 1 I, so the claim holds in this case. Thus, we may assume that It < rt. The only range where the integrands differ is c~ E Ill, min{rt, 2}). In this range, for every j < t, lj _< a. Therefore, for the second pair of sequences, re(a) + s(a) = t -1. For the original sequences, for a e [lt, min{rt, 2}), re(a) is greater by 1, and s(a) is the same. The difference in the integrands is therefore re(a) + 1 re(a) = re(a)+1 re(a) < _1. Combining Equation (2.5) and Inequality (2.6), we get Pr[£(u, v)] < 47-/kh/A~,, which proves Inequality (2.4) and thus the lemma.
+ t t -1 -t
Therefore, I-I' _< (min{rt,2}-lt)/t _< (rt-It)/t. Because It _< 2, rt -lt < [3. Hence, I < I' + [3/t < Tlt-l[3 + [3/t = 7-ltl~. This completes the proof of
•
An O(1)-Approximatlon Algorithm for Planar Graphs
In this section we use the linear programming relaxation (MET) to get improved bounds for planar graphs. To achieve the improved bounds, we present a different rounding procedure. We show that if the input graph G = (V,E) does not have a Kr,r-minor, then the rounding procedure presented in this section guarantees an O(r 3) approximation ratio. As planar graphs are K3,3-minor free, this gives a polynomial-time O(1)-approximation algorithm for planar graphs (and, more generally, for Kr,r-minor free graphs, for every fixed r).
The main tool that we use is the following theorem of Klein, Plotkin, and Rao [13] (the extension to the weighted case was stated by Tardos and Vazirani [17] ).
THEOREM 3.1. (KLEIN, PLOTKIN, AND RAO) There are constants t~ and A and a polynomial-time algorithm KPR(H, 5, c, "7, r) which takes as input a graph H = (VH,EH) with nonnegative integral edge lengths 5 : EH ~ Z and nonnegative edge costs c : EH ~ Q, a positive rational "7, and a positive integer r, and finds either (1) a Kr,~-minor in H or (2) a set of edges of total c-cost at most ~ EeeEH 5(e)c(e) whose removal decomposes H into connected components such that the shortest path (in H, using edge lengths 5) between any two nodes in the same component is at most Ar2"7.
Let r be a positive integer. Let 5 : V × V --~ ]R be a feasible solution of (MET) of weight Z. Using Theorem 3.1, we exhibit a deterministic rounding procedure that obtains a 0-extension of weight O(Z), assuming that the input graph G is Kr,r-minor free.
The main idea of the rounding procedure is to partition the nonterminals into clusters such that, for any two nodes u and v in the same cluster, A,, is at most twice A,. We then assign il the nodes in a cluster to a termini closest to one of the nodes in the cluster. More formally, the rounding procedure computes a 0-extension f : V ~ T as follows.
The Second Rounding Procedure
Set f(t) = t for every terminal t.
for every nontermini u 6 V such that A,, = 0, do Set f(u) ~ i for some i 6 T with 6(u, i) = 0. Proof. By Theorem 3.1, the sum of 6(uv) over edges uv with u,v in different clusters is at most (~r/7)Z.
By Claim 3.1, this is at most 4~Ar3Z, which is O(rSZ).
Also, by Theorem 3.1, the 6-diameter of each resulting cluster C is at most 1/(26ram)" • We now relate the 6-distances to the originl 6-distances. 
O(r Z).
Proof.
Let uv E E be an edge of G. If both endpoints u,v ~ V, then each endpoint is either a terminal or a node at distance 0 from some terminal;
If u 9~ V and v 6 ~', then 6(f(u), u) = 0, and v, together with the cluster C that contains it, is assigned to some terminal i. By the definition of the rounding procedure, there is a node x 6 C such that 6(x, i) = A, _< Av. Combining Claim 3.2 and Lemma 3.3, we have J(v, x) < Av. Therefore, using the triangle inequality, 6(v, i) < 2A.. Using the triangle inequality again,
We are left with the edges uv E E. For u 6 V, let C(u) denote the cluster containing u. Then : c(,,):c(v) d(f(u), f(v))c(u, v) Proof.
Solve (MET) optimally and then use the rounding procedure from this section, which clearly can be implemented in polynomial time. Lemma 3.4 establishes the performance guarantee of this algorithm.
The Integrality Ratio
In this section we use the max flow-min cut theorem to prove the following lower bound on the integrality ratio of the natural relaxation. We now show that the integrality ratio for this instance I is large. First, we study the relaxation. 
(t) = t for all t E T, satisfies ~u<,,c(u,v)d(f(u),f(v)) _> cnx/~.
Note first of all that the minimum distance between two distinct terminals i,j is at least 21 _> 2v/ign. We will see below, however, that there are at least k/2 terminals for which the distance to terminal i* is at least elgn, e a fixed positive constant, not just x/Tgn, for any i* E T.
We need a lemma. 
~<. c(u, v)d(f'(u), if(v)).
Name the vertices on the i -hi path vo(= i), vl, v2, ..., vl(= hi), in order. Then
By the triangle inequality, • Case 1: IRil _< n/2 for all i.
Because G is an expander and IRil _< n/2 for all i, for each i the number of edges uv, u ERa, u ¢ Ri, is at least
(Each "cross edge" is counted twice.)
• Case 2: Some R~, say R1, has size exceeding n/2.
We will use expansion and the max flow-min cut theorem to prove our theorem. The following theorem shows that the above analysis is asymptotically tight. It also suggests an alternative rounding procedure that for some instances performs better than the results in Section 2 (though in general it is far worse). It is interesting to note that for bounded degree expanders the bounds are much better. Using arguments similar to those of the proofs of Theorems 4.1 and 4.2, we can prove
