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Abstract
In this thesis the effect of interfacial Dzyaloshinskii-Moriya-interaction (iDMI)
is studied. This effect, which induces a frequency shift of spin waves with fixed
wave vector, is investigated for different multilayers. Only spin waves with its
wave vector perpendicular to the magnetization are detected. These spin waves
are called surface waves. Brillouin light scattering (BLS) technique is used for
the wave vector dependent detection of spin wave frequencies. Different setups
were build and compared including a new setup, which does not use a focusing
lens in front of the sample. This setup exhibits an increased wave vector res-
olution and simplifies changing between different samples. However, the signal
intensity obtained by this setup is too low to measure spin waves under the given
circumstances in reasonable time.
Zusammenfassung
In dieser Arbeit wurde der Effekt der Dzyaloshinskii-Moriya-Wechselwirkung an
Grenzflächen (iDMI), welcher sich durch eine Frequenzverschiebung von Spinwel-
len mit festem Wellenvektor äußert, an verschiedenen Multilagensystemen un-
tersucht. Dabei wurden nur Spinwellen gemessen, deren Wellenvektor senkrecht
zur Magnetisierung steht, sogenannte surface waves. Zur wellenvektorabhängigen
Bestimmung der Spinwellenfrequenz ist das Verfahren der Brillouin-Lichtstreu-
Spektroskopie (BLS) verwendet worden. Verschiedene Setups wurden zur Mes-
sung von Spinwellen aufgebaut und verglichen, darunter ein neuartiger Aufbau
ohne Fokuslinse vor der Probe. Dieser Aufbau weist eine bessere Wellenvektor-
auflösung auf und vereinfacht das Wechseln von Proben, jedoch ist das Signal zu
schwach, als dass unter den gegebenen Voraussetzungen die Messung von Spin-
wellen sinnvoll umsetzbar wäre.
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1 Introduction
The exchange interaction is the basis of ferromagnetism, an effect used for current
technologies but known for a very long time already. After first descriptions of
direct exchange, like it is used for the Heisenberg-model of ferromagnetism, other
effects were found which cannot be explained by direct exchange only. One of
these effects is the Dzyaloshinskii–Moriya interaction (DMI) [7] [20], also called
antisymmetric exchange, acting against the direct exchange by trying to align
neighboring moments perpendicular to each other. Thus, it influences domain
walls as it favors Néel walls with a specific chirality before Bloch walls [32], but
can also induce chiral structures like skyrmions [12]. It has been shown, that the
strength of DMI can be enhanced at interfaces of a ferromagnet and a heavy metal
with strong spin-orbit coupling [8]. These interfaces are important for phenomena
based on the Spin-Hall effect [6].
Different multilayer-systems are investigated to check, whether DMI is present
and how it influences the frequency of spin waves propagating in the ferromagnetic
layers. Therefore, spin wave frequencies of spin waves propagating perpendicu-
lar to the magnetization direction, so called surface waves, are measured as a
function of their wave vector. This is done by using wave vector resolved Bril-
louin light scattering spectroscopy (BLS)-Setups, where conservation of energy
and momentum during the scattering process of laser light with spin waves are
used to measure the frequency of spin waves with a specified wave vector. If DMI
is present, a frequency shift only dependent on the direction of the wave vector
is observed.
Three different wave vector resolved BLS-Setups were built and compared.
One of them uses a new technique by not focusing the used laser beam onto
the sample. That increases wave vector resolution and simplifies changing the
measured sample. As a trade off the signal intensity is reduced. Calculations done
using the Huygens-principle of waves can explain the main reason for the signal
reduction. They show, that the obtained signal intensity does not depend strongly
on the direction of inelastically scattered light and thus the signal intensity is
1
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proportional to the amount of wave vectors which are detected for one spectrum
only. By increasing the wave vector resolution and thus reducing the amount of
wave vectors detected, the signal intensity will drop down.
2
2 Physical Background
To get a more complete picture of the studies done within this thesis, some
background information is needed. First, there will be a short introduction into
basic magnetic phenomena, focusing on long-range-order phenomena. In the
second part, magnetic excitations within magnetic materials, so called magnons,
as well as the interaction between spin waves and light are discussed.
However, this chapter is meant to give a brief overview about basics only, for a
deeper insight reference is made to the literature [1], [30], [2]. Topics, which are
not fundamental, but are important for understanding the results of the thesis,
will be discussed in more detail. Please notice that anything related to the method
used for detection of spin waves is discussed in chapter 3.
2.1 Magnetostatic Phenomena
In principal, every material shows some kind of magnetism, more specifically
speaking some kind of diamagnetism. Whenever a magnetic field is applied to a
material, a magnetic moment will be induced, which opposes the applied mag-
netic field. This effect is of purely quantum mechanical nature. A mathematical
treatment of the phenomenon can be found in [1, pp. 20 - 22].
Paramagnetism occurs in material, which contains permanent magnetic mo-
ments. If there is no long-range order within the material, the moments will be
randomly aligned, when there is no magnetic field applied and no net magneti-
zation will be present. However, applying a magnetic field will lead to partial
alignment of the moments parallel to the magnetic field [30, p. 3].
Within the scope of this thesis, spin waves in ferromagnets are studied. Since
both effects mentioned above are negligible compared to ferromagnetic effects, if
present, ferromagnetism shall be discussed in more detail.
3
2 Physical Background
2.1.1 Ferromagnetism
Ferromagnetism is a long range order phenomenon leading to parallel alignment of
spins. The state of parallel alignment is favored, as direct exchange is overcoming
other effects aligning the spins differently. A mathematical description of the
exchange interaction is given by the Hamiltonian of the Heisenberg model
ℋ𝑒𝑥 = −
∑︁
𝑖,𝑗
𝐽𝑖,𝑗𝑆𝑖 · 𝑆𝑗 (2.1)
with the exchange constant 𝐽𝑖,𝑗 and the spins 𝑆𝑖 and 𝑆𝑗 at positions 𝑖 and 𝑗,
respectively. This model is derived with the assumption that only neighboring
spins are interacting with each other. A derivation can be found for example
in [1, pp. 74 - 76]. If 𝐽𝑖,𝑗 is bigger than 0, a parallel alignment of neighboring
spins reduces the total energy and is therefore favored. If 𝐽𝑖,𝑗 is smaller than
0, parallel alignment would increase the total energy, but antiparallel alignment
of neighboring spins decreases the total energy. Antiparallel alignment of spins
appears in ferrimagnets and antiferromagnets (see sections 2.1.2).
However, as the ferromagnetic sample becomes larger, its stray field increases as
well. At a certain sample size (which is typically in the range of 10 nm to 1000 nm
[16], [21]), the sample splits into two or more domains to reduce the stray field
and thus reduce the magnetostatic energy stored in the stray field. Within each
domain, the spins are still aligned parallel, but moments of neighboring domains
are arranged at an angle other than 0∘. In Figure 2.1 some examples for possible
domain patterns are shown.
(a) (b)
Figure 2.1: Domain patterns that can form in a ferromagnet or ferrimagnet. Each of the
domains consists of a large quantity of magnetic moments. Black lines are indicating
domain walls, arrows are indicating the direction of the magnetic moments within
the domain. Schematic similar to [30, p. 4]
The size of the domains depends on the two contributions mentioned above. On
one hand, the exchange energy favors the moments to align parallel, thus trying
4
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to increase the size of the domains, while on the other hand the magnetostatic
energy resulting from external stray fields will be decreased by proper alignment
of a lot of domains, which therefore have to be small.
If an external magnetic field is applied, the moments tend to align parallel
to the external magnetic field. If the field reaches a certain value, all moments
are aligned parallel producing the saturation magnetization 𝑀𝑠. When the field
is increased beyond, the magnetization of the sample will stay almost constant.
Only the diamagnetic effect still has some influence, but the response due to this
effect is orders of magnitude smaller than that of the ferromagnetic response.
When the external magnetic field is swept from positive to negative fields and
vice versa, a hysteresis loop is observed by measuring the magnetization of the
sample. The magnetization may be different for the same external magnetic
field dependent on the history of sample. Thus, the magnetic field is not only
dependent on the applied field at the moment, but also on the history of the
applied magnetic field. A hysteresis loop is shown in figure 2.2.
Figure 2.2: Hysteresis loop of a soft iron torus. Dependence of magnetization 𝑀 on the external
magnetic field 𝐻 shown. Starting from a demagnetized state (point of origin), an
increasing magnetic field is applied, leading to an increase of magnetization, too
(a). Sweeping to negative field values decreases the magnetization slower than the
increase due to process (a), therefore the magnetization stays above zero when the
external field reaches zero. Decreasing the external field further leads to a negative
magnetization (b). Sweeping the magnetic field back to positive values leads to a
similar behavior as process b, but the field stays negative even for small positive
external fields (c). Figure from [9]
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2.1.2 Antiferromagnetism and Ferrimagnetism
Equation (2.1) is used for a mathematical description of antiferromagnets and
ferrimagnets as well. But in contrast to ferromagnets, 𝐽𝑖,𝑗 is now negative, which
favors antiparallel alignment of neighboring spins instead of parallel alignment.
While for antiferromagnets neighboring spins have the same magnitude, neighbor-
ing spins in ferrimagnets have different magnitude. Therefore, antiferromagnets
have no net magnetization while ferrimagnets do. Considering constant tempera-
ture, ferrimagnets can be treated like ferromagnets with the magnetization being
the net magnetization of the two sublattices, when investigating excitations up
to the GHz-regime only [30, p. 4].
However, antiferromagnets behave differently depending on the relative direc-
tion between spins and an externally applied field. Figure 2.3 shows the influence
of external magnetic fields. When the external field is applied perpendicular to
the direction of the spins, they will start to tilt and thus get a component parallel
to the magnetic field. Applying an external field parallel/ antiparallel to the mag-
netic moments will only have an effect, if a certain threshold is overcome. Then,
the moments, which are aligned antiparallel to the external field will flip, so that
all moments are aligned parallel. To be precise, this is only true for 𝑇 = 0 K,
because for temperatures above 0 K, fluctuations may tilt spins already and thus
an external field may still have a small influence onto the magnetization.
(a) (b)
𝐻
(c)
𝐻
(d)
Figure 2.3: (a): ferrimagnetic spin chain without external magnetic field. Since the spins have
different magnitude, a net magnetization remains. (b): antiferromagnetic spin
chain without external magnetic field. No net magnetization is present. (c): anti-
ferromagnetic spin chain with external magnetic field 𝐻 (blue) applied perpendicu-
lar to spins. Spins are tilted having a component parallel to the magnetic field. (d):
antiferromagnetic spin chain with external magnetic field 𝐻 (blue) applied parallel
to spins. The external field overcame a threshold, therefore spins are not aligned
antiparallel anymore, but parallel instead.
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2.1.3 Dzyaloshinskii–Moriya Interaction
The Dzyaloshinskii–Moriya interaction (DMI), also called antisymmetric exchange,
is another long range order exchange interaction. In contrast to the interactions
discussed before, DMI tends to align moments perpendicular to each other. Thus,
it has to be described by another hamiltonian than (2.1), which is
ℋ𝐷𝑀 = ?⃗?𝑖,𝑗 ·
(︁
𝑆𝑖 × 𝑆𝑗
)︁
(2.2)
DMI will cant neighboring spins in respect to the parallel or antiparallel align-
ment, which would be present in case of having only direct exchange. The direc-
tion of tilt between neighboring spins is determined by the direction of ?⃗?𝑖,𝑗 and
thus by the symmetry.
While a first phenomenological description of DMI was given by Dzyaloshinskii
[7], a theoretical approach was introduced by Moriya including spin-orbit coupling
(SOC) into the theory of superexchange [20]. He derived the following rules for
the vector ?⃗?𝑖,𝑗 with spin 𝑆𝑖 located at point A, 𝑆𝑗 located at point B and C being
the point in the middle of the two points:
1. When a center of inversion is located at C,
?⃗?𝑖,𝑗 = 0.
2. When a mirror plane perpendicular to AB passes through C,
?⃗?𝑖,𝑗 ‖ mirror plane or ?⃗?𝑖,𝑗 ⊥ AB.
3. When there is a mirror plane including A and B,
?⃗?𝑖,𝑗 ⊥ mirror plane.
4. When a two-fold rotation axis perpendicular to AB passes through C
?⃗?𝑖,𝑗 ⊥ two-fold axis.
5. When there is an 𝑛-fold axis (𝑛 ≥ 2) along AB passes through C,
?⃗?𝑖,𝑗 ‖ AB. [20]
There are two different types of DMI, one is called bulk DMI and exists due
to a lack of inversion symmetry in the lattice, while the interfacial Dzyaloshin-
skii–Moriya interaction (iDMI) is present because of a lack of inversion symmetry
at magnetic interfaces [19].
All samples investigated as part of this work were thin, sputtered films, where
bulk DMI does not matter. However, iDMI may be present and will even be
enhanced at interfaces between a ferromagnet and a metal having strong SOC
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[19]. A net iDMI is present in any trilayer structure consisting of first a non-
magnetic layer supplying a SOC, second a ferromagnetic layer and third another
nonmagnetic layer, which is different from the first one, to break the symmetry
[19].
2.2 Spin Waves
Further information and theoretical background about spin waves can be found
in [30]. In this chapter, the direction of external magnetic field will change results
completely and thus is of high importance. To be precise, the equilibrium direc-
tion of the magnetization actually matters. However, the assumption is made,
that the applied field is strong enough to always saturate the sample meaning
that the magnetization is parallel to the field.
Spin waves are excitations in magnetic materials. While the term spin wave
is typically used when considering continuous symmetry, the term magnon (fol-
lowing the term phonon for lattice excitations) is used for describing quantized
spin waves. An example of a spin wave in a one-dimensional ferromagnetic spin
chain is shown in figure 2.4. The spins are precessing around their equilibrium
direction, which is given by an externally applied magnetic field in this case.
Neighboring spins show a little displacement between each other, the magnitude
of the displacement is determined by the wavelength 𝜆.
Figure 2.4: Spin wave in a one-dimensional ferromagnetic spin chain. Spins are oscillating
around their equilibrium position indicated by the thin black straight lines. The
direction of the spins is determined by the external magnetic field 𝐻𝑒𝑥𝑡. The thin
black circles are indicating trace of the spins. The wavelength 𝜆 = 2𝜋𝑘 , with 𝑘 being
the magnitude of the wave vector, of the spin wave is also shown.
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The precession of magnetic moments can be described by the Landau-Lifshitz
equation [11]:
d𝑡
d?⃗?
= −𝛾?⃗? × ?⃗?eff − 𝛼
𝛾
𝑀𝑠
?⃗? ×
(︁
?⃗? × ?⃗?eff
)︁
, (2.3)
with the dimensionless damping factor 𝛼, the gyromagnetic ratio 𝛾 and the sat-
uration magnetization 𝑀𝑠.
When studying spin waves in thin magnetized films, there are three different
kinds of spin waves, which are distinguished by the direction of the external mag-
netic field and the propagation direction of the spin wave. They are called forward
volume waves, backward volume waves and surface waves. Forward volume waves
are obtained when the external magnetic field is applied completely OOP. For
backward volume waves an in-plane (IP) applied magnetic field is needed. Fur-
thermore, the propagation direction of the spin waves has to be parallel to the
applied field. Surface waves are acquired, if external magnetic field and propaga-
tion direction are IP, but perpendicular to each other.
These three mentioned kinds of spin waves are special cases. However, the
description of those special cases is much easier than a general description and
therefore deductions can be made easier as well. For that reason, many experi-
ments are done in one of those three geometries. A mathematical description for
forward volume waves, as well as for backward volume waves and surface waves
can be found in [30].
Although only surface waves were studied during the work done for this thesis,
some characteristics shall be mentioned for all three kinds.
2.2.1 Forward Volume Waves
Forward volume waves can be observed in thin ferromagnetic films, if an OOP
external magnetic field is applied. When having a thin film with thickness 𝑑,
standing waves may occur along the direction where the translational invariance
is not fulfilled, since the waves will bounce back and forth because of reflections
at the lower and upper boundary. Corresponding to the amount of zeros of the
standing waves, these modes shall be labeled 𝑛 = 0, 𝑛 = 1 etc. Figure 2.5 shows
the dispersion relation of forward volume waves for different modes.
The frequency 𝜔 is shown as a function of the IP wave vector 𝑘𝑡. 𝜔0 and 𝜔𝑀
are given by 𝜔0 = −𝛾𝜇0𝐻0 and 𝜔𝑀 = −𝛾𝜇0𝑀𝑆, respectively.
Within an approximation derived in [15], the dispersion relation for the lowest
9
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Figure 2.5: Dispersion relation in a thin ferromagnetic film for forward volume wave geometry
with 𝜔0/𝜔𝑀 = 0.5. Different modes existing due to different standing waves in
OOP-direction are labeled with different 𝑛. 𝑑 is the film thickness, 𝑘𝑡 determines
the magnitude of the IP wave vector. 𝜔𝑀 = −𝛾𝜇0𝑀𝑆 and 𝜔0 ≡ −𝛾𝜇0𝐻0. From
[30, p. 155]
order mode (𝑛 = 0) can be written as
𝜔2 = 𝜔0
[︂
𝜔0 + 𝜔𝑀
(︂
1 − 1 − 𝑒
−𝑘𝑡𝑑
𝑘𝑡𝑑
)︂]︂
(2.4)
As one can see, the dispersion relation depends only on the magnitude, but
not on the direction of the wave vector 𝑘𝑡. That means, that the propagation
in the plane is isotropic. It has to be pointed out, that this is only true if no
magnetocrystalline anisotropy is present [30].
Some other important observations are [30]:
∙ All modes have the same cutoff frequency, which is true as long as the
exchange interaction plays no role.
∙ The wave amplitude is distributed sinusoidally through the volume of the
film.
∙ Phase and group velocity are always in the same direction. This character-
istic leads to the name forward waves
2.2.2 Backward Volume Waves
Backward volume waves occur if an IP magnetic field is applied to a thin fer-
romagnetic film. Speaking about backward volume waves typically means the
10
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special case of 𝑘 being parallel to the external field. Although the waves could
also propagate in other directions, only that special case shall be discussed here.
(This does not mean that all waves propagating IP are backward volume waves
when an IP magnetic field is applied. See section 2.2.3 for example.)
Following the discussion for forward volume waves in section 2.2.1, different
modes appear due to different profiles of standing waves in direction of the plane
normal. For backward volume waves the lowest order of standing spin wave
includes one zero [30]. An approximation of the dispersion relation was obtained
in [15]. For the lowest order mode, it is
𝜔2 = 𝜔0
[︂
𝜔0 + 𝜔𝑀
(︂
1 − 𝑒−𝑘𝑡𝑑
𝑘𝑡𝑑
)︂]︂
. (2.5)
In figure 2.6 the dispersion relation of backward volume waves is shown.
Figure 2.6: Dispersion relation in a thin ferromagnetic film for backward volume wave geometry
with 𝜔0/𝜔𝑀 = 0.5. Different modes existing due to different standing waves in
OOP-direction are labeled with different 𝑛. 𝑘𝑧 determines the magnitude of the
wave vector parallel to the magnetic field. From [30, p. 160]
The dependency of the frequency 𝜔 is shown as a function of the wave vector
parallel to the applied magnetic field 𝑘𝑧. 𝑑 is again the film thickness and 𝜔0 and
𝜔𝑀 are defined as in section 2.2.1.
The dispersion relation of backward volume waves is independent on whether
the propagation direction is parallel or antiparallel to the external magnetic field.
However, as mentioned before, in this section only these two cases are discussed.
Similar to the case of forward volume waves, all modes have the same cutoff
frequency, when no exchange is considered [30].
As shown in figure 2.6, the phase velocity 𝑣𝑝 = 𝜔𝑘𝑧 is positive, while the group
11
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velocity being the slope of the dispersion relation 𝑣𝑔 = 𝜕𝜔𝜕𝑘𝑧 is negative. Therefore
these waves are called backward waves.
The amplitude of the wave is distributed sinusoidally through the volume of
the film [30].
2.2.3 Surface Waves
For the observation of surface waves, an IP external magnetic field has to be
applied. Different from section 2.2.2, the propagation direction is typically meant
to be perpendicular to the magnetic field.
For a mathematical description Walker’s equation can be used, which is an
equation for magnetostatic modes in homogeneous media. It is only possible to
find a band of solutions, if an exponential decay of the spin wave amplitude in
direction parallel to the plane normal is considered.
Therefore, in contrast to forward and backward volume waves, surface waves
do not show any standing waves in direction parallel to the film normal, but have
the highest amplitude at one of the surfaces and the lowest amplitude at the
other surface. When the propagation direction is reversed, the surface at which
the high amplitude was located before, will now have only low amplitude and
vice versa.
Investigating boundary conditions at the surfaces of the magnetic material and
assuming exponential decay outside that material gives rise to the dispersion
relation for surface waves.
𝜔2 = 𝜔0(𝜔0 + 𝜔𝑀) +
𝜔2𝑀
4
(︀
1 − 𝑒−2𝑘𝑑
)︀
(2.6)
For 𝜔0/𝜔𝑀 = 12 the dispersion relation is shown in figure 2.7. In difference to
the dispersion relations for forward and backward volume waves, there is only
one mode observable for surface waves. That is because of the non-periodicity
through the thickness of the film.
The orientation of the propagation direction of the surface waves does not
influence the dispersion relation, but influences the mode profile by shifting the
wave from one side to the other when changing. If the boundary conditions
on either side of the film are not symmetric, for example because of different
(e.g. conducting) materials, the dispersion relation may be different for different
propagation orientations, too.
However, as for forward volume waves, phase and group velocity point in the
12
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Figure 2.7: Dispersion relation in a thin ferromagnetic film for surface wave geometry with
𝜔0/𝜔𝑀 = 0.5. 𝑘 determines the magnitude of the wave vector perpendicular to the
magnetic field. From [30, p. 164]
same direction. Thus, surface waves are forward waves.
2.2.4 Influence of Dzyaloshinskii–Moriya Interaction on
Spin Wave Frequency
As discussed in section 2.1.3, DMI in combination with the exchange interaction
favors a tilt between neighboring spins. The direction of the tilt which is favored,
is fixed.
However, spin waves have a spatial chirality which depends on their propa-
gation direction with respect to the magnetization. As shown in figure 2.8a a
counterclockwise chirality will be present, if ?⃗? ‖ +e⃗𝑧 and the ?⃗?𝑀 ‖ −e⃗𝑥, whereas
a clockwise chirality is present in figure 2.8b, where ?⃗?𝑀 ‖ +e⃗𝑥. Here, ?⃗?𝑀 is the
wave vector of the spin wave. Both spin waves shown are propagating in the same
material, therefore the DMI acts the same for both. Since the chirality which is
favored by DMI is fixed, one spin wave needs to be on a higher energy level than
the other leading to a higher frequency, too. This is shown in figure 2.8c. On the
left, theoretical BLS spectra are shown for Anti-Stokes geometry, which means
that a spin wave is annihilated in the inelastic scattering process with a photon.
A more detailed explanation of BLS and the scattering process can be found in
section 3.1. The black dashed line shows the spectrum like it would be without
any DMI. In that case, the frequency of the spin wave would be 𝑓0, independent of
the orientation of magnetization. When DMI is present, a frequency shift ∆𝑓𝐷𝑀𝐼
will appear. The blue and red line indicate the BLS spectra under the presence
13
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Figure 2.8: (a) Surface spin wave propagating in −e⃗𝑥 direction. Magnetization is parallel to
+e⃗𝑧. Blue atoms belong to the ferromagnet, green atoms belong to a heavy metal
with strong SOC (e.g. Pt). The red arrows indicate the spins, while the purple
arrows indicate the favored chirality of the DMI. This chirality is the same as the
chirality of the spin wave. (b) Surface spin wave propagating in −e⃗𝑥 direction.
Magnetization is again parallel to e⃗𝑧. DMI does not favor the chirality of the spin
wave. (c) Theoretical BLS spectra for Anti-Stokes geometry (annihilation of spin
wave) on the left and for Stokes geometry (creation of spin wave) on the right.
In the middle the dispersion relation is shown. One can see, that reversing the
magnetic field leads to a similar result as switching from Stokes to Anti-Stokes
geometry (or vice versa). From [22]
of DMI for ?⃗? ‖ +e⃗𝑧 and ?⃗? ‖ −e⃗𝑧, respectively. The sign of the frequency shift
changes with the field, because reversing the magnetization will also reverse the
chirality of the spin wave. For that reason, reversing the field and thus the mag-
netization leads to the same effect as just reversing the propagation direction.
The plot on the right demonstrates that. There one can see BLS spectra for the
Stokes process, where a spin wave is created. That also means, that the wave
vector of the spin wave is opposed compared to the Anti-Stokes process. The
color coding is the same as for the plot with BLS spectra for the Anti-Stokes
process, but the frequency shift is reversed.
The figure in between these two plots showing BLS spectra reveals the disper-
sion relation of surface waves under the presence of DMI. If no DMI would be
present, the lowest frequency would be observed for 𝑘𝑀 = 0. Due to the presence
of DMI, a certain little tilt between neighboring moments is energetically favored,
which occurs for spin waves with one specific chirality. The frequency of these
spin waves will therefore be lowered compared to the spin waves with 𝑘𝑀 = 0,
for which no change in frequency will occur, since the Hamiltonian from equation
(2.2) vanishes at (𝑆𝑖 ‖ 𝑆𝑗).
When 𝑘𝑀𝑑 ≪ 1, which is often the case for BLS experiments (𝑘𝑀 . 20 radµm and
typical thicknesses of the magnetic material are 1 nm to 10 nm), the dispersion
14
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relation is in good approximation of the form
𝜔𝐷𝑀𝐼 = (𝑘 + 𝑘𝑜𝑝𝑡)
2 − 𝑘2𝑜𝑝𝑡 (2.7)
with 𝑘𝑜𝑝𝑡 being the favored wave vector under the presence of DMI.
The total frequency shift is the difference between the frequency with and
without DMI being present.
∆𝑓𝐷𝑀𝐼 = 𝜔𝐷𝑀𝐼 − 𝜔no 𝐷𝑀𝐼 = (𝑘 + 𝑘𝑜𝑝𝑡)2 − 𝑘2𝑜𝑝𝑡 − 𝑘2 = 2𝑘 · 𝑘𝑜𝑝𝑡 (2.8)
It scales linearly with the wave vector of the spin wave and vanishes for 𝑘 = 0.
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One part of my thesis was to build a wave vector resolved BLS setup, which
is capable of measuring frequency and wave vector of spin waves at the same
time. With Brillouin light scattering microscopy (𝜇BLS) setups the wave vector
of detected thermal spin waves cannot be measured [5], [28]. It is possible to get
wave vector resolution for a 𝜇BLS setup by extracting phase information from the
spin waves scattered on. But for this type of measurement an excitation source
like an antenna is needed [29].
The detection of the spin wave energy is done by a Tandem-Fabry-Pérot-
Interferometer (TFP) (see section 3.1.2). Since the same detection method is
used for a 𝜇BLS, the TFP is split for both setups, as shown in figure 3.11. The
laser, a Verdi V18 532 nm continuous-wave (CW) laser1 and the electromagnet
3473-70 from GMW2 were present already.
Because the laser is able to emit a laser beam with approximately 18 W power,
it was also possible to test a new kind of wave vector resolved BLS, which is
referred to as unfocused wave vector resolved BLS setup (see section 3.2).
3.1 Wave Vector Resolved Brillouin Light
Scattering Spectroscopy
Brillouin light scattering spectroscopy (BLS) is a measurement method, where
photons scatter inelastically on spin waves. Due to conservation of momentum
and energy, the inelastic scattering on these quasi particles leads to either creation
or annihilation of spin waves. That will change the energy and the momentum
of the photons. With the TFP, the energy shift of the photons is measured.
Figure 3.1 shows the two possible processes. If a spin wave is created during the
scattering process, it is called Stokes-process. It is shown on the left side of figure
1https://www.coherent.com/lasers/laser/verdi-v-series
2https://gmw.com/product/3473/
17
3 Experimental Setup
Figure 3.1: Inelastic scattering process of a photon on a spin wave. On the left side, the
Stokes-process is shown, where a spin wave is created. Thus the frequency and the
wave vector of the spin wave are subtracted of those of the incident light. On the
right side, the Anti-Stokes-process is shown, where a spin wave is annihilated and
frequency and wave vector or added to those of the incident light. From [27]
3.1. The frequency of the incident light is reduced by the frequency of the spin
wave to fulfill the conservation of energy. Because of conservation of momentum,
the wave vector of the created spin wave has to be subtracted from the wave
vector of the incoming light, too. Therefore, one can get two important formulas
for the Stokes-process
𝜔𝑠 = 𝜔𝑖 − 𝜔𝑠𝑤 (3.1)
?⃗?𝑠 = ?⃗?𝑖 − ?⃗?𝑠𝑤 (3.2)
Here, the indices 𝑖 and 𝑠 indicate, that the property is related to the light before
and after the scattering process, respectively. The index 𝑠𝑤 relates the property
to the spin wave.
If a spin wave is already excited, the reverse process where that spin wave
is annihilated, is also possible. Such a process is called Anti-Stokes-process.
Frequency and wave vector of the scattered light will behave opposite to the case
of spin wave creation. Thus, the two following formulas are obtained for the
Anti-Stokes-process
𝜔𝑠 = 𝜔𝑖 + 𝜔𝑠𝑤 (3.3)
?⃗?𝑠 = ?⃗?𝑖 + ?⃗?𝑠𝑤 (3.4)
It shall be pointed out, that if the direction of the incident photons and the
scattered photons are fixed - the second part can be achieved by only detecting
photons, which are scattered in a certain direction - the wave vectors of spin
waves in Stokes- and Anti-Stokes-process are antiparallel, since the momentum
has to be conserved.
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The samples studied in this thesis are metals or alloys which are ferromagnetic,
containing at least one of the three elements Co, Fe or Ni. The penetration
depth of the 532 nm laser light is only about 10 nm [3] and thus, BLS is only
suitable for measuring in thin films or at surfaces. Since there is no translational
invariance given for the direction parallel to the film or surface normal, momentum
in this direction is not conserved anymore (Noether-theorem [23]). However, when
studying spin waves in thin films, they are propagating only within the film plane
anyway. By that and the fact that the setup measures in backscattering geometry,
the wave vector of the detected spin waves is defined by rotating sample normal
and beam relatively to each other.
Backscattering geometry means that only scattered light which is parallel to
the incoming light is detected. Figure 3.2 shows the geometry of the BLS as well
as how the wave vector of the spin wave is defined. While the incoming beam
Figure 3.2: The geometry of a wave vector resolved BLS is shown. In light green, the incoming
beam is indicated, the scattered beam is turquoise. The arrows in light green and
turquoise show the IP-wave-vector-components of incoming and scattered light, re-
spectively. The red arrow indicates the wave vector of the spin wave. The gray
plane represents the sample, while the blue object, which is passed by both, incom-
ing and scattered beam, is a lense. The sum of the light green and the red arrow
is equal to the turquoise one. From [27]
and the scattered light is shown in light green and turquoise, respectively, the
gray plane represents the magnetic film and the blue object, passed by incoming
and scattered light, is a lens. It focuses the incoming beam onto the sample
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surface. The main reason for the lens is not to focus the incoming beam, but
to collect scattered light within a certain area and guiding that to the detector.
Only if the wave vector of the spin wave (indicated by the red arrow in figure
3.2) is approximately twice as big as the projection of the wave vector of the
incoming light into the film plane (light green arrow) and of opposite orientation,
the scattered light will hit the lens on the way back and will then be guided to
the detector. In this case, the scattered light will have approximately the same
wave vector as the incoming light but with opposite orientation.
In principal, there is no need for using a lens. The usage leads to an integration
over a certain amount of wave vectors, thus on one hand reducing the wave vector
resolution but on the other hand increasing the spin wave signal.
3.1.1 Wave Vector Resolution
Neglecting any effects of the lens placed in front of the sample to integrate over a
certain amount of wave vectors (see section 3.1), the description of the measured
wave vector of spin waves is straightforward. It only depends on the angle 𝛼
between incoming laser beam and sample normal (see figure 3.3a for measurement
geometry and geometry used for calculations). As mentioned in section 3.1, the
wave vector of the spin wave is twice as big as the projection of the wave vector
of the incoming photons into the sample plane. Therefore, it can be written as
𝑘𝑠𝑤(𝛼) = 2 ·
2𝜋
𝜆𝑝ℎ
sin(𝛼) (3.5)
with 𝜆𝑝ℎ being the wavelength of the incoming photons. For the used setup
𝜆𝑝ℎ = 532 nm. When taking into account that the biggest possible 𝛼 is about
60∘, the detectable wave vectors are 0 radµm to 20.5
rad
µm .
Figure 3.3b shows the dependence of the wave vector on the angle between
laser beam and sample normal. The plot is done for backscattering geometry,
which means that 𝛽 = 0∘. 𝛽 is the angle between the incoming photon and the
scattered photon which will be detected. Figure 3.3a shows the geometry of the
wave vector resolved BLS also indicating the introduced angles 𝛼 and 𝛽. That
geometry is also used for calculations done to estimate the resolution of such
a setup as well as to check whether the detection efficiency varies significantly
within the region over which is integrated by the usage of a lens. It shall be
pointed out, that within the experiment only the angle 𝛼 can be varied, while the
scattered light which is guided to the detector, is scattered in a certain range of
different 𝛽. The range of 𝛽 is determined by the used lens.
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Figure 3.3: (a): Geometry used for calculations done to estimate the wave vector resolution of
the setup. The incoming laser beam is shown by the green line. The thick black
line represents the sample while the dashed black line indicates the sample normal.
The black dot represents the detector. 𝛼 is the angle between incoming laser beam
and sample normal, while 𝛽 is the angle between the laser beam and the detector.
(b): The dependence of the detected wave vector 𝑘 and the angle between sample
and incoming laser (𝛼) is shown, if laser light with a wavelength of 532 nm is used.
The plot is done for backscattering geometry (𝛽 = 0). A sinusoidal behavior can
be observed.
All calculations done in this thesis use the Huygens-principle [14], [13], which
says that
around each particle there is made a wave of which that particle is
the centre.
[13, p. 19] As nowadays it is known, that light is not traveling within an ether
(Michelson-experiment [18]), it has to be mentioned, that it is not particles but
just points instead, which are the center of the wave.
These calculations are made in a way, so that every point on the sample which
is hit by the incoming laser beam, is a point-source for new waves. Different
points may have a different starting phase if 𝛼 is non-zero, as the incoming beam
is assumed to contain plane waves only. Therefore the traveling distance of the
plane waves from its origin varies and with it also the phase. Phase and am-
plitude of every point source can be changed additionally to simulate different
scattering processes. By doing that, it is not only possible to simulate scatter-
ing on spin waves but also to reproduce results from single slit, double slit or
multi-slit experiments. The distance between the detector and the center of the
sample is fixed, but by changing 𝛽, the distance to other points will change. This
distance is calculated for every point source and the related change of phase, too.
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At the detector, the signals of every point source (treated as complex numbers)
are summed up and the square root of the absolute value is calculated to get the
intensity. Here, the assumption was made, that the frequency of the scattered
light has not been changed. For scattering on spin waves, that is not completely
true (as with a BLS-setup, exactly that change in frequency is measured), but the
change is in the order of a millionth of the original frequency, as the detected spin
waves have frequencies ranging from 2 GHz to 20 GHz. There are two versions
of the program, one where the sample has only one dimension and one adding a
second dimension to the sample. In the end, for the pictures shown within this
thesis, only the one dimensional version was used as there was no additional gain
of information from the other version, but calculation speed could be increased
and the density of point sources raised. The used parameters for all calculations
are:
Table 3.1: Parameters used for calculations.
parameter value
density of point sources 50 1µm
angular resolution 0.1∘
size of illuminated sample 100 µm
detector distance 75 000 µm
wavelength 0.532 µm
The programming language used for this program is Python3 and the program-
ming code can be found in the Appendix.
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Figure 3.4: (a): Calculation done using a self-written program. Diffraction on a single slit
with a width of 5 µm is simulated. 𝛼 = 0∘ (see figure 3.3a). Parameters used as
mentioned in table 3.1. The incoming beam comes from 0∘. (b): Same simulations
done for 𝛼 = 20∘.
Figure 3.4 shows the calculations done for diffraction on a single slit. The
3https://www.python.org
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simulations are done for two different angles 𝛼 between incoming beam and sample
normal. It is possible to observe both, reflection (for figure 3.4a from −90∘ to
90∘ and for figure 3.4b from −70∘ to 110∘) and transmission, since nothing is
hindering the point sources to emit light in the direction of the incoming beam
or in the opposite direction. To reproduce a spectrum as shown in figure 3.4, the
slit has to be modified in a way that only half of the incoming light is transmitted
and half of it is reflected, for example by using a beamsplitter.
The part of the spectrum coming from transmission of the incoming laser light
does not change when the sample (which is the single slit in this case) is rotated,
while the reflected part will be found at twice the angle of rotation. These
observations are not very surprising as the transmitted part of the beam is not
influenced by the slit besides diffraction, which is present independently from the
angle of the slit, while the reflected beam has to be detected at twice the angle
of rotation due to the law of reflection.
To check whether the results are also quantitatively correct, the angle of the
first ten maxima for a 10 µm slit determined by the program are compared to the
analytical result.
The 𝑛−th maximum for a single slit experiment is located at the angle
𝜗𝑛 = arcsin
(︂
(𝑛 + 1/2)𝜆
𝑏
)︂
(3.6)
with 𝑏 being the width of the slit.
Table 3.2 compares the analytical and the numerical values, showing that both
results are similar. Small variations might result from the discretization of the
point sources. Figure 3.5 shows the calculation of the program for a 10 µm slit.
Table 3.2: Location of maxima for a 10 µm slit.
maximum numerical value analytical value
1 4.4∘ 4.58∘
2 7.5∘ 7.64∘
3 10.6∘ 10.73∘
4 13.8∘ 13.85∘
5 17.0∘ 17.01∘
6 20.2∘ 20.23∘
7 23.5∘ 23.52∘
8 26.8∘ 26.88∘
9 30.3∘ 30.36∘
10 33.9∘ 33.96∘
More calculations, e.g. for double slits or multi-slits can be found in the Ap-
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Figure 3.5: Calculation for 10 µm single slit.
pendix.
It has to be figured out, how the interaction of light with spin waves can
be implemented into the program. Spin waves can be described by a periodic
modulation of the refractive index due to Kerr effect, thus as a periodic change
of the reflectivity. The frequency of the incoming light is therefore modulated in
a way that it is enveloped by a sinusoidal function with the frequency of the spin
wave.
𝐴𝑠(?⃗?, 𝑡) = sin (𝜒𝑠𝑤(?⃗?, 𝑡)) · 𝐴𝑖𝑒i𝜒𝑖(?⃗?,𝑡) (3.7)
The indices 𝑖, 𝑠 and 𝑠𝑤 indicate, that the property is related to the incoming
photon, the scattered photon and the spin wave, respectively. 𝜒𝑥(?⃗?, 𝑡) = ?⃗? ·
?⃗? + 𝜔𝑥𝑡 + 𝜙𝑥 is introduced to give a better overall view. 𝐴 describes the wave
amplitude. Here, only the photons participating at a scattering process with a
spin wave are considered. Equation (3.7) can be rewritten in the following way
𝐴𝑠(?⃗?, 𝑡) = −
i
2
(︀
𝑒i𝜒𝑠𝑤(?⃗?,𝑡) − 𝑒−i𝜒𝑠𝑤(?⃗?,𝑡)
)︀
· 𝐴𝑖𝑒i𝜒𝑖(?⃗?,𝑡) (3.8)
Replacing i = 𝑒i
𝜋
2 and −1 = 𝑒−i𝜋 leads to
𝐴𝑠(?⃗?, 𝑡) =
𝐴𝑖
2
(︁
𝑒i(𝜒𝑖(?⃗?,𝑡)−𝜒𝑠𝑤(?⃗?,𝑡)+
𝜋
2 ) + 𝑒i(𝜒𝑖(?⃗?,𝑡)+𝜒𝑠𝑤(?⃗?,𝑡)−
𝜋
2 )
)︁
(3.9)
Equation 3.9 is the superposition of two waves, which can in general be written as
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𝐴𝑥
2
(︀
𝑒𝑖𝜒𝑥1(?⃗?,𝑡) + 𝑒𝑖𝜒𝑥2(?⃗?,𝑡)
)︀
. The scattered light, which is described by an amplitude
modulation, can thus be rewritten as two waves with wave vectors and frequencies
corresponding to wave vector and frequency of light after Stokes- and Anti-Stokes-
scattering. Equations (3.2) and (3.4) are received by that description of the
interaction of spin waves with light, too.
When using the description of a modulation of the refractive index, both pro-
cesses, Stokes and Anti-Stokes, are included at the same time. Alternatively,
only Stokes or Anti-Stokes process can be included by modulating the phase as
described in equations (3.11) or (3.14). The change of frequency is negligible for
the used length scales.
𝜔𝑆 = 𝜔𝑖 − 𝜔𝑠𝑤 (3.10)
𝜙𝑆 = 𝜙𝑖 − 𝜙𝑠𝑤 +
𝜋
2
(3.11)
?⃗?𝑆 = ?⃗?𝑖 − ?⃗?𝑠𝑤 (3.12)
𝜔𝐴𝑆 = 𝜔𝑖 + 𝜔𝑠𝑤 (3.13)
𝜙𝐴𝑆 = 𝜙𝑖 + 𝜙𝑠𝑤 −
𝜋
2
(3.14)
?⃗?𝐴𝑆 = ?⃗?𝑖 + ?⃗?𝑠𝑤 (3.15)
To conclude, there are two ways to implement spin waves into the program.
One possibility is an additional modulation of the light intensity at the sample
that can be implemented, which corresponds to a change in reflection. Then both
kinds of scattering processes, Stokes and Anti-Stokes, will be observed at the same
time. Another possibility is to add (or subtract) the phase of the spin wave to the
phase of the light at the sample position as well as subtracting (adding) a constant
phase of 𝜋
2
. In this case only the Anti-Stokes (Stokes) process is observed. The
addition or subtraction of a constant phase will in principal have no influence on
the interference pattern, since it is added to every wave. Still, it was included
into the program to image reality as close as possible.
Figure 3.6 shows the dependence of the detection angle on the wave vector
of the spin wave it was scattered with. Here, the sample normal is parallel to
the incoming beam (𝛼 = 0∘). In figure 3.6a, a positive and a negative wave
vector can be observed at the same time, because the spin wave is implemented
as reflectivity wave, meaning that the amplitude of the point sources is spatially
modulated with the wavelength of the spin wave. Therefore, Stokes and Anti-
Stokes signal are detected and they have the same absolute value of the wave
vector but opposite sign. Since in figure 3.6b the spin wave is implemented as
a phase wave, which means that an additional phase is added to every point
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source, depending on the position of the point source and the phase of the spin
wave at that position (for a fixed point in time), only the Anti-Stokes signal is
observed. When the Anti-Stokes signal is compared for both kinds of spin wave
implemented, no difference can be observed. These results fit to the conclusion,
(a) (b)
Figure 3.6: (a): Calculation for scattering on spin waves. The spin waves are introduced as
reflectivity waves, which means, that the amplitude of the point sources is spatially
modulated with the wavelength of the spin wave. Both, Stokes and Anti-Stokes
signal can be observed. The dependence of the detection angle on the wave vector
of the spin wave is shown. (b): Calculation for scattering on spin waves. The spin
waves are introduced as phase waves, which means, that every point source gets an
additional phase shift depending on its position and the phase of the spin wave at
this position (for a fixed point in time). Only Anti-Stokes signal is observed. The
dependence of the detection angle on the wave vector of the spin wave is shown.
For both plots the signal intensity is color-coded. The sample normal is parallel to
the incoming beam.
which was derived before (equations (3.11) and 3.14). The description of spin
waves as reflectivity waves will contain Stokes and Anti-Stokes process, while
both processes can be implemented separately by describing spin waves as phase
waves.
For the study of wave vector resolution, the phase-wave-approach is used in
the following. The lens, which is used for the setup, is a two-inch lens - thus
having a diameter of approximately 50 mm - which has a focal length of 75 mm.
The integration angle results in being ±19∘. Due to spherical aberration, the
actual integration angle might be even lower, but that effect shall be neglected
here. Besides the absolute range of wave vectors being able to detect for each 𝛼,
also the relative change of intensity is of high interest. If the intensity goes down
the further one is apart from the real backscattering geometry (the bigger the
absolute value of 𝛽 is), the integration angle would be less important and it might
be even possible to set up a wave vector resolved BLS without using any lens.
If, in contrast, the intensity does not show any significant change for different 𝛽,
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(a) (b)
(c) (d)
Figure 3.7: Detection angle of spin waves in dependence of the wave vector shown. The intensity
is color-coded. For the calculation the phase-wave-approach is used. (a): The angle
between incoming beam and sample normal (𝛼) is zero. It is integrated over wave
vectors from approximately −4 radµm to 4
rad
µm . (b): 𝛼 = 20
∘. It is integrated over wave
vectors from approximately −11.5 radµm to −4.5
rad
µm . (c): 𝛼 = 40
∘. It is integrated
over wave vectors from approximately −17.5 radµm to −12
rad
µm . (d): 𝛼 = 60
∘. It is
integrated over wave vectors from approximately −22 radµm to −18
rad
µm .
the power needed for such a setup might be very high.
In figure 3.7 the detection angle for spin waves depending on their wave vector
is shown. The different subfigures display that dependence for different angles
of incoming beam and sample normal. There are three main findings from the
calculations. First, the maximum wave vector range, over which is integrated
in a measurement, is ±4 radµm around the expected wave vector (see figure 3.3b).
Second, the range of wave vectors decreases with increasing the angle 𝛼 down
to ±2 radµm for 𝛼 = 60
∘. That is not the maximum wave vector resolution one
can achieve. If needed, measurements can be done for very small variations
of the angle 𝛼 and by doing a convolution, the wave vector resolution can be
increased further. But when a measurement is done for only one specific angle,
the wave vector resolution is given by the mentioned values. Third, the intensity
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does not vary significantly with the detection angle. This means, that the signal
strength is directly dependent on the detectable spin waves or the wave vector
resolution of the setup. If more wave vectors can be detected, the amount of
scattering events will increase proportionally. Thus, by reducing the amount of
wave vectors detected, as it is done for the unfocused wave vector resolved BLS
setup, the signal intensity will go down. As the signal strength is also proportional
to the amount of photons send to the sample, the loss of intensity can, at least
partially, be compensated by using more laser power.
3.1.2 Tandem-Fabry-Pérot-Interferometer
While in section 3.1.1 it was focused on the interaction of light with the spin waves
at the sample, here the detection of the frequency shift due to that interaction will
be discussed. The inelastically scattered light is analyzed by using a TFP [26].
The used TFP is from The Table Stable Ltd.4. It consists of two Fabry-Pérot-
Interferometers (FPs), which are both made of two highly reflective mirrors. The
mirrors of one FP have to be mounted parallel to each other. Depending on the
spacing between the mirrors, only light with certain wavelengths is transmitted.
More specifically, the distance of the two mirrors has to be a multiple of half the
wavelength of the laser light to get maximum transmission. The intensity of light
with wavelengths, which do not fulfill that relation, is strongly suppressed. To
keep the interferometer aligned against any drifts over time, a reference signal is
used. Whenever a measurement is done, the reference signal is detected as well
and a software actively optimizes that signal thus working against any kind of
drift. Only by doing this, long time measurements are possible. The software
used for active stabilization as well as collecting the spectrum is called TFPDAS
and is provided by THATec Innovation5.
Figure 3.8 shows the principal setup of a TFP, like it is used for the wave vector
resolved BLS setups. The inelastically scattered light, which is coming from the
sample, is coming from the left. It passes the lens (L1), which focuses the beam
onto a pinhole (P). The pinhole diameter can be changed from 150 µm up to
1000 µm. After passing a shutter, which is marked in red within the image, it
reaches a beam splitter (BS), which transmits the sample beam, but reflects the
reference beam coming from the top. Thus, reference beam and sample beam
are united. Another shutter has to be passed by the reference beam, before it
hits the beam splitter. These two beams are electrically controlled enabling to
4http://www.tablestable.com/en/products/view/39/
5https://www.thatec-innovation.com/index.php
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Figure 3.8: Picture of a Tandem-Fabry-Pérot-Interferometer. The sample beam, which was
backscattered at the sample, is coming from the left and first passing a lens (L1),
which focuses the beam onto a pinhole (P). Then it passes a shutter (red), before it
is united with the reference beam, which is coming from the top and also passing a
shutter before. The beam splitter (BS), where both beams are united, will transmit
the sample beam, while reflecting the reference beam. A mirror (M1) reflects the
beam towards another lens (L2), which forms a telescope in combination with L1.
Another mirror (M2) reflects the beam towards the two actual interferometers. The
first FP is passed three times, for the reflection of the beam, two prisms (PR1, PR2)
are used. After that, the beam passes a spatial filter (SF), consisting of two lenses
and a pinhole in between. Then, the mirror (M3) reflects the beam towards the
second FP, which the beam is also passing three times. Prism (PR3) and (PR4)
are used there, to bring the beam back to the interferometer. The beam is guided
in direction of a single photon detector by mirror (M4). One of the two mirrors of
each FP is mounted on a translation stage allowing to change the mirror distance
for both FPs at the same time. Based on [27, p. 39]
guide either the reference beam or the sample beam to the interferometers. After
passing the beam splitter, the beam is reflected by mirror (M1), so that it passes
the second lens (L2). The two lenses (L1) and (L2) both have their focal point at
the pinhole (𝑃 ) and therefore make up a telescope. The collimated light coming
from the sample will be collimated again after passing (L2). The mirror (M2)
then guides the beam to the first FP (FPI1). After passing it, the beam will
be guided back to the (FPI1) by a 90∘ triangular prism (PR1). All four prisms
are not only changing the beam direction, but also switching the polarization of
the beam from linearly polarized light to circular polarized light or vice versa.
At the side of every prism, where the light is linearly polarized, a polarizer is
added in a way, that all intensity is transmitted. By using these polarizers, light,
which is reflected instead of entering the FP (or is reflected an odd number of
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times within the interferometer), will be eliminated [24]. The reason is, that
when circular polarized light is reflected, it changes it handedness from clockwise
to anti-clockwise or vice versa. When the circular polarized beam then passes
the triangular prism again, the polarization will be rotated by 90∘ compared
to a beam with the other handedness. If the beam, which is reflected instead
of entering the interferometer, is already circularly polarized, the elimination
directly happens when reaching a polarizer on its way back. If the reflected light
is linearly polarized instead, the light will pass the polarizer and the prism on
its way back. But when hitting the FP now, the light is circularly polarized and
when reflected, the handedness changes. After passing the prism, the beam will
then be eliminated at the polarizer.
After passing the FP three times in total, the beam is guided through a spatial
filter (SF), which consists of two lenses and a pinhole in between. It shall prevent
any cross-talking between (FPI1) and (FPI2) [26]. Mirror (M3) guides the beam
to (FPI2), which is passed three times, too. The beam is then guided to a single
photon detector after passing another pinhole, which is not shown in the image.
One mirror of each FP is mounted on a translation stage. By moving that stage,
the mirror distance can be varied and thus the wavelength of the light, which is
transmitted through the interferometer. By changing the mirror distance only
slightly, frequency variations of the incoming light in the GHz-regime, e.g. from
inelastic scattering on spin waves, can be detected.
By passing the FPs multiple times and not only once, the transmission func-
tion, which is a lorentzian function for FPs, is multiplied with another lorentzian
function for every time passing the FP. Therefore, the transmission function of
such a TFP will be a lorentzian function to the power of 6 instead of just a
lorentzian function. That reduces the full width at half maximum (FWHM) by
a factor of almost three compared to just passing one FP once. But more impor-
tant, the tails of the lorentzian function are suppressed by a lot. Thus, the noise
coming from elastically scattered light is decreased.
The suppression of other transmission orders appearing for only one FP is
shown in figure 3.9. When only using one FP, there are multiple orders of trans-
mission when changing the mirror distance. If there is now a signal observed with
a shifted frequency compared to the elastic signal, it cannot be distinguished,
whether that signal is a Stokes-signal from the 𝑛-th order of transmission or an
Anti-Stokes signal from the 𝑛 − 1-th order of transmission. By using two inter-
ferometers with a slightly different mirror distance, the needed change in mirror
distance to reach the next order of transmission is different for both FPs. If both
interferometers are aligned in a way now, that light with a certain wavelength is
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transmitted through both at the same time, other orders of transmission will be
suppressed by the other FP. By suppressing those orders, also the magnonic signal
of that orders is suppressed and the observed signal can be assigned correctly.
Figure 3.9: Orders of transmission for two separate FPs with different mirror distance are
shown. They are aligned in a way, that one order is transmitted through both at
the same time (the order of transmission is different for both FPs). When using
them as a Tandem-Fabry-Pérot-Interferometer, other orders of transmission are
suppressed. From [24, p. 10]
3.2 The Setups
For being able to compare different wave vector resolved BLS-Setups, three of
those setups were built. One of them, the first one which was built, is an unfocused
BLS-Setup, meaning, that no focusing lens is used in front of the sample to collect
backscattered light in a certain angular range defined by the diameter and the
focal length of that lens. As mentioned in section 3.1.1, way more laser power
than the power used for a focused BLS-Setup, which is about 100 mW, is needed.
For that reason, an 18 W laser from Coherent (Verdi V-18) is used. The other
two setups are focused BLS-Setups, which are similar in their working principle.
But for these two setups different optics and a different laser are used.
31
3 Experimental Setup
3.2.1 Unfocused Wave Vector Resolved BLS-Setup
Figure 3.10 shows the setup as it was built as part of that master thesis. The
reason for using all that different parts will be given now. A description of the
beam path can be found in the figure caption.
Figure 3.10: Top view of an unfocused wave vector resolved Brillouin-Light-Scattering-Setup, a
setup for measuring spin waves with very high wave vector resolution. The linear
polarized light is emitted by a laser (upper left corner), first passing a Glan-
Thompson-Prism (G), which is used for adjusting the transmitted intensity, then
its diameter is widened up by two lenses, (L1) and (L2), which form a telescope
together. An iris (I) is placed in the beam path, allowing to reduce the beam
diameter if needed. The first beam splitter cube (B1) transmits 10% of the beam,
which is used as a reference beam. The beam is coupled into a fiber using the
lens (L3) and the fiber guides the beam to the interferometer. The other 90% of
the beam are reflected to a mirror (M1) below (B1), which reflects the beam to
the second beam splitter cube (B2). Instead of the first one it transmits 50%,
which is blocked by a beam dump, and also reflects 50%, which is guided by three
mirrors, (M2), (M3) and (M4) to the sample. The sample is located in the middle
of a magnet (only the pole shoes shown in the picture) and is mounted in a way,
that it can be rotated with the rotation axis being also the symmetry axis of the
pole shoes. Only the light, which is exactly backscattered, will be guided back
to (B2) by the same mirrors. 50% of the signal will be transmitted by (B2), the
other 50% are lost. Three more mirrors guide the beam to a 𝜆2 -wave plate (𝜆/2)
allowing to change the polarization of the beam. The lens (L4) then couples the
beam into the interferometer as shown in figure 3.8 ((L4) corresponds to the lens
(L1) in figure 3.8).
The 18 W laser emits linear polarized light. Although it is in principle possible,
to run the laser with less power, the laser will run less stable, meaning that mode
jumps can occur, and running it on powers below 1 W for more than 1 h might
damage the laser due to the heat production. As the option to tune the laser
power is needed, especially for alignment tasks, the first implemented part is the
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Glan-Thompson-Prism (G). Such a prism transmits linear polarized light with
one particular polarization while reflecting light with 90∘ rotated polarization.
The transmitted polarization is determined by the axes of the prism. As the
prism is mounted in a way, that it can be rotated, it is possible to adjust the
transmitted laser power from approximately 1 mW to the full 18 W. The reflected
light is blocked.
As the high power density might be a difficult to handle for some of the used
optics or even might be enough to destroy the sample, but as much as possible
power shall be used, the beam diameter is increased from approximately 2.5 mm
up to 18.8 mm. Therefore the lenses (L1) and (L2) are used with a focal length of
−40 mm and 300 mm, respectively. The first lens is a dispersing lens as a focusing
lens would focus the beam down to only a few µm and thus might lead to the
occurrence of thermal effects. Furthermore an iris (I) is placed to decrease the
beam diameter - and with it the power - if needed.
The 90:10 beam splitter cube (B1) transmits 10 % of the light, which is then
used as reference beam, while reflecting the other 90 % of the light, used as sample
beam. Multiple mirrors are needed to guide the beam the proper way. Main need
for the mirrors is to change the height of the beam as there are three different
heights: the height of the laser, when it is emitted, the height of the magnet,
where the sample is located and the height of the pinhole of the TFP (see section
3.1.2).
The second beam splitter cube (B2) is a 50:50 beam splitter cube. Here, 50 %
of the laser power is transmitted and lost, the other 50 % are guided to the
sample. On the way back, again 50 % of the backscattered light are lost, while
the other 50 % are transmitted and guided to the TFP. A possibility to optimize
the setup is to replace that beam splitter cube by a polarizing beam splitter
cube. It works like a Glan-Thompson-Prism, reflecting light of one polarization
and transmitting light of the other. As light, which scattered inelasically on spin
waves, has a 90∘ rotated polarization compared to the polarization it had before
[5], the backscattered light will be transmitted completely, while the light coming
from the laser will be reflected or vice versa. In this way, the loss of 50 %, which
appears twice, can be nullified.
The sample, which is placed in between the pole shoes of an electromagnet
applying fields up to approximately 1.2 T, is mounted on a rotatable sample
holder with its rotation axis being parallel to the symmetry axis of the pole
shoes, thus parallel to the magnetic field, that can be applied. That makes sure,
that always IP-fields are applied. As the wave vector of the detectable spin waves
is perpendicular to the magnetization, surface waves are detected (see section
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2.2.3).
The 𝜆
2
-wave plate is capable of changing the polarization direction of linear
polarized light. It is needed, since the TFP detects only light of a certain polar-
ization. The lens in front of the TFP couples the beam into the interferometer.
The usage of a fiber for the reference beam was first tested for that setup. It
is easy to build in and also easy to remove. That allows to switch from the wave
vector resolved BLS-Setup to the 𝜇BLS-Setup and vice versa, easily. As both
setups use the same TFP, it is crucial, that switching between both setups can
be done quickly and without a lot of alignment. For switching the sample beam
from wave vector resolved BLS, mirror (M5) has to be removed. The beam from
the 𝜇BLS-Setup will then be guided by (M6) and (M7) to the TFP. In figure 3.11,
that is shown more clearly. The mirror to move is labeled as (M7), there.
3.2.2 Focused Wave Vector Resolved BLS-Setup
As it was never tried before to set up an unfocused wave vector resolved BLS,
the data collected by that setup shall be compared to other setups. This will also
help to evaluate the performance of such a setup. To enable a comparison with
similar conditions, a focused wave vector resolved BLS-Setup was built, using the
same laser, the same magnet and the same TFP.
Due to the need of the laser for another setup later on, when it was clear,
that the unfocused BLS-Setup cannot work with the available laser power, it was
decided to use the same laser as it is used for the 𝜇BLS-Setup, because way less
power is needed for a focused wave vector resolved BLS-Setup anyway and the
needed power of approximately 100 mW could be provided by the other laser
anyway.
As there are some changes to be made by any means, some optical parts were
changed, too. There are two main reasons, why the optics have been changed.
First, the other suggested setup needs less optics and as there are losses at every
optical part due to imperfections, the performance might be increased. Second,
and more important, the catching mirror, which is the most critical part from a
laser safety point of view, was placed right in front of the magnet for the first
setup. Therefore, the height of that mirror was approximately on eye level. A box
was designed to cover the beam there, but that led to other problems. For the
second setup, the catching mirror is placed at a lower position thus not having
the beam on a critical height, when hitting the catching mirror.
The optics used for the different setups shall be discussed first, afterwards
differences and similarities will be shown.
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Figure 3.11: Top view of a focused wave vector resolved Brillouin-Light-Scattering-Setup.
Parts of the already existing Brillouin-Light-Scattering-Microscopy-Setup are also
shown. The laser in the lower bottom part is a torus 532 laser from Laser Quan-
tum. It is used for the 𝜇BLS setup. Beam splitter cube (B1) as well as mirrors
(M1) and (M2) guide 10% of the beam as a reference beam to the interferometer.
In that picture, the beam is blocked right after mirror (M2) 90% of the beam travel
via some more optics (shown above (B1)) to the 𝜇BLS-Setup (not shown). The
inelastically scattered light will not reach the interferometer as it is blocked right
before mirror (M7). The laser on the upper left is the laser used for the wave vec-
tor resolved Brillouin-Light-Scattering-Setup. Two Glan-Thompson-Prisms,(G1)
and (G2), are used to change the laser power without changing the polarization.
A beam splitter cube (B3) splits 10% of the beam as reference beam to lens (L1),
which is used to couple the reference beam into a fiber and guiding it to the in-
terferometer in this way. The other 90% are guided by two more mirrors, (M3)
and (M4), to the catching mirror (C), which is a very tiny mirror approximately
of the size of the beam diameter. The beam is then focused by lens (L2) onto the
sample surface and the inelastically scattered light is collected by the same lens.
As for the unfocused setup shown in figure 3.10, the sample is mounted rotatable
with the rotation axis being the symmetry axis of the pole shoes. The diameter of
the backscattered beam is then decreased by (L3) and (L4) to be approximately
5mm. These two lenses form a telescope together. The beam is then guided by
several mirrors, (M5) to (M9), to the interferometer. Before entering, it passes a
𝜆
2 -wave plate. The lens (L5) couples the beam into the interferometer.
One of the main goals for all three setups was, to keep switching between the
𝜇BLS-Setup and the wave vector resolved BLS-Setup simple. In figure 3.11, the
things, that need to be changed, can be seen. To switch from wave vector resolved
BLS-Setup, like it is shown in the figure, to the setup for 𝜇BLS, the following
steps have to be done. First, turn the laser off, which is not needed for the setup,
that shall be used. Alternatively close implemented shutters, to make sure, that
no laser light can reach the TFP. To switch the reference beam: first remove the
part of the fiber, that is attached to the TFP. The other end can be left. Then the
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shutter, which is located right behind mirror (M2) (not shown in the image), can
be opened. To switch the sample beam: shift mirror (M7) closer towards mirror
(M6). As the polarization of the sample beam is not exactly the same, the 𝜆2 -wave
plate has to be rotated by a few degrees. After doing that the 𝜇BLS-Setup is
ready to use.
For switching back, the same things have to be done, just in opposite order.
Mirror (M7) is mounted on a rail, allowing it to be moved only in one direc-
tion. The position for (M7) like it is shown in figure 3.11 is marked, so that no
realignment has to be done to place it there again.
Besides that mirror allowing to switch easily between the two different setups,
more mirrors are needed to change the height of the laser beam as discussed in
section 3.2.1. To split reference beam and sample beam, the 90:10 beam splitter
cube (B3), reflecting 90 % of the incoming laser beam, is used. The lens (L1) is
the same as (L3) in figure 3.10 and couples the reference beam into the fiber.
The 𝜆
2
-wave plate allows to rotate the polarization of the sample beam. This is
needed, as the TFP is a polarization sensitive detector. Lens (L5) couples the
beam into the TFP. To measure surface waves with different wave vectors, the
sample is mounted on a rotatable holder with its rotation axis parallel to the
symmetry axis of the pole shoes and thus parallel to the direction of field, which
can be applied.
As for the unfocused BLS-Setup, a rotatable Glan-Thompson-Prism (G1) is
used allowing to change the power of the beam. This time, it is not only done
for the alignment, but also for measurements, since powers above 100 mW can
typically damage the samples, when focusing the beam onto the surface. Another
Glan-Thompson-Prism (G2) is used to always keep the polarization fixed.
The catching mirror (C) is only used in a focused BLS-Setup. It is a tiny
mirror, approximately 5 mm × 5 mm. It reflects the sample beam towards the
sample, but will only reflect a tiny piece of the scattered light, which is collected
by lens (L2). Therefore, the catching mirror separates the scattered light from
the incoming light Therefore the area covered by the catching mirror has to be as
small as possible compared to the area covered by the scattered light. For that
reason, a bigger lens is preferred as focusing lens. The usage of a catching mirror
is only possible, if the diameter of the scattered beam differs from the diameter
of the incoming beam. Since that is not the case for an unfocused BLS-Setup, it
is not possible to use that technique there.
The lens (L2) focuses the beam onto the sample surface and collects scattered
light. It has a radius of 25.4 mm and a focal length of 75 mm thus integrating
over angles of ±19.8∘ Due to the used tube system, the effective radius decreases
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to 24.1 mm and the integration angle is only 19∘. The tube system is used to
house the beam to fulfill laser safety regulations.
The two lenses (L3) and (L4) are used to decrease the diameter of the scattered
beam by a factor of 10. They are aligned as a telescope and have focal lengths of
300 mm and 30 mm, respectively.
As mentioned before, the setup had to be rebuilt, as the used laser could not
be used any longer for that setup. Instead, the laser, that is used for the 𝜇BLS-
Setup, is used for the wave vector resolved BLS-Setup, too. It is a Torus 532 laser
from Laser Quantum6 providing up to 750 mW laser power. A polarizing beam
splitter cube (B2) was already implemented in the beam path as well as a 𝜆2 -wave
plate before. The combination of these two elements allows to use another beam
path, since depending on the setting of the 𝜆
2
-wave plate, most of the beam is
either transmitted or reflected. It also allows to change the power used for the
setup.
Since both setups use the same laser, switching between the setups becomes
even easier, as no changes have to be made for the reference beam. To switch
from wave vector resolved BLS to 𝜇BLS, mirror (M8) from figure 3.12 has to
be replaced by a lens. That lens is the one labeled in figure 3.11 as (L5). To
avoid the need of any realignment, the positions of mirror and lens are marked.
Additionally, the 𝜆
2
-wave plate in front of beam splitter cube (B2) has to be
rotated so that the wanted power reaches the sample.
Switching back follows the same procedure. The lens has to be replaced by
mirror (M8) and the 𝜆2 -wave has to be turned in order to get the wanted power.
Two shutters placed behind (B2) allow to block the beam path of the not-used
setup.
As for the other setups, a 𝜆
2
-wave plate is used to get the proper polarization of
the beam when entering the TFP. But differently from before, the wave plate is
located between mirror (M4) and catching mirror (C) and not directly before the
TFP, because the beam diameter of the scattered light is not decreased by the
usage of a telescope anymore and is bigger than the diameter of the wave plate
itself. Therefore, the wave plate is changing the polarization of the incoming
beam and not the scattered one.
The catching mirror is not placed in front of the magnet anymore, but on the
same height as the TFP, which is approximately half a meter below the center of
the magnet and thus below the eye level.
Two two-inch elliptical mirrors, (M5) and (M6), guide the beam up to the
sample height before it is focused by the lens (L1) onto the sample surface. That
6https://www.laserquantum.com/products/detail.cfm?id=19&language=en
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Figure 3.12: Top view of a focused wave vector resolved Brillouin-Light-Scattering-Setup. As
the laser used before (figure 3.11) could not be used anymore, the laser, which
is used for the 𝜇BLS-Setup is used for the wave vector resolved BLS-Setup, too.
The laser in the lower right corner emits linear polarized light, from which 10%
are guided as reference beam to the interferometer by using beam splitter cube
(B1) and the mirrors (M1) and (M2). (B2) is a polarizing beam splitter cube
and reflects or transmits light depending on its polarization. In combination
with the 𝜆2 -wave plate before (B2), the beam can be send to the 𝜇BLS-Setup
(transmission) or to the wave vector resolved BLS-Setup (reflection). In case that
the light is reflected, it is guided to the catching mirror (C) by two more mirrors,
(M3) and (M4), another 𝜆2 -wave plate allows to control the polarization. The
beam is guided to the lens (L1), which focuses the beam onto the sample and
collects the inelastically scattered light. The backscattered light is guided to lens
(L2), which couples the light into the interferometer.
lens is the same as before, a two-inch lens, meaning that the diameter of that lens
is 50.8 mm. It collects scattered light, which is then guided back by (M5) and
(M6). These two elliptical mirrors have diameters of 50.8 mm (short axis) and√
2 · 50.8 mm (long axis). Because they are placed with an angle of 45∘ in respect
to the beam, they need to be elliptical, if they shall reflect the whole beam.
Lens (L2) couples the beam into the TFP. The focal length of that lens is
1000 mm. Mirror (M7) and (M8) guide the converging beam to the pinhole of the
TFP.
Although the main parts of the two focused wave vector resolved BLS-Setups
are the same, which includes catching mirror and the focusing lens in front of the
sample, the way, the scattered light is guided to the TFP, is different. As the
catching mirror is not placed in front of the center of the magnet, the scattered
light has to be guided down to the level of the catching mirror using the same path
as it was used to guide up the incoming beam without changing the diameter of
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the scattered beam. Since there is only a short way left till the TFP, there is no
advantage in changing the beam diameter as it was done for the other setup. For
the second setup, less optics are used to guide the beam from the sample to the
TFP. Since every optical element will lead to a small loss of signal intensity due
to imperfections, a slight increase in performance might be achievable. However,
the correct alignment of mirrors (M5) and (M6) is a challenge, since the incoming
beam has to hit both mirrors exactly in the middle. Otherwise some of the
backscattered light will be clipped, because beam diameter and diameter of the
mirrors are almost the same.
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This chapter consists of three parts. In the first part, measurement data obtained
by a wave vector resolved BLS-Setup is explained and the treatment of data is
shown. A comparison of the different setups discussed in section 3 will be done
in the second part. In the last part, different samples are investigated due to
presence of iDMI. Results as well as detection limits of the setup are discussed.
4.1 Data Treatment
With a wave vector resolved BLS the aim is to measure thermal spin waves with
a defined wave vector. By rotating the sample, the wave vector of detectable spin
waves is defined.
Exciting spin waves to boost the signal strength is not possible, as excitation
is done by providing a certain frequency but not a defined wave vector.
The measurement geometry also defines the kind of spin waves that are mea-
sured. The rotation axis is parallel to the applied magnetic field and thus also
parallel to the equilibrium magnetization (assuming sample saturation). The
wave vector of detectable spin waves will be perpendicular to the rotation axis
and therefore only surface waves are observed.
BLS spectra are obtained by measuring the frequency of backscattered light.
Therefore, mirrors of the FPs are moved so that only one specific frequency
can pass. The mirrors are moved with constant velocity in a previously defined
region. The frequency channel width thus determines the measurement time per
channel. For all experiments done as part of this thesis, the measurement time
per channel was 0.5 ms. The signal of thermal spectra is often too weak to be
properly analyzed, if only one spectrum is detected. Therefore multiple spectra
are summed up. The reason to spend only 0.5 ms per channel is, that an active
stabilization of the mirror alignment is needed. After measuring one spectrum
the reference signal will be optimized to optimize mirror alignment.
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A typical BLS-Spectrum is shown in figure 4.1. A characteristic of BLS-Spectra
is the observable reference peak at 0 GHz. As mentioned before, it is needed to
keep the TFP aligned. On the left side of the peak the Stokes-signal is shown.
Negative frequencies indicate, that the photon frequency is reduced because a
spin wave was created during the inelastic scattering process. On the right side of
the reference peak the Anti-Stokes-signal is visible. The frequencies are positive
now, as the photon frequency is raised by annihilation of a spin wave. The
shown frequencies indicate a relative shift from the reference signal only and do
not correspond to the actual frequency of the detected photon. Therefore that
frequency directly corresponds to the frequency of created or annihilated spin
waves. The signal intensity corresponds to the number of photons detected by
the used single-photon detector.
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Figure 4.1: A BLS-Spectrum is shown. Here, phonons are measured instead of spin waves (see
section 4.2). The signal of thermal spin waves is lower by a factor of approximately
1000, typically. In the center, the reference peak can be seen, which is used for
keeping the TFP aligned. On the left the Stokes-signal is visible, on the right the
Anti-Stokes signal. 100 single spectra are added up. A laser power of 100mW is
used.
When a TFP is used to analyze scattered light, it is not possible to measure
at very low frequencies. On one hand, the elastically scattered light is way more
intense than the inelastically scattered light. The difference of about 15 orders
of magnitude is enough to damage the photon detector. On the other hand, the
reference beam is used to stabilize the TFP actively. Therefore regions of interest
(ROIs) have to be defined. Only in the defined frequency-regions, the sample
beam can enter the TFP. A shutter system is used to ensure that (see figure 3.8).
In figure 4.1 the defined ROIs range from −22 GHz to −3 GHz and from 3 GHz
to 22 GHz.
Multiple information can be extracted from such a spectrum. The signal in-
tensity can be used to compare different signals qualitatively with other signals.
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This will be used to compare the different setups in section 4.2. Extracting the
frequency shift of the scattered light will is very useful, too. The spin wave
frequency is very important when checking the presence of iDMI.
To improve the accuracy of frequency extraction, the data is fitted. The trans-
mission function of a FP is a lorentzian function, which can be described as
𝐼𝐹𝑃 (𝜔) =
2𝛾
𝜋
· 𝐴𝐹𝑃
4(𝜔 − 𝜔0)2 + 𝛾2
(4.1)
with the transmission intensity 𝐼𝐹𝑃 depending on the frequency 𝜔, the center
frequency 𝜔0, the area 𝐴𝐹𝑃 and the FWHM 𝛾.
In case of a TFP as used here, six FPs are passed. Therefore, equation (4.1)
has to be multiplied six times with itself to describe the transmission function of
a TFP. The transmission function of the used TFP becomes
𝐼𝑇𝐹𝑃 (𝜔) =
29𝜎11
63𝜋
· 𝐴𝑇𝐹𝑃(︀
4(𝜔 − 𝜔0)2 + 𝜎2
)︀6 . (4.2)
𝐴𝑇𝐹𝑃 =
∫︀∞
−∞ 𝐼𝑇𝐹𝑃 d𝜔 is the area of the transmission function and 𝜎 =
𝛾√
21/6−1
is
proportional to the FWHM 𝛾.
For fitting, the transmission function of the TFP is used, but as noise has to
be considered, it is modified by an offset 𝐶. Thus the fitting function used to
evaluate measured spin wave signals is
𝐼(𝜔) =
29𝜎11
63𝜋
· 𝐴(︀
4(𝜔 − 𝜔0)2 + 𝜎2
)︀6 + 𝐶. (4.3)
𝐴 represents the total signal intensity, 𝜔0 the center frequency, 𝛾 = 𝜎 ·
√
21/6 − 1
the FWHM and 𝐶 the noise.
4.2 Comparison of different setups
For every setup, that was built, first some test measurements are made. These
measurements give information about performance of the setup. As a reference
sample, Poly(methyl methacrylate) (PMMA) is used. In PMMA, phonons are
measured instead of spin waves. The phonon signal of PMMA is used, because the
signal is about three orders of magnitude stronger than thermal spin wave signal.
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To make all these measurements comparable, same pinhole diameters of 400 µm
are used in front of the interferometer and in front of the detector (700 µm). The
pinhole diameter in front of the TFP is chosen by using the smallest one which
does not change signal strength, which is true for all three setups. The diameter
of the pinhole before the detector should be increased by a factor of about 1.5
[24].
A characteristic of inelastic scattering of linear polarized light on spin waves is
the rotation of polarization by 90∘. That is not the case for phonons. Because
the TFP is a polarization sensitive device, the polarization of light reaching the
TFP has to be changed depending on what shall be measured. Therefore, 𝜆
2
-wave
plates are used. By rotating such a wave plate by the angle 𝛿, the polarization of
light will change its angle by 2𝛿. Thus, the last 𝜆
2
-wave plate before the TFP has
to be rotated by 45∘ to switch from detecting spin waves efficiently to detecting
phonons efficiently or vice versa.
In section 3.2, improvements are suggested using the rotation of polarization
when light scatters on spin waves. Indeed, that would increase the spin wave
signal of an unfocused BLS by a factor of two, but it would make it impossible
to check the performance of the setup using the reference sample PMMA, as no
phonons could be detected anymore.
Figure 4.2 shows the measurement done on PMMA with the unfocused wave
vector resolved BLS-Setup. Only the ROI is shown and only Anti-Stokes-signal
is collected. The intensity axis is normalized to count
mWms
making it comparable to
other measurements. 2 count
mWms
are a benchmark for the peak maximum using a
focused BLS-Setup. If the maximum intensity is about that value or higher, the
setup is capable of measuring spin waves. The value for the unfocused BLS-Setup
is way lower, as expected. By increasing the laser power, this can be partially
compensated. Assuming that the full 18 W of laser power will reach the sample,
the needed count
mWms
will be decreased by a factor of 180. To get the whole laser
power onto the sample, the 50:50 beam splitter cube (B2) from figure 3.10 has to
be replaced by a polarizing beam splitter cube. By using such a cube, the signal
will be increased by another factor of two, when the scattered light passes that
cube again.
The signal gain by using full laser power and exchanging the beam splitter cube
would be a factor of 360. It has to be mentioned, that it was not tested, whether
the polarizing beam splitter cube can handle 18 W laser power using a beam
diameter of 5 mm to 10 mm. However, the signal of the unfocused wave vector
resolved BLS-Setup is smaller by a factor of 7200. Even with the gained factor of
360, the unfocused BLS-Setup will perform 20 times worse than it should to collect
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Figure 4.2: BLS-Spectrum of phonons shown. Measured with unfocused BLS-Setup. Only the
used ROI is displayed. The peak at about 15.5GHz corresponds to the phonon
signal. The intensity is normalized allowing to compare this measurement with
other measurements.
data in reasonable time. The drop in signal intensity matches the results from the
calculations done in section 3.1.1 and has been quantified by that measurement.
As the performance of the unfocused BLS-Setup was not good enough to fulfill
the needs, a focused wave vector resolved BLS-Setup was built. The setup is
shown in figure 3.11. The performance was quantified again using the reference
sample PMMA. Figure 4.3 shows the result. With a maximum intensity of about
1.8 count
mWms
it is at the same order of magnitude as needed for doing convenient
measurements. As it can be seen, the noise level of the spectrum is very low
compared to the signal. Especially, other peaks coming from laser modes can
neither be seen in 4.2 nor in figure 4.3. The used Verdi V-18 laser was not
used for any BLS-Setups before and since the occurrence of laser modes will
make thermal measurements of spin waves almost impossible, it is an important
perception that this laser can be used for BLS-Setups.
For the second focused wave vector resolved BLS-Setup, the same measurement
on PMMA has been done. It is plotted in figure 4.4. The signal strength is about
0.9 count
mWms
, only half the signal strength of the first focused BLS-Setup. There are
two possible reasons for the big difference in performance. The used telescope
decreasing the beam diameter of scattered light is placed close behind the used
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Figure 4.3: BLS-Spectrum of phonons shown. Measured with first focused BLS-Setup. Only
the used ROI is displayed. The peak at about 15.5GHz corresponds to the phonon
signal. The intensity is normalized allowing to compare this measurement with
other measurements.
focusing lens. Although the used lens is an achromatic lens from Thorlabs1, which
is not only correcting chromatic aberration but also spherical aberration, effects
can still occur. Especially at the outer 25 % of the lens this might play a role. By
using two more lenses for shrinking down the beam diameter, aberration effects
might be compensated partially.
As mentioned in section 3.2, aligning both of the two inch mirrors correctly is
the most difficult part during alignment of the second setup. The laser beam has
to hit both mirrors exactly in the middle, otherwise parts of the scattered beam
will not hit the mirrors and are lost. Additionally, the beam path has to be tubed
due to laser safety reasons and is not accessible easily. However, the alignment
procedure was repeated several times always leading to similar results. For that
reason, big influences due to clipping at the mirrors can be excluded.
For all three measurements, a single-photon detector from Hamamatsu2 was
used. Another single-photon detector from Laser Components3 is also available.
It is more sensitive but also has a higher noise level and a lower damage threshold.
Mainly because of the low damage threshold, it was avoided to use that detector
1https://www.thorlabs.com/
2https://www.hamamatsu.com/eu/en/index.html
3https://www.lasercomponents.com/en/
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Figure 4.4: BLS-Spectrum of phonons shown. Measured with second focused BLS-Setup. Only
the used ROI is displayed. The peak at about 15.5GHz corresponds to the phonon
signal. The intensity is normalized allowing to compare this measurement with
other measurements.
for first characterizations. With the knowledge, that the setups are working
properly in principle, the detector was switched to see, whether the signal strength
can be boosted further. The result is shown in figures 4.5a and 4.5b. The signal
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Figure 4.5: BLS-Spectrum with phonon signal shown. Only the used ROI is displayed. The
intensity is normalized allowing to compare this measurement with other measure-
ments. (a): Measured with first focused BLS-Setup. (b): Measured with second
focused BLS-Setup.
strengths of the setups are 23 count
mWms
for the first setup and 13 count
mWms
for the second
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setup. Still the second setup has only 56 % performance compared to the first
one. The improvement is a consequence of the realignments done. However,
both setups are above the critical threshold of 2 count
mWms
, thus allowing to measure
thermal spin wave signals in reasonable time.
When comparing the signal in figure 4.2 with the signals obtained by focused
BLS-Setups, it stands out that the peak acquired by the unfocused BLS-Setup
is less symmetric. The slope on the right side of the peak is lower than on
the left side (taking only the absolute value into account). At first glance, this
might seem contradicting as the wave vector resolution of that setup should be
way higher. Thus, the asymmetry does not result from non-linearities of the
dispersion relation of phonons. Instead, it might come from inhomogeneities
within the sample itself resulting in different frequencies for phonons with the
same wave vector but at different locations. As the beam diameter at the sample
is about 500 times bigger (5 mm for the unfocused setup, but only about 10 µm for
the focused setup), the unfocused BLS-Setup is detecting inhomogeneities on a
bigger length scale. Another possible explanation for the asymmetry is divergent
light inside the TFP. This will always lead to a larger tail to the right side of the
peak (or higher frequencies).
However, only the two focused wave vector resolved BLS-Setups perform suf-
ficient for being able to measure spin waves. Thus, all measurements shown in
section 4.3 are done using one of these two setups.
4.3 Spin Wave measurements
After checking the performance of the first focused wave vector resolved BLS-
Setup, further characterization was done. Therefore, a sputtered Co40Fe40B20
sample with a thickness of 10 nm was used. As there are no other layers with
strong SOC below or above that sample, it is not expected to observe any fre-
quency shift due to DMI. Instead, the importance of focusing exactly onto the
surface is tested. Furthermore, basic tests of the setup like changing field and
incident angle, are done. The influence of slight OOP-rotations is investigated
as well. OOP-rotation indicates, that the sample normal is not perfectly per-
pendicular to the applied magnetic field. Therefore, the field will have an OOP
component and pulling the magnetization out of the sample plane, too.
Studying the dependence of signal strength on the focus position is of high in-
terest. Whenever a new sample is mounted onto the sample holder, first the focus
position has to be adjusted to get a stronger signal and reduce measurement time.
Knowing the influence of changing the distance between sample and focusing lens
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will allow to choose a reasonable stepsize for adjustments. This study cannot be
done with the reference sample used in section 4.2 as its thickness is several mm
and therefore it is not comparable to spin wave films, which are studied within
this chapter with thicknesses of a few nm.
Figure 4.6b shows the signal intensity of the spin waves depending on the dis-
tance between sample and lens. The x-axis is in relative units meaning that
0 mm corresponds to approximately 75 mm total distance between lens and sam-
ple. The spectrum shown in figure 4.6a is one of the spectra which are fitted with
a lorentzian fitting function to the power of 6, like it is described in section 4.1.
The area of that function is used as the intensity plotted in figure 4.6b.
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Figure 4.6: (a): One spectrum obtained for the comparison of signal intensity on the focus
position is shown. The spectrum corresponds to 0.8mm in plot (b). Only the used
ROI is plotted. (b): Signal intensity in dependence of the focus position plotted.
The intensity is obtained by fitting the measured spectrum for each position.
The intensity drops down by 50 % within 1 mm. The optimum position is found
to be at about 0.9 mm and within 0.2 mm no significant changes are observed.
Thus, adjustments of the distance between sample and lens are also done with a
precision of 0.2 mm.
The influence of OOP-rotation is difficult to predict. For that reason and since
perfect alignment of the sample is difficult, the effect of small OOP-rotations
has been studied. In Figure 4.7, the frequency of the obtained signal is plotted
depending on the rotation angle. The frequency is of high importance as it
is influenced by DMI and thus used as an indicator for the presence of DMI. To
make sure that results are not distorted due to OOP-rotation, the effect is studied
for up to ±4∘, as for these angles misalignment was detectable by eye. Although
the frequency goes down with increasing angles, the shift is below 100 MHz, which
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Figure 4.7: Spin wave frequency in dependence of focus position plotted. Data is obtained by
fitting the spectra for different angles. The absolute value of the frequency shift is
plotted.
is the detection limit of frequency shifts. The FWHM of the used TFP is about
200 MHz, determined by analyzing the reference signals. It shall be mentioned,
that the FWHM is dependent on the mirror distance, but as the measurements
were all done for 5 mm mirror spacing, it is similar in all data shown. By fitting
the signal, the precision of frequency detection can reduced below the FWHM,
as that is only limiting, how close peaks are distinguishable ([31]). However, it is
limited by the frequency channel width of the setup. That width depends on the
used mirror spacing, but is about 100 MHz for all measurements mentioned here.
Any influence by OOP-rotation can therefore be neglected.
Wave vector resolved BLS-Setups allow to measure spin wave frequencies de-
pending on the wave vector of the spin waves, making it possible to detect wave
vector dependent frequency shifts but also to measure dispersion relations. Such a
measurement is shown in figure 4.8a. The spin wave frequency has been detected
for different incident angles of the light thus detecting spin waves with different
wave vectors. With increasing wave vector, the spin wave frequency goes up.
This fits to the expectation for surface waves as described in section 2.2.3. A
quantitative comparison can only be made in case the material parameters are
known. Parameters are taken from [25], which also investigates Co40Fe40B20. The
resulting dispersion relation for a 10 nm film and 90 mT external magnetic field is
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shown in figure 4.8b. While for low wave vectors calculated and measured disper-
sion relation match approximately, it differs for higher wave vectors. The slope
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Figure 4.8: (a:) Dispersion relation of Co40Fe40B20 film with 10 nm thickness. Measured with
wave vector resolved BLS-Setup and a field of 90mT. (b): Calculated dispersion
relation for a 10 nm Co40Fe40B20 film at 90mT. Parameters from [25].
of the calculated dispersion relation is much higher than the one obtained by the
measurements. A reason for that might be that the used sample aged already,
leading to a decreased effective sample thickness. Assuming that other values did
not change, the effective thickness would have to be about half the expected size,
5 nm. The dispersion relation for such a thickness can be found in the Appendix.
As the sample is stored for several years already, it might be possible that effec-
tive sample thickness decreased over time, but also other parameters might have
changed due to aging. However, the obtained data is reasonable and it is possible
to measure the wave vector of spin waves.
Besides changing the wave vector of detected spin waves, it is also possible to
change the used field. It has to be mentioned that all measurements shown are
obtained by saturating the sample first and then applying the wanted field to
increase reproducibility. Figure 4.9 shows the spin wave frequency as a function
of the applied magnetic field. The frequency increases with increasing field as it
results from the Landau-Lifshitz equation (equation (2.3)).
After ensuring that the setup works as it should, different samples are tested
whether they show DMI or not. The first tested sample is a Py(5)/Cu(0.87)/Pt-
trilayer. The values in brackets define the layer thickness in nm. iDMI in
Permalloy-platinum double layers has been shown already in [31]. Platinum is a
metal with strong SOC, while Permalloy is the magnetic material in which spin
waves are excited. Copper works as an intermediate layer with less SOC and by
using different thicknesses, it might be possible to tune the strength of iDMI.
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Figure 4.9: Spin wave frequency in dependence of external magnetic field shown. Measured for
a wave vector of 8.8 radµm
Four of the measured spectra are shown in figure 4.10. For the evaluation of
possible frequency shifts there are two possibilities. Either Stokes- and Anti-
Stokes-Signals can be compared, or two Stokes-Signals for opposite external ap-
plied fields can be measured. In both cases a frequency shift will be detected
under presence of DMI. When the field is reversed or it is switched from Stokes-
to Anti-Stokes-Signal, the frequency shift will switch its sign. However, signals
(a) (b)
Figure 4.10: BLS-spectra of spin waves on Py(5)/Cu(0.87)/Pt-Trilayer. The measured wave
vector is 4.9 radµm (a:) Stokes- and Anti-Stokes-Signals for ±78.5mT external mag-
netic field. (b): Stokes- and Anti-Stokes-Signals for ±22mT external magnetic
field.
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for opposite fields are compared here, as misalignment of the TFP can lead to
an effective detected frequency shift of the whole spectrum [24]. So it is possible
to detect a frequency shift, although there is no DMI present. By reversing the
field it is possible to distinguish between both effects, as only the frequency shift
because of DMI will switch its sign. Since that effect can be ruled out completely
by only comparing signals detected for opposite fields, this technique is used here.
The data is still noisy because of the used measurement time of about 10 min
per spectrum only. Instead, the measurement was repeated for different field
values. Table 4.1 shows the frequencies obtained by fitting the spectra. In the
Table 4.1: Measured frequencies for spin waves propagating in Py(5)/Cu(0.87)/Pt-Trilayer.
Detected spin waves have a wave vector of 8.8 radµm . Second column defines, whether
the signal is obtained by Stokes- or Anti-Stokes-process.
field value S / AS frequency (+ field) frequency (- field) frequency shift
34 mT S −6.70 GHz −6.79 GHz 0.09 GHz
34 mT AS 6.63 GHz 6.73 GHz −0.10 GHz
39.5 mT S −7.04 GHz −7.02 GHz −0.02 GHz
39.5 mT AS 7.04 GHz 7.06 GHz −0.02 GHz
45 mT S −7.39 GHz −7.46 GHz 0.07 GHz
45 mT AS 7.29 GHz 7.45 GHz −0.16 GHz
50.5 mT S −7.78 GHz −7.84 GHz 0.06 GHz
50.5 mT AS 7.69 GHz 7.75 GHz −0.06 GHz
56 mT S −8.08 GHz −8.10 GHz 0.02 GHz
56 mT AS 7.98 GHz 8.08 GHz −0.10 GHz
61.5 mT S −8.40 GHz −8.48 GHz 0.08 GHz
61.5 mT AS 8.37 GHz 8.42 GHz −0.05 GHz
67 mT S −8.72 GHz −8.77 GHz 0.05 GHz
67 mT AS 8.58 GHz 8.74 GHz −0.16 GHz
table, not the spin wave frequency is mentioned, but the detected frequency shift
of the scattered light. Thus, frequencies corresponding to Stokes-process are
negative and the sign of the frequency shift changes. In presence of DMI, the
calculated frequency shift will therefore have the same sign for Stokes- and Anti-
Stokes-processes. The detected frequency shift is below the detection threshold
of 100 MHz and also switches the sign for different measurements. Because of
that, it can be concluded that no DMI is present or the effect of the present DMI
is smaller than the detection limit of 100 MHz. A similar measurement has been
made before, but with a wave vector of 4.9 radµm . This measurement leads to the
same result. It can be found in the Appendix.
Figure 4.10 shows, that the intensity is different for Stokes- and Anti-Stokes-
Signal. The signal with higher intensity switches when the field is reversed.
Possible reasons are given in [4]. Stokes - Anti-Stokes asymmetries may occur
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because spin waves first have to be thermally excited to be destroyed in an Anti-
Stokes process. This is not the case for the Stokes process as spin waves are
created. The resulting intensity difference is proportional to 𝑒
~𝜔
𝑘𝐵𝑇 . However, an
asymmetry related to this effect will not change when the field is opposed. But the
frequency shift is observed and therefore the effect is not the main contributor
to the observed asymmetry. Other origins of an intensity asymmetry like the
localization of spin waves at different surfaces or a contribution of the off-diagonal
spin-spin correlation function, will also not change with the field or are unlikely
because all films are thinner than 5 nm. The main contribution will likely come
from changes in the dielectric constant. When expanding these changes to second
order, first and second order contributions can interfere leading to an asymmetry
which does change when the field is opposed. A more detailed description can be
found in [17].
A similar study has been made for a Pt(5)/ [Co(0.4)Pt(0.7)]5 /Pt(2)-multilayer.
No DMI is expected for that sample, as Pt is located on both sides of every Co-
layer. However, that shall be verified. Figure 4.11 shows the measured spectra.
To improve the signal-to-noise ratio, a longer measurement time of about 4.5 h
was used for each spectrum. Measurements were done for 300 mT, 500 mT and
700 mT. The whole spectrum shown includes also the reference peak at 0 GHz.
The ROI is defined from −22 GHz to −3 GHz and from 3 GHz to 22 GHz. Table
4.2 shows the obtained frequencies. For these measurements the frequency shift
always has the same sign, which might indicate DMI. However, it is only about
70 MHz in average, which is below the detection limit. To conclude, DMI might
Table 4.2: Measured frequencies for spin waves propagating in Pt(5)/ [Co(0.4)Pt(0.7)]5 /Pt(2)-
Multilayer. Detected spin waves have a wave vector of 16.7 radµm . Second column
defines, whether the signal is obtained by Stokes- or Anti-Stokes-process.
field value S / AS frequency (+ field) frequency (- field) frequency shift
300 mT S −6.06 GHz −6.12 GHz 0.06 GHz
300 mT AS 6.21 GHz 6.11 GHz 0.10 GHz
500 mT S −12.28 GHz −12.33 GHz 0.05 GHz
500 mT AS 12.41 GHz 12.38 GHz 0.03 GHz
700 mT S −17.78 GHz −17.83 GHz 0.05 GHz
700 mT AS 18.07 GHz 17.92 GHz 0.15 GHz
be present, but if that is the case it is too small to be resolved with this setup.
The frequency shift is expected to scale linear with the wave vector. For these
measurements, the detected wave vector of 16.7 radµm is close to the detectable limit
of the setup, already. Thus, no further measurements for other wave vectors were
done.
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Figure 4.11: BLS-spectra of spin waves in Pt(5)/ [Co(0.4)Pt(0.7)]5 /Pt(2)-multilayer. The mea-
sured wave vector is 16.7 radµm (a): Stokes- and Anti-Stokes-Signals for ±300mT
external magnetic field. (b): Stokes- and Anti-Stokes-Signals for ±500mT ex-
ternal magnetic field. (c): Stokes- and Anti-Stokes-Signals for ±700mT external
magnetic field.
Studies on Graphene/CoTb(3)/SiN/Ta(1)-Multilayer were done as well. Table
4.3 shows the results from the fits. Differently from the other measurements, the
fits show a broad frequency variation. The reason might be the big FWHM of
about 4 GHz. A bigger FWHM will lead to a lower slope and due to less variation
around the center of the peak, the actual center will be determined with less pre-
cision. That is represented in the error of the fit, which is one order of magnitude
bigger than for the other measurements and about 200 MHz. Additionally, the
data is still noisier than the data obtained for Pt(5)/ [Co(0.4)Pt(0.7)]5 /Pt(2)-
Multilayer as less measurement time was used. Some of the data is shown in
figure 4.12. As the variation of the frequency is that high, the data gives neither
evidence for the presence of DMI nor against it.
Multiple other samples, where presence of DMI is expected, are tested as well.
However, all these samples, which are Pt(5)/CoFeB(0.8)/Pt(2)-,
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Table 4.3: Measured frequencies for spin waves propagating in Graphene/CoTb(3)/SiN/Ta(1)-
Multilayer. Detected spin waves have a wave vector of 16.7 radµm . Second column
defines, whether the signal is obtained by Stokes- or Anti-Stokes-process.
field value S / AS frequency (+ field) frequency (- field) frequency shift
125 mT S −7.74 GHz −8.01 GHz 0.27 GHz
125 mT AS 8.29 GHz 8.21 GHz 0.08 GHz
200 mT S −10.39 GHz −10.53 GHz 0.14 GHz
200 mT AS 10.63 GHz 10.72 GHz −0.09 GHz
275 mT S −13.03 GHz −13.09 GHz 0.06 GHz
275 mT AS 13.29 GHz 13.34 GHz −0.05 GHz
350 mT S −15.32 GHz −14.98 GHz −0.34 GHz
350 mT AS 15.54 GHz 15.76 GHz −0.22 GHz
425 mT S −17.06 GHz −16.79 GHz −0.27 GHz
425 mT AS 17.75 GHz 17.74 GHz 0.01 GHz
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Figure 4.12: BLS-spectra of spin waves in Graphene/CoTb(3)/SiN/Ta(1)-Multilayer. The
measured wave vector is 16.7 radµm (a): Anti-Stokes-Signals for ±125mT external
magnetic field. (b): Stokes-Signals for ±125mT external magnetic field.
Cr2O3(5)/Co(0.8)/Pt(2)-, Cr2O3(5)/Co(1)/Pt(2)-,
Ta(2)/ [Ta(3)/CoFeB(1)/MgO]15 /Ta(2)-Multilayers, do not show any thermal
spin wave signal. To make sure, that it is not setup related, some of these samples
were tested on a 𝜇BLS-Setup showing no thermal spin wave signal as well.
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In scope of this work three different BLS-Setups to measure spin wave frequen-
cies wave vector resolved are set up and compared. It has been shown that the
unfocused setup does show a way lower signal than expected and thus cannot be
used to measure spin waves. The focused BLS-Setups do work and achieve signal
strength as it is expected for such a setup. By using the more sensitive detector,
the signal strength could even be improved further. A reason for the significant re-
duction of signal strength is given by calculation based on the Huygens-principle.
It shows, that the signal intensity is independent from the scattering angle during
the scattering process of spin waves with light. Since the unfocused setup has
an increased wave vector resolution than the focused setups, the signal intensity
goes down.
Furthermore, the focused wave vector resolved BLS-Setups were used to in-
vestigate different samples. The samples were examined for presence of DMI.
Therefore, the frequency of thermal spin waves was determined depending on the
orientation of their wave vector and compared. DMI causes a frequency shift of
the signal, whose sign is dependent on the wave vector orientation. However, the
investigated samples did not show any DMI, indicating that none is present or it
is smaller than the setup is capable to resolve.
As the frequency determination was imprecise for one of the samples, it might
be worth a try to measure that sample again using a longer measurement time to
increase the signal-to-noise-ratio and reduce the related error of the fit. Moreover,
other samples shall be investigated, that is in progress already. Especially for
samples that do show DMI, the frequency shift can be measured dependent on
the wave vector to show the linear relationship between these parameters as it is
discussed in section 2.1.3.
A Ta(5)/Co40Fe40B20(6)/Ir(0.45)/Ni81Fe19(6)/Ta-Multilayer is investigated. Here,
a frequency shift is induced by dipolar interaction [10], when both magnetic layers
are coupled antiferromagnetically. Although the physical reason for the occur-
rence of a frequency shift is different, the behavior is similar. Dependent on the
57
5 Discussion
wave vector orientation, spin wave frequency is either shifted up or down. For
that sample, two spin wave modes are expected with opposite sign of frequency
shift. Obtained data for a wave vector of 16.7 radµm is shown in figure 5.1.
Figure 5.1: Measurement of spin waves in a Ta(5)/Co40Fe40B20(6)/Ir(0.45)/Ni81Fe19(6)/Ta-
Multilayer for 𝑘 = 16.7 radµm and ±72mT. A frequency shift of about 500MHz is
observed. The sign of the frequency shift switches between both spin wave modes
detected. Measurements and plot done by Dr. O. Gladii.
To identify the wave vector resolution as the only reason for the reduction of
signal intensity when using an unfocused BLS-Setup, or to try to find different
reasons, the focused setup can be modified by using different focusing lenses to
focus the beam onto the sample and collect backscattered light. By comparing
the signal intensities quantitatively, the wave vector resolution of the unfocused
BLS-Setups might be determined as well.
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A.1 Program Code
Listing A.1: Source code of program calculating scattering of light on spin waves using Huygens
approach. 1D-version.
"""
ca lcu la t ion of inter ference of laser l i gh t , i f laser l i g h t i s scattered on a
grid . For calculat ions , Huygens pr inc ip le of spher ica l waves i s used . The
in tens i ty of the transmitted laser l i g h t i s measured with a detector , which has
a constant distance to the center of the grid ( but angle can be changed . )
:param points : number of points for grid − for both direct ions of 2d grid ( int )
:param length : length of grid in Î1
4
m − for both direct ions of grid ( int / f l o a t )
:param r_detector : distance between center of grid and detector
:param reso lut ion : number of points , where detector i s placed
:param wavelength : wavelength of laser
:param grid : 2d array spec i f i y ing which part of the detector i s transmitting/
phase sh i f t i n g
"""
import numpy as np
import matp lo t l ib . pyplot as p l t
from matp lo t l ib . widgets import S l ide r , Button
###############################################################################
# set t ings , which may be changed for d i f f e r en t ca lcu la t ions
# set d i scre t i za t ion , length (x and y i s the same) and detector distance
po int s = 5001
length = 100 # Î1
4
m
r_detector = 75000 # Î1
4
m
# set detector "step s i ze " ( d i sc re t i za t i on for beta )
r e s o l u t i o n = 3601
# set parameter se t t ing s
wavelength = 0.532 # Î1
4
m
k = 2 * np . p i / wavelength
## define grid , s i ze should be points
## elements l i k e : t * exp( i * phi ) with t=transmission , phi=phase s h i f t
#grid_name = r ’ spin wave $k = 5 \ frac{rad}{\mu m}$ ’
#ki = 5
#grid = np . ones (( points ) , dtype=np . complex_)
#for i in range ( points ) :
# grid [ i ] = grid [ i ] * np . exp(1 j * ki * i * length / points )
###############################################################################
# calcu la t ion
beta_start = −180*np . p i / 180
beta_end = 180*np . p i / 180
alpha_start = 0
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beta = np . l i n s pa c e ( beta_start , beta_end , r e s o l u t i o n )
del beta_start , beta_end
def huygens (k , alpha , beta , gr id , length , d i s t ance ) :
"""
Calculates the l i g h t in tens i ty at the detector posi t ion using Huygens
pr inc ip le for waves . Incoming l i g h t i s scattered at a predefined grid .
:param k : wave vector of incident l i g h t ( f l o a t )
:param alpha : angle between grid ( sample ) normal and l i g h t beam ( f l o a t )
:param beta : angle of detector − z (1d−numpy−array )
:param gamma: angle of detector y ( f l o a t )
:param grid : d i f f rac t i on / refract ion pattern (1d−numpy−array )
:param length : grid length − y and z − in Î1
4
m ( f l oa t )
:param distance : distance to detector in Î1
4
m ( f l oa t )
: return : in tens i ty of l i g h t measured at detector posi t ion (1d−numpy−array )
beta dependent
"""
# determine coordinates of points at grid (d) and detector ( l )
d_x = np . l i n s pa c e (− l ength /2 * np . s i n ( alpha ) , l ength /2 * np . s i n ( alpha ) ,
len ( g r id ) )
d_x = np . repeat (np . expand_dims (d_x , 0) , len ( beta ) , ax i s=0)
l_x = −d i s tance * np . cos ( beta )
l_x = np . repeat (np . expand_dims ( l_x , 1) , len ( g r id ) , ax i s=1)
r_x = l_x − d_x
del d_x , l_x
d_z = np . l i n s pa c e (− l ength /2 * np . cos ( alpha ) , l ength /2 * np . cos ( alpha ) ,
len ( g r id ) )
d_z = np . repeat (np . expand_dims (d_z , 0) , len ( beta ) , ax i s=0)
l_z = d i s tance * np . s i n ( beta )
l_z = np . repeat (np . expand_dims ( l_z , 1) , len ( g r id ) , ax i s=1)
l_z = l_z − d_z
del d_z
# determine distance between point and detector
r = np . sq r t (np . square ( r_x) + np . square ( l_z ) )
del r_x , l_z
# determine phase of l i g h t at grid posi t ion ( alpha dependent )
phase = np . l i n s pa c e (− l ength *k/2*np . s i n ( alpha ) , l ength *k/2*np . s i n ( alpha ) ,
len ( g r id ) , dtype=np . complex_ )
# simulate scat ter ing with spin waves − including 90Â∘ phase jump
phase = np . exp (1 j * phase ) * gr id * np . exp(−1 j * np . p i /2)
# making a 2d array out of the phase and simulate scat ter ing
phase = np . repeat (np . expand_dims ( phase , 0) , len ( beta ) , ax i s=0)
# calcu la te amplitude of s igna l
r e s u l t = np .sum(np . exp (1 j * k * r ) * phase / len ( g r id ) / len ( beta ) , ax i s=1)
return np . square (np . abs ( r e s u l t ) )
###############################################################################
## plo t t ing the re su l t including s l i d e r s
#f i g = p l t . f i gure ()
#ax = f i g . add_subplot (111)
#
#ax . s e t_t i t l e (grid_name)
#ax . set_xlabel ( r ’$\beta$ (Â∘ ) ’)
#ax . set_ylabel ( r ’ in tens i ty (a . u . ) ’ )
## Adjust the subplots region to leave some space for the s l i d e r s and buttons
#f i g . subplots_adjust ( l e f t =0.15, bottom=0.3)
#
## Draw the i n i t i a l p lo t
## The ’ l ine ’ var iab le i s used for modifying the l ine l a t e r
#[ l ine ] = ax . p lo t ( beta*180/np . pi , huygens (k , alpha_start , beta ,
# grid , length , r_detector ) ,
# linewidth=1.5, color=’blue ’)
## Define an axes area and draw a s l i d e r in i t
#alpha_slider_ax = f i g . add_axes ( [0 .15 , 0.15 , 0.7 , 0.03])# , axisbg=axis_color )
#alpha_slider = Sl ider ( alpha_slider_ax , r ’$\alpha (Â∘)$ ’ , 0 , 90 ,
# va l i n i t=alpha_start * 180 / np . pi )
#
#
## Define an action for modifying the l ine when any s l i d e r ’ s value changes
#def sliders_on_changed ( val ) :
# l ine . set_ydata (huygens (k , alpha_slider . va l *np . pi /180 , beta ,
# grid , length , r_detector ))
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# # recompute the ax . dataLim
# ax . relim ()
# # update ax . viewLim using the new dataLim
# ax . autoscale_view ()
# f i g . canvas . draw_idle ()
#alpha_slider . on_changed( sliders_on_changed )
#
## Add a button for rese t t ing the parameters
#reset_button_ax = f i g . add_axes ( [0 .75 , 0.025 , 0.1 , 0.05])
#reset_button = Button( reset_button_ax , ’Reset ’ , hovercolor= ’0.975 ’)
#def reset_button_on_clicked (mouse_event ) :
# alpha_slider . reset ()
#reset_button . on_clicked ( reset_button_on_clicked )
#
#f ig2 = p l t . f i gure ()
#ax2= f ig2 . add_subplot (111)
#
#ax2 . p lo t ( grid . rea l )
#ax2 . p lo t ( grid . imag)
#
#p l t . show()
#
###############################################################################
# other things , which sha l l be done (e . g . saving data )
# grid for r e f l e c t i v i t y waves
for k i in np . arange (−4.3 , 23 .65 , 0 . 1 ) :
g r id = np . z e ro s ( ( po in t s ) , dtype=np . complex_ )
for i in range ( po in t s ) :
g r id [ i ] = np . s i n ( k i * l ength / po int s * i )
for alp_r in np . arange (0 , 92 , 1 0 ) :
r e s = huygens (k , alp_r*np . p i /180 , beta , gr id , length , r_detector )
r e s = np . vstack ( ( beta , r e s ) )
path = ’ huygens/ tx t s /1d/2019−07−21/ r e f l e c t i v i t y_wave s ’
fname = path + ’ /ksw_{1 :0{0} .1 f}−alpha_ {2:02d} ’ . format (
4 i f ki>=0 else 5 , ki , alp_r )
np . savetxt ( fname + ’ . txt ’ , np . t ranspose ( r e s ) , d e l im i t e r=’ \ t ’ ,
header=’ beta ␣\ t \ t ␣ i n t e n s i t y ’ )
print ( ( k i +23.6)*100/47.3 + ( alp_r+10)/10*100/473/10)
###############################################################################
# grid examples
## grid for spin waves (phase re la t ion )
# for ki in np . arange(−23.6 , 23.65 , 0 .1) :
# grid = np . ones (( points ) , dtype=np . complex_)
# for i in range ( points ) :
# grid [ i ] = grid [ i ] * np . exp(1 j * ki * i * length / points )
# for alp_r in range (0 , 5 , 10):
# res = huygens (k , alp_r*np . pi /180 , beta , grid , length , r_detector )
# res = np . vstack (( beta , res ))
# f = ’huygens/ t x t s /1d/2109−06−24/ksw_{1:0{0}.1 f}−alpha_{2:02d} ’. format (
# 4 i f ki>=0 e l se 5 , ki , alp_r)
# np . savetx t ( f + ’ . t x t ’ , np . transpose ( res ) , de l imiter=’\ t ’ ,
# header=’beta \ t\ t in tens i ty ’)
## grid for s ing l e s l i t
# grid = np . zeros (( points ) , dtype=np . complex_)
# number = int (round (( points −1) / length * d))
# star t = int (round (( points+1)/2) − round (( points −1) / length * d / 2))
# for i in np . arange ( start , s tar t+number ) :
# grid [ i ] = 1
# for alp_r in np . arange (0 , 92 , 5):
# res = huygens (k , alp_r*np . pi /180 , beta , grid , length , r_detector )
# res = np . vstack (( beta , res ))
# fn = ’huygens/ t x t s /1d/2019−07−21/ s ing l e_s l i t /d_{}−alpha_{} ’. format (
# d , alp_r)
# np . savetx t ( fn + ’ . t x t ’ , np . transpose ( res ) , de l imiter=’\ t ’ ,
# header=’beta \ t\ t in tens i ty ’)
## grid for double s l i t , thickness of each s l i t = 0.5
#d = 0.5 #Î1
4
m
#for l in np . arange (1 , 10):
# grid = np . zeros (( points ) , dtype=np . complex_)
# number0 = int (round (( points −1) / length * l ))
# number1 = int (round (( points −1) / length * d))
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# star t = int (round (( points )/2) − round (( points −1) / length * l / 2) −
# round(( points −1) / length * d))
# for i in np . arange ( start , s tar t+number1 ) :
# grid [ i ] = 1
# grid [ i+number0+number1 ] = 1
# for alp_r in np . arange (0 , 92 , 5):
# res = huygens (k , alp_r*np . pi /180 , beta , grid , length , r_detector )
# res = np . vstack (( beta , res ))
# path = ’huygens/ t x t s /1d/2019−07−21/double_sl i t ’
# fname = path + ’/l_{}−d_{}−alpha_{} ’. format (
# l + d , d , alp_r)
# np . savetxt (fname + ’ . t x t ’ , np . transpose ( res ) , de l imiter=’\ t ’ ,
# header=’beta \ t\ t in tens i ty ’)
## grid for mult ip le s l i t s , thickness of each s l i t = 0.5 Î1
4
m
#d = 0.5 #Î1
4
m
#number = 10 #Î1
4
m
#for l in np . arange (0.5 , 9.8 , 1):
# grid = np . zeros (( points ) , dtype=np . complex_)
# distance = int (round (( points −1) / length * ( l+d)))
# hole = int (round (( points −1) / length * d))
# star t = int (round (( points )/2) −
# round(( points −1) / length * ( l *(number−1) + d * number) / 2))
# for i in np . arange ( start , s tar t+hole ) :
# for n in range (number ) :
# grid [ i+n*distance ] = 1
# for alp_r in np . arange (0 , 92 , 5):
# res = huygens (k , alp_r*np . pi /180 , beta , grid , length , r_detector )
# res = np . vstack (( beta , res ))
# path = ’huygens/ t x t s /1d/2019−07−21/grid ’
# fname = path + ’/ s l i t s_ {:d}−l_{:1.0 f}−d_{:1.1 f}−alpha_{:d} ’. format (
# number , l + d , d , alp_r)
# np . savetxt (fname + ’ . t x t ’ , np . transpose ( res ) , de l imiter=’\ t ’ ,
# header=’beta \ t\ t in tens i ty ’)
## grid for mult ip le phase s l i t s , thickness of each s l i t = 0.5 Î1
4
m
#d = 0.5 #Î1
4
m
#number = 10 #Î1
4
m
#for l in np . arange (0.5 , 9.8 , 1):
# grid = np . ones (( points ) , dtype=np . complex_)
# distance = int (round (( points −1) / length * ( l+d)))
# hole = int (round (( points −1) / length * d))
# star t = int (round (( points )/2) −
# round(( points −1) / length * ( l *(number−1) + d * number) / 2))
# for i in np . arange ( start , s tar t+hole ) :
# for n in range (number ) :
# grid [ i+n*distance ] = np . exp(1 j * np . pi )
# for alp_r in np . arange (0 , 92 , 5):
# res = huygens (k , alp_r*np . pi /180 , beta , grid , length , r_detector )
# res = np . vstack (( beta , res ))
# path = ’huygens/ t x t s /1d/2019−07−21/phasegrid ’
# fname = path + ’/ s l i t s_ {:d}−l_{:1.0 f}−d_{:1.1 f}−alpha_{:d} ’. format (
# number , l + d , d , alp_r)
# np . savetxt (fname + ’ . t x t ’ , np . transpose ( res ) , de l imiter=’\ t ’ ,
# header=’beta \ t\ t in tens i ty ’)
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Listing A.2: Source code of program calculating scattering of light on spin waves using Huygens
approach. 2D-version.
"""
ca lcu la t ion of inter ference of laser l i gh t , i f laser l i g h t i s scattered on a
grid . For calculat ions , Huygens pr inc ip le of spher ica l waves i s used . The
in tens i ty of the transmitted laser l i g h t i s measured with a detector , which has
a constant distance to the center of the grid ( but angle can be changed . )
:param points : number of points for grid − for both direct ions of 2d grid ( int )
:param length : length of grid in Î1
4
m − for both direct ions of grid ( int / f l o a t )
:param r_detector : distance between center of grid and detector
:param reso lut ion : number of points , where detector i s placed
:param wavelength : wavelength of laser
:param grid : 2d array spec i f i y ing which part of the detector i s transmitting/
phase sh i f t i n g
"""
import numpy as np
import matp lo t l ib . pyplot as p l t
from matp lo t l ib . widgets import S l ide r , Button
###############################################################################
# set t ings , which may be changed for d i f f e r en t ca lcu la t ions
# set d i scre t i za t ion , length (x and y i s the same) and detector distance
po int s = 201
length = 10 # Î1
4
m
r_detector = 75000 # Î1
4
m
# set detector "step s i ze " ( d i sc re t i za t i on for beta )
r e s o l u t i o n = 901
# set parameter se t t ing s
wavelength = 0.532 # Î1
4
m
k = 2 * np . p i / wavelength
# define grid , s i ze should be points * points
# elements l i k e : t * exp( i * phi ) with t=transmission , phi=phase s h i f t
grid_name = r ’ 1␣$\mu␣m$␣ s l i t ’
g r id = np . ones ( ( points , po in t s ) , dtype=np . complex_ )
for i in range ( po in t s ) :
i f ( i > 19 and i < 40) or ( i > 79 and i < 100) or ( i > 139 and i < 160 ) :
g r id [ i , : ] = 1 * np . exp (1 j * np . p i )
###############################################################################
# calcu la t ion
beta_start = −180*np . p i / 180
beta_end = 180*np . p i / 180
alpha_start = 0
gamma_start = 0 .0
beta = np . l i n s pa c e ( beta_start , beta_end , r e s o l u t i o n )
del beta_start , beta_end
def huygens (k , alpha , beta , gamma, gr id , length , d i s t ance ) :
"""
Calculates the l i g h t in tens i ty at the detector posi t ion using Huygens
pr inc ip le for waves . Incoming l i g h t i s scattered at a predefined grid .
:param k : wave vector of incident l i g h t ( f l o a t )
:param alpha : angle between grid ( sample ) normal and l i g h t beam ( f l o a t )
:param beta : angle of detector − z (1d−numpy−array )
:param gamma: angle of detector y ( f l o a t )
:param grid : d i f f rac t i on / refract ion pattern (2d−numpy−array )
:param length : grid length − y and z − in Î1
4
m ( f l oa t )
:param distance : distance to detector in Î1
4
m ( f l oa t )
: return : in tens i ty of l i g h t measured at detector posi t ion (1d−numpy−array )
beta dependent
"""
# determine coordinates of points at grid (d) and detector ( l )
d_x = np . l i n s pa c e (− l ength /2 * np . s i n ( alpha ) , l ength /2 * np . s i n ( alpha ) ,
len ( g r id [ : , 0 ] ) )
d_x = np . repeat (np . expand_dims (d_x , 1) , len ( g r id [ 0 , : ] ) , ax i s=1)
d_x = np . repeat (np . expand_dims (d_x , 0) , len ( beta ) , ax i s=0)
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l_x = −d i s tance * np . cos ( beta ) * np . cos (gamma)
l_x = np . repeat (np . expand_dims ( l_x , 1) , len ( g r id [ : , 0 ] ) , ax i s=1)
l_x = np . repeat (np . expand_dims ( l_x , 2) , len ( g r id [ 0 , : ] ) , ax i s=2)
r_x = l_x − d_x
del d_x , l_x
d_y = np . l i n s pa c e (− l ength /2 , l ength /2 , len ( g r id [ 0 , : ] ) )
d_y = np . t ranspose (np . repeat (np . expand_dims (d_y , 1) , len ( g r id [ : , 0 ] ) ,
ax i s =1))
d_y = np . repeat (np . expand_dims (d_y , 0) , len ( beta ) , ax i s=0)
l_y = −d i s tance * np . s i n (gamma) * np . cos ( beta )
l_y = np . repeat (np . expand_dims ( l_y , 1) , len ( g r id [ 0 , : ] ) , ax i s=1)
l_y = np . repeat (np . expand_dims ( l_y , 2) , len ( g r id [ : , 0 ] ) , ax i s=2)
r_y = l_y − d_y
del d_y , l_y
d_z = np . l i n s pa c e (− l ength /2 * np . cos ( alpha ) , l ength /2 * np . cos ( alpha ) ,
len ( g r id [ : , 0 ] ) )
d_z = np . repeat (np . expand_dims (d_z , 1) , len ( g r id [ 0 , : ] ) , ax i s=1)
d_z = np . repeat (np . expand_dims (d_z , 0) , len ( beta ) , ax i s=0)
l_z = d i s tance * np . s i n ( beta )
l_z = np . repeat (np . expand_dims ( l_z , 1) , len ( g r id [ : , 0 ] ) , ax i s=1)
l_z = np . repeat (np . expand_dims ( l_z , 2) , len ( g r id [ 0 , : ] ) , ax i s=2)
l_z = l_z − d_z
del d_z
# determine distance between point and detector
r = np . sq r t (np . square ( r_x) + np . square ( r_y) +
np . square ( l_z ) )
del r_x , r_y , l_z
# determine phase of l i g h t at grid posi t ion ( alpha dependent )
phase = np . l i n s pa c e (− l ength *k/2*np . s i n ( alpha ) , l ength *k/2*np . s i n ( alpha ) ,
len ( g r id [ : , 0 ] ) , dtype=np . complex_ )
phase = np . expand_dims (np . exp (1 j * phase ) ,
1)
# making a 2d array out of the phase and simulate scat ter ing − including
# phase jump of 90Â∘ for spinwave scat ter ing
phase = np . repeat ( phase , len ( g r id [ 0 , : ] ) , ax i s=1) * gr id * np . exp(−1 j *np . p i /2)
phase = np . repeat (np . expand_dims ( phase , 0) , len ( beta ) , ax i s=0)
# calcu la te amplitude of s igna l
r e s u l t = np .sum(np . exp (1 j * k * r ) * phase / len ( g r id [ 0 , : ] ) /
len ( g r id [ : , 0 ] ) , ax i s = (1 , 2 ) )
return np . square (np . abs ( r e s u l t ) )
###############################################################################
# plo t t ing the re su l t including s l i d e r s
f i g = p l t . f i g u r e ( )
ax = f i g . add_subplot (111)
ax . s e t_ t i t l e ( grid_name )
ax . s e t_x labe l ( r ’ $\beta$ ␣ (Â∘ ) ’ )
ax . s e t_y labe l ( r ’ i n t e n s i t y ␣ ( a . ␣u . ) ’ )
# Adjust the subplots region to leave some space for the s l i d e r s and buttons
f i g . subplots_adjust ( l e f t =0.15 , bottom=0.3)
# Draw the i n i t i a l p lo t
# The ’ l ine ’ var iab le i s used for modifying the l ine l a t e r
[ l i n e ] = ax . p l o t ( beta *180/np . pi , huygens (k , alpha_start , beta , gamma_start ,
gr id , length , r_detector ) ,
l i n ew idth =1.5 , c o l o r=’ blue ’ )
# Define an axes area and draw a s l i d e r in i t
alpha_sl ider_ax = f i g . add_axes ( [ 0 . 1 5 , 0 . 15 , 0 . 7 , 0 . 0 3 ] )#, axisbg=axis_color )
a lpha_s l ide r = S l i d e r ( alpha_slider_ax , r ’ $\ alpha␣ (Â∘ ) $ ’ , 0 , 90 ,
v a l i n i t=alpha_start * 180 / np . p i )
# Draw another s l i d e r
gamma_slider_ax = f i g . add_axes ( [ 0 . 1 5 , 0 . 1 , 0 . 7 , 0 . 0 3 ] )#, axisbg=axis_color )
gamma_slider = S l i d e r ( gamma_slider_ax , r ’ $\gamma␣ (Â∘ ) $ ’ , −45, 45 ,
v a l i n i t=gamma_start * 180 / np . p i )
# Define an action for modifying the l ine when any s l i d e r ’ s value changes
def sl iders_on_changed ( va l ) :
l i n e . set_ydata ( huygens (k , a lpha_s l ide r . va l *np . p i /180 , beta ,
gamma_slider . va l *np . p i /180 , gr id , length ,
r_detector ) )
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# recompute the ax . dataLim
ax . r e l im ( )
# update ax . viewLim using the new dataLim
ax . autoscale_view ( )
f i g . canvas . draw_idle ( )
a lpha_s l ide r . on_changed ( sl iders_on_changed )
gamma_slider . on_changed ( sl iders_on_changed )
# Add a button for rese t t ing the parameters
reset_button_ax = f i g . add_axes ( [ 0 . 7 5 , 0 .025 , 0 . 1 , 0 . 0 5 ] )
reset_button = Button ( reset_button_ax , ’ Reset ’ , hove rco lo r=’ 0 .975 ’ )
def reset_button_on_clicked (mouse_event ) :
a lpha_s l ide r . r e s e t ( )
gamma_slider . r e s e t ( )
reset_button . on_cl icked ( reset_button_on_clicked )
p l t . show ( )
###############################################################################
# other things , which sha l l be done (e . g . saving data )
#gam_r = 0
#for ki in (0 , −1, −3, −5, −10, −15, −20):
# grid = np . ones (( points , points ) , dtype=np . complex_)
# for i in range ( points ) :
# grid [ i , : ] = grid [ i , : ] * np . exp(1 j * ki * i * length / points )
# for alp_r in range (91 , 361 , 1):
# res = huygens (k , alp_r * np . pi /180 , beta , gam_r * np . pi /180 , grid ,
# length , r_detector )
# res = np . vstack (( beta , res ))
# fna = ’huygens/ t x t s /onlyphase/gamma_0/ksw_{}−alpha_{} ’. format (
# ki , alp_r)
# np . savetx t ( fna + ’ . t x t ’ , res , de l imiter=’\ t ’ ,
# header=’beta \ t\ t in tens i ty ’)
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A.2 Calculations
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Figure A.1: Calculations using 1D-version of program shown in listing A.1. Simulation of a
1 µm single slit for different angles.
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Figure A.2: Calculations using 1D-version of program shown in listing A.1. Simulation of a
5 µm single slit for different angles.
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Figure A.3: Calculations using 1D-version of program shown in listing A.1. Simulation of a
10 µm single slit for different angles.
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Figure A.4: Calculations using 1D-version of program shown in listing A.1. Simulation of a
double slit with 6 µm slit distance and 0.5 µm slit width for different angles.
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Figure A.5: Calculations using 1D-version of program shown in listing A.1. Simulation of a
double slit with 10 µm slit distance and 0.5 µm slit width for different angles.
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Figure A.6: Calculations using 1D-version of program shown in listing A.1. Simulation of a
grid with 5 µm slit distance, 5 and 0.5 µm slit width for different angles.
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Figure A.7: Calculations using 1D-version of program shown in listing A.1. Simulation of a
grid with 5 µm slit distance, 10 slits and 0.5 µm slit width for different angles.
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Figure A.8: Calculations using 1D-version of program shown in listing A.1. Simulation of a
phasegrid (i.e. light is transmitted everywhere, slits lead to phase shift of 180∘)
with 5 µm slit distance, 5 slits and 0.5 µm slit width for different angles.
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Figure A.9: Calculations using 1D-version of program shown in listing A.1. Simulation of a
phasegrid with 5 µm slit distance, 10 slits and 0.5 µm slit width for different angles.
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(a) (b)
(c) (d)
Figure A.10: Calculations using 1D-version of program shown in listing A.1. Simulation of a
spin wave as sinusoidal change of reflectivity.
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(c) (d)
Figure A.11: Calculations using 1D-version of program shown in listing A.1. Simulation of a
spin wave as linear change of phase.
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(a) (b)
(c)
Figure A.12: Calculations using 1D-version of program shown in listing A.1. Simulation of a
spin wave as linear change of phase.
Figure A.13: Calculated dispersion relation for a 5 nm Co40Fe40B20 film at 90mT. Parameters
from [25].
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(a) (b)
Figure A.14: Measurements on Py(5)/Cu(0.87)/Pt-Trilayer for 𝑘 = 8.8 radµm
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Figure A.15: Measurements on Graphene/CoTb(3)/SiN/Ta(1)-Multilayer for 𝑘 = 16.7 radµm .
Measurements done for 200mT and 275mT.
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Figure A.16: Measurements on Graphene/CoTb(3)/SiN/Ta(1)-Multilayer for 𝑘 = 16.7 radµm .
Measurements done for 350mT and 425mT.
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