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Abstract – We consider the amount of energy dissipated during individual avalanches at the
depinning transition of disordered and athermal elastic systems. Analytical progress is possible in
the case of the Alessandro-Beatrice-Bertotti-Montorsi (ABBM) model for Barkhausen noise, due
to an exact mapping between the energy released in an avalanche and the area below a Brownian
path until its first zero-crossing. Scaling arguments and examination of an extended mean-field
model with internal structure show that dissipation relates to a critical exponent recently found
in a study of the rounding of the depinning transition in presence of activated dynamics. A
new numerical method to compute the dynamic exponent at depinning in terms of blocked and
marginally stable configurations is proposed, and a kind of ‘dissipative anomaly’–with potentially
important consequences for nonequilibrium statistical mechanics–is discussed. We conclude that
for depinning systems the size of an avalanche does not constitute by itself a univocal measure of
the energy dissipated.
Introduction. – Athermal disordered systems are
ubiquitous in nature. When gently driven, they tend to
evolve in a very intermittent manner, with quiescent pe-
riods followed by activity burst, or avalanches, where the
accumulated energy is released to the environment. For
elastic manifolds driven in presence of disorder, this oc-
curs when the external force f coincides with a critical
force fc below which the manifold is stuck, and above
which it moves with a finite velocity. At f = fc the state
of the system corresponds then to a dynamic depinning
transition which is characterized by such intermittent be-
havior, with power-law-distributed sizes and durations of
individual avalanches. Slightly above fc the proximity of
the critical point is reflected by the power-law vanishing
of the manifold velocity, v ∼ (f −fc)β , and the divergence
of a correlation length, ξ ∼ (f − fc)−ν [1].
The model of an elastic manifold in a disordered land-
scape is a good starting point for studying many systems
exhibiting depinning-like behavior, like contact lines [2,3],
domain walls in magnets [4–6], charge density waves [7,8],
and vortex lines in superconductors [9]. The main focus of
most studies is typically the critical force and dynamic ob-
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servables, i.e., avalanche observables like sizes, durations,
shapes and velocities [10–15]. Dissipation, however, has
received far less attention in these systems even though it
constitutes an important ingredient of their phenomenol-
ogy. Some previous research has been devoted to the
problem of dissipation at the depinning transition, even
challenging the typical assumption of pure viscous friction
giving rise to the relaxational dynamics considered in the
manifold model (see eq. (1) below), e.g., [16], however,
within the range of validity of linear friction, dissipation
has not been systematically studied to the best of our
knowledge.
The main goal of this Letter is to give a first step in this
direction. Our motivation is more than academical: the
systematic study of dissipation may open new possibilities
to better understand how to quantify more accurately the
energy released by earthquakes in terms of their extension,
or to establish a link between the magnitude of plastic
deformations and the structure of local energy barriers in
amorphous materials [17–19].
Avalanche-size measurements in crystal plasticity by
acoustic emission techniques [20] rely on the equivalence
between size and energy, which is to say that the size dis-
tribution, p(S) ∼ S−τ , and the (dissipated) energy distri-
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bution, P (Q) ∼ Q−̺, exhibit the same power-law decay,
τ = ̺. This has been shown to be the correct scenario in a
study of crystal plasticity [21]. One of the main results of
this Letter is that this is not the case at depinning because
the equivalence between size and energy is only possible
under very special and singular conditions. In general, we
will see that the link between size and energy implies an
unexplored connection between dissipation at zero tem-
perature and the rounding of the depinning transition in
presence of activated dynamics.
In other matters, our results lead us to propose a
method to numerically access the dynamic exponent at
the depinning transition by only using general properties
of blocked configurations, illustrating the fundamental role
of energy surface topology on dynamics. Furthermore, we
show that the so far established dynamic mean-field theory
is not consistent with a mean-field description of dissipa-
tion, suggesting that a modified scheme able to capture
dissipation and kinetics on equal footing is in order.
Defining dissipation. – Being the central object of
the present study, we start by appropriately introducing
dissipation. The Hamiltonian of a (d+1)-dimensional elas-
tic manifold in presence of quenched disorder is written as
H = Hel +Hdis +Hw, with the elastic part of the energy
prescribed as Hel = (c/2)
∫
x
[∂xu(x)]
2, where u represents
the local height of the manifold and c is the elastic coef-
ficient1. The disordered part reads Hdis =
∫
x
V (u(x), x),
where V (u, x) is a Gaussian random potential with zero
mean and correlator V (u, x)V (u′, x′) = R(u−u′)δd(x−x′).
The system is confined by a global parabolic potential,
Hw = (m2/2)
∫
x
[w − u(x)]2, and driven by slowly and
monotonically changing w.
We consider simple relaxational dynamics, η∂tu(x, t) =
−(δ/δu)H|u(x,t):
η∂tu(x, t) = c∂
2
xu(x, t) +m
2[w(t)− u(x, t)] +F (u(x, t), x),
(1)
where η is the drag coefficient and the random force,
F (u, x) = −∂uV (u, x), has zero mean and covariance
F (u, x)F (u′, x′) = ∆(u − u′)δd(x − x′), with ∆(u) =
−R′′(u). Let us consider a time interval [0, T ]. We in-
troduce the work performed on the system during that
time interval as is customary in stochastic thermodynam-
ics, i.e., as the energy change associated to the variation of
the parameters in the Hamiltonian [22], W =
∫
t(∂tH) =
m2
∫
x,t
w˙[w − u], with t ∈ [0, T ]. Multiplying eq. (1) by
∂tu, integrating over x and t and using an integration by
parts in the spatial variables, we can write after very sim-
ple algebra:
∆H = W − η
∫
x,t
[∂tu(x, t)]
2, (2)
where ∆H = H[u(•, T );w(T )] − H[u(•, 0);w(0)] corre-
sponds to the total energy change during the process. By
1For simplicity we specialize here on short-range elasticity with-
out any lost in generality.
Fig. 1: Cartoon of an avalanche in d = 1 with the correspond-
ing length scales The size of the avalanche is the area of the
shadowed region.
simple identification of eq. (2) with first law of thermody-
namics, ∆H = W − Q, where Q is the amount of energy
released to the environment in the form of heat, we can
associate dissipation with the second term in the r.h.s. of
eq. (2)
Q = η
∫
x,t
[∂tu(x, t)]
2 ≥ 0. (3)
It becomes apparent that the amount of energy dissi-
pated during the evolution can be simply related to the
work done against viscous forces. We also remark that at
finite temperature eq. (3) is corrected by adding a term
proportional to the random noise accounting for ther-
mal fluctuations, which leads to the classical definition
of stochastic heat commonly used in stochastic thermo-
dynamics [23]. In that case dissipation has no longer a
definite sign at the stochastic level.
Scaling analysis. – To gain some intuition on how
the energy released in an avalanche is related to its size,
we start by performing a scaling analysis. The results of
this section are expected to be general as far as the main
assumptions behind the scaling arguments remain valid.
In particular, the main result of this section, Eq. (5), is
expected to hold for short range and long range elasticity
as well, by using the corresponding exponents in each case.
In Fig. 1 we schematically represent an avalanche for
the case of a manifold in d = 1. An initially stable con-
figuration, u(x, t = 0), suffers from an instability induced
by the slow external driving, and part of the front evolves
until the system finds a new globally stable configuration,
u(x, t = ∞). The linear size of the portion of the mani-
fold involved in the avalanche is called its extension and is
denoted by l. The typical distance that the manifold ad-
vances scales with the extension as lζ, defining the rough-
ness exponent of the interface at depinning, ζ. The size of
the avalanche corresponds to the area of the shadowed re-
gion, i.e., the spanned ‘volume’ of the avalanche, and can
be expressed as S =
∫
x,t
u˙(x, t) ∼ l1+ζ. In d dimensional
p-2
On dissipation in crackling noise systems
isotropic media one has S ∼ ld+ζ. Additionally, the typi-
cal duration of the avalanche, T , scales as T ∼ lz, defining
the dynamic exponent at the depinning transition, z. The
‘velocity’ of the manifold then goes like v ∼ lζ−z, leading
to the scaling Q = η
∫
x,t[∂tu(x, t)]
2 ∼ l2ζ+d−z or equiva-
lently, in terms of the size of the avalanche, Q ∼ S1−ψh ,
with
ψh =
z − ζ
d+ ζ
≡ β
(d+ z)ν − β , (4)
where in the second equality we have used the hyperscaling
relation β = ν(z − ζ). The notation ψh is not accidental;
the same exponent has been recently reported in the study
of the thermal rounding of the depinning transition [24].
More precisely, it determines the scaling of the velocity
at f = fc with a small external field h providing a uni-
form activation rate for pinned portions of the manifold
irrespective of the height of the local energy barrier to
overcome, v ∼ hψh . The precise meaning of this connec-
tion has remained so far elusive to us 2. We will discuss
about it elsewhere [25].
The scaling relation between dissipation and size to-
gether with the asymptotic tail of the size distribu-
tion, p(S) ∼ S−τ , determine the exponent of the
power-law decay of the dissipation distribution, P (Q) ∼
Q−(τ−ψh)/(1−ψh). We then find that scaling arguments
predict a power law decay P (Q) ∼ Q−̺, precising the ex-
ponent as
̺ =
τ − ψh
1− ψh . (5)
At this stage we can already note that the equality ̺ = τ
only holds if ψh = 0, in which case one also has Q ∼ S.
It turns out that this condition is actually very difficult
to meet in realistic systems, showing that at depinning
the size of an avalanche does not scale linearly with the
corresponding released energy.
Exact results: ABBM model. – To go beyond
scaling arguments, it is necesary to consider specific mod-
els. The main goal of this paragraph is to analyze the
asymptotic behavior of the probability density function
(PDF) of the dissipation during an avalanche in the sim-
plest scenario. With that purpose, we start by considering
a 0−d manifold, i.e., a particle, pulled by a spring in pres-
ence of a random potential, as schematically represented
in Fig. 2. The equation of motion for such a system reads
η∂tu(t) = m
2[w(t) − u(t)] + F (u(t)). (6)
We specialize on the case of a Brownian force land-
scape, F (u)F (u′) = 2Dmin(u, u′), where D character-
izes the strength of the disorder. This choice corresponds
to the classical ABBM model for domain wall dynamics
and Barkhausen noise in soft ferromagnets [5, 6]. Under
monotonous driving (we take w˙(t) = const & 0) one can
2We have intensely discussed about the origin of this connection
with V. Lecomte. It was actually him who noticed that we were
obtaining the same exponent of Ref. [24].
Fig. 2: Cartoon of a particle pulled by a spring moving at
speed w˙ → 0+ in presence of a random potential V (u). The
force deriving from this potential, F (u) = −V ′(u), describes a
Brownian motion in u.
invoke Middleton theorem [11, 26, 27] to ensure that if
∂tu(t = 0) ≥ 0 then ∂tu(t) ≥ 0 ∀t. The position of
the particle is thus a monotonous function of time and,
correspondingly, time can be reparametrized in terms of
u. Taking the time derivative of eq. (6), and denoting by
v(u) the position-dependent velocity, we have
η∂uv(u) = m
2
[
w˙
v(u)
− 1
]
+ ξ(u), (7)
where now ξ(u) is a white noise in u, with zero mean
and covariance ξ(u)ξ(u′) = 2Dδ(u − u′). It is worth to
make contact with the scaling analysis to predict what
to expect for the ABBM model. In this case one has
that the dynamic exponent zABBM = 2. As this problem
is zero dimensional, the concept of roughness makes no
sense. However, understanding the ABBM model as the
zeroth-dimensional instance of the Brownian Force Model
(BFM) (see next section), for which the roughness expo-
nent is ζBFM = 4 − d in d ≤ 4, one can formally take
the value ζABBM = 4. With these two values and the ex-
ponent of the size distribution, τABBM = 3/2, we readily
see from Eqs. (4) and (5) that we have ψh = −1/2 for
the ABBM model, predicting the scalings Q ∼ S3/2 and
P (Q) ∼ Q−4/3.
Let us first consider the critical regime in which m = 0.
In this case the velocity becomes a Wiener process in the
position, η∂uv(u) = ξ(u), and single avalanches can be
identified as Brownian excursions of the velocity as a func-
tion u. The size of an avalanche, S, which corresponds to
the displacement of the particle until it stops, is nothing
but the first-passage position for v(u), i.e., S corresponds
to the first value of u for which v(u) = 0. Dissipation, on
the other hand, is proportional to the area below the Brow-
nian path in the v−u, plane, Q = η ∫t[∂tu(t)]2 ≡ η ∫u v(u)
(see Fig. 3). The PDF of the dissipated energy Q dur-
ing an avalanche then corresponds to the distribution of
the area until the first passage of a Wiener process, a well
p-3
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Fig. 3: Schematic representation of the size of an avalanche
and its associated energy in the v − u plane for the ABBM
model.
studied problem in mathematics and physics, e.g. [28–34].
To the best of our knowledge, the calculation of the PDF
of the energy released during an avalanche in the ABBM
model constitutes a new application for that theory. With
this analogy in mind, we can immediately write [35]
P (Q) =
1
32/3Γ(1/3)
ηv0
D1/3Q4/3
exp
(
− η
3v30
9DQ
)
. (8)
In eq. (8), v0 is a small cut-off initial velocity needed
to regularize calculations due to the singular nature of
Wiener process. We point out that the existence of a
small-scale cut-off is generic in physical systems, however,
the scale invariance of the underlying force landscape does
not provide a natural small parameter, and the cut-off is
set either by the driving velocity or equivalently by an
initial small velocity given to the particle after a small
perturbation, which is the case we consider here.
The main message we extract from eq. (8) is that at the
depinning transition the distribution of the released energy
exhibits power law asymptotics for large Q, P (Q) ∼ Q−̺,
modulated by some small-scale cut-off function, with spe-
cific value ̺ = 4/3, as we have already predicted above in
terms of scaling arguments
To finish the present section, we briefly discuss the ef-
fect of a large-scale cut-off, wich appears when the mass
is non-zero. For simplicity in the discussion, we still con-
sider that w˙ = 0 and that the avalanche proceeds after
exciting the particle with a small velocity v0. It is known
already that in that case it is impossible to find a closed
analytic expression for the distribution of the area below
the Brownian path up to the first zero-crossing. However,
one can at least extract the asymptotic behavior of the
distribution which decays for large Q as follows [32]
P (Q) ∼ Q−3/4 exp
(
−
√
2m6Q
3D2
)
. (9)
Two important comments are in order. First, note that
the prefactor of the exponential has an exponent that does
not correspond to the one predicted by scaling arguments.
This may imply that close to the large-scale cut-off there is
a crossover in scaling. However, note that the large-scale
cut-off, which is present in the exponential that dominates
the asymptotic behavior, is given by Qm ∼ m−6 ∝ S3/2m ,
where Sm = D/m
4 is the known large-scale cut-off for the
size of the avalanche. In other words, the large-scale cut-
offs for the size and dissipation PDFs do scale as predicted
by scaling arguments. The relevance of the power-law pref-
actor close to the large-scale cut-off demands then further
research.
Dissipation in the Brownian Force Model. – We
would like now to formally test the predictions of scaling
arguments by studying dissipation in the BFM [12–14,36].
The BFM corresponds to dynamics (1) with a Brownian
force in u, F (u, x)F (u′, x′) = 2Dmin(u, u′) δd(x − x′). It
is worth noting that in comparison with the ABBM model
discussed above, the BFM has internal structure and con-
siders elasticity in an explicit way.
The BFM is interesting in itself because it corresponds
to the appropriate dynamic mean-field theory for a mani-
fold with internal dimension d ≥ 4 [12,14]. It thus consti-
tutes the starting point for studying avalanche observables
beyond mean-field at d < 4 by using Functional Renor-
malization Group (FRG) in a loop expansion in ǫ = 4−d.
Velocity theory of the BFM is analytically tractable al-
lowing a systematic study of many avalanche observables,
e.g, [12, 15, 37].
A peculiarity of the BFM is that observables depending
only on the position of the center of mass of the manifold
exhibit, at any dimension d, the same statistics inferred
from ABBM model. In contrast, scaling analysis predicts
the results for Q depend on d. One can see that indeed
this is the case by using known exponents for the BFM,
zBFM = 2 and τBFM = 3/2 for all d, while ζBFM = 4− d
for d ≤ 4. One then gets from Eq. (4) that ψh = (d− 2)/4
leading to Q ∼ S(6−d)/4 and P (Q) ∼ Q−̺, with ̺ =
(8 − d)/(6 − d) from Eq. (5). Notice that for d = 0 we
get Q ∼ S3/2 and ̺ = 4/3, as previously obtained for the
ABBM model.
To start, we note that by exploiting Middleton theorem
one can derive an effective Markovian dynamics for the
velocity v(x, t) = ∂tu(x, t) [13, 14]:
η∂tv(x, t) = c∂
2
xv(x, t) +m
2[w˙ − v(x, t)] +
√
2Dv(x, t) ξ,
(10)
with standard white noise of zero mean and covariance
ξ(x, t)ξ(x′, t′) = δ(t− t′)δd(x− x′). Let us first show that
the large-scale cut-off for the dissipated energy scales with
the one corresponding to the size of the avalanche in the
correct manner, i.e., as predicted by scaling analysis. This
is simple to do if one introduces dimensionles variables,
v(x, t) = vmv˜(x˜, t˜), in Eq. (10). One can readily show
that (10) becomes ∂t˜v˜ = ∂
2
x˜v˜− v˜+ ˙˜w+
√
2v˜ ξ˜, by choosing
vm = (D/ηc
d/2)md−2, and x˜ = x/xm, t˜ = t/tm, with
xm =
√
c/m and tm = η/m
2. Then the large-scale cut-
p-4
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off for the size can be derived as Sm = vmx
d
mtm = D/m
4,
while the large-scale cut-off for the dissipation readsQm =
ηv2mx
d
mtm = (D
2/cd/2)md−6. It is now easy to check that
Qm ∝ S(6−d)/4m with an m-independent prefactor, which is
the result we just discussed above using generic scaling.
Having shown that the large-scale cut-offs exhibit the
right scaling as they do in ABBM model, we now simplify
the discussion by considering here the so called massless
case in which m = 0. The initial state corresponds to a
Middleton metastable state with vanishing interface veloc-
ity. An avalanche is then triggered by giving a small force
kick to the manifold at t = 0. In this situation, Eq. (10)
is rewritten as
η∂tv(x, t) = c∂
2
xv(x, t) + δf(x)δ(t) +
√
2Dv(x, t) ξ(x, t).
(11)
Due to the lack of a large-scale cut-off in this setting for
an infinite system, a uniform kick, δf(x) = δf ∀x, induces
an avalanche of infinite size. One has then to impose a
kick satisfying the integrability condition
∫
x
δf(x) = f˜ ,
with 0 . f˜ <∞. Furthermore, it is enough to consider a
local kick, δf(x) = f˜ δd(x); any other choice satisfying the
integrability condition gives the same tail for P (Q), see
the comment at the end of the present section. The PDF
of Q is defined as P (Q) = δ(Q− η ∫
x,t
v(x, t)2). Given
that dissipation is positive definite, one can introduce
its Laplace transform, G(λ) =
∫
Q≥0
P (Q) exp(−λQ) ≡
exp(−λ η ∫
x,t
v(x, t)2). In the Martin-Siggia-Rose path in-
tegral representation of eq. (11), we can write
G(λ) =
∫ D[v, vˆ] exp (− I[v, vˆ]− λ η ∫x,t v(x, t)2)∫ D[v, vˆ] exp (− I[v, vˆ]) , (12)
with dynamic action
I[v, vˆ] =
∫
x,t
i vˆ[η∂tv − c∂2xv − f˜δd(x)δ(t)] +D
∫
x,t
vˆ2 v.
(13)
Notice that by construction one has G(0) = 1, as
demanded by normalization of P (Q). Taking the re-
sponse field so that vˆ(x, t = ∞) = 0 we can, by
‘integration by parts’, rewrite the dynamical action as
I[v, vˆ] = −i f˜ vˆ(0, 0)−∫x,t i v(x, t)[η∂tvˆ(x, t)+ c∂2xvˆ(x, t)+
iD vˆ(x, t)2]. We can now exactly perfom a Gaussian inte-
gration over v in the numerator of eq. (12) to write
G(λ) = N
∫
D[vˆ] exp (− Ie[vˆ] + i f˜ vˆ(0, 0)). (14)
The integral is taken over all paths satisfying vˆ(x, t =
∞) = 0 and the normalization constant N contains the
denominator of (12) and the determinant associated to
the Gaussian integration, while the effective action reads
Ie[vˆ] =
1
4ηλ
∫
x,t
[η∂tvˆ + c∂
2
xvˆ + iD vˆ
2]2. (15)
A crucial step is to introduce dimensionless quanti-
ties as vˆ(x, t) = (c/Dℓ2λ)h(x/ℓλ, ct/ηℓ
2
λ), with ℓλ =
(c3/D2λ)1/(6−d). With this choice, all the terms inside
the brackets in the effective action scale in the same way
and can be factored out. Furthermore, the multiplica-
tive factor in front of the integral becomes 1/4, while
the second term inside the exponential in (14) becomes
if˜(c/Dℓ2λ)h(0, 0). All this allows to express the Laplace
transform of P (Q) as follows:
G(λ) = Φ
(
(λQf )
2
6−d
)
, (16)
where Qf = [f˜
(6−d)/2/(cdD(2−d)/2)] is a small-scale dissi-
pation cut-off (note that in d = 0, under the identification
f˜ = ηv0, we obtain the same typical scale as in eq. (8),
Q0 = η
3v30/D). Introducing the short-hand notation h0
for h(0, 0), the function Φ(X), which satisfies Φ(0) = 1 by
construction, is given as
Φ(X) ∼
∫
D[h] exp
(
− 1
4
∫
x,t
[∂th+∂
2
xh+ ih
2]2+iX h0
)
.
(17)
The tail of P (Q) can now be derived as follows. First,
write the inversion formula for the Laplace transform
which, after the change of variable λQ = y, can be ex-
pressed as P (Q) = H(Q)/Q, with
H(Q) =
1
2πi
∫
C
dyΦ
(
y
2
6−d
[
Qf
Q
] 2
6−d
)
exp(y), (18)
for a suitably choosen contour C parallel to the imag-
inary axis. Given that Φ(0) = 1, we see from (18) that
H(∞) =∞. However, one can easily check that P (∞) = 0
by using the final value theorem, P (∞) = limλ→0 λG(λ).
Then, limQ→∞(H(Q)/Q) ≡ 0 exists, which means that
the asymptotic behavior of P (Q) can be expressed using
L’Hoˆpital rule for large Q: P (Q) ∼ H ′(Q) ∼ Q−̺ to the
leading order, with
̺ =
2
6− d + 1 ≡
8− d
6− d , (19)
confirming the prediction from scaling analysis. Before
closing the present discussion it is worth showing that
one indeed gets the same tail for P (Q) under the ac-
tion of any integrable force kick satisfying f(0) 6= 0 and
|x|αf(x) → 0 for |x| → ∞ ∀ α > 0. In the case of
an extended kick, we must substitute the term f˜ vˆ(0, 0)
in eq. (14) by
∫
x f(x) vˆ(x, t = 0), which under the same
rescaling as before behaves (ignoring unimportant prefac-
tors) as ℓd−2λ
∫
x f(ℓλx)h(x, t = 0). The key point is to note
that ℓλ →∞ at any d ≤ 4 for λ→ 0, which is the sensitive
limit to access the tail of the distribution. In that limit
one has
ℓd−2λ
∫
x
f(ℓλx)h(x, t = 0) ∼ f˜ ℓ−2λ h(x = 0, t = 0)
to the leading order, which is equivalent to the local
kick previously considered (more explicitly, ℓdλ f(ℓλx) →
f˜δd(x) for ℓλ →∞).
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Discussion. – In the previous sections we have in-
troduced the notion of dissipation during an avalanche,
characterizing its behavior analytically in mean-field sys-
tems, and by means of scaling arguments in more general
scenarios. The tail of the distribution of the energy dis-
sipated during an avalanche corresponds to a power-law
decay with exponent ̺ = (τ − ψh)/(1 − ψh) from scal-
ing arguments, a prediction which is exactly satisfied by
the BFM, in which case the exponent reduces to the one
reported in eq. (19). This result also allows to correctly
recover the 4/3 law obtained analytically for the ABBM
model. We thus believe that our predictions indeed hold
quite generally, although the results for the ABBM model
suggest that one may have a crossover in scaling that is not
captured by the arguments provided previously. This de-
mands a more detailed study of the dissipation in generic
depinning systems.
Let us consider the necessary conditions to have dis-
sipation and size of individual avalanches scaling in the
same way. As previously commented, this would demand
the exponent ψh to vanish, which, reading directly from
eq. (4), means that one should have z = ζ. This situation
is actually difficult to meet when considering realistic in-
terfaces, however, it is worth pointing out that it occurs in
the BFM in two dimensions, as can be seen immediately
by noting that ζ = 4 − d = 2 ≡ z in d = 2. Consistently,
plugging d = 2 in eq. (19) gives ̺ = τ = 3/2. In any case,
one sees that the relation Q ∼ S demands extremely fine
tuning, and that in general size and dissipation of individ-
ual avalanches at depinning scale differently. Furthermore,
the scaling changes with dimension and other factors, im-
plying that size does not provide a complete measure for
the dissipated energy. What this means precisely is that
without additional information on the system, like know-
ing the dynamic exponent for instance, one cannot access
dissipation by only meausring size.
We now propose a new method to determine the dy-
namic exponent at depinning. Note that one can in princi-
ple determine z by measuring the distribution of avalanche
durations, but such an approach relies on simulating real-
time dynamics, with a high computational cost. The
method we propose allows to access z using the same qua-
sistatic automata-like models commonly used to measure
avalanche size distributions, which require far less com-
puting resources.
Under quasistatic loading there is a clean separation
between the time scales of the driving and the relaxation.
While energy accumulates until the manifold destabilizes,
there is no dissipation, while once triggered, the avalanche
is so fast that during the discharge the external force has
not enough time to do work. The difference in energy
between the activated state and the new Middleton state,
which is a static quantity, is then equal, by conservation of
energy, to the heat released in the avalanche. One should
then be able to determine the dynamic exponent z from
the knowledge of τ , ̺, and d only; we proceed to show
that this is precisely the case
Starting from eq. (4), we see that z = (ζ+d)(1+ψh)−d.
From the Narayan-Fisher (NF) prediction for τ [38], we
write τ = 2 − 2/(d + ζ) (this relation has to be slightly
modified for long-range elasticity, but the modification is
not essential for the upcoming analysis). We then get
d+ζ = 2/(2−τ), which allows to write z = [2(1+ψh)/(2−
τ)]− d. Using now eq. (5) we finally get
z =
2(2̺− τ − 1)
(2− τ)(̺ − 1) − d, (20)
which is the desired result allowing to measure z. The
method thus relies on modifying quasistatic simulations
only in the measurement step: In addition to initial and
final position of the center of mass before and after the
avalanches, one needs to compute the corresponding ini-
tial and final energies of the system, dissipation being their
difference. One can then build the histograms for S and Q
independently, accessing τ and ̺, and correspondingly, z.
We remark that, in view of the possibility of a crossover in
scaling, this method is expected to work well when sam-
pling the central part of the distribution, far from the
large-scale cut-off.
We now discuss on an important observation arising
from our results. The dynamic tree-level theory (defined
by the BFM) is called precisely like that because it corre-
sponds to the zeroth order in a loop expansion in powers
of ǫ = 4−d for dynamic observables in FRG. Correspond-
ingly, the statistics of such observables do not depend on
dimension d at this level. We have however found that
dissipation exponent ̺ contains corrections to all orders
in ǫ with respect to its mean-field value at d = 4, ̺ = 2, a
situation that we call ‘dissipative anomaly’. This clearly
illustrates that dynamic mean-field theory is not able to
consistently describe dissipation within the same mean-
field scheme. It is then natural to expect those differences
to survive beyond the tree-level. In our opinion, this sit-
uation is not exclusive to the kind of systems we study
here. On the contrary, we feel that it has a fundamen-
tal nature due to the way in which mean-field schemes
deal with local fluctuations. In any case, it is our hope
that this observation will motivate the derivation of new
mean-field approaches that consistently account for dissi-
pation, which may prove relevant when considering phase
transitions out of equilibrium.
Conclusions. – In this Letter we have analytically
studied the statistics of the amount of energy dissipated
during an avalanche at the depinning transition of an
elastic manifold in a disordered landscape. We have ob-
tained the asymptotic form of the corresponding PDF,
and our predictions were tested in a mean-field scenario.
Dissipation during an avalanche at criticality in the clas-
sical ABBM model can be exactly mapped to the area
under a Brownian path until its first zero-crossing. We
have also proposed a numerical method to determine the
dynamic exponent at the depinning transition without
simulating the full dynamics, i.e., by only using blocked
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and marginally stable configurations in quasistatic simu-
lations.
The simple scaling formula relating the dissipated en-
ergy and the size of an avalanche, Q ∼ S1−ψh , opens new
exciting research avenues due to the implied link between
dissipation at depinning, and the rounding of the depin-
ning transition in presence of activated dynamics. We
ignore so far the origin of this connection, and we expect
that its understanding will motivate further research in
the community.
Other possible extension of the present work consists on
studying the yielding transition in amorphous materials,
in order to assess correlations between plastic (deforma-
tion) slips and local thresholds (related to local energy
barriers). On these lines, some parallels between depin-
ning and amorphous plasticity may prove useful [39, 40],
although the breakdown of Middleton theorem in the lat-
ter context poses a strong technical challenge.
Our identification of a dissipative anomaly where the
dynamic tree-level theory contains dimensional corrections
to all orders in ǫ = 4 − d for dissipation, while other
avalanche observables do not depend on dimension, seems
to suggest that new mean-field schemes consistently ac-
counting for dissipation are needed. A possible route is
to consider dynamic renormalization group calculations in
ensembles which are constrained on dissipation. We plan
to pursue further results along this direction by studying
simpler systems than those considered here.
Finally, we believe that it is important to understand
why in crystal plasticity dissipation and size scale in the
same way [21], while at depinning this is not in general the
case, as discussed in this Letter. Digging on that direc-
tion may prove helpful to clarify the ultimate fundamental
differences between depinning and plasticity.
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