In the "gold rush" for higher performance numbers, a lot of confusion was introduced in supercomputing. The present paper attempts to clear up the terms through scrutinizing the basic terms, contributions, measurement methods. It is shown that using extremely large number of processing elements in computing systems leads to unexpected phenomena, that cannot be explained in the frame of the classical computing paradigm. The phenomena show interesting parallels with the phenomena experienced in science more than a century ago and through their studying a modern science was introduced. The introduced simple non-technical model enables to set up a frame and formalism enabling to explain the unexplained experiences around supercomputing. The model also enables to derive predictions of supercomputer performance for the near future as well as provides hints for enhancing supercomputer components.
predicted [2] and decades later experimentally confirmed [3] , the scaling of the parallelized computing is not linear. Even, "there comes a point when using more processors . . . actually increases the execution time rather than reducing it" [3] . The parallelization operation has its own rules of game and has its inherent performance limitations [4, 5] . The present commonly used computing paradigm (and its technical implementation) also limits the performance of supercomputers [6] .
The expectations against supercomputers are excessive. Although even the Eflops payload performance has not yet been achieved, already the implementation of the Zflops supercomputers are planned [7, 8] . It looks like that in the feasibility studies an analysis whether some inherent performance bound exists remained out of sight either in USA [9, 10] or in EU [11] or in Japan [12] or in China [7] . The confusion is growing: some "must work" world-class supercomputers (like Gyoukou, Aurora, SpiNNaker) are failed. In addition to the previously existing "two different efficiencies of supercomputers" [13] further efficiency/performance value appeared 1 (and several more can easily be derived).
In section 2 a by intention strongly simplified non-technical model is presented. The notations for Amdahl's law, that forms the basis of the present paper, is introduced in section 3. After giving the proper interpretation of the terms in Amdahl's Law, in section 4 is shown that the degradation of the efficiency of the parallelized sequential system is a natural consequence of the computing paradigm, rather than an engineering imperfectness. The form of the correction for adding performances stemming out from Amdahl's law enables to introduce in section 5 an interesting parallel with the correction term introduced by the relativistic physics for summing speeds. Intestingly enough, both natural and technical objects of computing show up a series of similar behavior (published elsewhere) under extreme conditions.
As according to Amdahl the components of different origin add their contribution to the resulting non-parallelizable portion of the task, the effect of the different contributions on the payload performance is detailed in section 6. A case study in section 7 provides insight how the different contributions compete for dominating the resulting payload performance of the computing system, and how the enhancing of the technology made the computing+communication the dominating contribution in defining the efficiency of supercomputers. The question about the reliability and accuracy of the results delivered by the model is answered in section 8. As the "gold rush" to produce supercomputing systems with higher performance numbers is going on, in section 9 the expected results of the developments in the near future are predicted. The section introduces some further performance merits and though interpreting them concludes that increasing further the size of supercomputers and making expensive enhancements in their technologies only increases the dark performance. Some details of the unexpected behavior of the future "cutting edge" supercomputers are also revealed. The payload performance of the future su-1993 2018
T otal = 10 13 clocks N cores = 10 3 N cores = 10 7 percomputers, without making drastic changes in the computing paradigm, will increase only marginally.
A non-technical model of parallelized sequential operation
The performance measurements are simple time measurements (although they hide several traps and subtle points, see good textbooks like [14] ): a standardized set of machine instructions is executed (a large number of times) and the known number of operations is divided by the measurement time; both for the single-processor and for the distributed parallelized sequential systems. In the latter case, however, the joint work must also be organized, implemented with extra machine instructions and extra execution time. This is the origin of the efficiency: one of the processors orchestrates the joint operation, the others are waiting. At this point the "dark performance" appears: the processing units are ready to operate, consume power, but do not make any payload work. The physical size of the computing system also matters: the processor connected with a cable of length of dozens of meters to the first one must spend several hundreds clock cycles with waiting, only because of the finite speed of propagation of light (this is called here the contribution of the science), topped by the latency time and hoppings of the interconnection (not mentioning geographically distributed computer systems, such as some clouds, connected through general-purpose networks). Detailed calculations are given in [15] .
After reaching a certain number of processors there is no more increase in the payload fraction when adding more processors: the first fellow processor already finished the task and is idle waiting while the last one is still idle waiting for the start command. This limiting number can be increased by organizing the processors into clusters: then the first computer must speak directly only to the head of the cluster. Another way is to distribute the work near the processing units, either inside the processor [16] or using processors to let do the job by the processing units of a GPGPU.
This looping contribution is not considerable at low number of processing units, but can be a dominating factor at high number of processing units. This "high number" was a few dozens in the time of paper [3] , today it is a few millions. Considering the effect of the looping contribution is the limiting factor between the first and second order approximations in modeling the performance: the housekeeping keeps growing with the growing number of processors, while the resulting performance does not increase any more. The first order approximation considers the contribution of the housekeeping constant, while the second order approximation considers also that as the number of processing units grows, gradually it becomes the dominating limiting factor of the performance limitation and leads to a decrease in the payload performance.
As Fig. 1 shows, in the parallel operating mode (in addition of the calculation, furthermore communication of parameters between the processing units) both the software and the hardware contribute to the execution time, i.e. both must be considered in Amdahl's Law. This is not new, again: see [2] . Fig. 1 also shows where is place for improvements of efficiency. When combining properly the propagation delay (PD) with the sequential scheduling, the non-payload time can be considerably reduced during fine-tuning the system (in the case of Sierra 0% increase in the number of cores resulted in 32% more performance, in the case Summit a 5% increase in the number of cores resulted in 17% more performance). Also, mismatching the total time and the extended measurement time (or not making a proper correction) may lead to completely wrong conclusions [17] as discussed in [15] . 
where N is the number of parallelized code fragments, α is the ratio of the parallelizable fraction to the total, S is the measurable speedup. From this Summit Sierra Taihulight Tianhe-2 K computer Fig. 2 The efficiency as concluded from Amdahl's Law (see Eq. (4), in the first order approximation.This decay in performance is not a fault of the architecture, but is dictated by the limited parallelism [3] When calculating speedup, one actually calculates
hence the efficiency
The phenomenon itself is known since decades [3] . Presently, however, the theory was almost forgotten mainly due to the quick development of the parallelization technology and the increase of the single-processor performance.
During the past quarter of century, the proportion of the contributions changed considerably: today the number of processors is thousands of times higher than a quarter of century ago, the growing physical size and the higher processing speed increased the role of the propagation delay, furthermore the large number of processing units strongly amplified the role of the looping delay. As a result of the technical development the phenomenon of the performance limitation returned in a technically different form at much higher number of processors.
The efficiency according to Amdahl's Law
According to Eq. (4) the efficiency can be described with a 2-dimensional surface, as shown in Fig. 2 . On the surface some measured efficiencies of the present top supercomputers are also depicted. The High Performance Linpack (HPL) efficiencies are sitting on the surface, while the corresponding High Performance Conjugate Gradients (HPCG) values are much below those values.
According to Eq. (4) the efficiency can be interpreted in terms of α and N , and the efficiency of a parallelized sequential computing system can be calculated as
This simple formula explains why the payload performance is not a linear function of the nominal performance, and why in the case of very good parallalization ((1 − α) << 1) and low N this nonlinearity cannot be noticed. The value of α, however, can be hardly calculated for the present complex HW/SW systems. There are two ways that can be followed, however. One way is to calculate α for the existing supercomputing systems from the data in the TOP500 list [6] . This provides a lower bound for (1 − α), that already achieved. Another way round is to consider the different contributions, see section 6, and to calculate the high limit that those contributions alone do not enable to exceed (provided that that contribution is the dominant one). It gives us a good confidence on the reliability of the parameters that the values derived in these ways differ only within a factor of two. Which also means, that the technology is already very close to its theoretical limitations.
Analogies with the case of modern vs classic science
Eq. (5) simply tells that (in the first order approximation) the speedup in a parallelized computing system cannot exceed 1/(1 − α); a well known consequence of Amdahl's statement. Due to this, the computing performance cannot be increased above the performance defined by the single-processor performance, the parallelization technology and the number of processors (this is similar to affirming that the speed of an object cannot exceed the speed of light). Exceeding a certain computing performance (using the classic paradigm and its classic implementation) is prohibited by the laws of nature.
The above analogy discovers a parallel with the modern physics, namely with the relativistic speed addition, see Table 1 and Fig. 3 . One more analogy is introduced in section 9, in that case with quantum theory, and several more Table 1 The analogy of adding speeds in physics and adding performances in computing, in the classic and modern paradigm, respectively. In both cases a correction term is introduced, that provides noticeable effect only at extremely large values.
Physics
Computing Adding of speeds Adding of performance Classic Classic v(t) = t · a P erf total (N ) = N · P single t = time N = number of cores a = acceleration Payload performances of N cores @100GFlops in [6] . It seems to be an interesting parallel, that both the nature and the extremely cutting-edge technical (computing) system show up some extraordinary behavior, i.e. the linear behavior experienced under normal conditions gets strongly non-linear under extreme conditions. The overly complex Fig. 4 attempts to explain the phenomenon, why and how the performance of a given supercomputer configuration depends on the application it runs.
The non-parallelizable fraction (denoted on the figure by α X ef f ) of the computing task comprises components X of different origin. As already discussed, and was noticed decades ago, "the inherent communication-to-computation ratio in a parallel application is one of the important determinants of its performance on any architecture" [3] , suggesting that the communication can be a dominant contribution in systems performance. Figure. 4 .A displays the case of a minimum communication, and Figure 4 .B the moderately increased one (corresponding to real-life supercomputer tasks). As the nominal performance increases linearly and the performance decreases exponentially with the number of cores, at some critical value where an inflection point occurs, the resulting performance starts to decrease. The resulting large non-parallelizable fraction strongly decreases the efficacy (or in other words: the performance gain or speedup) of the system [4, 18] . The effect was noticed early [3] , under different technical conditions but forgotten due to the successes of the development of the parallelization technology. Figure 4 .A illustrates the behavior measured with the HPL benchmark. The looping contribution becomes remarkable around 0.1 Eflops, and breaks down payload performance when approaching 1 Eflops (see also Fig. 1 in [3] ). In figure 4 .B the behavior measured with benchmark HPCG is displayed. In this case the contribution of the application (brown line) is much higher, the looping contribution (thin green line) is the same as above. Consequently, the achievable payload performance is lower and also the breakdown of the performance is softer.
Given that no dedicated measurements exist, it is hard to make direct comparison between the theoretical prediction and the measured data. The theory can display data from with any contributor with any parameter, but from the measured data only sum of all contributions can be concluded. However, the impressive development of the interconnecting technologies provides a helping hand.
The contribution of the interconnection
As discussed above, in a somewhat simplified view, the resulting performance can be calculated using the contributions to α as
That is, two of the contributions are handled with emphasis. The theory easily provides values for the contributions for the interconnection and calculation separately. Fortunately, the public database TOP500 [19] also provides data measured under conditions greatly similar to the 'net' contribution. Of course, the measured data contain the contribution of all components. However, as will be shown below, in the total contribution those mentioned contributions dominate, so the measured α can be directly compared with the calculated α, although here only qualitative agreement can be expected. Both the quality of the interconnection and the nominal performance are a parametric function of the time, so one can assume on the theory side that (in a limited time span) the interconnection contribution was changing as shown in Fig. 5A . The other major contribution is assumed to be the calculation 2 Fig. 5 The effect of changing the dominating contribution. The left subfigure shows the theoretical estimation, the right subfigure the corresponding measured data, as derived from the public database TOP500 [19] .
itself. The benchmark calculation contributions for HPL and HPCG are very different, so the sum of the respective component plus the interconnection component are also very different. Given that at the beginning of the considered time span the contribution from the HPCG calculation and that of the interconnection are in the same order of magnitute, the sum only changes marginally, i.e. the measured performance changes only marginally.
The case with the HPL calculation is drastically different. Since in this case the contribution from the interconnection is very much larger than that from the calculation, the sum of these two contributions changes sensitively as the speed of the interconnection improves. As soon as the contribution from the interconnection decreases to a value comparable with that of the calculation, the decrease of the sum slows down considerably, and the further improvement of the interconnection causes only marginal decrease in the value of the resulting α (and so only a marginal increase in the payload performance).
The measured data enable to draw the same conclusion, but one must consider that here multiple parameters may have been changed. The tendency, however, is surprisingly clear. Fig. 5 .B is actually a 2.5D diagram: the size of the marks is proportional with the time passed since the beginning of the considered time period. A decade ago, the speed of interconnection gave the major contribution to α total ; enhancing it drastically in the past few years, increased the efficacy. At the same time, because of the stalled single-processor performance, the other technology components only changed marginally. The calculation contribution to α from benchmark HPL remained constant in function of the time, so the quick improvement of the interconnection technology resulted in a quick decrease of α total , and the relative weights of α N et and α Compute reversed. The decrease in value of (1 − α) can be considered as the result of the decreased contribution from the interconnection.
However, the total α contribution decreased considerably only until α N et reached the order of magnitude of α Compute . This occurred in the first 4-5 years of the time span shown in Fig. 5B : the sloping line is due to the enhancement of the interconnection. Then, they changed their role, and the constant contribution due to the calculation started to dominate, i.e. the total α contribution decreased only marginally. As soon as the computing contribution took over the dominating role, the total α total did not decrease any more: all measured data remain above that value of α. Correspondingly, the payload performance (due to the enhanced interconnection) improved only marginally (and due to factors other than the interconnection).
At this point, as a consequence of that the dominating contributor changed, it was noticed that the efficacy of the benchmark HPL and that of the reallife applications started to differ by up to two orders of magnitude. At that point was introduced the new benchmark program HPCG, since "HPCG is designed to exercise computational and data access patterns that more closely match a different and broad set of important applications" [20] . Since the major contributor is computing, the different benchmarks contribute differently and since that time "supercomputers have two different efficiencies" [13] . Yes, if the dominating α contribution (from the benchmark calculation) is different, then the same computer shows different efficiencies in function of the calculation it runs. Since that time that the interconnection provides less contribution than the calculation of the benchmark, enhancing the interconnection contributes only to the dark performance, rather than to the payload performance.
Reducing the communication really makes sense, however. The so called HPL-AI benchmark uses Mixed Precision 3 [21] rather than Double Precision calculations. This enabled to achieve apparently nearly 3 times better performance gain, that (as correctly stated in the announcement) "Achieving a 445 petaflops mixed-precision result on HPL (equivalent to our 148.6 petaflops DP result)", i.e. the peak DP performance did not change.
Unfortunately, this achievement has not much to do with AI: it utilizes the data representation commonly used in AI, but the achievement comes from accessing less data in memory and using quicker operations on the shorter data rather than reducing the communication intensity. For AI applications, the limitations remain the same as described above; except that when using Mixed Precision, the efficiency will be better by a factor of 2-3. Similarly, exchanging data directly between the processing units [16] (without using the global memory) also enhances α (and payload performance) [22] , but it represents a (slightly) different computing paradigm. Only the two mentioned measured data fall below the limiting line of (1 − α) in Fig. 5 .
A warning sign is that two of the first ten supercomputers did not provide their HPCG performance and other two used only a small portion of their cores in the HPCG benchmarking. As predicted: "scaling thus put larger machines at an inherent disadvantage" [3] . The reason is Eq. (4): using all of their cores the achievable performance is not higher (or maybe even lower), only the power consumption is higher. The cloud-like supercomputers have definitely a disadvantage in the HPCG competition: the Ethernet-like operation results in relatively high (1 − α) values.
The accuracy and reliability of the model
As the parameters of the model are inferred from non-dedicated single-shot measurements, their reliability is limited. One can verify, however, how the model predicts values that derived from later measurements. The supercomputers usually do not have a long lifespan and several documented stages. One of the rare exceptions is the supercomputer Piz Daint. The documented lifetime spans over 6 years and during that time different number of cores, without and with acceleration, using different accelerators, were used. Fig. 6 depicts the performance and efficiency values published during its lifetime, together with the diagram lines predicting (at the time of making the prediction) the values at the higher nominal performance values. Although between the samplings more than ore parameter was changed, that is the net effect cannot be demonstrated cleanly, the measured data sufficiently underpin our limited validity conclusions and show that the theory correctly describes the tendency of the development of the performance and the efficiency, and even the predicted performance values are reasonably accurate. The left subfigure shows how the efficiency due to the changes made in the configuration was affected. It is especially remarkable that introducing GPGPA acceleration resulted only in a slight increase compared to the value expected based on the increase of the number of cores; furthermore that changing the accelerator to another type with slightly higher performance (but higher latency due to the larger GPGPU memory) causes a slight decrease in the absolute performance because of the dropped efficiency.
Towards zettaflops
As detailed above, the theoretical model enables to calculate the payload performance in the first order approximation at any nominal performance value. Given that the parameter value is calculated from a snapshot, and the calculation is essentially an extrapolation, the values shown in Fig Fig. 6 The history of supercomputer Piz Daint in terms of efficiency and payload performance [19] . The marks are measured data, the diagram lines and the surface are calculated as described above. Fig. 7 The tendency of the development of the payload performance, in the near and farther future of supercomputing. The diagram lines are calculated from the theory, the marks are the measured values from the database TOP500 [19] and [21] .
the double floating precision HPCG, HPL payload performances. After that the half precision [21] HPL diagram line follows.
In addition to the really measured and published performance data, two more diagram lines representing two more calculated α values are also depicted. The 'FP0' (orange) diagram line is calculated with the assumption that the supercomputer makes the stuff needed to perform the HPL benchmark, but the actual FP operations are not performed, or in other words the computer works with zero-bit length floating operands (FP0).
It is expected that when using half precision (FP16), four times less data are transferred and manipulated by the system (the measured power consumption data underpin the statement), so it is expected that α F P 64 HP L = 4 * α F P 16
HP L
However, the performance is only 3 times higher than in the case of using 64-bit (FP64) operands. Given that the measured payload performance directly reflects the sum of all contributions, one can assume that the contributions of the two calculations plus the rest of the contributions define the α values we can conclude from the measurements:
1 − α F P 0 HP L − α F P 64 HP L = 1.465 * 10 −7 1 − α F P 0 HP L − α F P 16 HP L = 0.488 * 10 −7 0 where α F P 0 HP L is the contribution of all parts independent from the floating manipulation. This quantity is a "zero bitlength floating operation" contribution: the supercomputer makes the stuff needed to perform the HPL benchmark, but the actual FP operations are not performed 4 . From this, α F P 0 HP L = 0.19 * 10 −7 α F P 16 HP L = 0.33 * 10 −7 α F P 64 HP L = 1.3 * 10 −7 α F P 64 HP CG = 208 * 10 −7 These data directly underpin that the technology is (almost) perfect: the contribution from the benchmark calculation HPCG-FP64 is orders of magnitude larger than the contribution from all the rests. Recalling that the benchmark program imitates the behavior (as defined by the resulting α) of reallife programs, one can see that the contribution from the non-computational actors is about thousand times smaller than the contribution of the computa-tion+communication itself.
The 'Science' (red) diagram line is calculated with the assumption that nothing is calculated but the science (the finite propagation time due to the finite speed of light 5 ) limits the payload performance. The 'ideal interconnection' diagram line should come between the diagram lines 'Science' and 'FP0'. The non-linearity of the performance around the Eflops performance is obvious, and depends both on the amount of computing+communication and the nominal performance (represented by the number of cores). Fig. 7B shows the farther future (in the first-order approximation): towards the Zflops [7] . No surprise that all payload performance diagram lines runs into saturation, even the 'FP0' and 'Science' ones. As discussed in detals in [6] , the behavior of the computing system under extreme conditions shows surprising parallels with the behavior of natural objects. The example shown in Table 1 and Fig. 3 parallel the nonlinearity of speed addition in modern physics with the performance addition in modern computing.
The behavior of that supercomputer, as discussed in this section, is somewhat analogous with that of the quantum systems, where the measurement 4 The role of α F P 0 HP L is akin to execution time of the "empty loop" in programming. 5 100 m cable length was assumed, which means 10 6 processors pro cm and some GW dissipation.
selects one of the possible states (and actually, kills the quantum state). Here the computer has the potential of high performance until the payload performance is measured. The different components have their really imposantly high performance, but benchmarking the resulting system introduces one more component: the needed computations. Since the measurement method itself is a calculation, the measurable payload performance value cannot be smaller than the value the measurement procedure itself represents. This means that the measuring process (that means running some calculation) itself destroys the potentially achievable high performance (i.e. the one when the supercomputer does not make any calculations) of the supercomputer. For the real-life programs (such as HPCG) the saturation value already set well below the Eflops nominal performance. Further enhancements in technology, like tensor processors and OpenCAPI connection bus can slightly increase the saturation level, but cannot change the shape of the diagram line. The supercomputers reached their technical limitations. Continuing enhancing the components of a supercomputer that wants to run any kind of calculation, without changing the computing paradigm, is clearly just burning money for nothing. To enter the "next level", really renewing the computing paradigm is needed [23, 24] .
Conclusion
The ironic remark that 'Perhaps supercomputers should just be required to have written in small letters at the bottom on their shiny cabinets: Object manipulations in this supercomputer run slower than they appear. [13] ' is becoming increasingly relevant. The imposant numbers about performance of the individual components (including single-processor performance and speed of interconnection) are becoming less relevant when going to the extremes. Given that the largest α contribution today takes its origin in the calculation the supercomputer runs, even the best possible benchmark HPL dominates the performance measurement. Enhancing the other contributions, such as interconnection, result in marginal enhancement of the performance, i.e. the overwhelming majority of the expenses increases the "dark performance" only. Because of this, the answers to the questions in the title are: there are as many performance values as many measurement methods, and actually the benchmarks measure how much mathematics/communication the benchmark program does, rather than the supercomputer architecture (provided that all components deliver the technically achievable best parameters).
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