Outdoor scene classijication is challenging due to irregr geometry, uncontrolled illumination, and noisy reflecta distributions. This paper discusses a Bayesian approac, classifying a color image of an outdoor scene. A likelih, model factors in the physics of the image formation 1 cess. the sensor noise distribution, and prior distributi over geometry, material types, and illuminant spectrum rameters. These prior distributions are learned thro a training process that uses color observations of pla scene patches over time. An iterative linear algorithm e mates the maximum likelihood reflectance, spectrum, gel etry, and object class labels for a new image. Experimt on images taken by outdoor surveillance cameras clas known material types and shadow regions correctly, jiag as outliers material types that were not seen previok
Introduction
Color is an important feature for many vision t c such as segmentation [9] , object recognition [2] and im retrieval [20] . However, the apparent color of a surj varies with illumination, and it is necessary to account this apparent color change to use color robustly. C c constancy [6, 1, 51 is one way to deal with this probl Color constancy algorithms attempt to estimate the illu nant spectrum and compensate for its contribution to age appearance. Color constancy would seem to be an pealing preprocessing step for color-based vision tasks. fortunately, previous work shows that it is not sufficien merely concatenate a color constancy algorithm with an ject recognition algorithm [8, 20] .
Many interesting vision applications, such as sun lance and robot navigation, involve irregular geometry, controlled lighting and random reflectance distributic These real world applications seriously challenge exis color constancy algorithms, which have been tested on1 synthetic and laboratory settings. There exist very few cc constancy algorithms that work on real images [6, 2] . 
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We have observed several factors that contribute to the gap between color constancy theory and applications. First, color constancy algorithms deal with very general cases. Many color constancy algorithms assume the existence of statistical invariants governing the natural world. For example, the gray-world method assumes known mean reflectance of any natural scene, arid there is work attempting to estimate such statistics from large sets of images [17] . We seek to avoid such global assumptions by learning reflectance distributions only for classes of objects observed in a set of training images, leading to a specific and welldefined estimation problem.
Second, existing color imaging models have unpredictable accuracy. For example, the diagonal transformation model [6, 81 gives good approximations only when the camera has narrow and non-overlapping~spectral sensitivity functions. The generalized diagonal transform [SI performs better than the diagonal transformation model, but assumes very low dimensionality of the reflectance and spectrum. Finite dimensional linear models [ 12, 1, 221 require explicit use of illumination basis functions and camera sensitivity functions, which are not always available and accurate. Our observation is that only the coefficients used to combine basis functions are important for color constancy. As a result, we propose a color imaging model that has the simple bilinear form of the diagonal model, yet without the bias introduced by inaccurate sensitivity and basis functions.
Finally, the computational burden of solving a color constancy problem is non-trivial when a high degree non-linear optimization problem is imposed on each pixel[ 11. We introduce an iterative linear update method that reduces the computational cost dramatically, thus making it possible to work on real images.
By appropriately dealing with the above issues, we have developed a color-based object recognition algorithm that ' can be applied directly to real world environments. In this work we take advantage of the low dimensionality of outdoor light spectra, although indoor light spectra can be treated in a similar manner.
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We denote scalars as normal font characters, such as 9. Vectors are denoted as bold lowercase characters (e.g. v), matrices as bold uppercase (e.g. M). Random variables and estimates are denoted with a hat (e.g. 6).
Color Image Formation Model
We study Lambertian surfaces in this paper. For a Lambertian surface, the measured intensity pc of channel c, c = 1 , 2 ,..., nc,is
Here g is an "effective light intensity" determined by the scene geometry and the absolute light intensity (see Section 3); f c ( X ) is the sensitivity function of channel c; s(X) denotes the reflectance; Z(X) represents the nomlized light spectrum (chromaticity of a light source); and all the above variables are functions of the wavelength A. Since RGB color cameras are the most commonly used sensors in vision research, without loss of generality we assume nc = 3 hereafter.
By discretizing the reflectance 9 , light spectrum 1 and sensitivity function fc into N samples, and denoting each discretized function as a column vector, we obtain an equivalent vector representation
where D ( f c ) is the N x N diagonal matrix with fc as diagonal elements. We adopt finite dimensional linear models for both reflectance [13, 16, 31 and illuminant spectrum[ll, 181. Assume the reflectance and spectrum are spanned by the column spaces of the matrices B, and Bl respectively. The reflectance and spectrum can be rewritten as
Here CY E Rn= and E R"' are coefficient vectors with much lower dimensionality than N . Previous .
(4)
In Section 5 and Appendix A we will encounter the problem of estimating reflectance ucr for c = 1,2,3. It is more convenient to represent reflectance as a vector U = (a;, U;, u : )~ E R3'I than as the matrix S . By The bilinear relationship (3) has long been observed in the computer vision literature [l, 23, 221 . The important difference here is that our representation is independent of the basis function selection. I n [l, 221 light spectrum basis functions are obtained by extracting principle components from a large set of light samples measured by spectroradiometers, and camera sensitivity functions are selected heuristically, for example to approximate the human eye response [19] . Such choices work fine for simulations. However, real applications of this approach require accurate specification of basis and sensitivity functions. Our model (3), on the other hand, discards such error-prone procedures, and therefore can be used with any camera. The concept of a lighting matrix in (4) and reflectance matrix in (5) also has been previously used in computer vision [5] . Our contribution is that we parameterize them using 4nl variables in a manner that is independent of basis functions and sensitivity functions.
Statistical Models
To model the variations in the reflectance U , illuminant spectrum p, and effective light intensity g (due to geometric attenuation), we treat them as random variables.
First of all, natural objects exhibit randomness in their apparent color. We model this randomness of color pigment distribution using the conditional probability distribution p(ulo) where o stands for the object class. For simplicity we consider single colored objects only, and thus use a unimodal distribution for p(ulo). Multi-colored objects could be modeled by extension as multi-modal mixtures of single-mode distributions.
Secondly, when the light sources (or weather conditions, represented by the symbol w) are known, the illuminant spectrum is predictable. This distribution of the light spectrum given the light source is modelled as p(plw). When occlusion occurs in the scene, g will be further at, uated. For simplicity we assume a . b = 0, which meaqthat tasks [8] . Following [22,4] we estimate the reflectance and illuminant spectrum from multiple registered images. Our bilinear color imaging model (3) makes the recovery process simple.
A small planar scene patch containing material types of interest is selected for study. Over time it is uniformly illuminated by lights with different spectrum p. We denote the effective light strength at time t as g ( t ) . The color vector observed at time t and at pixel z is p(z,t)= =
g ( t ) @ ( t ) T S ( z ) .
Assume we observed F frames of P pixels, we can write the color measurement matrix as, It can be noted that the restrictions imposed by the p' abilistic models for g essentially translate to constrain/s the effective light intensity change. It enables us to tell faces with the same chromaticity but different brighi from each other, To illustrate the point, consider an of a white road mark (with color vector kp) on a con;-rete pavement (with color p). The part due to road mark cain explained as (a) x ( k g p ) (the same reflectance, diffi lighting), or (ka) x ( g p ) (the same lighting, differevt flectance). The knowledge of g distribution tells us that latter is more likely, resulting in a higher aposteriori PI bility that the given data may correspond to a road m a i I
Learning Statistical Distributici from Multiple Observations
1
Due to Maloney and Wande11 [23, 121 , it is now well that only a n, -1 dimensional reflectance descriptor c:, recovered uniquely from a single n, channel multi-spe image. Unfortunately, conventional color CCD cmi have only three channels, and two dimensional des tors have been shown to be insufficient for color cons1
When the number of observations F is greater than the model dimension nl, we can recover the reflectance and light spectrum up to a non-singular nl x nl matrix. This recovery can be easily achieved by applying singular value decomposition( SVD) on the color measurement matrix M = U W V . The estimate for the reflectance matrix R is given by the first nl rows of V , and the estimate for the light spectrum matrix L is given by the:rst nl column of U W . Each row of the estimated matrix L is normalized to give a estimate of @ ( t ) .
Each estimated U and a is considered to be a sample from the reflectance and illuminant spectrum, accordingly. If the pixels are labeled by ob-ject class and each frame is labeled by light source class, hoth the reflectance distribution given object class p(alo) and the spectrum distribution given light source p(plw) can be estimated by sample statistics. If such labels are not available, the samples can be segmented into distribution modes using unsupervised clustering methods such as EM [15] , and after clustering each mode can be assigned a meaning. 
Inference of Scene Contents
Given the estimated distributions for reflectance and lighting spectra, our goal is now to infer scene contents when an image of a novel scene is presented. That is, we want to determine the object class (material type) and light sources
from pixels in the image. Following [ 1,7, 171, we formulate the problem within a Bayesian framework. When there is no noise, (4) gives an exact color prediction. However, our measurement p is corrupted by Gaussian noise with covariance matrix E,,, so the probability of observing an actual color is given by p(lilS,P,g) = (2nlEP1)-3'2 e d -l l i , -g s T P I I~, >
Here IAl is the determinant of A and l l v l l~ is the Mahalanobis distance vTE-'v. This is the generative model of observing a color vector.
Inference-of scene contents proceeds in the other direction by determination of the maximum a posteriori (MAP) estimate of the scene contents given the observed color vector j5, [4 6, $ 9 P , j 1 = argmax P (0, w, s, B, 91iN (7) [ %~, s , B , g l Applying Bayes rule, it is easy to show that
Here we have assumed conditional independence of p with w and o given S , p and g, and we also assume independence of the reflectance and light spectrum.
Conceptually, we have a hierarchical prior model and a sensor likelihood model in (8) . At the highest level, p(w) and p(o) define the prior probability of observing light source w and object o in a given scene. If p(w) is available (by knowing the time of day, for example), and if p(o) is available (when working in a familiar scene), the prediction of scene contents can be greatly improved. The prior densities p(PIw), p(Slo), and p(glw) represent prior knowledge of the light spectrum, reflectance and geometry, respectively. Without this knowledge it is not possible to recover a 3 x n1 dimensional reflectance, an nl dimensional spectrum and the three scalars g,o and w from only a 3 dimensional observation p . Finally, the likelihood model for the measurements is derived from the physics of the image formation process and the sensor error model, where the color formation process p ( f i ( S , p, g ) is described. Bayes rule (8) provides us with a scientific way for integrating information among these different levels of knowledge.
Solving the MAP problem (7) is not trivial. For each pixel it involves a nonlinear optimization problem with 3 x n1 + 1 continuous variables ( S and g ) and two discrete variables (w and 0). Furthermore, globally, there is also one nl dimensional variable (p) to estimate for each light source. In response to this problem, we have developed an iterative solution method based on linear updating. Starting from some initialization, the algorithm iteratively updates reflectance, geometry, light spectrum and classifies each pixel. A detailed mathematical derivation for Gaussian statistical models is presented in Appendix A, and we present our algorithm in Section 6. At each iteration the a posteriori probability increases, and the method is guaranteed to converge to a local maximum. One important feature of our iterative linear method is that in each step of updating the reflectance, we transform inversion of 3nl x 3nl matrices into inversion of 3 x 3 matrices. For our experiments we have chosen nl = 10. Considering that the matrix inversion is performed for each pixel, and that it is an 0(n3) operation, use of our linear method greatly reduces the computational cost.
Algorithm for Solving the MAP
After the learning process we have statistical knowledge of both the reflectance and the lighting. We utilize this knowledge to compute the mean color chart, the table of typical colors of different material types under different lighting conditions. The "typical" color of a surface o under light * S e t i tobe w.
For each w, form Nw, the set ofpixels whose best hypothesis predicts w as the light source. 
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Data Collection
We have collected experimental data from a static surveillance camera mounted on a building roof. The acquisition hardware is a Sony EVI-330 color video camera and a Matrox Meteor 11. Fourteen images were collected every five minutes over a period of two days. Each of the fourteen images were taken in quick succession, at different exposures. From this data the camera response function was calibrated and high dynamic range (HDR) images together with estimates of the variance at each pixel were computed using our calibration algorithm [21] . The result is essentially a measurement of scene radiance p and its uncertainty E,,, for each pixel.
Learning
An approximately planar training image is shown in Figure l(a) . Twenty-one such registered and uniformly illuminated images were used to train the algorithm. Each patch contains two material types of interest: vegetation and road pavement, and the pixels corresponding to these two material types were manually labeled. Reflectance at each of the selected pixels and the illuminant spectrum for each frame were then estimated using the method introduced in Section 4. To evaluate how many basis functions are needed, we evaluated the model fitting error M -U W V while varying the number of basis functions. Figure 2(a) shows the median of the relative error platted against the number of basis functions. Note that the numbers are an estimate of the standard deviation of the possible relative errors[ 141. If the errors obey a Gaussian distribution, it is not uncommon to have errors as much as four times the plotted number.
For our experiments we chose 10 basis functions. A scatter plot of the first three principal components of the estimated reflectance is shown in Figure 2 (b). We see that the reflectance corresponding to the two classes are nicely separated, and that it is reasonable: to fit a Gaussian model to each of them. After estimating the reflectance distributions, we added 61 other patches (from the same"1ocation) into consid-I eration. In these images non-uniform illumination was allowed. Given the known reflectance, we estimated one light spectrum sample from each 5 x 5 window in the image via least squares. These light samples lie on a small area of a 10 dimensional hypersphere (because we specified to use 10 basis functions). We applied the EM clustering algorithm to cluster these samples into three classes, and fit a Gaussian model to each mode. The first 
Inference
After training, the estimated statistical models were used for classification. Only HDR images not included in the training images were used for testing.
We applied the initialization algorithm in Section 6 to the data. The initial classification found by the initialization procedures is shown in Figure 3 . It is interesting to notice that this simple and low-cost initialization method generates a fairly good segmentation according to material types and light sources. The results suggest that the cached mean color information for a familiar scene can provide important information for image understanding. But at this early stage we can not reliably detect outliers because of initialization errors.
We further applied the iterative updating algorithm in Section 6. The results after convergence are shown in Figure 4 . The algorithm has correctly identified many regions corresponding to vegetation and road pavement. By manually setting a threshold on the a posteriori probability, we see that it is possible to successfully detect outliers as well, such as parked vehicles, painted road marks, tree trunks and buildings.
We compared the computational cost of our iterative linear method with that of the Levenberg-Marquardt (LM) algorithm. For each combination of o and 2u it takes about l second for the LM algorithm to update one pixel (3 1 dimensional continuous variables). For a 320x240 image it would have taken days for it to converge. Our linear iterative algorithm takes several minutes to converge on the whole image using the same computer.
A robustness study is a topic we are currently pursuing. Initial tests on other images show repeatable classification results,
Conclusion
To the best of our knowledge, there has not been a previous color constancy algorithm that is applicable in an outdoor, uncontrolled environment. By learning customized surface reflectance and lighting distributions, we have successfully combined a color constancy algorithm with an object recognition algorithm and have applied them in outdoor scenes. The approach is based on statistical learning and inference. A Bayesian estimation scheme is presented wherein the prior scene knowledge, i.e. lighting, objectlmaterial classes, and geometry, is integrated with a likelihood model motivated from the physics of image formation and a sensor error model. The experimental results confirm the validity of our model assumptions in the outdoor scenario tested.
We have adopted the Gaussian noise model in our experiments due to its computational simplicity. However, our algorithm is not limited to Gaussian models, or even to singlemode distributions. When the Gaussian assumption is no longer valid, the learning and inference methods in Section 4 and 5 still hold. The solution of the MAP problem may become much different, however. In the most computationally challenging cases, general sampling and resampling techniques [7] can still be applied to achieve a solution.
A. Solving the MAP Problem
We discuss how to update a hypothesis based on estimates available at step n, given Gaussian statistical models for reflectance, spectrum and geometry. First, we discuss how to update reflectance. We assume all other variables are known and are equal to dn), g(n) and fl'"'. The cost function to be minimized is Here a(n) is the estimate of the lighting matrix B at step n. palo and Zulo are the mean and covariance of the reflectance of object class o. The solution to (9) is, The first term on the right hand side of the above equation involves inversion of a 3n1 x 3nl matrix for each pixel, 
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The optimal solution is given by
