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We study quasi-single field inflation with a warm inflation background. The thermal effects at
small scales can sufficiently enhance the magnitude of the primordial standard clock signal. This
scenario offers us the possibility of probing the UV physics of the very early universe without the
exponentially small Boltzmann factor when the mass of the isocurvaton is much heavier than Hubble.
The thermal effects at small scales can be studied using the flat space thermal field theory, connected
to an effective description using non-Bunch-Davies vacuum at large scales, with large clock signal.
I. INTRODUCTION
The characteristic features of massive fields with masses m ∼ H during inflation (quasi-single field inflation
and related scenarios) attracted much interest recently [1–48]. Fields with m > H can arise from string theory,
for example the string oscillatory modes or Kluza-Klein modes. And fields with m ∼ H can be generated
from Standard Model uplifting [32, 39, 40], supersymmetry breaking [8, 37] and non-minimal coupling. Apart
from that, those massive fields are also standard clocks to model-independently distinguish different very early
universe scenarios [29]. If the signature of these modes can be observed, it provides hints about particle physics,
string theory and the evolution history of the universe.
The massive fields with mass m and spin s can produce an oscillatory signature on the squeezed limit non-
Gaussianities as (k3/k1)
3/2+iµPs(cos θ) [1, 2, 8], where µ =
√
m2/H2 − 9/4. This squeezed limit behavior helps
us separating the signal from the massive fields from the conventional single field backgrounds such as slow roll
inflation with (k3/k1)
0 and a modified sound speed with (k3/k1)
2. However, the conventional quasi-single field
inflation relies on the production of massive particles by de Sitter spacetime through a Bogolyubov transformation.
Equivalently, massive particles are created by the Hubble temperature heat bath, thus are Boltzmann suppressed
by the Hubble scale exp(−2piµ). The actual clock signal are suppressed by exp(−piµ). Because the clock signal
comes from the interference of the positive frequency part and the negative frequency part. One can regard this
as the cosmological double slit experiment [25]. And due to the Boltzmann suppression, fields with large masses
are almost impossible to leave a detectable signature on the non-Gaussianities. Therefore, it is difficult to probe
physics at extremely high energies though the conventional way. Yet things are different in the warm inflation
scenario.
Warm inflation [49, 50] was initially proposed to generate radiation without reheating. During inflation, the
universe has a finite temperature T  TdS = H/(2pi). The zero mode of the inflaton can decay into radiation
continuously. The small scale physics is governed by flat spacetime finite temperature field theory since the
curvature of spacetime is negligible. Upon this set up the decay rate of the zero mode inflaton and the production
rate of radiation can be calculated. The particle production process backreacts on the inflaton background and a
large dissipation can be generated and extra friction is added to the rolling inflaton.
The small scale UV region is like a furnace powered by the rolling inflaton. A heat bath of particles come out
of it and are diluted by the inflationary expansion. The expansion also causes the stretching of their wavelength
and thus the decrease in energy. As these particles approach the Hubble scale, they begin to feel another
temperature which is rooted deep within the structure of de Sitter spacetime. As soon as the mode become
low-energy states, one can say that it essentially exit the thermal equilibrium in the UV. Instead, it enters the
domain of conventional quasi-single field inflation governed by Hubble temperature. Therefore its evolution
should be described by the conventional mode functions.
The picture seems operational except for one potential loophole. At first sight, we seem to be using a thermal
gas of massive particles to do a double slit experiment. It looks like impossible to obtain any interference pattern
on the screen since a bunch of thermalized particles could not be coherent. Statistical average soon flattens
∗Electronic address: tx123@mail.ustc.edu.cn
†Electronic address: phyw@ust.hk
‡Electronic address: szhouah@connect.ust.hk
ar
X
iv
:1
80
1.
05
68
8v
1 
 [h
ep
-th
]  
17
 Ja
n 2
01
8
2the patterns. But a closer look reveals a remedy. Out of a furnace in the UV there could be many particles.
Those that does not come from the same process must have irrelevant phases and will be averaged out in the
end. However, particles produced during the exit from thermal equilibrium essentially interfere with themselves
in a similar way that they do in cold quasi-single field inflation. In other words, the double slit is no longer the
Hubble horizon but the thermal horizon of the UV furnace.
The physics in the IR region is analogous to what happens in the conventional cold quasi-single field inflation.
The clock signal is generated via the resonance mechanism of the massive field and the inflaton. This mixing can
happen in the situation such as, the inflaton has a constant turning trajectory. In this paper, we consider the
following two operators in the Lagrangian
L2 = a
3C2
∫
d3xσφ′, L3 = a2C3
∫
d3xφ′2σ , (I.1)
both of which originates from a dimension five operator,
O5 = − 1
2Λ0
(∂φ)2σ . (I.2)
As a result, the power spectrum and the bispectrum of our model can be generated via this effective field theory
operator.
This paper is organized as follows: In Section II, by considering the mass shift when an individual comoving
mode exits the thermal horizon, we formally construct a non-BD massive mode to mimic the thermal effects in
the UV furnace. In Section III, we draw an analogy of the particle production rate to the transmission rate in a
quantum mechanical system and calculate the probability of particle production. The result gives an intuitive
understanding of the particle production rate from the thermal bath. We then compare a smooth exit and an
abrupt exit. We found that the particle production rate is consistent using these two methods. In Section IV and
V, we compute the squeezed limit of bispectrum and the collapsed limit of trispectrum. Clock signals without
mass Boltzmann suppression are found.
II. A FORMAL CONSTRUCTION
Traditionally we use the in-in formalism [51] (see also recent reviews [52, 53]) to calculate the late time
expectation value of an operator O in the state of our universe Ω.
〈O〉 = 〈Ω|T¯ ei
∫ 0
−∞ dτ
′HI(τ ′)O(0)Te−i
∫ 0
−∞ dτHI(τ)|Ω〉 . (II.1)
where T¯ and T denotes anti-time ordering and time ordering, respectively. HI is the interacting Hamiltonian. τ
is the conformal time.
The integral in the evolution operator extends infinitely deep into the UV regime. But now the UV physics
becomes complicated due to the existence of thermal radiation. Our solution is to use finite temperature field
theory in the UV above the thermal horizon and use in-in formalism (Schwinger-Keldysh formalism) in the IR.
Then we sew them together at the thermal horizon.
We use |zΛ〉 to denote the state of the universe for the given comoving modes at that scale1. How the states
evolve above zΛ is in the control of thermal field theory in nearly flat spacetime. In the interaction picture, an
observable O has a quantum expectation
〈O〉 = 〈zΛ|T¯ ei
∫ 0
τΛ
dτ ′HI(τ ′)O(0)Te−i
∫ 0
τΛ
dτHI(τ)|zΛ〉 . (II.2)
Now we ask if the problem can be solved in another way. We modify the interaction Hamiltonian and add
extra effective vertices into it for z > zΛ. This time the evolution begins at −∞ and we assume a Bunch-Davies
vacuum initial state. We call our new Hamiltonian H˜I(τ).
〈O〉 = 〈Ω|T¯ ei
∫ 0
−∞ dτ
′H˜I(τ ′)O(0)Te−i
∫ 0
−∞ dτH˜I(τ)|Ω〉 . (II.3)
The requirement that this two methods be equivalent gives
Te
−i ∫ 0
τΛ
dτHI(τ)|zΛ〉 = Te−i
∫ 0
−∞ dτH˜I(τ)|Ω〉 , (II.4)
1 The subscript Λ here should not be confused with the EFT scale Λ0 in the operator O5 in (I.2).
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FIG. 1: We use different formalisms at different scales. The axis are physical time and distance. The curve stands for the
exponential growth of the physical wavelength of a given comoving mode. Inside zΛ, the mode behaves like a particle in
flat spacetime thermal equilibrium. Outside it behaves like a quantum wave in curved spacetime.
or simply
|zΛ〉 = S|Ω〉 .
The operator S is defined as
S ≡
(
T¯ e
i
∫ 0
τΛ
dτHI(τ)
)(
Te−i
∫ 0
−∞ dτH˜I(τ)
)
. (II.5)
Now we split the integral interval and use the Baker-Campbell-Hausdorff formula,
eA+B = eAeBe−
1
2 [A,B]e
1
6 (2[B,[A,B]+[A,[A,B]]]) × · · · . (II.6)
We get
S =
(
T¯ e
i
∫ 0
τΛ
dτHI(τ)
)(
Te
−i ∫ 0
τΛ
dτH˜I(τ)−i
∫ τΛ
−∞ dτH˜I(τ)
)
=
(
T¯ e
i
∫ 0
τΛ
dτHI(τ)
)(
Te
−i ∫ 0
τΛ
dτHI(τ)−i
∫ τΛ
−∞ dτH˜I(τ)
)
(II.7)
=
(
T¯ e
i
∫ 0
τΛ
dτHI(τ)
)(
Te
−i ∫ 0
τΛ
dτHI(τ)
)(
Te−i
∫ τΛ
−∞ dτH˜I(τ)
)(
e
1
2 [
∫ 0
τΛ
dτHI(τ),
∫ τΛ
−∞ dτ
′H˜I(τ ′)]
)
× · · ·
=
(
Te−i
∫ τΛ
−∞ dτH˜I(τ)
)
× (1 +O(λ2, C22 , C23 , . . . )) . (II.8)
In (II.7) we used the assumption that the effective interactions disappear after the modes exit the thermal
horizon. So
H˜I(τ) = HI(τ) for τ > τΛ . (II.9)
The high-order terms in (II.8) are of order O (λ2, C22 , C23 , . . . ) while the terms that we care about in the evolution
operator is of the first order. So for simplicity, we omit the higher terms and write
S ≈ T exp
(
−i
∫ τΛ
−∞
dτH˜I(τ)
)
. (II.10)
The next thing to ponder is what new terms there are in the interaction Hamiltonian H˜I . Since this part of
interaction history lies deep in the UV and in a thermal bath with a high temperature T  H. Since the energy
scale we are considering is much higher than the curvature of spacetime, the universe appears to be static for
4the physical processes, and it is appropriate to use flat spacetime finite temperature field theory. In a finite
temperature field theory, the propagator of a field is modified by the thermal effects. In the real-time formalism,
a free scalar particle propagates as
DβF (k) =
i
−k2 −m2 + i +
2pi
eβEk − 1δ
(−k2 −m2) , (II.11)
where β = 1/T . By calculating the self-energies of a species of particle, one can obtain the mass renormalization
and the decay rate to other species of particles. As an example. for a toy model σ4 theory, the mass correction
at one loop order is easily worked out to be
∆m2(T ) =
λT 2
24
×
(
1 +O(m
T
)
)
. (II.12)
We consider two other couplings that contributes to the thermal mass and list them below in Table. I. The
detailed computation is in Appendix A.
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FIG. 2: σ self-energy at one loop order.
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TABLE I: Thermal corrections to the mass due to different interactions.
There are other corrections to the coupling constants but this is the one we mainly focus on as we will see in a
moment. As a simplest example, the mass shift ∆m2(T ) is a constant, that is, if there is a sudden exit from
thermal equilibrium at scale zΛ, the mass of the σ field changes suddenly. We call this the abrupt exit case. A
simple and intuitive understanding of the abrupt case will be provided in Section. III. In reality, the exit from
thermal equilibrium at large scale happens smoothly and gradually. Therefore ∆m2(T, z) must be a function of
time for each individual mode. We set up a parametrization of ∆m2(T, z) to address this smooth exit case also
in Section. III. For now, let us regard ∆m2(T ) as a constant to simplify the discussions.
Another point that needs to be mentioned is that the nearly massless inflaton is protected by an approximate
shift symmetry and we expect a negligible correction to its mass2. So the most significant term in H˜I is the
mass correction to the massive field,
H˜I =
∫
d3x
(
1
2
∆m2(T )a4σ2 + usual stuff
)
≈ 1
2
∫
d3x∆m2(T )a4σ2 . (II.13)
Here we dropped the other interactions because we assume the massive field mass correction to be significantly
larger than the other interactions. Yet it is still small enough to solve perturbatively. The S operator can now
be expressed as
S = T exp
(
− i
2
∫ τΛ
−∞
dτd3x∆m2(T )a4σ2
)
. (II.14)
We are working in the interaction picture, hence a mode expansion can be used:
σk(τ) = vk(τ)ak + vk(τ)
∗a†−k . (II.15)
2 Actually due to extra dissipation in warm inflation background, a not-so-flat inflaton potential is also acceptable. Nevertheless,
the scenario involving inflaton masses only increases non-BD effects and make observables more observable. For the sake of
demonstration, we focus on the simplest scenario here.
5Insertion into (II.14) yields
S = T exp
(
−1
2
∆m2(T )i
∫ τΛ
−∞
dτ
d3k
(2pi)3
a4
(
vkak + v
∗
ka
†
−k
)(
vka−k + v∗ka
†
k
))
. (II.16)
In inflation, the scale factor is given by a(τ) = −1/Hτ . And the mode function follows from the equation of
motion of the free massive fields,
vk = −i
√
pi
2
eipi(
iµ
2 +
1
4 )H(−τ)3/2H(1)iµ (−kτ), µ =
√
m2
H2
− 9
4
. (II.17)
In the extreme UV region m HzΛ < Hz, the massive fields are relativistic and the mode function degenerates
into the usual BD solution for inflatons,
vk ≈ H√
2k3
(1 + ikτ)e−ikτ ≈ − iHz√
2k3
eiz . (II.18)
The mode function squared vkvk contains a factor of k
−3, and will be canceled by the change of variable in the
integration. This is crucial to ensure scale invariance in the final n-point functions. After performing the time
integral, the S operator becomes
S = exp
{
1
2
∫
d3k
(2pi)3
[
$aka−k −$∗a†ka†−k − i|ξ|
(
aka
†
k + a
†
kak
)]}
.
Here we used abbreviation
$ = − i
H4
∫ ∞
zΛ
dz∆m2(T )
k3
z4
v2k (II.19)
|ξ| = 1
H4
∫ ∞
zΛ
dz∆m2(T )
k3
z4
|vk|2 . (II.20)
Now use Baker-Campbell-Hausdorff formula again. Split the exponential into two parts:
S = exp
[
1
2
∫
d3k
(2pi)3
(
$aka−k −$∗a†ka†−k
)]
exp
[
− i
2
∫
d3k
(2pi)3
|ξ|
(
aka
†
k + a
†
kak
)]
× (1 +O(∆m4))
≡ S1S2 × (1 +O(∆m4)) . (II.21)
After imposing normal ordering, the S2 operator is nothing other than the particle-number operator exponentiated.
The effect of S2 on the BD vacuum is just a multiplication by the identity. Therefore it is the first factor S1
that changed the structure of the BD vacuum. Writing out S1 explicitly, we see that it is exactly the squeezing
operator of a squeezing parameter $.
|zΛ〉 = S|Ω〉 ≈ S1|Ω〉 = exp
[
1
2
∫
d3k
(2pi)3
(
$aka−k −$∗a†ka†−k
)]
|Ω〉 . (II.22)
The consequence of squeezing the BD vacuum is a squeezed state with a spectrum of particles in it. And it is
related to the BD vacuum by a Bogolyubov transformation. In other words, the state |zΛ〉 corresponds to a
non-BD state,
SapS
† = a˜p = ap cosh r + a
†
−pe
iθ sinh r
for S = exp
[
1
2
∫
d3k
(2pi)3
r
(
e−iθaka−k − eiθa†ka†−k
)]
. (II.23)
In our case,
$ = re−iθ ≈ −∆m
2(T )
4H2z2Λ
e2izΛ . (II.24)
for large zΛ. So the number density of massive particles produced by the UV furnace is
〈zΛ|a†pap|zΛ〉 = sinh2 r ≈
(
∆m2(T )
4H2z2Λ
)2
. (II.25)
6Notice that the spectrum is independent of the comoving momentum. This is reasonable because the comoving
momentum is unphysical and can be rescaled to any value by a redefinition of the space coordinates.
One important comment. In [54], it has been proved that field excitations with a non-BD initial condition
at τ = −∞ decay quickly through the inflaton loop, which shows exactly why BD initial condition is a more
physical choice in the conventional inflation. The decay process is described by
(Non-BD coefficient) ∝ e−Γ(τ−τΛ), Γ ∼ f2NLPζk3τ2Λ (II.26)
for a dimension-five operator O5. In our case, however, we do have a non-BD initial condition but the starting
point is not infinity but a certain scale zΛ = −kτΛ. The characteristic time scale is Γ−1 ∼ f−2NLP−1ζ k−3τ−2Λ . For a
moderate choice of parameters, Pζ ∼ 10−9, fNL ∼ 1, zΛ ∼ 103, the decay factor is ∼ e−1 ∼ 0.4. So the non-BD
state actually did not decay much. We can absorb the weakening effect into the definition of squeezing parameter
r. Therefore the non-BD modes can survive long enough to leave footprints on the correlation functions.
Finally we note that our formalism is equivalent of a summation of all the one loop diagrams in the UV
thermal equilibrium. And the approximation sinh r ≈ r in (II.25) is essentially the leading order in FIG. 3.
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FIG. 3: An alternative understanding of the origin of the effective vertex. C for connected.
Apart from using a non-BD initial condition at a cutoff scale, it is also possible to regard (II.13) as an operator
in the UV and use the conventional in-in formalism to calculate the observables on the boundary τ = 0. We give
a example of such calculations in Appendix. C. The results are the same as those obtained under the non-BD
initial state. With the non-BD initial state, it is natural to expect terms with no Boltzmann suppression factor
of the form exp(−piµ) in the standard clock signal for particles with masses H < m < HzΛ < T .
III. A QUANTUM MECHANICS PROBLEM
To solidify the formal constructions above, we give another way to understand the effect brought about by the
abrupt exit from the thermal equilibrium and thus the sudden change of mass. It can be formulated in a way
that strongly resembles the scattering of a wave by a unit step potential in quantum mechanics.
z
ϵ (z)
zΛ
1
FIG. 4: A Quantum Mechanics problem: scattering off a unit step potential
The wave functions are constructed from basic solutions in two regions of the z axis and are sewn together
at the point zΛ so that the wave function and its first order derivative stay continuous across zΛ. The wave
function in the right region is a positive-frequency mode function with mass squared m2 + ∆m2 while the one in
the left region is a combination of positive- and negative-frequency mode functions with mass squared m2. The
7coefficients are nothing other than the Bogolyubov coefficients,
vk(τ
−
Λ )|m2+∆m2 = αvk(τ+Λ )|m2 + βvk(τ+Λ )∗|m2 (III.1)
v′k(τ
−
Λ )|m2+∆m2 = αv′k(τ+Λ )|m2 + βv′k(τ+Λ )∗|m2 . (III.2)
Plug in the analytic expression (II.17) and solve for the coefficients up to lowest order gives
α ≈ 1− i∆m
2(T )
2HzΛ
+O
(
∆m4(T )
H2z2Λ
)
, β =
∆m2(T )
4H2z2Λ
e2izΛ +O
(
∆m2(T )
H2z3Λ
)
. (III.3)
Comparing to (II.24), we see that these two approaches give identical results. Physically, however, the process of
exiting the thermal equilibrium is not an abrupt process. Instead, it should happen gradually. Hence the shape
of the potential barrier is not a unit step but a more smooth one. A straightforward matching method above is
applicable against a simple unit step potential but is incapable of solving complicated potentials, for which we
need to solve perturbatively.
Let us consider a mass correction term evolving in time with some function (τ).
H˜I ⊃ 1
2
∆m2(T )a4σ2(τ) . (III.4)
We would like to estimate the squeezed parameter $ in this case. We choose the following parametrization of
the  function to describe the time dependence of the two-point vertex,
(z) = (1− e−(z/zΛ−1)/κ)2θ(z − zΛ) . (III.5)
The parameter κ parametrize the rate of the coupling decreasing to zero. As κ→ 0, this function tends to the
Heaviside theta function. An illustration of this function is shown in FIG. 5.
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FIG. 5: An illustration of the function (z). The black line denotes the effective two-point vertex has an abrupt exit. The
blue, green and red line is the smooth exit case where the parameter κ = 10, 1, 0.1 respectively. We can see that as κ
becomes smaller, the smooth exit case tends to the abrupt exit case.
Starting from (II.19), with ∆m2(T ) replaced by ∆m2(T, z) = ∆m2(T )(z), the integral can be evaluated as∫ ∞
zΛ
z−2e2iz(1− e−(z/zΛ−1)/κ)2dz
=
2e
1
κ
κzΛ
(
(1− 2iκzΛ) Γ
(
0,
1
κ
− 2izΛ
)
+ ie
1
κ (κzΛ + i) Γ
(
0,
2
κ
− 2izΛ
))
+ 2iΓ (0,−2izΛ)
=

− ie
2izΛ
4z4Λκ
2
+O(z−5Λ ), expansion at large zΛ.
ie2izΛ
2z2Λ
+O(κ2, z−1Λ ), expansion first at κ = 0 and then at large zΛ.
(III.6)
8The first scenario corresponds to a smooth exit from the thermal equilibrium and the second one returns to the
abrupt exit limit. Making use of (II.19), we can obtain
re−iθ = $ =

∆m2(T )
8H2z4Λκ
2
e2izΛ , a smooth exit with exit parameter κ.
− ∆m
2(T )
4H2z2Λ
e2izΛ , an abrupt exit.
. (III.7)
We move on to consider the WKB condition of the abrupt exit and the smooth exit. We get w˙/w2 < 1 for the
smooth exit case. It means the WKB condition is not violated and the particle production is still subject to the
exponential suppression but changing from exp(−piµ) to 1/(exp(−zΛH/T )− 1). There are two changes here.
One is the energy changes from m to zΛ essentially because in the conventional cold quasi-single field inflation,
particle production is at IR and the energy is dominated by mass. Here the particle production is mainly in
the UV region and energy is dominated by −kτ which is roughly zΛ. Although the energy needed to produce a
particle is larger, the temperature is also higher compared with the Hubble temperature. So if m/H > zΛH/T ,
we can have an enhanced clock signal compared to the original cold quasi-single field inflation. For the abrupt
exit case, we got the WKB violation w˙/w2 > 1 at the point z = zΛ because of the Heaviside function. But it
does not imply a large amount of particles are produced because the change of mass is assumed to be small.
From our analysis above, the particle production rate in this case is still subject to suppression as in the smooth
exit case.
IV. THE THREE-POINT FUNCTION
In this section, we will put our non-BD initial condition to use and calculate the three-point function explicitly.
There are two equivalent formalisms developed for the calculation of observables during inflation, namely the
in-in formalism and the Schwinger-Keldysh path integral formalism. We used the in-in expression in (II.1)
since we were dealing with quantum states and in-in formalism is more suitable. However, it is easier to do
actual computations of correlating functions in Schwinger-Keldysh formalism. Henceforth we will switch to this
formalism. As a double check, another equivalent calculation using in-in formalism and the effective vertex
method is presented in Appendix. C.
Before calculation, let us first analyze the possible terms and their contribution to the clock signal. To track
the positive frequency part, we assign an arrow to each propagator to indicate the propagating direction of their
positive frequency part. The arrow always points from v∗ to v.
={
={
⌧1 > ⌧2
⌧1 > ⌧2
⌧1 < ⌧2
⌧1 > ⌧2
⌧1
⌧1
⌧2
⌧2
FIG. 6: Diagrammatic arrow notation. Black bots are for + and white dots for −.
In this notation we can easily see why the conventional cold quasi-single field inflation only gives Boltzmann-
suppressed clock signals. In FIG.7, the diagram without time ordering has two vertices where arrows pop out of
nowhere or disappear into nothing. This indicates that to achieve resonance, we need one negative frequency
part from each of the two vertices. Without resonance and an explicit cutoff, the integral oscillates very fast with
respect to the integration upper limit and gives effectively zero contribution. Therefore the non-timed-ordered
diagram is doubly suppressed by exp(−2piµ). The time-ordered diagram, however, only receives one exp(−piµ)
suppression factor. The other two diagrams are similar since they are given by complex conjugation.
9=
=
⇠ exp( 2⇡µ)
⇠ exp( ⇡µ)
FIG. 7: Diagrammatic analysis of the conventional cold quasi-single field inflation three-point diagram.
Now in warm quasi-single field inflation, as soon as non-BD mode functions are applied, things become much
different. The massive field propagator is built from a new non-BD mode function v˜k(τ) related to the initial
ones by a Bogolyubov transformation,
v˜k = αvk + βv
∗
k , |α|2 − |β|2 = 1. (IV.1)
The corresponding annihilation operator is
a˜p = α
∗ap − β∗a†−p , a˜p|zΛ〉 = a˜pS|Ω〉 = S†ap|Ω〉 = 0 , α = cosh r , β = −e−iθ sinh r . (IV.2)
where vk is defined in (II.17). Therefore the non-BD propagator for the massive field contains four parts, of
which three are strongly dependent on the integration upper limit (i.e. the cutoff) indicated in FIG. 8. Naively
one would guess that these three parts give zero contribution to the final unsuppressed clock signal. However, a
closer look reveals that our UV results (III.7) are also dependent on the cutoff zΛ. It is possible that these two
dependences may cancel each other out and gives a result less dependent on the cutoff. We will demonstrate this
cancellation in the following calculation.
Now we move on to analytical computation. In the Schwinger-Keldysh formalism, there are four different
massive field Green functions
D++(k, τ1, τ2) = θ(τ1 − τ2)v˜k(τ1)v˜k(τ2)∗ + θ(τ2 − τ1)v˜k(τ1)∗v˜k(τ2) (IV.3)
D+−(k, τ1, τ2) = v˜k(τ1)∗v˜k(τ2) (IV.4)
D−+(k, τ1, τ2) = v˜k(τ1)v˜k(τ2)∗ (IV.5)
D−−(k, τ1, τ2) = θ(τ1 − τ2)v˜k(τ1)∗v˜k(τ2) + θ(τ2 − τ1)v˜k(τ1)v˜k(τ2)∗ , (IV.6)
where the mode function is given by (II.17). The inflaton propagators are denoted by G and are obtained by
setting m = 0. Using the Feynman rules derived in [42], the diagram reads
〈φk1φk2φk3〉′ ≡ Bφ(k1, k2, k3) =
∫
dτ1
(−Hτ1)2
dτ2
(−Hτ2)3C2C3
× ((−1)a+b∂τ1Ga,1−a(k1, τ1, 0)∂τ1Ga,1−a(k2, τ1, 0)Dab(k3, τ1, τ2)∂τ2Gb,1−b(k3, τ2, 0)) ,(IV.7)
where summation over a, b = {1(+), 0(−)} is assumed. The primed expectation value is related to the n-point
function through 〈Q〉 = (2pi)3δ3(∑i ki)〈Q〉′.
If we proceed in the standard way and insert the mode functions, we will arrive at a very long expression
containing all the contributions drawn in FIG. 8. Then we set τ1 > τ2 and use the theta function property to
convert part of the time-ordered terms into non-time-ordered terms. The residual time-ordered terms are of
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=
=
c c
+
+
c
+
c
c c
+
+
c
+
c
| |2 ↵ ⇤
|↵|2 ↵⇤ 
| |2 ↵ ⇤
|↵|2 ↵⇤ 
non-time-ordered part
FIG. 8: Diagrammatic analysis of warm quasi-single field inflation three-point diagram. Notice now the propagator of
massive fields are replaced by non-BD ones and so we changed dashed lines to dotted lines. In each diagram there are two
subdiagram containing unsuppressed clock signals in the sense that the triple vertex be on-shell. These four subdiagrams
correspond to the first two orders in the squeezed limit of the bispectrum, Bφ(k, k, ck)
(1) in (IV.17) and Bφ(k, k, ck)
(2) in
(IV.18).
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order |α|2 and |β|2.
|α|2
[
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
∂uk3 (τ2)
∗
∂τ2
uk1(0)uk2(0)uk3(0)vk3 (τ2) vk3 (τ1)
∗
−∂uk3 (τ2)
∂τ2
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
uk1(0)uk2(0)uk3(0)
∗vk3 (τ2) vk3 (τ1)
∗
]
+α∗β
[
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
∂uk3 (τ2)
∗
∂τ2
uk1(0)uk2(0)uk3(0)vk3 (τ1)
∗vk3 (τ2)
∗
−∂uk1 (τ1)
∂τ1
∂uk2 (τ1)
∂τ1
∂uk3 (τ2)
∗
∂τ2
uk3(0)uk1(0)
∗uk2(0)
∗vk3 (τ1)
∗vk3 (τ2)
∗
−∂uk3 (τ2)
∂τ2
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
uk1(0)uk2(0)uk3(0)
∗vk3 (τ1)
∗vk3 (τ2)
∗
+
∂uk1 (τ1)
∂τ1
∂uk2 (τ1)
∂τ1
∂uk3 (τ2)
∂τ2
uk1(0)
∗uk2(0)
∗uk3(0)
∗vk3 (τ1)
∗vk3 (τ2)
∗
]
+|β|2
[
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
∂uk3 (τ2)
∗
∂τ2
uk1(0)uk2(0)uk3(0)vk3 (τ1) vk3 (τ2)
∗
−∂uk3 (τ2)
∂τ2
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
uk1(0)uk2(0)uk3(0)
∗vk3 (τ1) vk3 (τ2)
∗
]
+Θ (τ1 − τ2)
×
[
−∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
∂uk3 (τ2)
∗
∂τ2
uk1(0)uk2(0)uk3(0)vk3 (τ2) vk3 (τ1)
∗
+
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
∂uk3 (τ2)
∗
∂τ2
uk1(0)uk2(0)uk3(0)vk3 (τ1) vk3 (τ2)
∗
]
+ c.c. , (IV.8)
where in the time-ordered part the identity |α|2 − |β|2 = 1 is applied.
A. non-time-ordered part
Before proceeding, we recall that the oscillatory behavior in the squeezed limit is due to a resonance effect
between the inflaton and the massive field. The inflaton oscillates in the conformal time τ before exiting Hubble
horizon while the massive fields oscillate in the physical time t, as can be seen in the IR approximation of its
mode function,
vk(τ)
−kτµ−−−−−→ (1− i)2
− 32−iµ√pie−piµ2 (coth(piµ) + 1)H
k3/2Γ(iµ+ 1)
(−kτ) 32 +iµ − (1 + i)2
− 32 +iµe−
piµ
2 Γ(iµ)H√
pik3/2
(−kτ) 32−iµ .
(IV.9)
The clock signal appears in the squeezed limit of the bispectrum. Therefore we set k1 = k2 = k, k3 = ck, c 1.
For the non-time-ordered part, the resonance happens when the integrand in∫
τΛ
dτu′∗2k vck ∼
∫
τΛ
dτe2ikτH
(1)
iµ (−ckτ) ∼ ciµ
∫
τΛ
dτe2ikτ+iµ ln(−Hτ) ≈ ciµ
∫
τΛ
dτe2ikτ−imt . (IV.10)
encounters a saddle point at 2kτ∗ + µ ln(−Hτ∗) = 2kτ∗ −mt∗ = 0. The resonance renders the integral to be
independent on the cutoff τΛ = −zΛ/ck. On the other hand, if the vertex integral is off-shell, the integral will
strongly depend on the cutoff,∫
τΛ
dτu′∗2k v
∗
ck ∼
∫
τΛ
dτe2ikτH
(2)
−iµ(−ckτ) ∼ c−iµ
∫
τΛ
dτe2ikτ−iµ ln(−Hτ) ≈ c−iµ
∫
τΛ
dτe2ikτ+imt ∝ c−iµe− 2izΛc .
(IV.11)
The cutoff zΛ  1 of the IR integral is usually rather large and the squeezed limit c 1 is small. Hence the
off-shell vertex integral oscillates extremely fast with respect to c. And the corresponding signatures on the
bispectrum are coarse-grained out and are practically invisible. As a result, we only focus on the diagrams with
the φ′2σ vertex on shell. A diagrammatic illustration is shown in FIG. 8, where off-shell triple vertices are labeled.
We throw away the corresponding terms in the non-time-ordered integrand. As for the time-ordered part, later
in the next subsection, we will prove that there are no unsuppressed clock signals in the non-time-ordered part.
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The terms left are
(integrand) = α∗β
(
−∂uk1 (τ1)
∂τ1
∂uk2 (τ1)
∂τ1
∂uk3 (τ2)
∗
∂τ2
uk3(0)uk1(0)
∗uk2(0)
∗vk3 (τ1)
∗vk3 (τ2)
∗
+
∂uk1 (τ1)
∂τ1
∂uk2 (τ1)
∂τ1
∂uk3 (τ2)
∂τ2
uk1(0)
∗uk2(0)
∗uk3(0)
∗vk3 (τ1)
∗vk3 (τ2)
∗
)
(IV.12)
+|β|2
(
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
∂uk3 (τ2)
∗
∂τ2
uk1(0)uk2(0)uk3(0)vk3 (τ1) vk3 (τ2)
∗
−∂uk3 (τ2)
∂τ2
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
uk1(0)uk2(0)uk3(0)
∗vk3 (τ1) vk3 (τ2)
∗
)
(IV.13)
+(time-ordered part) + c.c. . (IV.14)
Perform two integrations, we obtain
Bφ(k, k, ck) = C2C3
∫ 0
−zΛ/(ck)
dτ1
(−Hτ1)2
[∫ 0
−zΛ/(ck)
dτ2
(−Hτ2)3 × (integrand)
]
c→0
. (IV.15)
The final result for the bispectrum is
Bφ(k, k, ck) = α
∗βBφ(k, k, ck)(1) + |β|2Bφ(k, k, ck)(2) + c.c. , (IV.16)
where the first and second order of unsuppressed clock signals are
Bφ(k, k, ck)
(1) = C2C3
H3µ3/2
1024k6
√
pi
2
( c
4
)− 32−iµ [1− i
zΛ
+ e2izΛ(1 + i)
(
log
(
4z2Λ
µ4
)
+ ipi − 2γ
)]
(IV.17)
Bφ(k, k, ck)
(2) = C2C3
H3µ3/2
1024k6
√
pi
2
( c
4
)− 32−iµ [
(1 + i)
(
log
(
4z2Λ
µ4
)
− ipi − 2γ
)
− (1− i)e
2izΛ
zΛ
]
.(IV.18)
During the calculation, some approximations based on the hierarchy czΛ < µ zΛ  zΛ/c are used. Remember
our Bogolyubov coefficients are fixed by the UV physic to be α = cosh r, β = −e−iθ sinh r. Therefore,
Bφ(k, k, ck) = e
2izΛ cosh r sinh rBφ(k, k, ck)
(1) + sinh2 rBφ(k, k, ck)
(2) + c.c. , (IV.19)
If the incoming state is strongly squeezed with r ∼ 1, we have to restore the hyperbolic functions. As indicated
above FIG. 3, this represent the summation of an infinite amount of Feynman diagrams in the UV.
Notice that the terms proportional to e2izΛ is strongly cutoff dependent. A shift of zΛ → zΛ + O(1) can
change its value significantly. This strong dependence on the cutoff reflects the fact of energy conservation
violation because of no incoming particles in the UV. And we regard it as due to the limitation of our model. In
a simple quantum mechanics scattering problem, there exist results that are independent on the position of the
potential barrier and those that are not. For instance, the transmittance and the reflectivity are independent
of the position of the potential barrier while the transmitted wave function and the reflected wave function,
however, are strongly dependent on the it. And they are all physical quantities (though some may not be directly
observable). Similarly, the first term in (IV.17) and (IV.18) are weakly cutoff dependent while the second terms
are strongly dependent.
Clearly the clock signals originate from the four diagrams in FIG. 8 that are untagged. They are suppressed
by cosh r sinh r ∼ r and sinh2 r ∼ r2 instead of an exponential factor exp(−piµ) which is usually too small for
heavy fields with m & 10H. Also notice that although the amplitudes for heavy massive fields are lifted in the
squeezed limit, the equilateral-shape non-Gaussianity does not receive much uplift from the slightly non-BD
initial condition because the analytical part comes not from quantum interferences. Therefore the signal-to-noise
ratio is highly enhanced for massive fields with large masses, making them possible to be observed.
B. time-ordered part
In this section, we would like to evaluate the time ordered part contribution. Note that here the time ordered
part is a bit different from the definitions in the original quasi-single field inflation paper because here we put
the three-point interaction later than the two-point interaction in (IV.8)
(time-ordered part) = Θ (τ1 − τ2)×
[
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
∂uk3 (τ2)
∗
∂τ2
uk1(0)uk2(0)uk3(0)vk3 (τ1) vk3 (τ2)
∗
−∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
∂uk3 (τ2)
∗
∂τ2
uk1(0)uk2(0)uk3(0)vk3 (τ2) vk3 (τ1)
∗
]
+ c.c. .
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Put it into integral, we have, for the first integral,
T1 = −C3C2uk(0)uk(0)uk3(0)
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2a
2(τ1)u
′∗
k (τ1)u
′∗
k (τ1)vk3(τ1)a
3(τ2)u
′∗
k3(τ2)v
∗
k3(τ2) + c.c.
= C3C2
e−piµH3pi
32k2k3
∫ zΛ/k3
0
dx1
∫ zΛ/k3
x1
dx2e
−ik3x2−2ikx1x3/21 x
−1/2
2 H
(1)
iµ (k3x1)H
(2)
−iµ(k3x2) + c.c.
= C3C2
e−piµH3pi
32k2k3
∫ zΛ/k3
0
dx2
∫ x2
0
dx1e
−ik3x2−2ikx1x3/21 x
−1/2
2 H
(1)
iµ (k3x1)H
(2)
−iµ(k3x2) + c.c.
= C3C2
e−piµH3pi
32k2k3
∫ zΛ/k3
0
dx2
∫ x2
0
dx1e
−ik3x2−2ikx1x3/21 x
−1/2
2
(
2−iµ(coth(piµ) + 1)(k3x1)iµ
Γ(iµ+ 1)
− i2
iµΓ(iµ)(k3x1)
−iµ
pi
)
H
(2)
−iµ(k3x2) + c.c.
= C3C2
e−piµH3pi
32k2k3
∫ zΛ/k3
0
dx2e
−ik3x2x−1/22
[
2−iµ(coth(piµ) + 1)(k3)iµ
Γ(iµ+ 1)
(2ik)−
5
2−iµγ
(
5
2
+ iµ, 2ikx2
)
− i2
iµΓ(iµ)(k3)
−iµ
pi
(2ik)−
5
2 +iµγ
(
5
2
− iµ, 2ikx2
)]
H
(2)
−iµ(k3x2) + c.c. . (IV.20)
The for the second equality, we redefine x = −τ . We change the sequence of integration in the third equality
and put the three-point interaction vertex to be integrated first. We do an IR expansion of the Hankel function
in the fourth equality.
Making use the power series representation of the incomplete gamma function
γ
(
5
2
+ iµ, 2ikx2
)
= (2ikx2)
5
2 +iµ
∞∑
m=0
(−2ikx2)m
m!(s+m)!
. (IV.21)
We can see that the incomplete gamma function does not contribute to the clock signal. This is because the kiµ
factor from the series expansion of the incomplete gamma function cancels with the k−iµ factor coming from
the Hankel expansion. What is left are just analytical powers of k and an integral only involving k3. It cannot
produce the clock signal of the form (k3/k)
iµ = ciµ. The same argument applies to the second integral as well.
V. THE FOUR-POINT FUNCTION
In addition to the primordial clock signals in the bispectrum, there exists analogous oscillatory behavior in the
collapsed limit of the trispectrum. With the φ′2σ interaction, the signals come from the diagram in which two
inflatons exchange a massive field excitation. The non-analytic scalings of the ratio of comoving momentums can
only arise from the IR expansion (IV.9). As a result, we expand both interaction vertices in the limit of small
zi = −kIτi, i = 1, 2. This is equivalent to saying that we assume the interaction mainly takes place late enough
so that the massive field excitations become nonrelativistic and underdamped.
By the same diagrammatic technique mentioned above, we can easily see that the clock signals only come
from the α∗β ∼ O(r) diagram and the |β|2 ∼ O(r2) diagram indicated in FIG. 9
〈φk1φk2φk3φk4〉′ ≡ Tφ(k1, k2, k3, k4, kI) =
∫
dτ1
(−Hτ1)2
dτ2
(−Hτ2)2C
2
3
× [(−1)a+b∂τ1Ga,1−a(k1, τ1, 0)∂τ1Ga,1−a(k2, τ1, 0)Dab(kI , τ1, τ2)× ∂τ2Gb,1−b(k3, τ2, 0)∂τ2Gb,1−b(k4, τ2, 0)] . (V.1)
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=
c c
+
+
c
+
c
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+
c
+
c
| |2 ↵ ⇤
|↵|2 ↵⇤ 
| |2 ↵ ⇤
|↵|2 ↵⇤ 
non-time-ordered part
FIG. 9: Diagrammatic analysis of warm quasi-single field inflation four-point diagram. The two subdiagrams left untagged
give unsuppressed clock signals that finally survived through the coarse-graining procedure.
(integrand) = α∗β
∂uk1 (τ1)
∂τ1
∂uk2 (τ1)
∂τ1
∂uk3 (τ2)
∂τ2
∂uk4 (τ2)
∂τ2
uk1(0)
∗uk2(0)
∗uk3(0)
∗uk4(0)
∗vkI (τ1)
∗vkI (τ2)
∗ (V.2)
−|β|2 ∂uk3 (τ2)
∂τ2
∂uk4 (τ2)
∂τ2
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
uk1(0)uk2(0)uk3(0)
∗uk4(0)
∗vkI (τ1) vkI (τ2)
∗ (V.3)
Θ (τ1 − τ2)
×
[
∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
∂uk3 (τ2)
∗
∂τ2
∂uk4 (τ2)
∗
∂τ2
uk1(0)uk2(0)uk3(0)uk4(0)vkI (τ1) vkI (τ2)
∗
−∂uk1 (τ1)
∗
∂τ1
∂uk2 (τ1)
∗
∂τ1
∂uk3 (τ2)
∗
∂τ2
∂uk4 (τ2)
∗
∂τ2
uk1(0)uk2(0)uk3(0)uk4(0)vkI (τ2) vkI (τ1)
∗
]
(V.4)
+c.c. .
The final trispectrum is
Tφ(k1, k2, k3, k4, kI) = C
2
3
∫ 0
−zΛ/kI
dτ1
(−Hτ1)2
∫ 0
−zΛ/kI
dτ2
(−Hτ2)2 × [(integrand)]kI/ki→0 . (V.5)
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We follow the methodology above and evaluate the integrand separately.
A. non-time-ordered part
Direct integration gives
Tφ(k1, k2, k3, k4, kI) = α
∗βTφ(k1, k2, k3, k4, kI)(1) + |β|2Tφ(k1, k2, k3, k4, kI)(2) . (V.6)
under the assumption of the hierarchy 1 µ zΛ. With the Bogolyubov coefficients obtained in (IV.2), the
leading order clock signal and the next order is
Tφ(k1, k2, k3, k4, kI)
(1) = −C23
ipiH6µ3
16k1k2k3k4 (k1 + k2) 5/2 (k3 + k4) 5/2
(
kI/2
k1 + k2
)−iµ(
kI/2
k3 + k4
)−iµ
(V.7)
+c.c.
Tφ(k1, k2, k3, k4, kI)
(2) = −C23
piH6µ3
16k1k2k3k4 (k1 + k2) 5/2 (k3 + k4) 5/2
(
k3 + k4
k1 + k2
)−iµ
(V.8)
+c.c. .
Taking into account higher-order terms, we get
Tφ(k1, k2, k3, k4, kI) = e
2izΛ cosh r sinh rTφ(k1, k2, k3, k4, kI)
(1) + sinh2 rTφ(k1, k2, k3, k4, kI)
(2) . (V.9)
As a result, the trispectrum in warm quasi-single field inflation scenario shows two types of clock signals that
are not suppressed by the large-mass exponential e−pim/H . Moreover, at the first order, only clock signal of
the type (kI/(k1 + k2))
±iµ(kI/(k3 + k4))±iµ shows up while at the second order, only clock signal of the type
((k1 + k2)/(k3 + k4))
±iµ is present.
B. time-ordered part
The time-ordered part is evaluated at each vertex using the large µ approximation.
T time-ordered = C23
∫ 0
−zΛ/kI
dτ2
(−Hτ2)2
[∫ τ2
−zΛ/kI
dτ1
(−Hτ1)2 × [(time-ordered part)]kI/ki→0
]
µ→∞
(V.10)
= (analytical) + (non-analytical) . (V.11)
The final expression is a mixture of analytical terms and non-analytical terms which in the usual case would
lead to the clock signals. However, these terms contain a factor
exp
(
±ik3 + k4
kI
zΛ
)
(V.12)
that oscillates excessively fast and are effectively invisible. Thus this part is not as observable as the non-time-
ordered part.
VI. CONCLUSION
We study a parameter regime of warm inflation, where the clock signal produced by the massive field can evade
the large mass Boltzmann suppression. A considerable amount of particles are generated in the background
thermal bath. This offers us an opportunity to probe the UV physics of the early universe if inflation indeed
happened with a temperature higher than Hubble.
The UV physics inside the thermal bath is described by the flat space thermal field theory. The thermal bath
gives rise to the mass correction of the primordial fields. The effect of the thermal bath is to squeeze the BD
vacuum, and thus provides a squeezed state from the UV furnace. It can also be described by an effective vertex
in the in-in formalism. The usual mass Boltzmann factor becomes a suppression on the energy of radiation in
this high temperature background. After the modes evolve into the IR region, they exit the thermal equilibrium
and the physics there can be described by the usual in-in formalism.
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The change of mass induces particle production. This process has the same mathematical structure as a
scattering problem of quantum mechanics. And the transmission rate corresponds to the particle production
rate. We demonstrated the physics with this intuitive picture.
Later we calculated the bispectrum and trispectrum in our model and showed explicitly that the high
temperature effect can enhance the clock signal by a significant amount. We also used a simple estimator of the
clock signal and show that the enhanced clock signal is indeed due to the particle production at the UV furnace
and not an artifact from connecting the UV and IR theories.
We have not yet considered the effect from the particles which originally existed in the thermal bath. The
formalism we developed here cannot deal with the signal produced by this type of particles. The signals produced
by them have completely different origin with the signals we considered here, so they cannot cancel the signal
that we have calculated. We hope to study these contributions in the future.
Our result offers a possibility of probing highly UV physics such as string theory. String theory usually
produces massive higher spin fields of masses much larger than the Hubble scale. In most part of the parameter
space, the non-analytic signature is likely to be small and hard to observe. Our result shows that the signal
can be much larger than we previously thought, as long as the high-temperature warm inflation background is
established.
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Appendix A: mass corrections
There are many interactions leading to the thermal correction of the mass of the isocurvaton field σ. Here we
focus on three primary ones in consideration of operator dimensions and the effective theory setup (I.2). Namely,
they are the triple and quartic self-interactions of the isocurvaton and the interaction with the inflaton φ.
∆L = √−g
(
− %
3!
σ3 − λ
4!
σ4 − 1
2Λ0
(∂φ)2σ
)
. (A.1)
Since the thermal processes happen in the UV furnace, the characteristic time and length scale over which the
processes take place is significantly smaller than that of the curvature of spacetime. In other words, the metric
does not change much during the whole process. Thus we can ignore the overall
√−g and choose the scale factor
a = 1 so that the space coordinate is approximately physical during the process we are considering. In this way,
it is reasonable to directly apply finite temperature field theory in flat spacetime. We use real-time formalism
below and dress the propagators with a thermal term.
• Triple self-interaction
The triple interaction is present if no reflection symmetry σ ↔ −σ exists. The one loop diagram reads
−iM23(p2) = −
%2
2
∫
d4k
(2pi)4
(
i
−k2 −m2 + 2pinB(Ek)δ(−k
2 −m2)
)
×
(
i
−(p+ k)2 −m2 + 2pinB(Ep+k)δ
(−(p+ k)2 −m2)) . (A.2)
The mass correction is given by the cross term. In general, the mass correction is dependent on the three-
momentum of the isocurvaton, which slightly modify the dispersion relationship. We focus on the mass
correction at rest:
∆m23(T ) = %
2
∫
d4k
(2pi)4
2pi
eβEk − 1
δ(−k2 −m2)
−(p+ k)2 −m2
p=(m,0)−−−−−→ − %
2
2pi2
∫ ∞
0
d|k| |k|
2/
√|k|2 +m2
4|k|2 + 3m2
1
eβ
√
|k|2+m2 − 1
' − %
2T
30pim
. (A.3)
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• Quartic self-interaction
The quartic self-interaction induces a mass correction that is independent of the three-momentum of the
isocurvaton.
−iM24(p2) = −
iλ
2
∫
d4k
(2pi)4
(
i
−k2 −m2 + 2pinB(Ek)δ(−k
2 −m2)
)
. (A.4)
⇒ ∆m24(T ) =
λ
(2pi)2
∫
d|k| |k|
2√|k|2 +m2 1eβ√|k|2+m2 − 1
=
λT 2
24
×
(
1 +O(m
T
)
)
' λT
2
24
. (A.5)
• Interaction with the inflaton The interaction with the massless inflaton is dimension-five and the coupling
constant is the inverse of a energy scale Λ0. The mass correction comes from an inflaton loop at the leading
order.
−iM2I(p2) = −
1
2Λ20
∫
d4k
(2pi)4
[−k · (p+ k)]2
(
i
−k2 + i + 2pinB(Ek)δ(−k
2)
)
×
(
i
−(p+ k)2 + i + 2pinB(Ep+k)δ
(−(p+ k)2)) . (A.6)
Again the thermal correction to the mass coming from the cross term is dependent on the three-momentum.
Focusing on the rest mass, we obtain
⇒ ∆m2I(T ) =
1
Λ20
∫
d4k
(2pi)4
[−k · (p+ k)]2 δ(−k
2)
−(p+ k)2 + i
2pi
eβEk − 1
p=(m,0)−−−−−→ − m
2
2pi2Λ20
∫ ∞
0
d|k| |k|
3/(4|k|2 −m2 − i)
eβ|k| − 1
' −m
2T 2
48Λ20
. (A.7)
where the pole in the integrand originates from the on-shell production of the isocurvaton σ. And the principal
value is assumed during integration.
Appendix B: A check on the cause of unsuppressed clock signals
Here in this part of the appendix we show the necessity for the two-point interaction to only happen in the
extreme UV but not throughout the history. A BD initial condition is assumed and we manually add a two-point
interaction of the massive field that can either last for a short time in the UV or throughout inflation.
To identify the existence of clock signals, we check the norm of equal-time two-point function of the massive
field |〈σk(τ)σ−k(τ)〉| and see if it oscillates with time. If it does, then there should be unsuppressed clock signals,
otherwise not.
The equal-time two-point function is to the lowest order the diagram below.
⌧ ⌧ 0 ⌧
FIG. 10: Equal-time two-point function.
Set τ = τ1 = τ2 and denote the interaction time τ
′. It is easy to check the four cases give the same answer
and are thus indistinguishable,
D−aDa+ = D+aDa− =
D+aDa+ +D−aDa−
2
. (B.1)
Then the equal-time two-point function is essentially
〈σk(τ)σ−k(τ)〉 ∝ D−aDa+ ∝
∫
dτ ′
(−Hτ ′)4 θ(τ − τ
′)(τ ′)
[
vk(τ
′)2vk(τ)∗2 − vk(τ ′)∗2vk(τ)2
]
. (B.2)
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Plug in the explicit expression for the mode function and omit all the irrelevant coefficients, and we arrive at the
crucial result,
2iIm
(
z3H
(2)
−iµ(z)
2
∫ ∞
z
dz′
z′
H
(1)
iµ (z
′)2(z′)
)
. (B.3)
The indefinite integral turns out to be∫
dz′
z′
H
(1)
iµ (z
′)2 =
i2−1−2iµz′2iµ(coth(piµ) + 1)2 2F3
(
iµ+ 12 , iµ; iµ+ 1, iµ+ 1, 2iµ+ 1;−z′2
)
µ3Γ(iµ)2
− (B.4)
i2−1+2iµz′−2iµcsch2(piµ) 2F3
(
1
2 − iµ,−iµ; 1− iµ, 1− iµ, 1− 2iµ;−z′2
)
µ3Γ(−iµ)2 −
(coth(piµ) + 1)
(−z′2 3F4 (1, 1, 32 ; 2, 2, 2− iµ, iµ+ 2;−z′2)+ 4µ2 log(z′) + 4 log(z′))
2piµ(µ− i)(µ+ i) .
There are two scenarios:
1. The effective two-point vertex lasts the whole time, (z′) = 1.
2. The effective two-point vertex only exists above zΛ, (z
′) = θ(z′ − zΛ).
Instead of explicitly writing the messy and unenlightening results for each case, we plot them on the same
figure and the difference is very clear. Case 1 is without oscillation while case 2 is. So we conclude that if the
interaction only happens in the extreme UV regime, the clock signal will not be suppressed by a low Hubble
temperature.
20 40 60 80 100
10-7
10-6
10-5
10-4
0.001
0.010
0.100
z
|<σ2 >
|
All time
UV cutoff zΛ
FIG. 11: Comparison between the two cases. Here we took zΛ = 1000 and m = 10H.
The cause for the disappearance of the clock can be argued as follows. In (B.3) we see that H
(2)
−iµ(z)
2 ∼ e−2iz
is oscillatory. If there are no restriction for the integrand (i.e. (z′) = 1), the integral goes like∫ ∞
z
dz′
z′
H
(1)
iµ (z
′)2 ∼ e2iz, (B.5)
resulting in the cancellation between the two oscillations. But with a cutoff zΛ, the integral is essentially a
constant. As a result, the oscillation in z comes solely from H
(2)
−iµ(z)
2 ∼ e−2iz.
Appendix C: In in formalism and effective vertex method
In this section, we would like to introduce a new method to study the initial conditions, which is the effective
vertex method. We can see that the changing of mass at zΛ is equivalent to imposing a non-BD initial condition
at zΛ.
The interaction is composed of three parts,
Ht = H˜I +H2 +H3 , (C.1)
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where H˜I is already defined in (II.13), H2 and H3 are two-point and three-point interaction vertexes of the
inflaton and massive field, respectively,
H2 = −a3C2
∫
d3xσφ′, H3 = −a2C3
∫
d3xσφ′φ′ . (C.2)
From in-in formalism, we can calculate the late time observer Q (Q = φφφ for three-point functions and
Q = φφφφ for four-point functions) order by order as
〈Q〉 =− 2Im〈0|Q
∫ 0
−∞
dτ1
∫ τ1
−∞
dτ2
∫ τ2
−∞
dτ3Ht(τ1)Ht(τ2)Ht(τ3)|0〉
+ 2Im〈0|
∫ 0
−∞
dτ˜1Ht(τ˜1)Q
∫ 0
−∞
dτ1
∫ τ1
−∞
dτ2Ht(τ1)Ht(τ2)|0〉 (C.3)
+ 〈0|
∫ 0
−∞
dτ˜1
∫ τ˜1
−∞
dτ˜2Ht(τ˜2)Ht(τ˜1)Q
∫ 0
−∞
dτ1
∫ τ1
−∞
dτ2Ht(τ1)Ht(τ2)|0〉
− 2Re〈0|
∫ 0
−∞
dτ˜1Ht(τ˜1)Q
∫ 0
−∞
dτ1
∫ τ1
−∞
dτ2
∫ τ2
−∞
dτ3Ht(τ1)Ht(τ2)Ht(τ3)|0〉
+ 2Re〈0|Q
∫ 0
−∞
dτ1
∫ τ1
−∞
dτ2
∫ τ2
−∞
dτ3
∫ τ3
−∞
dτ4Ht(τ1)Ht(τ2)Ht(τ3)Ht(τ4)|0〉 . (C.4)
The first two lines are expansion of the Hamiltonian to the third order. The last three lines are expansion of the
Hamiltonian to the forth order.
1. 3pt
In this subsection, we consider the in in formalism to compute the three-point correlation function.
a. O(r) Order
z⇤
FIG. 12: Feynman diagram for the three-point correlation function at r order. The upper horizontal line is the τ = 0
time slice, whereas the lower dashed horizontal line is the −kτ = zΛ cutoff time below which the effective mass square of
the σ field is m2 + ∆m2 and above which the effective mass of the σ field is m2. The other three solid lines represent the
inflaton field φ and the dashed lines corresponds to the massive field σ.
20
The terms that actually contributes are
〈φφφ〉 =− 2Im〈0|φφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2
∫ τΛ
−∞
dτ3H2(τ1)H3(τ2)H˜I(τ3)|0〉
− 2Im〈0|φφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2
∫ τΛ
−∞
dτ3H3(τ1)H2(τ2)H˜I(τ3)|0〉
+ 2Im〈0|
∫ 0
τΛ
dτ˜1H2(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τΛ
−∞
dτ2H3(τ1)H˜I(τ2)|0〉
+ 2Im〈0|
∫ 0
τΛ
dτ˜1H3(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τΛ
−∞
dτ2H2(τ1)H˜I(τ2)|0〉
+ 2Im〈0|
∫ τΛ
−∞
dτ˜1H˜I(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2H2(τ1)H3(τ2)|0〉
+ 2Im〈0|
∫ τΛ
−∞
dτ˜1H˜I(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2H3(τ1)H2(τ2)|0〉 . (C.5)
We need to first integrate out the H˜I , the third and forth line evaluates to the form the same as the first line of
(IV.12), the first, second, fifth and sixth line evaluates to the form the same as the second line of (IV.12).
b. O(r2) Order
z⇤
FIG. 13: Feynman diagram for the three-point correlation function at r2 order. The upper horizontal line is the τ = 0
time slice, whereas the lower dashed horizontal line is the kτ = zΛ cutoff time below which the effective mass square of
the σ field is m2 + ∆m2 and above which the effective mass of the σ field is m2. The other three solid lines represent the
inflaton field φ and the dashed lines corresponds to the massive field σ.
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〈φφφ〉 = 〈0|
∫ 0
τΛ
dτ˜1
∫ τ˜1
τΛ
dτ˜2H2(τ˜2)H3(τ˜1)φφφ
∫ τΛ
−∞
dτ1
∫ τ1
−∞
dτ2H˜I(τ1)H˜I(τ2)|0〉
+ 〈0|
∫ 0
τΛ
dτ˜1
∫ τ˜1
τΛ
dτ˜2H3(τ˜2)H2(τ˜1)φφφ
∫ τΛ
−∞
dτ1
∫ τ1
−∞
dτ2H˜I(τ1)H˜I(τ2)|0〉
+ 〈0|
∫ 0
τΛ
dτ˜1
∫ τΛ
−∞
dτ˜2HI(τ˜2)H˜2(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τΛ
−∞
dτ2H3(τ1)H˜I(τ2)|0〉
+ 〈0|
∫ 0
τΛ
dτ˜1
∫ τΛ
−∞
dτ˜2HI(τ˜2)H˜3(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τΛ
−∞
dτ2H2(τ1)H˜I(τ2)|0〉
+ 〈0|
∫ τΛ
−∞
dτ˜1
∫ τ˜1
−∞
dτ˜2H˜I(τ˜2)H˜I(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2H2(τ1)H3(τ2)|0〉
+ 〈0|
∫ τΛ
−∞
dτ˜1
∫ τ˜1
−∞
dτ˜2H˜I(τ˜2)H˜I(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τ1
−∞
dτ2H3(τ1)H2(τ2)|0〉
− 2Re〈0|
∫ 0
τΛ
dτ˜1H2(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τΛ
−∞
dτ2
∫ τ2
−∞
dτ3H3(τ1)H˜I(τ2)H˜I(τ3)|0〉
− 2Re〈0|
∫ 0
τΛ
dτ˜1H3(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τΛ
−∞
dτ2
∫ τ2
−∞
dτ3H2(τ1)H˜I(τ2)H˜I(τ3)|0〉
− 2Re〈0|
∫ τΛ
−∞
dτ˜1H˜I(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2
∫ τΛ
−∞
dτ3H2(τ1)H3(τ2)H˜I(τ3)|0〉
− 2Re〈0|
∫ τΛ
−∞
dτ˜1H˜I(τ˜1)φφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2
∫ τΛ
−∞
dτ3H3(τ1)H2(τ2)H˜I(τ3)|0〉
+ 2Re〈0|φφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2
∫ τΛ
−∞
dτ3
∫ τ3
−∞
dτ4H2(τ1)H3(τ2)H˜I(τ3)H˜I(τ4)|0〉
+ 2Re〈0|φφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2
∫ τΛ
−∞
dτ3
∫ τ3
−∞
dτ4H3(τ1)H2(τ2)H˜I(τ3)H˜I(τ4)|0〉 . (C.6)
The first, second, fifth, sixth, ninth, tenth, elevent and twelfth line evaluates to the same form as the first line of
(IV.13) plus its conjugate. The third, forth, seventh, eighth lines evaluate to the same form as second line of
(IV.13) plus its conjugate
2. 4pt
In this subsection, we consider the in in formalism to compute the four-point correlation function.
a. O(r) Order
z⇤
FIG. 14: Feynman diagram for the four-point correlation function at r order. The upper horizontal line is the τ = 0 time
slice, whereas the lower dashed horizontal line is the kτ = zΛ cutoff time below which the effective mass square of the
σ field is m2 + ∆m2 and above which the effective mass of the σ field is m2. The other three solid lines represent the
inflaton field φ and the dashed lines corresponds to the massive field σ.
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〈φφφφ〉 =− 2Im〈0|φφφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2
∫ τΛ
−∞
dτ3H3(τ1)H3(τ2)H˜I(τ3)|0〉
+ 2Im〈0|
∫ 0
τΛ
dτ˜1H3(τ˜1)φφφφ
∫ 0
τΛ
dτ1
∫ τΛ
−∞
dτ2H3(τ1)H˜I(τ2)|0〉
+ 2Im〈0|
∫ τΛ
−∞
dτ˜1H˜I(τ˜1)φφφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2H3(τ1)H3(τ2)|0〉 . (C.7)
The first line and the third line evaluate to the same form as (V.1). The second line is suppressed exponentially
in the large µ limit.
b. O(r2) Order
z⇤
FIG. 15: Feynman diagram for the four-point correlation function at r2 order. The upper horizontal line is the τ = 0
time slice, whereas the lower dashed horizontal line is the kτ = zΛ cutoff time below which the effective mass square of
the σ field is m2 + ∆m2 and above which the effective mass of the σ field is m2. The other three solid lines represent the
inflaton field φ and the dashed lines corresponds to the massive field σ.
〈φφφφ〉 = 〈0|
∫ 0
τΛ
dτ˜1
∫ τ˜1
τΛ
dτ˜2H3(τ˜2)H3(τ˜1)φφφφ
∫ τΛ
−∞
dτ1
∫ τ1
−∞
dτ2H˜I(τ1)H˜I(τ2)|0〉
+ 〈0|
∫ 0
τΛ
dτ˜1
∫ τΛ
−∞
dτ˜2HI(τ˜2)H˜3(τ˜1)φφφφ
∫ 0
τΛ
dτ1
∫ τΛ
−∞
dτ2H3(τ1)H˜I(τ2)|0〉
+ 〈0|
∫ τΛ
−∞
dτ˜1
∫ τ˜1
−∞
dτ˜2H˜I(τ˜2)H˜I(τ˜1)φφφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2H3(τ1)H3(τ2)|0〉
− 2Re〈0|
∫ 0
τΛ
dτ˜1H3(τ˜1)φφφφ
∫ 0
τΛ
dτ1
∫ τΛ
−∞
dτ2
∫ τ2
−∞
dτ3H3(τ1)H˜I(τ2)H˜I(τ3)|0〉
− 2Re〈0|
∫ τΛ
−∞
dτ˜1H˜I(τ˜1)φφφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2
∫ τΛ
−∞
dτ3H3(τ1)H3(τ2)H˜I(τ3)|0〉
+ 2Re〈0|φφφφ
∫ 0
τΛ
dτ1
∫ τ1
τΛ
dτ2
∫ τΛ
−∞
dτ3
∫ τ3
−∞
dτ4H3(τ1)H3(τ2)H˜I(τ3)H˜I(τ4)|0〉 . (C.8)
The second line, and forth line evaluates to the same form as (V.1). The first line, third line, fifth and sixth line
are suppressed in the large µ limit.
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