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Die umfassende Anwendung von Hochdurchsatzmethoden in den Biowissenschaften hat die damit
verbundene Datenanalyse vor erhebliche Herausforderungen gestellt. Oft müssen viele verschiedene
Schritte auf eine große Anzahl von Proben angewandt werden. Dabei könnenWorkflow-Management-
Systeme Wissenschaftler durch die automatisierte Ausführung entsprechender Analyse-Workflows
unterstützen. Der erste Teil dieser kumulativen Dissertation konzentriert sich auf die Entwick-
lung von Watchdog, einem neuartigen Workflow-Management-System zur automatisierten Anal-
yse umfangreicher experimenteller Daten. Zu den Hauptfunktionen von Watchdog gehören die
einfache Verarbeitbarkeit von Replikaten, die Unterstützung verteilter Computersysteme, eine an-
passbare Fehlererkennung und die Möglichkeit manuell in die Workflowausführung einzugreifen.
Zudem ermöglicht eine grafische Benutzeroberfläche die Erstellung von Workflows ohne Program-
miererfahrung, wobei einen vordefinierter Satz von Tools verwenden werden kann. Weiterhin er-
laubt eine Community-Sharing-Plattform Wissenschaftlern, Tools und Workflows einfach mit an-
deren zu teilen. Darüber hinaus sind Methoden implementiert, um die Ausführung unterbrochener
oder veränderter Workflows fortzusetzen und Software durch den Einsatz von Paketmanagern und
Containervirtualisierung automatisiert bereitzustellen.
Mit Watchdog haben wir Standardanalyse-Workflows für typische Arten von biologischen Hoch-
durchsatz-Experimenten, wie RNA-seq und ChIP-seq, implementiert. Obwohl sie sich leicht auf neue
Datensets desselben Typs anwenden lassen, stoßen solche Workflows irgendwann an ihre Grenzen,
weswegen zur Klärung spezifischer Fragen angepasste Methoden erforderlich sind. Daher konzen-
triert sich der zweite Teil dieser Dissertation auf die Anwendung von Standardanalyse-Workflows
kombiniert mit der Entwicklung anwendungsspezifischer bioinformatischer Methoden, um Fragen zu
beantworten, die für unsere biologischen Kooperationspartner von Interesse sind. Die erste Studie
beschäftigt sich mit der Identifizierung des Bindungsmotivs des Transkriptionsfaktors ZNF768 , das
aus zwei Ankerregionen besteht, die durch eine variable Linkerregion verbunden sind. Da Standard-
Motivfindungsmethoden die Anker der Motive nur separat erkannten, wurde eine maßgeschneiderte
Methode zur Bestimmung des bipartiten Bindemotivs entwickelt. Die zweite Studie befasst sich mit
der Wirkung von CDK12 -Hemmung auf die Transkription. Die aus der Standard-RNA-seq-Analyse
erhaltenen Ergebnisse zeigten eine erhebliche Verkürzung vieler Transkripte nach Hemmung von
CDK12 . Wir haben daher eine neue Methode entwickelt, um den Grad der Transkriptverkürzung
zu quantifizieren. Darüber hinaus wurde ein maßgeschneidertes Meta-Gen-Analyse-Framework
entwickelt, um die Progression der RNA-Polymerase II unter Verwendung von ChIP-seq Daten
zu modellieren. Dies zeigte, dass Hemmung von CDK12 einen RNA-Polymerase II Prozessivitäts-
defekt verursacht, der ursächlich für die beobachtete Transkriptverkürzung ist.
Zusammenfassend stellen die in dieser Arbeit entwickelten Methoden sowohl allgemeine Beiträge
zur Analyse von Hochdurchsatz-Sequenzierungsdaten dar als auch Werkzeuge um spezifische Fragen
bezüglich der Bindung von Transkriptionsfaktoren und der Regulation der verlängernden RNA-
Polymerase II zu beantworten.

Summary
Extensive application of high-throughput methods in life sciences has brought substantial new
challenges for data analysis. Often many different steps have to be applied to a large number of
samples. Here, workflow management systems support scientists through the automated execution
of corresponding large analysis workflows. The first part of this cumulative dissertation concentrates
on the development of Watchdog, a novel workflow management system for the automated analysis
of large-scale experimental data. Watchdog’s main features include straightforward processing of
replicate data, support for distributed computer systems, customizable error detection and manual
intervention into workflow execution. A graphical user interface enables workflow construction using
a pre-defined toolset without programming experience and a community sharing platform allows
scientists to share toolsets and workflows efficiently. Furthermore, we implemented methods for
resuming execution of interrupted or partially modified workflows and for automated deployment
of software using package managers and container virtualization.
Using Watchdog, we implemented default analysis workflows for typical types of large-scale bi-
ological experiments, such as RNA-seq and ChIP-seq. Although they can be easily applied to new
datasets of the same type, at some point such standard workflows reach their limit and customized
methods are required to resolve specific questions. Hence, the second part of this dissertation fo-
cuses on combining standard analysis workflows with the development of application-specific novel
bioinformatics approaches to address questions of interest to our biological collaboration partners.
The first study concentrates on identifying the binding motif of the ZNF768 transcription factor,
which consists of two anchor regions connected by a variable linker region. As standard motif find-
ing methods detected only the anchors of the motifs separately, a custom method was developed
for determining the spaced motif with the linker region. The second study focused on the effect
of CDK12 inhibition on transcription. Results obtained from standard RNA-seq analysis indicated
substantial transcript shortening upon CDK12 inhibition. We thus developed a new measure to
quantify the degree of transcript shortening. In addition, a customized meta-gene analysis frame-
work was developed to model RNA polymerase II progression using ChIP-seq data. This revealed
that CDK12 inhibition causes an RNA polymerase II processivity defect resulting in the detected
transcript shortening.
In summary, the methods developed in this thesis represent both general contributions to large-
scale sequencing data analysis and served to resolve specific questions regarding transcription factor






1.1 Biological background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Advances in sequencing technology and its applications . . . . . . . . . . . . . . . . 2
1.3 Standard bioinformatics analysis of NGS data . . . . . . . . . . . . . . . . . . . . . . 4
1.3.1 General steps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.2 Additional analysis steps for RNA-seq data . . . . . . . . . . . . . . . . . . . 5
1.3.3 Additional analysis steps for ChIP-seq data . . . . . . . . . . . . . . . . . . . 6
1.3.4 Challenges for NGS data analysis . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Summary of contributing articles 11
2.1 Processing of large-scale experimental data with Watchdog . . . . . . . . . . . . . . 11
2.1.1 Defining and sharing of modules and workflows . . . . . . . . . . . . . . . . . 12
2.1.2 Workflow execution and control by the user . . . . . . . . . . . . . . . . . . . 13
2.1.3 Features supporting efficient and reproducible workflow execution . . . . . . 15
2.2 Uncovering the role of ZNF768 in gene regulation . . . . . . . . . . . . . . . . . . . 17
2.2.1 Experimental setup and initial data processing . . . . . . . . . . . . . . . . . 17
2.2.2 Identification of the ZNF768 DNA binding motif . . . . . . . . . . . . . . . . 18
2.2.3 Origin and conservation of the ZNF768 binding site in mammalian genomes . 20
2.2.4 Effect of ZNF768 on gene expression . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Integrative RNA-seq and ChIP-seq analysis of CDK12 function . . . . . . . . . . . . 21
2.3.1 Experimental setup and initial data processing . . . . . . . . . . . . . . . . . 21
2.3.2 Identification and quantification of transcript shortening . . . . . . . . . . . . 22
2.3.3 RNAPII processivity defect . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3 Discussion and outlook 27
3.1 Watchdog put to the test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Open questions regarding ZNF768 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 Unraveling the function of CKD12 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Acronyms 33
References 35
A Attached contributions 55
A.1 Watchdog - a workflow management system for the distributed analysis of large-scale
experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
A.2 Watchdog 2.0: New developments for reusability, reproducibility, and workflow exe-
cution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
A.3 MIR sequences recruit zinc finger protein ZNF768 to expressed genes . . . . . . . . 80
A.4 CDK12 controls G1/S progression by regulating RNAPII processivity at core DNA





Deoxyribonucleic acid (DNA) is the carrier of the genetic information of almost all known organ-
isms [1]. It is composed of a sugar-phosphate backbone and the four nucleotides adenine, thymine,
cytosine and guanine, and consists of two complementary intertwined strands [2, 3]. The genome’s
functional units are genes, which encode for proteins or regulatory ribonucleic acids (RNAs). Pro-
teins consist of amino acid chains that fold into three-dimensional structures depending on their
amino acid sequence. The resulting structure enables proteins to transport molecules, interact with
other proteins or catalyze metabolic reactions [4].
Figure 1.1 illustrates a simplified version of the complex process leading from a gene to a protein.
To initiate protein synthesis, general transcription factors bind to the so-called promoter located
upstream of the corresponding gene. These factors recruit a protein complex consisting of RNA
polymerase II (RNAPII) and about 50 other proteins [5]. This machinery transcribes the gene from
the transcription start site (TSS) to the transcription termination site (TTS) resulting in a single-
stranded copy of the gene, the so-called messenger RNA (mRNA) [6]. Subsequently, non-coding
regions, the so-called introns, are spliced out from the resulting mRNA, the 5′ end is capped by
adding a modified nucleotide and a poly(A) tail is attached at the 3′ end [7, 8]. Once exported to
the cytoplasm, the mature mRNA is translated into an amino acid chain by the ribosomes [9, 10].
Each amino acid is encoded by a triplet of nucleotides (codon). The amino acid sequence is encoded
by a sequence of codons between the start and stop codon [11, 12]. The regions of the mRNA before
the start and after the stop codon are referred to as 5′ untranslated region (UTR) and 3′ UTR,
respectively and often contain regulatory elements [13].
Figure 1.1: From gene to protein. A gene is transcribed from DNA to mRNA, non-coding
regions are spliced out, modifications are applied and the mRNA is translated into a protein.
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Transcription of most genes is heavily regulated on several levels, e.g. by cell- and gene-specific
transcription factors that induce or repress transcription [14, 15]. Binding sites of specific tran-
scription factors can be located near promoters or far removed from the gene (enhancer or silencer).
Moreover, the DNA is wrapped around histones resulting in DNA-protein complexes, which makes
it inaccessible to DNA-binding proteins. Hence, these structures have to be remodeled during
transcription to make the DNA accessible [16]. Apart from transcription initiation, pausing of
RNAPII progression and transcriptional bursts are important regulatory control mechanisms of
transcription [17, 18]. Additionally, microRNAs (miRNAs) and other post-transcriptional regula-
tion mechanisms can prevent mRNA translation or specifically target mRNAs for degredation [19].
1.2 Advances in sequencing technology and its applications
Sanger sequencing
In 1977, Frederick Sanger et al. laid the foundation for modern molecular biology by describing a
method to determine the nucleotide sequence of DNA for the first time [20]. In the first step of the
method, the single-stranded input DNA sample is divided into four test tubes, which each contain
the four nucleotides. Subsequently, DNA polymerase is added to synthesize double-stranded DNA
from the single-stranded DNA template. During double-strand synthesis, the DNA polymerase
sequentially adds a new nucleotide at the 3′-OH group of the previously incorporated nucleotide.
Each test tube additionally contains one type of nucleotide in low proportions that lacks the 3′-OH
group. Once such a modified nucleotide is incorporated, the nucleotide chain is terminated. Follow-
ing this step, each test tube contains incomplete copies of the template DNA, which all end with
the chain-terminating nucleotide. To generate many copies ending at every possible position, the
synthesis step is repeated multiple times. Here, heating the sample makes the DNA single-stranded
again and allows another round of synthesis. Once the last cycle is finished, a gel with four separate
lanes is used to separate the single-stranded DNA fragments by their length using electrophoresis.
To make the resulting DNA bands visible, autoradiography is used as the chain-terminating nu-
cleotides are radioactively labeled. Finally, the sequence of the input DNA can be read off the gel
based on the relative positions of the bands in the four lanes.
To demonstrate the feasibility of the method, Sanger and colleagues sequenced the genome
of bacteriophage ΦX174, which has a length of about five thousand nucleotides [20]. Only three
years later, Frederick Sanger received the Nobel Prize in chemistry for this work [21]. Continuous
improvements of his method led to state-of-the-art Sanger sequencers with very high accuracy [22].
Improvements include fluorescent labeling, capillary electrophoresis in one reaction, laser detection
of fluorescence and automated sequencing of a few thousand fragments per day [23]. The availability
of automated sequencers enabled the Human Genome Project to release the first human genome
sequence in 2003. It took 13 years to complete and cost about $2.7 billion [24].
Next-generation sequencing
A breakthrough in sequencing technology was the development of methods for massively parallel
sequencing, so-called next-generation sequencing (NGS) technologies. Today, massively dropped
costs enable companies to offer genome sequencing for private customers within weeks for less than
$1,000 [25]. Moreover, a vast number of sequencing library preparation protocols have emerged that
capture diverse aspects of cells on a large scale [26]. With these protocols, it has become possible
to quantify the expression of genes (RNA-seq), identify protein binding sites on DNA or RNA
(ChIP-seq, CLIP-seq), study epigenetic marks (MeDIP-seq), detect open chromatin regions (ATAC-
seq) or measure genome-wide chromatin interactions (CHIA-Pet), to name just a few examples.
These methods have been applied intensively in the ENCODE project [27], which aimed to create
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a catalog of all functional elements in the human genome. Moreover, an overwhelming amount of
data has also been generated by other projects that apply NGS methods in large scale, e.g. the
Cancer Genome Atlas [28], the 1000 Genomes Project [29], the Exome Sequencing Project [30],
DiscovEHR [31] and the United Kingdom’s 100,000 Genomes Project [32]. These projects aim to
detect genetic variations in human genomes, explain genetic diseases or drug ineffectiveness and
establish the basis for medical treatment adapted to specific characteristics of each patient [33].
Currently, Illumina is the market leader in NGS technology [34]. Illumina’s sequencing technol-
ogy is similar to the capillary electrophoresis approach of modern Sanger sequencers. However, the
synthesis reactions occur in millions of nanowells located on a surface, the so-called flow cell. First,
the DNA fragments in the sequencing library are immobilized through complementary adapter nu-
cleotides bound to the flow cell. Afterwards, a few rounds of bridged amplification are performed
to generate neighboring clusters of identical copies of the initially bound DNA fragments. Each
cluster contains about 1,000 identical, single-stranded DNA fragments anchored at the flow cell.
DNA polymerase and fluorescently labeled nucleotides are then added to the flow cell to generate
double-stranded DNA. Here, the 3′-OH group of the amino acids is blocked that is required for the
next nucleotide binding. Hence, only one complementary nucleotide can be initially incorporated.
Subsequently, a laser excites the fluorescent labeling of the newly incorporated nucleotide and a mi-
croscope measures the spectrum of the emitted light. Next, the fluorescent labeling is cleaved and
the 3′-OH group of the previously incorporated nucleotide is regenerated. These steps are repeated
until a predefined number of nucleotides has been determined, usually between 50 and 300 base pair
(bp) [35]. This procedure returns one short read per cluster, which matches the sequence of one
end of the original DNA fragment. An optional bridged amplification step allows to sequence the
other end of the original DNA fragment, leading to so-called paired-end reads. Extensive reviews
on Illumina’s and other NGS technologies are provided in [36, 37].
Illumina’s most advanced instrument, the NovaSeq 6000, can sequence up to 20 billion paired-
end, 150 bp-long reads within two days of operating time [38]. With that number of reads, about 48
full human genomes can be sequenced with running costs of $12-18 per gigabase pair [34]. Hence,
sequencing of an incredibly large number of genomes has become possible, which could improve
prevention, diagnosis and treatment of many diseases [39]. In 2020, Genomics England announced
plans to sequence up to 500,000 whole genomes over the next five years to support the national
health service (NHS) in introducing whole genome sequencing into routine healthcare [40].
Transcriptome profiling with RNA-seq
The term transcriptome refers to the collection of all RNA molecules present in a cell. In con-
trast to DNA, RNA is single-stranded and contains the nucleotide uracil instead of thymine. The
transcriptome consists of numerous types of RNA. In mammalian cells, the most prevalent type is
ribosomal RNA (rRNA), which accounts for about 80% of the RNA [41]. It is required to assemble
the ribosomes, which serve as protein building factories. Another 15% are transfer RNAs (tRNAs)
that transport amino acids required for protein synthesis to the ribosomes. The remaining 5% are
mRNAs, miRNAs, small nuclear RNAs (snRNAs), long non-coding RNAs (lncRNAs) or other low
abundant RNAs [41]. The transcriptome can be sequenced using RNA-sequencing (RNA-seq) in
order to detect differentially expressed genes, quantify the expression of miRNAs or other small
RNAs, identify alternative splicing events and catalog disease-related somatic mutations [42]. Here,
RNA is not directly sequenced, but converted to complementary DNA (cDNA) libraries to allow
use of DNA sequencing technology.
As the first step of sequencing library preparation, the total RNA is isolated from the cells.
Next, the rRNA is removed as rRNA is the most abundant type, but of little interest [43, 44].
There are two ways to achieve this. One option, poly(A) enrichment uses oligo(T) primers bound
to a surface to capture the poly(A) tails of mature mRNAs. Another method, rRNA depletion,
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uses rRNA antisense transcripts bound to magnetic or biotinylated beads to capture and remove
the rRNA from a sample. Afterwards, the remaining types of RNA are separated based on their
length using gel electrophoresis. Subsequently, the RNA is converted to cDNA, fragmented, size
selected for a specific fragment length and amplified by polymerase chain reaction [43].
Measuring protein-DNA interactions with ChIP-seq
Many proteins are known that bind DNA in a sequence-specific, shape-specific or even unspecific
manner. The functions of DNA-binding proteins include activation or repression of expression
(transcription factors), cleaving of DNA (nucleases), copying of DNA (polymerases) and DNA
packing (histones) [45]. Some functions require the protein to move along the DNA from the
original binding site. One example is RNAPII, which moves from the TSS of the gene to its TTS
to transcribe the mRNA.
In order to determine regions in the genome at which a specific protein binds, ChIP-sequencing
(ChIP-seq) can be used [46]. Here, DNA-bound proteins are first cross-linked to the DNA using
formaldehyde and the DNA is sheared into smaller parts by sonication. Then, protein-specific
antibodies bound to beads separate the target proteins together with the bound DNA fragments
from the cell debris. The sensitivity and specificity of the antibody are crucial for the enrichment
of DNA bound to the target protein. Afterwards, the proteins are unlinked from the DNA and
the remaining DNA is purified. Finally, the resulting DNA fragments are prepared for sequencing.
Multiple variants of this method exist that allow better resolution (e.g. ChIP-exo, ChIP-nexus) [47]
or capture interactions of RNA with proteins (e.g. CLIP-Seq, PAR-CLIP) [48].
1.3 Standard bioinformatics analysis of NGS data
The next sections describe bioinformatics analysis steps commonly applied to all NGS datasets (1.3.1)
as well as steps exclusively required for analysis of RNA-seq (1.3.2) or ChIP-seq (1.3.3) datasets.
1.3.1 General steps
Quality assessment and filtering
Quality assessment of the raw sequencing data is highly recommended before further analyses
are performed as sequencing library preparation is a complicated process with many potential
error sources [49]. Interesting properties include base quality scores, adapter contamination, over-
represented sequences, GC content of the reads and read length distribution. An example for a
quality assessment software is FastQC [50], which generates multiple quality control statistics for
raw sequencing data. Depending on the degree of adapter contamination or uncertainty of base calls,
reads are often trimmed or entirely discarded. Popular programs for that task are cutadapt [51]
and Trimmomatic [52].
Mapping to reference genome
As a next step, the genomic origin of the reads has to be determined. This is done by aligning
reads to a reference genome, which is also referred to as mapping. Most read mapping programs
allow mismatches, insertions or deletions in alignments and clipping of both read ends. The align-
ment process has to be implemented very efficiently as alignments between every single read and a
complete genome have to be calculated. Bowtie [53] and BWA [54] are frequently used programs
for mapping reads that were obtained from DNA. Both programs utilize a FM-index to efficiently
perform a vast number of string searches against a fixed genome sequence [55].
Mapping of reads obtained from mRNA is more complicated than mapping DNA sequencing
reads due to splicing of the introns after transcription. Thus, two exons separated by an intron on
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the genome can be directly connected in a read. Popular software for mapping RNA-seq reads is
TopHat2 [56], HISAT2 [57] and STAR [58]. TopHat2 uses Bowtie as short read aligner and splits
reads into smaller segments to map them across splice junctions. HISAT2 implements a hierarchical
FM-index consisting of a gobal index and thousands of smaller indices that fit in the high-speed
cache of modern computer processors. The global index serves for identifying all potential mapping
regions within the complete genome, while the small ones are used to determine the exact read
alignment. STAR uses an uncompressed suffix array to sequentially identify prefixes of a read that
exactly match a region in the genome (maximal mappable prefixes). The resulting hits are then
combined in a second step to an alignment for the complete read.
Another challenge of mapping NGS reads is that they are relatively short and may align equally
well to multiple regions. In case of RNA-seq, pseudogenes are especially problematic. These are
copies of real genes that lost their function, but are still very similar to the original gene [59].
Most mapping programs report multiple alignments for ambiguously mapping reads. In contrast,
the RNA-seq mapper ContextMap2 assigns each read to exactly one location by considering the
context around ambiguously mapping reads [60]. For this purpose, ContextMap2 aligns first reads
to the reference genome using a short read alignment program. Afterwards, all fully mapped reads
are clustered to define contexts, which are used to calculate support scores for reads that mapped
ambiguously or partially. Finally, the remaining reads are assigned to the best-supported location
based on these support scores.
1.3.2 Additional analysis steps for RNA-seq data
Expression level estimation
Once the genomic origin of RNA-seq reads has been determined, the expression of genomic regions
of interest can be quantified. For example, quantification of protein-coding mRNAs allows drawing
conclusions about the abundance of proteins. To estimate the expression level of genomic regions,
mapped reads that overlap a particular region are counted. Here, reads are typically assigned to a
gene if they overlap with an exon of that gene. Issues occur if a read maps equally well to several
genomic locations or overlaps with multiple annotated genes.
The two most commonly used read counting methods are htseq-count part of the HTSeq frame-
work [61] and featureCounts [62]. A benefit of using htseq-count is that it can be easily integrated
into analysis pipelines implemented in Python. However, featureCounts is about 20 times faster
than htseq-count and consumes only one-fifth of the memory. To speed up the test for overlapping
intervals, it uses a two-level hierarchical data structure combined with chromosome hashing.
Differential gene expression analysis
Differential gene expression analysis compares the expression levels of genes between different con-
ditions. For instance, biological systems are often deliberately permuted, e.g. by treatment with a
(potential) drug and then compared to the natural state. In theory, the gene read counts for each
condition could be divided by each other to calculate gene expression fold-changes. In practice, how-
ever, this is not that simple and requires additional steps. One problem is that the sequencing depth
of different samples varies and thus does not allow a direct comparison. Accordingly, most programs
for differential gene expression analysis normalize read counts by library size. Another problem is
that sequencing biases (e.g. GC bias [63] or gene length bias [64]) cause overrepresentation of some
transcripts within the library. To compensate for that, sequencing libraries are normalized using
various assumptions about read distributions. Finally, statistical tests are used to calculate the
fold-changes between conditions per gene and the statistical significance of these fold-changes [65].
The power of statistical tests for detecting differentially expressed genes is affected by the library
sequencing depth and the number of replicates per condition [66, 67]. Since one statistical test is
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carried out for each gene, the statistical significance has to be corrected for multiple testing [68].
Many programs for the detection of differentially expressed genes have been developed in the
last decade. They differ in the used normalization method and the underlying statistical model.
Popular programs include are edgeR [69], limma [70], DESeq [71] and DESeq2 [72]. Systematic
comparisons between different methods can be found in [73, 74, 75, 76, 65].
Alternative splicing analysis
So far, splicing has been described as a process in which all introns of a gene are spliced out from
the pre-mRNA (see Fig. 1.1). However, for many genes it is far more complicated because different
mRNA isoforms are produced from the same gene by alternative splicing. The expression of different
isoforms is frequently condition- and tissue-specific [77]. Known alternative splicing events include
exon skipping, intron retention, alternative 5′ or 3′ splice site usage and inclusion of mutually
exclusive exons [78, 79]. Since reads obtained with NGS technologies are too short to sequence
complete transcripts, bioinformatic methods are required to investigate alternative splicing.
Two general strategies exist to identify and quantify differentially spliced genes in RNA-seq
data. Isoform-based methods try to reconstruct and quantify full-length transcripts and apply
differential expression analysis afterwards. Programs implementing this approach are cuffdiff2 [80],
DiffSplice [81] and IsoDE2 [82]. The second general approach is to analyze splicing events either
based on exon read counts (e.g. DEXSeq [83], JunctionSeq [84] and limma [70]) or individual splicing
events (e.g. rMATS [85], MAJIQ [86], SUPPA2 [87] and MISO [88]). Some programs depend on
comprehensive gene annotations, while others can recognize novel splicing events. More detailed
comparisons and evaluations of differential splicing analysis programs can be found in [89, 90, 91].
1.3.3 Additional analysis steps for ChIP-seq data
Peak calling
After ChIP-seq reads are mapped to the reference genome, regions covered by a significant number
of reads have to be identified. This process is referred to as peak calling and reveals genomic
positions at which the target protein was bound. As unspecific binding and different accessibility of
the DNA introduces noise, commonly a sample without antibody is prepared, sequenced and used as
background control sample [92]. The success of the experiment heavily depends on the specificity of
the antibody, while the sensitivity mainly depends on the sequencing depth [93]. Depending on the
target protein, sharp (e.g. transcription factors [94]) or broad peaks (e.g. histone modifications [95])
are observed in the experiment.
Again, many different programs exist for peak calling. They differ in the algorithm used to
identify potential peaks, the applied normalization method, the statistical test to measure the
significance and their ability to detect sharp or broad peaks. The most popular software is MACS
and its improved version MACS2 [96]. The algorithm uses the fact that both strands of the enriched
DNA are sequenced from their 5′ ends. Hence, a bound protein causes one peak up- and downstream
of its binding site due to the fragment length. Both peaks together result in a bimodal read
distribution around the actual binding site of the target protein. Other commonly used methods
are SISSRs [97], SICER [98], F-Seq [99], FindPeaks [100], PeakSeq [101] and GEM [102]. For a
feature comparison of 30 peak callers and an evaluation of six of them, please refer to [103].
Binding motif identification
In many cases, the binding motif of the target protein is still unknown. Hence, the next task after
peak calling often is to computationally identify the binding motif based on the genomic sequences
at peaks. Several issues make motif identification difficult. Due to unspecific binding or other
artifacts, not all of the identified peaks contain the motif. Moreover, the resulting peaks can be
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up to a few hundred nucleotides long and hence only roughly indicate the binding position [104].
Additionally, binding motifs of other proteins or nearby repetitive elements that overlap with the
peaks can obstruct the correct identification of the motif [105].
Generally, two different approaches exist for motif discovery in ChIP-seq data. The first one is
to enumerate and count all possible motifs, which guarantees that the optimal solution is found. A
shortcoming of this approach is the exhaustively big search space. The runtime grows exponentially
and depends on the number of input sequences, the maximum number of allowed mismatches and the
maximal supported motif length. Usually, the user has to define these parameters as they determine
the required runtime of the algorithm. Other programs implement probabilistic approaches that
are able to process big datasets and require less user input. However, probabilistic approaches
are more complex and might only find a local maximum. Popular enumeration- and probabilistic-
based programs are HOMER [106], MEME [107], DREME [108], STEME [109] and GLAM2 [110].
Classification of 119 motif discovery algorithms and a general feature comparison can be found
in [111].
Peak annotation and hypothesis generation
Once the position of the peaks is known, the peaks usually are annotated with the features of a
gene (e.g. promoter, exon, intron, 5′ UTR, 3′ UTR) they overlap with to infer their function. For
instance, transcription factors that modulate the expression of genes, often bind in the promoter
region upstream of the TSS (see Fig. 1.1). In this way, peak annotation can help to generate
hypotheses about the function of the target protein, which can be verified experimentally. For
example, the R package ChIPseeker [112] can annotate, compare and visualize peaks.
1.3.4 Challenges for NGS data analysis
As outlined in the previous sections, bioinformatics analyses of NGS datasets consist of several
interdependent steps. In addition to the problem of choosing an appropriate algorithm for each of
these steps, several technical aspects have to be addressed on top. These include the amount of
manual interaction required during an analysis, sufficient flexibility to allow an analysis to be reused
for similar datasets and reproducibility of the obtained results [113]. There are various approaches
with inherent advantages and disadvantages to address these points.
The most straightforward way is to execute all required steps manually or with the help of
scripts. However, it is difficult to efficiently execute and monitor many long-running steps manually,
in particular since they often depend on each other. Furthermore, it is not uncommon that new
samples are added to a project after the initial analysis has been completed (e.g. new replicates or
conditions) or that the way the data is processed needs to be changed (e.g. further steps or use of
alternative algorithms). In both cases, all dependent steps have to be identified and executed again.
Another problem is that it is laborious to properly document a manually executed analysis and
actually reproduce it based on the documentation. In 2016, a survey among 1,500 scientists revealed
that archiving reproducibility is a major problem in science. For instance, 70% of all respondents
failed at least once to reproduce an experiment initially performed by other scientists. To im-
prove the situation, the authors recommended better documentation and standardization, among
other things [114]. However, reproducibility is also an issue in computational science and bioin-
formatics [115, 116, 117]. Points that complicate analyses and potentially hinder reproducibility
are differences between software or database versions, altered software behavior on different oper-
ating systems or unnoticed software crashes. An alternative to manual execution is implementing
pipelines designed to perform a specific analyses [118, 119]. The advantage of this approach is that
an analysis can be repeated without much effort. In addition, it requires much less manual interac-
tion and therefore is less prone to errors. However, depending on the implementation, components
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of such analysis pipelines might not be easily reusable in other pipelines. Code duplication and
subsequent adaption might allow reusing parts of the pipeline, but complicate code maintainability.
The best approach is to use a workflow management system (WMS) to execute the analysis. For
this purpose, the analysis pipeline has to be defined as a workflow according to the specification of
the corresponding WMS. A workflow consists of a collection of tasks that depend on each other. A
WMS parses the workflow and schedules, executes and monitors tasks in an unsupervised manner.
Usually, workflow parameters can be configured such that a workflow can be easily reused in other
projects. Other benefits are that WMSs typically encapsulate tasks in reusable components, are
able to distribute time- and resource-consuming jobs on a computer cluster, handle various types
of storage or automatically deploy software. Thus, WMSs relieve the user of many tasks that he
would otherwise have to take care of. The choice of a specific WMS depends on different criteria
including the required training period, implemented set of features, target audience, availability
of a graphical user interface (GUI) and license fees to be paid. Popular WMSs are Galaxy [120],
KNIME [121], Snakemake [122] and Nextflow[123], which are briefly described in the following.
Galaxy is a scientific analysis platform for designing and executing workflows in the web browser.
Users can upload their data to a Galaxy server, combine available analysis programs and configure
the workflow parameters without programming experience. Public Galaxy servers provide acces-
sibility to everyone and allow easy sharing of tools and workflows. Tools are defined in an XML
format specifying the program to execute and its input parameters.
KNIME is a data analysis platform that provides a GUI for workflow construction, execution and
result visualization. A workflow consists of so-called nodes that are arranged by drag-and-drop and
then configured in the GUI. Nodes for data manipulation, modeling and visualization are distributed
together with KNIME. New nodes have to be defined in Java by extending multiple Java classes to
integrate existing software in a workflow.
Snakemake is a WMS inspired by GNU Make. A workflow is defined as a set of rules, which specify
how input files are used to create output files. Rules can execute shell commands, Python code
or external scripts. Programmers can define own Snakemake workflows in a language that extends
Python. Snakemake supports execution on workstations, computer clusters and cloud environments
and can deploy the required software automatically.
Nextflow is build around the Unix pipeline model that uses streams to transfer data between
consecutive tasks. Nextflow extends the model to allow streaming of complex data structures
instead of plain text. Workflows are defined as a succession of processes in a proprietary scripting
language based on Groovy. Similar to Snakemake, programming experience is required to define
own workflows as no GUI is available.
1.4 Thesis outline
Four peer-reviewed articles contribute to this cumulative dissertation. The first two articles focus
on the development of the WMS Watchdog. The second two articles cover the analysis of two high-
throughput NGS datasets. In both cases, application of standard analysis workflows was combined
with the development of application-specific bioinformatics approaches. In the following, the content
of each article is briefly summarized and my contributions are indicated.
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Contributing articles for Section 2.1
M. Kluge and C. C. Friedel. Watchdog - a workflow management system for the distributed
analysis of large-scale experimental data. BMC Bioinformatics, 19(1):97, March 2018
M. Kluge, M.-S. Friedl, A. L. Menzel, and C. C. Friedel. Watchdog 2.0: New developments
for reusability, reproducibility, and workflow execution. GigaScience, 9(6):giaa068, June 2020
In Section 2.1, I present the WMS Watchdog. The initial version of Watchdog was published
in 2018 and a much extended version in 2020 [124, 125]. Watchdog targets experimentalists with
only basic high-throughput data analysis experience as well as experienced bioinformaticians. Its
main features include straightforward processing of replicate data, support for distributed computer
systems, customizable error detection and manual intervention into workflow execution. To enable
non-programmers to design and execute workflows, I implemented a comprehensive GUI.
The updated version introduced a community sharing platform for modules and workflows, a
searchable module reference book, two new execution modes for more comfort and flexibility during
workflow execution and support for automated software deployment using container virtualization
and package managers. Additionally, Amrei L. Menzel implemented a GUI to semi-automatically
create new modules from help or man pages of command-line programs as part of her Bachelor's
thesis. For both publications, I produced the figures and wrote the initial draft. Caroline C. Friedel
and for the second article Marie-Sophie Friedl, helped with revising the manuscripts and tested the
software.
Contributing articles for Section 2.2
M. Rohrmoser, M. Kluge, Y. Yahia, A. Gruber-Eber, M. A. Maqbool, I. Forné, S. Krebs, H.
Blum, A. K. Greifenberg, M. Geyer, N. Descostes, A. Imhof, J.-C. Andrau, C. C. Friedel,
and D. Eick. MIR sequences recruit zinc finger protein ZNF768 to expressed genes. Nucleic
acids research, 47(2):700–715, January 2019
In Section 2.2, I describe the methodology for the analysis of high-throughput datasets generated
to characterize the function of the zinc finger protein ZNF768 [126]. Our collaboration partners Dirk
Eick and Michaela Rohrmoser performed RNA-seq of wild-type cells and ZNF768 -knockout mutants
to quantify the effect of ZNF768 on the transcriptome. In addition, they performed ChIP-seq to
determine the binding positions of the protein. ZNF768 attracted their interest as it contains a
domain highly similar to a domain of RNAPII that is involved in initiation of transcription, splicing
and regulation of RNAPII activity.
I analyzed the RNA-seq and ChIP-seq datasets and developed an application-specific analysis
method under the supervision of Caroline C. Friedel with some valuable input from Dirk Eick and
Michaela Rohrmoser. A key result I obtained was the identification of the binding motif with a new
method specially developed for this purpose. The motif consists of two anchor regions connected
by a variable linker of fixed length and was experimentally validated by Michaela Rohrmoser. My
RNA-seq data analysis indicated that ZNF768 might act as a regulator of many other transcription
factors. For the manuscript, I created figures visualizing the core findings of my analyses, helped
draft the bioinformatics methods and analysis section together with Caroline C. Friedel and helped
to revise the complete manuscript.
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Contributing articles for Section 2.3
A. P. Chirackal Manavalan, K. Pilarova, M. Kluge, K. Bartholomeeusen, M. Rajecky, J.
Oppelt, P. Khirsariya, K. Paruch, L. Krejci, C. C. Friedel, and D. Blazek. CDK12 controls
G1/S progression by regulating RNAPII processivity at core DNA replication genes. EMBO
reports, 20(9):e47592, September 2019
In Section 2.3, I present methods developed for the integrated analysis of RNA-seq and ChIP-seq
data measured with and without CDK12 inhibition [127]. CDK12 encodes for a protein kinase
known to regulate transcription of DNA damage and stress response genes. Our collaboration
partners Dalibor Blazek and Anil P. Chirackal Manavalan used ChIP-seq to measure occupancy of
RNAPII and two different phosphorylation states of the C-terminal domain of RNAPII, which are
associated with initiation and elongation of transcription.
I performed the analysis of RNA-seq and ChIP-seq data under the supervision of Caroline C.
Friedel and with constructive suggestions from Dalibor Blazek and Anil P. Chirackal Manavalan.
More specifically, I developed and implemented a method to quantify transcript shortening. This
revealed that many transcripts of predominantly long genes are shortened upon CDK12 inhibi-
tion. Furthermore, I implemented a customized meta-gene analysis framework to model RNAPII
progression using ChIP-seq data. By combining both methods, I was able to show that transcript
shortening is accompanied by a shift of RNAPII occupancy. For the manuscript, I prepared the
figures with regard to the high-throughput data analysis, helped draft the bioinformatics methods
and analysis section and helped in revising the complete manuscript.
Chapter 2
Summary of contributing articles
2.1 Processing of large-scale experimental data with Watchdog
We developed the workflow management system (WMS) Watchdog to support scientists in the
analysis of high-throughput datasets [124, 125]. Similar to other WMS, a Watchdog workflow
consists of a set of tasks and dependencies between these tasks that define the task execution
order. A workflow is defined in an XML format, which supports the configuration of constants and
environment variables, replicate data processing, distributed task execution and automatic software
deployment. An example for a simple workflow is given in Figure 2.1a. Individual tasks executed
in Watchdog workflows are encapsulated within so-called modules. A module is defined by an XSD
schema file, which specifies the command to execute and its input and output parameters. Thus,
there is no restriction regarding the programming languages used to implement the functionality of
a module (see upper part of Fig. 2.1b). Apart from the XSD schema file, a module can optionally
contain scripts, compiled binaries and test data.
Workflows are executed by the Watchdog scheduler, which is implemented in Java and thus
platform-independent. The Watchdog scheduler determines the task execution order, schedules
tasks for execution, continuously monitors their execution status and informs the user on success
and error (see lower part of Fig. 2.1b).
1 <?xml version="1.0" encoding="UTF -8"?>
2 <watchdog watchdogBase="/install/dir/" ...>
3 <settings >
4 <constants >











(a) Simple workflow in XML format
XML workflow







   - wait : int
(b) Workflow and scheduler
Figure 2.1: Watchdog workflows. (a) The example shows a simple Watchdog workflow, which
executes a sleep task. A constant defines the sleep duration of 30 seconds. (b) Modules encapsulate
reusable components that perform individual tasks in workflows and specify the command to execute
and available parameters. The Watchdog scheduler executes these tasks, monitors their execution
status, informs the user on errors and allows him to intervene into workflow execution.
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In the following, a more detailed overview of Watchdog’s features is provided and these features
are briefly compared against the WMSs Galaxy, KNIME, Snakemake and Nextflow. For more
details, please refer to the original publications [124, 125].
2.1.1 Defining and sharing of modules and workflows
Programs for module and workflow construction
Watchdog workflows can be created and edited in any XML editor. Alternatively, Watchdog pro-
vides a GUI for workflow construction, the so-called workflow designer. It enables users without
programming experience to construct workflows using pre-defined modules. The application win-
dow of the workflow designer is divided into three main parts (see Fig. 2.2). On the left, the module
library lists available modules and allows to filter them based on a text search. The right side is
reserved for defining and configuring environment variables, distributed task execution, replicate
processing, constants and automatic software deployment. The central area visualizes all tasks in
the workflow and their status (e.g. correctly configured or execution status). New tasks can be
added to a workflow by dragging the corresponding module from the module library, moving it
to an empty position and dropping it there. Dependencies between tasks are also created using
drag-and-drop. Task parameters, in- or output streams and more can be configured in a pop-up
window by clicking on the task itself.
Before a workflow can be assembled, the required modules have to be created. The user can
either define the XSD module file manually using any XML editor or use the provided helper
script. It allows creating the module XSD file in an interactive manner and optionally generates
a skeleton Bash script that the developer can extend. Another possibility is to use the so-called
moduleMaker GUI, which was developed by Amrei L. Menzel as part of her Bachelor’s thesis.
The moduleMaker extracts parameters and flags of command-line programs from their help or
man page to semi-automatically create module XSD files. For this purpose, different sets of regular
expressions matching common help page formats are used. Once the user selected the best matching
set of regular expressions, he can make adjustments concerning the detected parameters and flags
on the GUI and finally save the resulting XSD file.
Figure 2.2: GUI for workflow construction. Screenshot of the workflow designer GUI during
the creation of a sample workflow. For a description please refer to the main text.
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Comparison: Galaxy offers a web application to create and execute workflows, while KNIME
provides a GUI based on the IDE Eclipse. In both cases, the workflows are created via drag-and-drop
and configured in separate windows. For Snakemake and Nextflow, no comparable solutions are
available. To support the user during module creation, Galaxy also offers a command-line program
similar to the helper script provided by Watchdog. KNIME provides a wizard that generates the
required backbone classes in Java, which have to be massively extended by the user.
Public repositories for module and workflow sharing
To support and encourage the exchange of modules and workflows, there are two public sharing
repositories available on Github under the watchdog-wms organization. Users can contribute to
these repositories by making changes to a copy of the repository (fork) and then requesting that the
changes are integrated into the original repository (pull request). An integration pipeline ensures
that certain requirements are fulfilled before the proposed changes can be accepted.
During the development of Watchdog, two analysis workflows were established to process and an-
alyze RNA-seq and ChIP-seq datasets. Both workflows were designed to be highly reusable by sup-
porting any number of replicates and by using constants for parameters that vary between datasets.
The workflows can be executed without having to manually install external software dependencies
by using Watchdog’s automatic software deployment support. These workflows and all required
modules are publicly available at https://github.com/watchdog-wms/watchdog-wms-workflows
and https://github.com/watchdog-wms/watchdog-wms-modules, respectively.
Comparison: Galaxy and KNIME operate dedicated platforms to share components of work-
flows or complete workflows with others. Snakemake provides reusable wrappers in source code
repositories that everyone can contribute to. For KNIME and Nextflow, sharing platforms are
operated by the respective communities.
Module reference book
Both for sharing and use of modules, it is very valuable to have a reference book containing in-
formation about all available modules and how to use them. Watchdog provides a program for
generating a so-called module reference book from standardized module documentation files (XML
format). The reference book is implemented as a nicely formatted and searchable HTML web page.
Its start page provides an overview of all modules and allows to filter modules based on text search
or categories. In addition, a detailed view for each module contains a brief functional description
as well as information on third-party software dependencies, input and output parameters, citation
information and web resources.
Comparison: Snakemake, KNIME and Galaxy also enable documentation of workflow compo-
nents and their parameters in XML or YAML format. In case of Snakemake, a reference book for
reusable wrappers can be generated containing software dependencies, an example Snakefile, author
information and the source code of the wrapper. KNIME and Galaxy visualize the documentation
of components on their GUI or respective web interface during workflow creation. Both offer similar
documentation options as Watchdog.
2.1.2 Workflow execution and control by the user
Different execution modes
In addition to running a complete workflow, Watchdog offers several execution modes. First, it
provides the option to only process a consecutive range of tasks or specifically selected tasks. This is
e.g. useful if workflow execution was interrupted unexpectedly or a workflow was modified. However,
this procedure is error-prone as the user has to manually decide which tasks to rerun. Alternatively,
the resume mode can be used to automatically resume processing of interrupted workflows or to
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process workflows with altered parameters, additional tasks or more samples. In all cases, only
tasks that require (re-)execution are scheduled (see Fig. 2.3a). The third execution mode allows
to detach the Watchdog scheduler from workflow execution while tasks distributed to a computer
cluster continue running. The scheduler can be reattached to the workflow execution at a later time
from any computer with access to the shared file system (see Fig. 2.3b). Use cases for the detach
mode include rebooting the computer running the Watchdog scheduler or changing location with a
laptop. A detach request can be sent by the user at any time using a keystroke combination.
Comparison: Apart from Galaxy, all WMSs are able to resume execution of partly executed
workflows and to execute only tasks of a modified workflow that require (re-)execution. In case of
Snakemake and Nextflow, new samples can be added to a workflow without having to reprocess all
samples. Similar execution modes to Watchdog’s detach mode are at least partly implemented in
all WMSs apart from Nextflow.
Manual intervention into workflow execution
In addition to different execution modes for the user, Watchdog provides multiple ways to intervene
into workflow execution. First, the Watchdog scheduler and the workflow designer GUI allow the
user to keep track of task processing using the standard output or the visual representation of
the workflow. Second, Watchdog provides a web-interface that displays the execution status of all
tasks in a table-based form. The web-interface additionally allows stopping or restarting a task or
modifying its parameters. If errors occur during workflow execution, the user is optionally notified
per email and has two additional options to proceed. He can decide to manually resolve the problem
and mark it as solved. Alternatively, he can ignore all tasks that depend on the failed task during
further processing.
Comparison: Galaxy and KNIME also allow the user to intervene into workflow execution
in their respective GUIs. Snakemake and Nextflow provide no intervention possibilities during































(b) Detach / reattach mode
Figure 2.3: Execution modes. (a) The resume mode allows workflow execution after interruption
or modification without rerunning successfully executed tasks not affected by changes. (b) The
detach and reattach mode allows detaching the Watchdog scheduler and reattaching to workflow
execution later on while tasks continue running on computer clusters.
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Automated reporting
When analyzing data, it is important that each step of an analysis is described precisely such that
others can reproduce the analysis. To support analysis documentation, Watchdog creates a time-
stamped log file for each workflow execution containing input parameters and return values of each
successfully executed task. Based on the log file, Watchdog is able to generate a step-by-step report
of the analysis that could serve as basis for the methods section of an article. The report contains
for each task the module description, citation information and optionally task parameters or used
software versions in the order the corresponding tasks were executed.
Comparison: KNIME supports static workflow descriptions, but does not generate reports
on executed workflows. In contrast, Snakemake, Nextflow and Galaxy create reports on executed
analyses in table or list format. None of these WMSs generate a step-by-step report as basis for
a manuscript draft. Galaxy allows exporting citation information of used programs after workflow
execution.
2.1.3 Features supporting efficient and reproducible workflow execution
All of the following features can be extended by programmers using either Watchdog’s plugin system
or its dynamic class loading feature.
Processing of replicate data
In Watchdog, so-called process blocks can automatically produce many instances of a task that
differ only in the values of parameters. When a process block is applied on a task, subtasks are
created by the Watchdog scheduler for each instance. During this process, special placeholders
part of the task definition (e.g. input parameter) are replaced with varying values provided by the
process block. This feature is extremely valuable when the same task has to be applied to many
different samples or has to be executed multiple times with modified parameters. So far, four types
of process blocks are implemented for processing (i) numerical sequences, (ii) a set of files defined by
a filename pattern, (iii) tables or (iv) output parameters obtained from module dependencies (see
Fig. 2.4a). Developers can implement custom process blocks by using Watchdog’s plugin system.
Comparison: All four WMSs provide ways to process replicate data. However, for Galaxy, a
collection has to be created manually and for KNIME special nodes have to be used that control
the structure of the workflow.
Distributed task execution
By default, all tasks of a workflow are executed one after the other locally on the host running the
Watchdog scheduler. However, additional computing capacity is beneficial for parallel processing
of resource-intensive or long-running tasks such as mapping of RNA-seq data. Thus, Watchdog
supports task execution on the (i/ii) local host, (iii) computer clusters using the Sun Grid Engine,
the Slurm workload manager or the generic Distributed Resource Management Application API
(DRMAA) and (iv) remote host via SSH (see Fig. 2.4b). Moreover, Watchdog’s plugin system
enables users with programming skills to integrate new types of executors. Different executors can
be used in a workflow to meet resource requirements of the respective tasks and at the same time
minimize the occupied computing power.
Comparison: Galaxy, Nextflow and Snakemake support various cluster engines and cloud
solutions. Furthermore, Snakemake allows usage of any cluster engine offering scriptable job sub-
mission if a shared file system is provided. In case of KNIME, commercial extensions are available
that support execution on the Sun Grid Engine or servers dedicated to KNIME.
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(i) process sequence (ii) process folder
(iii) process table (iv) process input











































(b) Parallel and distributed task execution
Figure 2.4: Task generation and execution. (a) With the help of process blocks, multiple
subtasks (colored rectangles) that differ only in the parameter values can be created without defining
all of them separately. (b) Four subtasks 1a, 1b, 2a and 2b are created by the scheduler based on
tasks 1 and 2 using process blocks. In this example, these tasks are then executed in (i) serial or
(ii) parallel mode on the local host that runs the Watchdog scheduler, on a (iii) computer cluster
or on (iv) remote hosts via SSH.
Automatic software deployment
Having to install all software required for modules used in a workflow can be time-consuming and
cumbersome. Furthermore, to exactly reproduce the result of a previously executed workflow run,
users have to ensure that they have installed the same software versions as previously. To address
these problems, so-called execution wrappers support automatic deployment of software via package
managers or container virtualization. These wrappers can be assigned to any executor and different
types of wrappers can be used in a workflow. It is also possible to use a package manager inside
a container. Currently, Docker, Podman and Singularity are supported for container virtualization
and Conda as package manager, but additional execution wrappers can be implemented using
Watchdog’s plugin system.
Comparison: Apart from KNIME, all three other WMSs support controlling external software
dependencies with Conda or Docker.
Customizable error detection
A number of errors can occur during the execution of a workflow. These include hardware failures,
software errors or insufficient computer resources that cause a program to crash. Unexpected inter-
ruption of programs can lead to corrupted files, which are either unreadable (e.g. binary formats)
or truncated. An analysis workflow might complete without further errors in the latter case, but
the results are incorrect. Thus, Watchdog implements a two-stage error checking system. First,
Watchdog checks if the exit code of the executed module indicates that the command succeeded.
However, checking the exit code alone is not sufficient since not every software implements it cor-
rectly. Furthermore, a command can succeed from a technical point of view without resulting in the
intended result (e.g. the wrong index used for mapping of RNA-seq data results in a low mapping
rate). Thus, as second step, custom success and error checkers can be automatically applied on
finished tasks. Developers can implement a simple Java interface to define their own success or
error checkers. During workflow execution these Java classes are instanced by Watchdog’s dynamic
class loading feature.
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Comparison: Apart from KNIME, all three other WMS automatically check the exit code of
executed commands. In case of KNIME, node developers have to implement the exit code check by
themselves. Customizable error checks are not available in any of these WMSs.
2.2 Uncovering the role of ZNF768 in gene regulation
The ZNF768 gene belongs to the family of zinc finger proteins, which interact specifically with DNA
or RNA [128, 129]. They evolved during mammalian evolution and represent one of the largest gene
families in the human genome with more than 700 members [130]. The family members encode for
diverse functions including DNA binding site recognition, RNA packaging, apoptosis regulation, pro-
tein folding and activation of transcription [131]. As a consequence, zinc finger proteins are involved
in the development and progression of several severe diseases such as cancer, neurodegeneration and
diabetes [132, 133, 134, 135, 136].
Figure 2.5a shows a visualization of the domain structure of the ZNF768 protein. Its C-terminal
domain (CTD) consists of ten zinc fingers (red) as annotated in the Uniprot database [137]. A re-
peating pattern of seven amino acids, so-called heptad-repeats (yellow), is located at the N-terminus
of the protein. Figure 2.5b shows the information content for each amino acid of these heptad-repeats
per position. Interestingly, the array of heptad-repeats has a high similarity to the CTD of RNAPII,
which is involved in initiation of transcription and splicing, and is essential for the regulation of
RNAPII activity [138, 139]. Due to this similarity, our collaboration partners Michaela Rohrmoser
and Dirk Eick hypothesized that ZNF768 might act as transcription factor with gene regulatory
function. Knockdown experiments showed that the ZNF768 protein is at least required for viability
and proliferation of cells.
N-terminal domain C-terminal domain
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(b) Sequence logo of heptad-repeats
Figure 2.5: The ZNF768 gene. (a) The ZNF768 protein contains an array of heptad-repeats at
the N-terminus (yellow) similar to the CTD of RNAPII and ten zinc fingers at the C-terminus (red).
The tick marks on the x-axis indicate the amino acid position within the protein. (b) The sequence
logo was calculated for a gapless alignment of the heptad-repeats located at the N-terminus of the
ZNF768 protein.
2.2.1 Experimental setup and initial data processing
Experimental setup
To characterize the influence of ZNF768 on gene expression and its binding sites, our collaboration
partners Michaela Rohrmoser and Dirk Eick carried out RNA-seq and ChIP-seq experiments. The
experiments were performed in the two cell lines Raji [140] and U2OS [141], which were initially
derived from human cancer cells in the 1960s [142].
For RNA-seq, four biological replicates were prepared from total RNA for Raji and U2OS wild-
type cells. Moreover, a mutated form of ZNF768 (ZNF768-∆N) was constructed in U2OS using
a plasmid vector [143]. The mutant expresses an alternative form of ZNF768 containing only the
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C-terminal zinc finger domain. Expression of the mutated transcript is inducible by the addition
of doxycycline. After 12 hours of ZNF768-∆N doxycycline-induced overexpression, four biological
libraries were prepared. In case of the ChIP-seq experiment, two library replicates each were
prepared for the Raji and U2OS wild-type cell line with an antibody against ZNF768 . Additionally,
one library without immunoprecipitation was prepared for each cell line, which serves as background
to detect unspecifically isolated DNA. All libraries were sequenced on Illumina HiSeq instruments.
For the analysis of both high-throughput datasets, I implemented Watchdog workflows con-
taining the standard analysis steps described in Section 1.3. Both workflows are now publicly
available at https://github.com/watchdog-wms/watchdog-wms-workflows. The workflows and
crucial parameters are described in the following paragraphs.
RNA-seq data processing with Watchdog
First, the sequencing read files were decompressed and the sequencing quality of reads was assessed
using FastQC [50]. Next, the reads were aligned to the human reference genome hg38 and human
rRNA sequences with ContextMap2 [60]. Subsequently, the resulting alignment files were converted
into a compressed and indexed format and various statistics about the mapped reads were calcu-
lated using samtools [144] and RSeQC [145]. Then, fragment counts per gene were estimated by
featureCounts [62] with Gencode 25 [146] as annotation. Next, the statistics for all samples were
merged and visualized with custom R scripts. Finally, differential gene expression analysis was
performed with limma [70].
ChIP-seq data processing with Watchdog
After decompressing the sequencing read files, the read quality was assessed using FastQC [50].
Subsequently, the reads were aligned to hg38 using BWA [54] and unpaired read alignments and
alignments with a mapping quality less than 20 were discarded. Once the resulting alignment was
compressed and indexed, peaks were identified using GEM [102] and peaks with a q-value ≤ 0.01
were included in further analysis. The resulting peaks were then annotated using ChIPseeker [112]
and some figures were generated that provide an overview of the data.
2.2.2 Identification of the ZNF768 DNA binding motif
Peak identification and replicate integration
GEM does not provide a sophisticated way to handle biological replicates as it just combines the
replicates before the analysis. Hence, the information is lost if a peak was measured repeatedly
in biological replicates. To avoid that, all replicates were processed individually and the resulting
peaks were then compared between replicates and cell lines.
To define peak regions, the peak center determined by GEM was extended by 100 bp in both
directions. Afterwards, overlapping peak regions were merged across all samples. This approach
identified 21,012 non-overlapping regions covered by at least one ChIP-seq peak in one sample
(referred to as unique peak regions in the following). The number of detected peaks per sample was
very heterogeneous. More than 15,000 peaks were identified in replicate 1 for the Raji cells. About
4,500 peaks were detected in replicate 2 for the U2OS cells and about 9,000 peaks for each of the
other two samples. Nearly 2,800 peaks were identified in all four samples and more than 6,000 in
both replicates for at least one cell line.
Identification and validation of the bipartite ZNF768 binding motif
We first applied HOMER [106] and MEME-ChIP [147] for motif discovery, but both were not
successful in identifying a motif contained in most of the peaks. HOMER consumed too many
resources while searching for a motif longer than 26 bp and crashed. MEME-ChIP reported two 8
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bp-long binding motifs that occur in about 45% and 35% of all unique peak regions, respectively.
A manual search for the corresponding consensus sequences CCTCTCTG and GCTGTGTG in the
peak sequences revealed that they often occurred together, separated by 20 bp ± a few bp. This
observation led to the hypothesis that ZNF768 binds both of these regions (denoted as anchors),
which are connected by a less conserved linker sequence with a length of around 20 bp.
To verify that hypothesis, I implemented a program that specifically searches for the two anchor
sequences separated by a linker of 20 bp. Since the partial motif hits found by MEME-ChIP implied
that certain positions are variable and the inspection of the data showed that varying linker length
occur, the program allowed up toM mismatches in the anchor motifs as well as up to D bp deviation
from the mean linker length. M and D are parameters of the program. Many motif occurrences will
remain unidentified in the peak sequences if parameters for M and D are too stringent. However,
numerous false positive motif hits will be found if too many errors are allowed. Consequently, to
determine reasonable values for M and D , a parameter screening was performed.
For this purpose, 200 bp-long DNA sequences were randomly selected from the human genome
using bedtools [148] and R [149] to obtain realistic nucleotide distributions. The sequences were
shuffled with MEME’s sequence shuffler [150] to remove all occurrences of the binding motif. Two
test datasets, each containing 250,000 sequences, were created by maintaining nucleotide (1-mer)
or dinucleotide frequencies (2-mer) during shuffling. Afterwards, the motif search program was
applied on the test datasets with various M and D values. The results of the parameter screening
are visualized in Figure 2.6. A linker length of 20 with a deviation of ±3 bp and up to 3 mismatches
caused less than 1% randomly detected motif hits in both datasets. Hence, these parameters were
used in all following analyses unless otherwise stated. Larger values for D are of little value from a
biological perspective as the zinc fingers require a specific distance for binding. Similarly, M >3 is
not useful as the fraction of randomly detected motif hits increases exponentially.
Application of the motif search program with D = 3 and M = 3 on all unique peak regions
showed that >80% of the peaks contained the motif in each replicate. The only exception was
replicate 1 of the Raji cells as only 56% of the identified peaks contained the motif, suggesting that
many of these represent either weaker binding or false positives. Notably, 98% of the 2,747 peaks
identified in all samples contained a motif hit. Figure 2.7 shows the resulting sequence logo [151]
for all 12,205 identified motif hits.
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Figure 2.6: Parameter screening. The motif search program was invoked with different param-
eters for the number of allowed mismatches in the anchors (M ) and the maximal deviation in bp
from the optional linker length (D). M is plotted on the x-axis, while the percent of sequences with
an identified motif hit is plotted on the y-axis. Colors indicate the deviation D , solid lines belong


















































































































































































































left anchor right anchorlinker region (20bp)
Figure 2.7: Logo of ZNF768 binding motif. Sequence logo of the 12,205 motif hits found
with D = 3 and M = 3 in all unique peak regions created with WebLogo [153]. The center of the
linker region was ignored for logo frequency calculation if the linker length of a motif hit was not
20 bp long.
Michaela Rohrmoser confirmed that ZNF768 indeed binds to GCTGTGTG(N20)CCTCTCTG
using an electrophoretic mobility shift assay for detecting protein-DNA interactions [152]. The
experiment also demonstrated that the linker sequence is not required for the binding specificity of
ZNF768 . The effect of different linker lengths was not evaluated.
2.2.3 Origin and conservation of the ZNF768 binding site in mammalian genomes
Mammalian-wide interspersed repeats
A comparison of the unique peaks to repeats annotated by RepeatMasker [154] revealed that more
than half of the peak regions overlapped with mammalian-wide interspersed repeat (MIR) elements.
Such repetitive sequences were included in genomes through the process of reverse transcription
millions of years ago. MIRs are tRNA-derived retrotransposons that are only present in mammals
and approximately 260 bp long [155, 156]. Four different subfamilies have been described: MIR,
MIR3, MIRb and MIRc. These will be referred to as MIR* in the following [157]. MIR* regions
cover about 2.6% of the human genome with more than 550,000 individual copies [158, 154, 159].
Further analysis showed that the ZNF768 binding motif is contained in a 70 bp-long conserved
core region that is common to all MIR* members [155]. A motif search applied to all MIR*
occurrences revealed that the motif is detectable in 12% of these occurrences with D = 3 and
M = 3. With more strict search parameters (D ∈ [0,1] and M = 1), only 15,378 motif hits remain,
54% of which were recovered by the ZNF768 ChIP-seq experiment.
Binding site conservation in mammalian genomes
To investigate if the ZNF768 binding sites within MIR* regions are conserved in mammalian
genomes, the RepeatMasker software was used to align the consensus sequences of the four MIR
subfamilies against the human genome. Next, genomic coordinates were extracted for all MIR*
regions that were covered by gapless alignments in the binding motif region ±25 bp. Afterwards,
the distributions of phyloP100 conservation scores per position were evaluated to estimate the con-
servation of these genomic regions. PhyloP100 scores are calculated from multiple alignments of 99
vertebrate genomes against the human genome and were obtained from the UCSC database [160].
Finally, conservation of gaplessly aligned MIR* regions was compared between regions bound by
ZNF768 and regions not bound by it.
The analysis showed that both anchors of the binding motif are conserved in bound MIR*
regions. In contrast, the linker sequence and the regions up- and downstream of the binding motif
are mostly not conserved. For unbound MIR* regions, no specific conservation of the anchors was
observed. This finding indicates that ZNF768 binding resulted in the conservation of particular
positions of a subset of mammalian MIR* sequences during evolution.
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2.2.4 Effect of ZNF768 on gene expression
Genomic peak annotation
To test if the unique peaks are enriched in regulatory elements of genes, they were first assigned
to promoters, UTRs, exons or introns of genes using ChIPseeker [112]. Subsequently, random
peaks were sampled and used to calculate an enrichment between the real peaks and the random
background for each annotation type. The analysis shows that peaks are enriched more than 2-fold
in promoters compared to the random background. Interestingly, peaks showing the motif but
without MIR* overlap are stronger enriched in the promoter and also slightly in introns and exons.
Either these ZNF768 binding sites evolved independently of the evolution of MIR* or the former
MIR* regions were changed too strongly to be detectable by RepeatMasker.
Association of ZNF768 binding with gene expression
Differential gene expression analysis of the ZNF768-∆N RNA-seq dataset revealed that 500 genes
were down- and 155 genes were up-regulated at least 2-fold compared to wild-type U2OS. A func-
tional enrichment analysis for UniProt [161] keywords on the down-regulated genes showed that
more than 20% of these were DNA-binding or zinc finger proteins. This observation suggests that
ZNF768 functions as a regulator upstream of a network of transcription factors.
Analysis of the wild-type RNA-seq dataset showed that genes with ZNF768 peaks in promoters
or 5′ UTRs were more highly expressed than genes without peaks. The effect was more pronounced
in the Raji than in the U2OS cell line. Another analysis revealed that genes with ZNF768 peaks
that were detected in both replicates of a cell line, but not in any other sample for the other cell
line were more highly expressed in the corresponding cell line. These findings together indicate that
ZNF768 binding is associated with actively transcribed genes and partially occurs in a cell-type-
specific manner.
2.3 Integrative RNA-seq and ChIP-seq analysis of CDK12 function
Fundamental research in the 1980s revealed the existence of kinases important for cell cycle regula-
tion in yeast [162]. Kinases are enzymes that catalyze the transfer of a phosphate group from one
molecules to another. After it was confirmed that these kinases are also relevant for mammalian cell
cycle control and depend on cyclin, the family of cyclin-dependent kinases (CDKs) was defined in
1991 [163]. The human genome encodes 21 CDK proteins and five more distant, so-called CDK-like
proteins [164]. More recent studies indicated that some CDK family members are also involved in
the regulation of transcription and mRNA splicing [165].
In 2001, Ko et al. reported the discovery of the CrkRS protein and characterized it as CDK-
related kinase [166]. Five years later, it was confirmed that CrkRS activity depends on cyclin.
Consequently, CrkRS was renamed to CDK12 and included in the CDK family [167]. On a molecular
level, CDK12 acts by transferring a phosphate group from adenosine triphosphate (ATP) to serine
or threonine. More recent investigations on CDK12 showed that it regulates transcription of DNA
damage and stress response genes [168, 169], is frequently mutated in cancer [170, 171, 172, 173, 174]
and might be a valuable biomarker or therapeutic target [175, 176, 177].
2.3.1 Experimental setup and initial data processing
Experimental setup
To further characterize the function of CDK12 , our collaborators Dalibor Blazek et al. constructed
an analog-sensitive version of CDK12 using the CRISPR-Cas technology [178]. The change of a
single nucleotide on both CDK12 alleles in the HCT116 cell line enables the ATP analog 3-MB-PP1
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to occupy the binding site of ATP. As a consequence, treatment with 3-MB-PP1 allows inhibiting
the activity of CDK12 in a specific and rapid manner [179]. This approach is an improvement over
previous studies on CDK12 that used long-term depletion of CDK12 , which is prone to induce
compensatory effects [180]. After cell synchronization, CDK12 was inhibited for five hours using
3-MB-PP1 as inhibitor. Untreated cells were used as control condition. Afterwards, different high-
throughput datasets were prepared (three replicates per condition) and sequenced on the Illumina
platform as described in the following using 50 bp-long, single-end reads.
In total, two strand-specific RNA-seq datasets were prepared using different library preparation
protocols. For the first dataset, oligo(T) primers were used to enrich RNAs with poly(A) tails from
the total RNA fraction. In this case, only the 3′ ends of the remaining transcripts were used to
prepare the sequencing library. For the second dataset, newly synthesized transcripts were enriched
by extracting the nuclear RNA fraction from cells and subsequent rRNA depletion.
ChIP-seq experiments were carried out with antibodies against either RNAPII or its phospho-
rylated forms P-Ser5 and P-Ser2. RNAPII can be phosphorylated at its CTD at many positions.
Regulation of RNAPII by phosphorylation is known to be a complex process [138, 139]. However, it
is broadly accepted that phosphorylating RNAPII at P-Ser5 is required for transcription initiation,
whereas phosphorylation of P-Ser2 is associated with elongation of transcription [181, 182]. After
the first analysis results were available, ChIP-seq experiments were also performed with an antibody
against the transcription elongation factor SPT6 .
Automated data processing with Watchdog
All datasets were processed with Watchdog workflows similar to the ones used for the analysis of
the ZNF768 data (see Section 2.2.1). Hence, only deviating steps are briefly outlined here.
RNA-seq reads were mapped to the hg38 human reference genome and human rRNA sequences
using ContextMap2 [60]. Then, read counts per gene and exon were strand-specifically determined
by featureCounts [62] using Gencode 27 [146] as annotation. Differential gene expression analysis
was performed using DESeq2 [72] and differential exon usage with DEXSeq [83]. The ChIP-seq
reads were aligned to hg38 using BWA [54]. Next, reads with an alignment score smaller than 20
were discarded and the read coverage per genome position was determined using bedtools [148].
Based on the initial data processing, more specific analyses described in the following were
applied to both datasets. The same workflows and analyses were also applied to publicly available
datasets from the NCBI sequence read archive (SRA) [183] to check if similar effects are detectable
in other CDK12 inhibition datasets.
2.3.2 Identification and quantification of transcript shortening
Analysis of differentially expressed genes
Differential gene expression analysis of the poly(A)-selected RNA-seq dataset revealed that 1,491
and 611 genes were at least 2-fold down- or up-regulated, respectively. Overrepresentation analysis
of gene sets defined by the Gene Ontology (GO) [184] on down-regulated genes performed with
the GOrilla webserver [185] and gene set enrichment analysis [186] on log2 fold-changes of all genes
showed that DNA repair-, DNA replication- and cell cycle-related genes were significantly enriched
among the down-regulated genes.
Evidence for transcript shortening from differential exon usage analysis
Some members of the CDK family, and possibly also CDK12 itself, are involved in the regulation
of splicing [165, 167, 187]. However, the 3′ end protocol used in the RNA-seq experiment did not
allow to differentiate between down-regulation of genes and differential splicing of the last exon.
Therefore, our collaboration partners carried out RNA-seq using entire transcripts obtained from
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the nuclear RNA fraction. Comparison of differentially expressed genes in both RNA-seq datasets
showed a substantial overlap for at least 2-fold regulated genes, especially for down-regulated ones.
Moreover, the log2 fold-changes of differentially expressed genes were highly correlated.
Differential exon usage analysis of the nuclear RNA-seq data using DEXSeq [83] revealed that
7,341 exons were used differentially upon CDK12 inhibition (adjusted p-value cutoff 0.01). Analysis
of the relative positions of differentially used exons within genes showed that down-regulated exons
were more frequently in proximity to 3′ gene ends. Up-regulated exons, on the other hand, tended to
be close to 5′ gene ends. Manual inspection of mapped reads of genes with down-regulated exons at
their 3′ ends revealed that the read coverage was lost before reaching the annotated transcript end.
This observation led to the hypothesis that the observed gene down-regulation in poly(A)-selected
and nuclear RNA was actually due to premature transcription termination and resulting transcript
shortening rather than down-regulation of entire genes.
Quantification of transcript shortening
To quantify the extent of transcript shortening for a gene, we had to develop a new method. A very
straightforward approach would be to calculate the distance from the TSS to the position where
read coverage is lost in the RNA-seq data for each gene and compare these distances between control
and CDK12 inhibition. Unfortunately, this approach would massively underestimate the degree of
the shortening as a single mapped read to the 3′ end of a gene for CDK12 inhibition would prevent
the detection of transcript shortening.
Instead, we developed the so-called X% distance to quantify transcript shortening. It measures
the distance from the TSS to the position downstream of the gene at which X percent of the
gene’s total read coverage is observed when summing up the read coverage starting at the TSS (see
Fig. 2.8a). The implementation of the X% distance calculation uses a binary search-based approach.
First, the complete gene region is divided into two parts and read coverage from the TSS to the
split position is calculated. If this value is larger than X% of the coverage of the complete gene,
the search continues recursively in the first half of the region, otherwise it continues in the second
half. If the X% distance is to be calculated for different values of X for the same sample, several
recursion paths are followed simultaneously.
The absolute ∆X% distance is defined as the difference of the X% distance in control minus the
X% distance after CDK12 inhibition. A positive ∆X% distance value indicates that read coverage is
shifted towards the 5′ end of a gene and therefore indicates shortening of the transcript. A negative
value indicates transcript lengthening. The relative ∆X% distance is calculated by dividing the
absolute ∆X% distance by gene length and can be used to compare genes with different lengths.
Figure 2.8a shows an example for calculating the 90% distance for a transcript with a length of
1,000 bp. For simplicity, the example assumes a uniform read coverage across the transcript. For
the control sample, the 90% distance is 900 bp and after inhibition it is 720 bp. As a consequence,
the absolute ∆90% distance is 180 bp and the relative ∆90% distance is 0.18.
Using this program we calculated the 90% distances for the nuclear RNA-seq dataset. For each
gene, we selected the transcript with maximal RNAPII coverage in the ChIP-seq experiment. Fig-
ure 2.8b shows the cumulative distributions of the relative ∆90% distance for five equally sized gene
groups. The genes were grouped based on their length. This analysis revealed that longer genes
were predominantly affected by premature shortening, whereas short genes remained mostly unaf-
fected. For instance, nearly 50% of transcripts with length ≥ 86 kilobase pair (kb) were shortened
by more than one-tenth of their length.
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(a) Exemplary calculation of the 90% distance




















































(b) Distribution of the relative ∆90% distance
Figure 2.8: X% distance. (a) The example illustrates how the 90% distance is calculated and how
it can be used to compare two samples with each other. The absolute ∆90% distance measures the
difference between the 90% distances of two samples in bp. To obtain the relative ∆90% distance,
the absolute ∆90% distance is divided by the length of the region of interest. (b) Relative ∆90%
distances were calculated for the nuclear RNA-seq dataset for each replicate. The median function
was used to aggregate the relative ∆90% values of replicates. Genes were then grouped into equally
large sets based on their length. Cumulative distributions are shown for each group.
2.3.3 RNAPII processivity defect
Meta-gene analysis framework
To analyze the ChIP-seq read coverage of many genes simultaneously, meta-gene plots are often
used. Meta-gene plots visualize the aggregated (e.g. averaged) read coverage of a group of genes
in a particular region. Thus, meta-gene plots allow to visualize a read coverage pattern common
to many genes and can be used to compare this pattern between different conditions. Existing
programs that create meta-gene plots often visualize the region around the TSS ±X bp. This
approach is suitable for transcription factors, which usually bind within or near the promoter [15].
However, the ChIP-seq experiments performed for this study captured RNAPII, which travels from
the TSS to a few thousand bp beyond the TTS during transcription. To visualize average RNAPII
coverage for many genes in the same figure, I developed a framework that creates meta-gene plots
for any regions of interest (e.g. complete genes) and applied it to model the progression of RNAPII.
As the length of the regions in a group can vary massively, all regions have to be scaled to
the same length before creating a meta-gene plot. For this purpose, each region is divided into a
predefined number of bins. To investigate the regions around the TSS and TTS without scaling,
the framework provides the option to add fixed-sized bins at the start and end of each region. The
remaining central parts of each region are divided into equally sized bins. To account for differences
in sequencing depth and expression, different normalization methods have been implemented. The
first approach normalizes only by sequencing depth. Since highly expressed genes would massively
bias the average of all genes, a second normalization method was implemented, which normalizes
all bins of a region by dividing by the total sum of all bins. Thus, the sum of all bins after
normalization is one and all genes contribute equally. Finally, meta-gene plots are created by
aggregating normalized values for each bin across all considered genes. The binning algorithm
is implemented as a Java program and available as a Watchdog module. An R library handles
normalization and creation of the meta-gene plots.
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RNAPII occupancy shifts identified by meta-gene analysis
To apply the meta-gene framework on the ChIP-seq dataset, the transcript with the maximal
RNAPII coverage was again selected for each gene. The analysis was restricted to high confidence
transcripts of protein-coding genes annotated in Gencode 27. The region binning was performed
as follows: The 4,500 bp regions around the TSS and TTS were each divided into 90 equally-sized
bins. The remaining gene body was split into 180 bins of variable length, resulting in a total of
320 bins per gene. To compare RNAPII processivity between genes affected to different degrees
on the RNA level, multiple gene sets were defined based on either differentially expressed genes in
the nuclear RNA-seq dataset or the relative 90% distance. For each gene set, RNAPII occupancy
was compared in meta-gene plots between inhibition and control condition for averaged replicate
data. To determine the statistical significance of differences, paired Wilcoxon signed-rank tests were
performed for each bin comparing the normalized coverage values for all genes with and without
the inhibitor. P -values were adjusted for multiple testing using the Bonferroni correction [188].
Figure 2.9a shows the RNAPII occupancy for genes that are either up-, down- or non-regulated
in the nuclear RNA-seq data between control and inhibitor. The meta-gene plot clearly shows a loss
of RNAPII occupancy at 3′ ends for down-regulated genes with the inhibitor. The Wilcoxon tests
confirm that this difference is highly significant in this region. This result is consistent with down-
regulation being mostly caused by premature transcript shortening. The same analysis applied on
the P-Ser2 dataset reveals a shift of P-Ser2 occupancy from the 3′ end towards the gene body (not
shown here). Both observations indicate that the transcript shortening is caused by an RNAPII
processivity defect. Analysis of gene sets with different lengths confirmed that predominantly long
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(b) Transcript shortening for UBE3C
Figure 2.9: RNAPII processivity defect. (a) Meta-gene plots for RNAPII occupancy for
three different gene sets, i.e. up-, down- and non-regulated genes. The meta-gene plots were created
with the program described in the text. The colored bars at the bottom represent multiple-testing
adjusted p-values for each bin (from low to high significance: yellow, orange, red). (b) Average read
coverage (normalized to library size) for the nuclear RNA-seq dataset and the ChIP-seq datasets are
visualized with Gviz [189] for the inhibitor (red) and control (blue) condition. The 90% distance
is depicted as a bar below the RNA-seq coverage tracks. UBE3C exhibits premature transcript
shortening. The new 3′ end is roughly located at the midpoint of the gene. This is accompanied by
a shift of RNAPII, P-Ser2 and SPT6 into the gene body.
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Visualization of read coverage
To visualize the transcription defect for individual genes, Gviz [189] was used to plot RNA-seq and
ChIP-seq read coverage and 90% distances. For this purpose, read coverage was normalized to the
total number of mapped reads per sample and then averaged between replicates. Because control
over font size, positioning of labels and the general layout is limited in Gviz, I implemented a new
program for generating read coverage plots based on Gviz. The program allows to define the general
layout of tracks, the appearance of coverage and annotation tracks, title and sample labels and the
appearance of the y-axis via configuration files. Additionally, I created a Watchdog module to allow
generation of read coverage plots for regions of interest in workflows.
Figure 2.9b shows the read coverage plot for the UBE3C gene, which is an example for a gene
strongly affected by the transcript shortening defect. Visual inspection of several affected genes
showed that the location of the 3′ end P-Ser2 peak roughly corresponds to the point at which
coverage is lost in the nuclear RNA-seq data after inhibition of CDK12 .
Chapter 3
Discussion and outlook
3.1 Watchdog put to the test
The WMS Watchdog was developed to support the automated and distributed analysis of large-
scale experimental data. So far, I developed and used Watchdog analysis workflows in several
collaborations. This has led to the following publications in addition to the ones presented in this
thesis.
Collaboration projects using Watchdog for large-scale sequencing data analysis
[190] T.-M. Decker, M. Kluge, S. Krebs, N. Shah, H. Blum, C. C. Friedel, and D. Eick. Tran-
scriptome analysis of dominant-negative Brd4 mutants identifies Brd4-specific target
genes of small molecule inhibitor JQ1. Scientific reports, 7(1):1684, May 2017
[191] R. Tejero, Y. Huang, I. Katsyv, M. Kluge, J.-Y. Lin, J. Tome-Garcia, N. Daviaud, Y.
Wang, B. Zhang, N. M. Tsankova, C. C. Friedel, H. Zou, and R. H. Friedel. Gene
signatures of quiescent glioblastoma cells reveal mesenchymal shift and interactions
with niche microenvironment. EBioMedicine, 42:252–269, April 2019
[192] P. Metzger, S. V. Kirchleitner, M. Kluge, L. M. Koenig, C. Hörth, C. A. Rambuscheck,
D. Böhmer, J. Ahlfeld, S. Kobold, C. C. Friedel, S. Endres, M. Schnurr, and P. Duewell.
Immunostimulatory RNA leads to functional reprogramming of myeloid-derived sup-
pressor cells in pancreatic cancer. Journal for immunotherapy of cancer, 7(1):288,
November 2019
[193] X. Zhou, S. Wahane, M.-S. Friedl, M. Kluge, C. C. Friedel, K. Avrampou, V. Zachariou,
L. Guo, B. Zhang, X. He, R. H. Friedel, and H. Zou. Microglia and macrophages
promote corralling, wound compaction and recovery after spinal cord injury via Plexin-
B2. Nature neuroscience, 23(3):337–350, March 2020
Admittedly, many other WMSs are now available to perform such analyses. In the following,
I will briefly discuss five aspects that make Watchdog stand out from these WMSs. A detailed
comparison of Watchdog to the WMSs Galaxy, KNIME, Snakemake and Nextflow can be found in
the original publications [124, 125].
First, Watchdog provides a customizable error detection system to check whether the execution
of a task completed successfully or not. Many, if not all WMSs, use only the exit code of an executed
command to determine whether the command succeeded or failed. However, this procedure is not
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sufficient as software often does not comply with the exit code convention. Moreover, a command can
technically succeed despite some problems with the results (e.g. too low mapping rate of sequencing
data). Such problems need to be identified before continuing with the analysis. Hence, Watchdog’s
customizable error detection system is a beneficial extension to ensure that all steps of the analysis
really were properly executed.
Second, not every computational infrastructure and package manager is supported by a par-
ticular WMS. With its plugin system, Watchdog allows extending essential core features easily, in
particular support for different types of executors, virtualizers and package managers, and process
blocks. To create a new plugin, the developer has to define a new XML element for the feature and
implement the classes required for parsing and processing the new element. The element can be
tested and used without modifying the original Watchdog source code as Watchdog’s plugin system
dynamically loads plugins during workflow parsing.
Third, in addition to automatic deployment of software, Watchdog’s automated reporting feature
helps to maintain reproducibility. In particular, it enables other scientists to repeat an analysis as
the generated step-by-step report ensures that no essential analysis steps are unintentionally omitted
in a manuscript’s methods section. Apart from KNIME, all other WMSs can export a list containing
all executed tasks, but none of these can serve as easily as a draft of a manuscript’s methods section.
One additional feature of Watchdog that exceeds the capabilities of most WMSs is that used software
versions, parameter values and citation information can be automatically included in the report.
Fourth, during the development of Watchdog particular emphasis was put on supporting straight-
forward processing of similar tasks. This feature is especially useful during NGS data analysis, as
often the same steps have to be applied to a large set of samples. For this purpose, process blocks
were introduced that automatically create multiple instances of a task template, so-called subtasks.
The implemented types of process blocks obtain the parameters for these subtasks from filename
patterns, tables, numeric ranges or output parameters of other tasks. If these comprehensive op-
tions are not sufficient, developers can implement new types of process blocks using Watchdog’s
plugin system. While Snakemake and Nextflow also support automatic processing of replicate data,
it requires significant manual work in Galaxy and special nodes that control the structure of the
workflow in KNIME.
The last important property is that the training time to work with Watchdog is relatively short
as workflows can be designed with the GUI. Similar to Galaxy and KNIME, users can easily create
new workflows without having to learn the used XML semantic. Moreover, by using the helper script
program or the moduleMaker GUI, even non-programmers can create modules for already existing
software. Compared to KNIME, where several Java classes have to be extended for integrating
a new software, the overhead is small. However, Watchdog also offers programmers the option
of creating workflows and modules in an XML editor, which may be more convenient for them.
Thus, Watchdog enables users without programming experience as well as experienced developers
to integrate already existing software, define workflows and execute them afterwards.
In summary, Watchdog now provides similar functionalities as existing WMSs with its recent
second release. Furthermore, it offers valuable features not present in other WMSs and enables
a wide range of users to perform large-scale bioinformatics analyses in a flexible and reproducible
manner. For the future, I plan to focus on the development of new modules and workflows for
sequencing data analysis. With the ongoing advances in NGS methods and the spread of new
technologies such as third-generation [194, 195] and single-cell sequencing [196, 197], the need for
reproducible and reusable analysis workflows will ever increase in the next years.
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3.2 Open questions regarding ZNF768
As part of this project, I identified the binding motif of the zinc finger protein ZNF768 based on
ChIP-seq data generated by our collaboration partners. Interestingly, many of the observed binding
sites are located within MIR sequences, which originate from transposable elements. In the early
days of genomic research, MIRs and other repetitive sequences were described as “junk DNA”.
More recently, there have been reports that some of these elements fulfill crucial functions and also
impacted the development of mammals [27, 198]. MIR sequences, for instance, have been reported
to act as genome insulators [199], provide enhancer function [200] and correlate with tissue-specific
gene expression [201]. In case of ZNF768 , the spread of MIR sequences might have provided
potential DNA-binding sites for the protein. However, only a small fraction was preserved over
millions of years, potentially due to their role as ZNF768 binding sites.
Some open questions remain that were beyond the scope of our original study. One concerns
how similar ZNF768 orthologs are to each other and how frequent MIR sequences and ZNF768
binding sites occur in other species. Among 44 mammalian orthologs of ZNF768 , the number of
zinc fingers in the CTD is conserved for 37 of them, suggesting that these orthologs can bind the
ZNF768 motif. The number of heptad repeats in the N-terminus, however, ranges from 0 to 21.
Hence, not all of them might have the same function. For instance, the platypus ortholog contains a
SCAN domain at its N-terminus instead of the heptad repeats indicating that the protein mediates
aggregation of homo- or heterodimers [202, 203].
In absence of suitable ChIP-seq data for other species, I applied my motif finding program
and the RepeatMasker [154] software to genome assemblies of these 44 mammals obtained from
NCBI [204]. Interestingly, the platypus genome contains ten times more ZNF768 binding sites than
the human genome and five times more MIR sequences. In contrast, the genomes of mouse and
rat contain four times less MIR sequences than the human genome, while containing a comparable
number of ZNF768 binding sites. Further genomic comparisons could provide insight into the
conservation of ZNF768 binding sites and the evolution of ZNF768 .
Another fascinating aspect is that the binding motif consists of two conserved anchor regions
separated by a 20 bp-long linker. Most reported DNA-binding motifs are considerably shorter and
do not contain poorly conserved linker regions. For instance, 99% of the motifs in the JASPAR
database [205] are shorter than 22 bp. The longest reported binding motif has a length of 30 bp.
Inspection of validated motives in JASPER’s matrix clustering view detected only very few spaced
motifs with linker regions. None of these motifs has a linker longer than 8 bp. Either long (spaced)
binding motifs are very rare or commonly used software to identify the binding motifs cannot find
them. To test the second hypothesis, I applied HOMER [106], MEME-CHIP [147], AMD [206],
Bipad2 [207] and DIpartite [208] on the ZNF768 dataset. Here, the last three programs were
explicitly developed to find spaced motifs. However, none of the programs were able to identify the
complete motif. When using only a small subset of all peaks as input, Bipad2 identified the motif.
However, due to the long runtime caused by calculation of a bipartite multiple alignment, it is not
suitable for processing large datasets in a reasonable time. Because of that, a bachelor student is
currently developing a method to efficiently discover spaced motifs under my supervision. We plan
to apply it to publicly available ChIP-seq datasets for zinc finger proteins to identify other zinc
fingers that bind at spaced motifs. This includes a ChIP-seq dataset for 131 zinc finger proteins by
Schmitges et al. and a ChIP-exo dataset for 222 zinc finger proteins by Imbeault et al. [209, 210].
In summary, this study provides an example of anciently introduced transposable elements
being utilized as novel protein binding sites. This regulatory potential led to a protein required
for the viability and proliferation of human cells, possibly by acting as a regulator of many other
transcription factors.
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3.3 Unraveling the function of CKD12
For this study, I developed new methods to identify and quantify the effect of CDK12 inhibi-
tion on transcription. My analysis showed that the expression of a subset of genes terminated
before reaching their annotated TTS. This observation helped to explain the genome instability
defect often observed in cancers with mutated or lost CDK12 function [170, 211] as transcrip-
tion of many DNA repair and DNA replication genes was disrupted. Modeling of RNAPII pro-
gression based on ChIP-seq data revealed a loss of RNAPII occupancy at 3′ gene ends and a
shift of P-Ser2 occupancy towards gene bodies for affected genes. Analysis of unpublished data
generated after one hour of CDK12 inhibition confirmed the RNAPII and P-Ser2 occupancy
changes observed in this study. The transcript shortening defect was less pronounced, probably
due to the shorter inhibition time, but already clearly visible. This indicates that an RNAPII
processivity defect results in premature transcript termination.
However, the mechanisms remain unclear that cause RNAPII to prematurely terminate tran-
scription. Typically, polyadenylation signals induce transcript cleavage and polyadenylation 10-30
bp downstream of the signal [212, 213]. An analysis of the 3′ ends of the poly(A)-selected RNA-seq
dataset indicated that premature polyadenylation signals located in exons, introns and 3′ UTRs
might be recognized instead of the usually used ones. This hypothesis is supported by the fact that
transcript shortening was not observed for all genes but predominantly for long and polyadenylation-
signal-rich genes. Other recently published studies came to similar results but focused only on
intronic polyadenylation signals. For instance, Dubbury et al. proposed that CDK12 can suppress
the usage of intronic polyadenylation events [214]. Another study reported that premature cleavage
and polyadenylation correlates with the presence of intronic polyadenylation signals when CDK12
activity is lost [215]. However, my analysis did not reveal any particular enrichment of intronic
polyadenylation signals over exonic ones when considering the length of introns and exons.
In any case, additional research on CDK12 is required to better understand its versatile func-
tions. CDK12 was reported to influence several important cellular processes including mRNA splic-
ing [167, 187, 214, 215], 3′ end processing [216, 217] and translation control [218]. Some of these
functions can be explained by the ability of CDK12 to phosphorylate the CTD of RNAPII [219, 220].
On the other hand, CDK12 is also suspected to phosphorylate unknown substrates that are in-
volved in transcription [177, 220]. Additionally, it has been proposed that CDK12 maintains an
RNA processing factory at the site of active transcription by participating in many protein-protein
interactions [220]. Thus, we are currently collaborating with Blazek et al. on a project to identify
proteins recruited by CDK12 to CDK12 -dependent genes that are required for normal transcrip-
tion. In addition, Blazek et al. applied the same experimental setup as for this study for CDK13 ,
which contains a domain that is very similar to CDK12 ’s kinase domain [220]. Just recently, Fan
et al. reported a substantial functional redundancy between these two CDKs [221]. A preliminary
analysis of this data showed neither transcript shortening nor RNAPII occupancy changes, which
indicates that CDK13 has a different role than CDK12 or that its function is compensated by other
kinases.
3.4 Conclusion
In summary, the WMS Watchdog developed in this thesis represents a general contribution to large-
scale sequencing data analysis. The software itself and the established standard analysis workflows
are publicly available and can therefore be used by experimentalists as well as bioinformaticians
to analyze NGS data. Moreover, application of these workflows provided the basis for answering
more specific biological questions. In particular, I identified the bipartite DNA-binding site of the
zinc finger protein ZNF768 and its likely evolutionary origin, and revealed a CKD12 -dependent




ChIP-seq ChIP-sequencing. 2, 4, 6, 7, 9, 10, 17, 18, 20, 22–26, 28, 29
RNA-seq RNA-sequencing. 2–6, 9, 10, 13, 15–18, 21–26, 30
ATP adenosine triphosphate. 21, 22
bp base pair. 3, 18–20, 22–25, 29, 30
CDK cyclin-dependent kinase. 21, 22, 30
cDNA complementary DNA. 3, 4
CTD C-terminal domain. 17, 22, 29, 30
DNA deoxyribonucleic acid. 1–4, 6, 10, 17–22, 28–30
GO Gene Ontology. 22
GUI graphical user interface. 8, 9, 12–14, 28
kb kilobase pair. 23
lncRNA long non-coding RNA. 3
MIR mammalian-wide interspersed repeat. 20, 21, 28, 29
miRNA microRNA. 2, 3
mRNA messenger RNA. 1–6, 21, 30
NGS next-generation sequencing. 2–8, 28, 30
RNA ribonucleic acid. 1–4, 17, 22, 23, 25, 30
RNAPII RNA polymerase II. 1, 2, 4, 9, 10, 17, 22–25, 29, 30
rRNA ribosomal RNA. 3, 4, 22
snRNA small nuclear RNA. 3
SRA NCBI sequence read archive. 22
34
tRNA transfer RNA. 3, 20
TSS transcription start site. 1, 4, 7, 23–25
TTS transcription termination site. 1, 4, 24, 25, 29
UTR untranslated region. 1, 21, 30
WMS workflow management system. 8, 9, 11, 12, 14–17, 27, 28, 30
References
[1] O. T. Avery, C. M. Macleod, and M. McCarty. Studies on the chemical nature of the substance
inducing transformation of pneumococcal types. Induction of transformation by a desoxyri-
bonucleic acid fraction isolated from Pneumococcus type III. The Journal of experimental
medicine, 79(2):137–158, February 1944.
[2] J. D. Watson and F. H. Crick. Molecular structure of nucleic acids; a structure for deoxyribose
nucleic acid. Nature, 171(4356):737–738, April 1953.
[3] R. E. Franklin and R. G. Gosling. Molecular configuration in sodium thymonucleate. Nature,
171(4356):740–741, April 1953.
[4] H. R. Petty. Overview of the physical state of proteins within cells. Current protocols in cell
biology, Chapter 5:Unit 5.1, May 2001.
[5] E. Nogales, R. K. Louder, and Y. He. Structural Insights into the Eukaryotic Transcription
Initiation Machinery. Annual review of biophysics, 46:59–83, May 2017.
[6] F. Jacob and J. Monod. Genetic regulatory mechanisms in the synthesis of proteins. Journal
of molecular biology, 3:318–356, June 1961.
[7] P. A. Sharp. Split genes and RNA splicing. Cell, 77(6):805–815, June 1994.
[8] L. Herzel, D. S. M. Ottoz, T. Alpert, and K. M. Neugebauer. Splicing and transcription touch
base: co-transcriptional spliceosome assembly and function. Nature reviews. Molecular cell
biology, 18(10):637–650, October 2017.
[9] F. Gros, H. Hiatt, W. Gilbert, C. G. Kurland, R. W. Risebrough, and J. D. Watson. Unstable
ribonucleic acid revealed by pulse labelling of Escherichia coli. Nature, 190:581–585, May
1961.
[10] S. Brenner, F. Jacob, and M. Meselson. An unstable intermediate carrying information from
genes to ribosomes for protein synthesis. Nature, 190:576–581, May 1961.
[11] F. H. Crick, L. Barnett, S. Brenner, and R. J. Watts-Tobin. General nature of the genetic
code for proteins. Nature, 192:1227–1232, December 1961.
[12] M. Nirenberg, T. Caskey, R. Marshall, R. Brimacombe, D. Kellogg, B. Doctor, D. Hatfield,
J. Levin, F. Rottman, S. Pestka, M. Wilcox, and F. Anderson. The RNA code and protein
synthesis. Cold Spring Harbor symposia on quantitative biology, 31:11–24, 1966.
[13] G. S. Wilkie, K. S. Dickson, and N. K. Gray. Regulation of mRNA translation by 5’- and
3’-UTR-binding factors. Trends in biochemical sciences, 28(4):182–188, April 2003.
36
[14] J. Soutourina. Transcription regulation by the Mediator complex. Nature reviews. Molecular
cell biology, 19(4):262–274, April 2018.
[15] V. Haberle and A. Stark. Eukaryotic core promoters and the functional basis of transcription
initiation. Nature reviews. Molecular cell biology, 19(10):621–637, October 2018.
[16] S. L. Klemm, Z. Shipony, and W. J. Greenleaf. Chromatin accessibility and the regulatory
epigenome. Nature reviews. Genetics, 20(4):207–220, April 2019.
[17] A. Mayer, H. M. Landry, and L. S. Churchman. Pause & go: from the discovery of RNA
polymerase pausing to its functional implications. Current opinion in cell biology, 46:72–80,
June 2017.
[18] C. R. Bartman, N. Hamagami, C. A. Keller, B. Giardine, R. C. Hardison, G. A. Blobel, and A.
Raj. Transcriptional Burst Initiation and Polymerase Pause Release Are Key Control Points
of Transcriptional Regulation. Molecular cell, 73(3):519–532.e4, February 2019.
[19] R. E. Halbeisen, A. Galgano, T. Scherrer, and A. P. Gerber. Post-transcriptional gene regu-
lation: from genome-wide studies to principles. Cellular and molecular life sciences : CMLS,
65(5):798–813, March 2008.
[20] F. Sanger, S. Nicklen, and A. R. Coulson. DNA sequencing with chain-terminating inhibitors.
Proceedings of the National Academy of Sciences of the United States of America, 74(12):5463–
5467, December 1977.
[21] G. B. Kolata. The 1980 Nobel Prize in Chemistry. Science (New York, N.Y.), 210(4472):887–
889, November 1980.
[22] J. Shendure and H. Ji. Next-generation DNA sequencing. Nature biotechnology, 26(10):1135–
1145, October 2008.
[23] B. L. Karger and A. Guttman. DNA sequencing by CE. Electrophoresis, 30 Suppl 1:S196–
S202, June 2009.
[24] International Human Genome Sequencing Consortium. Finishing the euchromatic sequence
of the human genome. Nature, 431(7011):931–945, October 2004.
[25] E. C. Hayden. Technology: The $1,000 genome. Nature, 507(7492):294–295, March 2014.
[26] A. Kahvejian, J. Quackenbush, and J. F. Thompson. What would you do if you could sequence
everything? Nature biotechnology, 26(10):1125–1133, October 2008.
[27] E.N.C.O.D.E. Project Consortium. An integrated encyclopedia of DNA elements in the human
genome. Nature, 489(7414):57–74, September 2012.
[28] Cancer Genome Atlas Research Network. Comprehensive genomic characterization defines
human glioblastoma genes and core pathways. Nature, 455(7216):1061–1068, October 2008.
[29] 1000 Genomes Project Consortium, A. Auton, L. D. Brooks, R. M. Durbin, E. P. Garrison,
H. M. Kang, J. O. Korbel, J. L. Marchini, S. McCarthy, G. A. McVean, and G. R. Abecasis.
A global reference for human genetic variation. Nature, 526(7571):68–74, October 2015.
References 37
[30] H. K. Tabor, P. L. Auer, S. M. Jamal, J. X. Chong, J.-H. Yu, A. S. Gordon, T. A. Graubert,
C. J. O’Donnell, S. S. Rich, D. A. Nickerson, N. E. S. Project, and M. J. Bamshad. Pathogenic
variants for Mendelian and complex traits in exomes of 6,517 European and African Ameri-
cans: implications for the return of incidental results. American journal of human genetics,
95(2):183–193, August 2014.
[31] F. E. Dewey, M. F. Murray, J. D. Overton, L. Habegger, J. B. Leader, S. N. Fetterolf, C.
O’Dushlaine, C. V. Van Hout, J. Staples, C. Gonzaga-Jauregui, R. Metpally, S. A. Pender-
grass, M. A. Giovanni, H. L. Kirchner, S. Balasubramanian, N. S. Abul-Husn, D. N. Hartzel,
D. R. Lavage, K. A. Kost, J. S. Packer, A. E. Lopez, J. Penn, S. Mukherjee, N. Gosalia, M.
Kanagaraj, A. H. Li, L. J. Mitnaul, L. J. Adams, T. N. Person, K. Praveen, A. Marcketta,
M. S. Lebo, C. A. Austin-Tse, H. M. Mason-Suares, S. Bruse, S. Mellis, R. Phillips, N. Stahl,
A. Murphy, A. Economides, K. A. Skelding, C. D. Still, J. R. Elmore, I. B. Borecki, G. D.
Yancopoulos, F. D. Davis, W. A. Faucett, O. Gottesman, M. D. Ritchie, A. R. Shuldiner,
J. G. Reid, D. H. Ledbetter, A. Baras, and D. J. Carey. Distribution and clinical impact
of functional variants in 50,726 whole-exome sequences from the DiscovEHR study. Science
(New York, N.Y.), 354(6319), December 2016.
[32] G. N. Samuel and B. Farsides. The UK’s 100,000 Genomes Project: manifesting policymakers’
expectations. New genetics and society, 36(4):336–353, 2017.
[33] U. I. Schwarz, M. Gulilat, and R. B. Kim. The Role of Next-Generation Sequencing in
Pharmacogenetics and Pharmacogenomics. Cold Spring Harbor perspectives in medicine, 9(2),
February 2019.
[34] S. A. Jeon, J. L. Park, J.-H. Kim, J. H. Kim, Y. S. Kim, J. C. Kim, and S.-Y. Kim. Comparison
of the MGISEQ-2000 and Illumina HiSeq 4000 sequencing platforms for RNA sequencing.
Genomics & informatics, 17(3):e32, September 2019.
[35] Illumina. An introduction to Next-Generation Sequencing Technology. https://www.
illumina.com/documents/products/illumina_sequencing_introduction.pdf. Accessed:
2020-01-21.
[36] J. M. Heather and B. Chain. The sequence of sequencers: The history of sequencing DNA.
Genomics, 107(1):1–8, January 2016.
[37] S. Goodwin, J. D. McPherson, and W. R. McCombie. Coming of age: ten years of next-
generation sequencing technologies. Nature reviews. Genetics, 17(6):333–351, May 2016.
[38] Illumina. Illumina sequencing platforms. https://emea.illumina.com/systems/
sequencing-platforms.html. Accessed: 2020-01-21.
[39] G. Lightbody, V. Haberland, F. Browne, L. Taggart, H. Zheng, E. Parkes, and J. K. Blayney.
Review of applications of high-throughput sequencing in personalized medicine: barriers and
facilitators of future progress in research and clinical application. Briefings in bioinformatics,
20(5):1795–1811, September 2019.
[40] G. England. Genomics England and Illumina partner to deliver whole genome sequenc-




[41] H. Lodish, A. Berk, S. L. Zipursky, P. Matsudaira, D. Baltimore, and J. Darnell. Molecular
Cell Biology. W.H. Freeman, New York, 4th edition, 2000.
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Abstract
Background: The development of high-throughput experimental technologies, such as next-generation sequencing,
have led to new challenges for handling, analyzing and integrating the resulting large and diverse datasets.
Bioinformatical analysis of these data commonly requires a number of mutually dependent steps applied to numerous
samples for multiple conditions and replicates. To support these analyses, a number of workflow management
systems (WMSs) have been developed to allow automated execution of corresponding analysis workflows. Major
advantages of WMSs are the easy reproducibility of results as well as the reusability of workflows or their components.
Results: In this article, we presentWatchdog, a WMS for the automated analysis of large-scale experimental data.
Main features include straightforward processing of replicate data, support for distributed computer systems,
customizable error detection and manual intervention into workflow execution.Watchdog is implemented in Java
and thus platform-independent and allows easy sharing of workflows and corresponding program modules. It
provides a graphical user interface (GUI) for workflow construction using pre-defined modules as well as a helper
script for creating new module definitions. Execution of workflows is possible using either the GUI or a command-line
interface and a web-interface is provided for monitoring the execution status and intervening in case of errors. To
illustrate its potentials on a real-life example, a comprehensive workflow and modules for the analysis of RNA-seq
experiments were implemented and are provided with the software in addition to simple test examples.
Conclusions: Watchdog is a powerful and flexible WMS for the analysis of large-scale high-throughput experiments.
We believe it will greatly benefit both users with and without programming skills who want to develop and apply
bioinformatical workflows with reasonable overhead. The software, example workflows and a comprehensive
documentation are freely available at www.bio.ifi.lmu.de/watchdog.
Keywords: Workflow management system, High-throughput experiments, Large-scale datasets, Automated
execution, Distributed analysis, Reusability, Reproducibility, RNA-seq
Background
The development of high-throughput experimental meth-
ods, in particular next-generation-sequencing (NGS), now
allows large-scale measurements of thousands of proper-
ties of biological systems in parallel. For example, modern
sequencing platforms now allow simultaneously quanti-
fying the expression of all human protein-coding genes
and non-coding RNAs (RNA-seq [1]), active translation
*Correspondence: caroline.friedel@bio.ifi.lmu.de
Institute for Informatics, Ludwig-Maximilians-Universität München,
Amalienstraße 17, 80333 München, Germany
of genes (ribosome profiling [2]), transcription factor
binding (ChIP-seq [3]), and many more. Dissemination
of these technologies combined with decreasing costs
resulted in an explosion of large-scale datasets available.
For instance, the ENCODE project, an international col-
laboration that aims to build a comprehensive list of
all functional elements in the human genome, currently
provides data obtained in more than 7000 experiments
with 39 different experimental methods [4]. While such
large and diverse datasets still remain the exception, sci-
entific studies now commonly combine two or more
© The Author(s). 2018 Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the
Creative Commons license, and indicate if changes were made. The Creative Commons Public Domain Dedication waiver
(http://creativecommons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated.
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high-throughput techniques for several conditions or in
time-courses in multiple replicates (e.g. [5–7]).
Analysis of such multi-omics datasets is quite com-
plex and requires a lot of mutually dependent steps. As
a consequence, large parts of the analysis often have to
be repeated due to modifications of initial analysis steps.
Furthermore, errors e.g. due to aborted program runs
or improperly set parameters at intermediate steps have
consequences for all downstream analyses and thus have
to be monitored. Since each analysis consists of a set of
smaller tasks (e.g read quality control, mapping against
the genome, counting of reads for gene features), it can
usually be represented in a structured way as a workflow.
Automated execution of such workflows is made possible
by workflow management systems (WMSs), which have a
number of advantages.
First, a workflow documents the steps performed
during the analysis and ensures reproducibility. Second,
the analysis can be executed in an unsupervised and
parallelized manner for different conditions and repli-
cates. Third, workflows may be reused for similar studies
or shared between scientists. Finally, depending on the
specific WMS, users with limited programming skills
or experience with the particular analysis tools applied
within the workflow may more or less easily apply com-
plicated analyses on their own data. On the downside,
the use of a WMS usually requires some initial training
and some overhead for the definition of workflows.
Moreover, the WMS implementation itself might restrict
which analyses can be implemented as workflows in the
system. Nevertheless, the advantages of WMSs generally
outweigh the disadvantages for larger analyses.
In recent years, several WMS have been developed
that address different target groups or fields of research
or differ in the implemented set of features. The most
well-known example, Galaxy, was initially developed
to enable experimentalists without programming expe-
rience to perform genomic data analyses in the web
browser [8]. Other commonly used WMSs are KNIME
[9], an open-source data analysis platform which
allows programmers to extend its basic functionality
by adding new Java programs, and Snakemake [10], a
python-based WMS. Snakemake allows definition of
tasks based on rules and automatically infers depen-
dencies between tasks by matching filenames. A more
detailed comparison of these WMSs is given in the
Results section.
In this article, we present Watchdog, a WMS designed
to support bioinformaticians in the analysis of large
high-throughput datasets with several conditions and
replicates. Watchdog offers straightforward processing of
replicate data and easy outsourcing of resource-intensive
tasks on distributed computer systems. Additionally,
Watchdog provides a sophisticated error detection system
that can be customized by the user and allows manual
intervention. Individual analysis tasks are encapsulated
within so-called modules that can be easily shared
between developers. Although Watchdog is implemented
in Java, there is no restriction on which programs can
be included as modules. In principle, Watchdog can be
deployed on any operating system.
Furthermore, to reduce the overhead for workflow
design, a GUI is provided, which also enables users with-
out programming experience to construct and run work-
flows using pre-defined modules. As a case study on how
Watchdog can be applied, modules for read quality checks,
read mapping, gene expression quantification and dif-
ferential gene expression analysis were implemented and
a workflow for analyzing differential gene expression in
RNA-seq data was created. Watchdog, including docu-
mentation, implemented modules as well as the RNA-




The core features of Watchdog and their relationships are
outlined in Fig. 1 and briefly described in the follow-
ing. More details and additional features not mentioned
in this overview are described in subsequent sections,
Additional files 1, 2 and 3 and in the manual available at
www.bio.ifi.lmu.de/watchdog.
Modules
Modules encapsulate re-usable components that per-
form individual tasks, e.g. mapping of RNA-seq data,
counting reads for gene features or visualizing results
of downstream analyses. Each module is declared in an
XSD file containing the command to execute and the
names and valid ranges of parameters. In addition to
the XSD file, a module can contain scripts or com-
piled binaries required by the module and a test script
running on example data. Module developers are com-
pletely flexible in the implementation of individual mod-
ules. They can use the programming language of their
choice, include binaries with their modules or automat-
ically deploy required software using Conda (https://
conda.io/), Docker (https://www.docker.com/, an exam-
ple module using a Docker image for Bowtie 2 [11] is
included with Watchdog) or similar tools. Furthermore,
Watchdog provides a helper bash script to generate the
XSD definition file for new modules and (if required) a
skeleton bash script that only needs to be extended by the
program call.
Essentially, any program that can be run from the
command-line can be used in a module and several pro-
gram calls can be combined in the same module using
e.g. an additional bash script. In principle, a module could
56
Kluge and Friedel BMC Bioinformatics  (2018) 19:97 Page 3 of 13
Fig. 1 Overview ofWatchdog. aModules are defined in an XSD format that describes the command to be executed and valid parameters. All
modules together represent the software library that can be used in workflows and can be extended by defining new modules. b A workflow is
defined in an XML format and consists of tasks that depend on each other. Among others, the XML format allows setting environment variables,
defining different executors in the settings part of the workflow and processing replicate data in a straightforward way. cWatchdog parses the
workflow, creates the corresponding tasks, executes them and verifies whether execution of each task terminated successfully or not. d Email
notification (optional) and log files combined with either the GUI or a simple web-interface allow monitoring the execution of the workflow and
intervening if necessary, e.g. by restarting tasks with modified parameters
even contain a whole pipeline, such as Maker-P [12], but
this would run counter the purpose of a WMS. Here, it
would make more sense to separate the individual steps of
the pipeline into different modules and then implement
the pipeline as a Watchdog workflow. Finally, Watchdog
is not limited to bioinformatics analyses, but can be also
used for workflows from other domains.
Workflows
Workflows are defined in XML and specify a sequence
of tasks to be executed, the values of their input param-
eters and dependencies between them. An example for a
simple workflow is given in Fig. 2. Among other features
that are described later, it is possible to define constants,
environment variables and execution hosts in a dedicated
settings element at the beginning of the workflow, redi-
rect the standard error and standard output for individual
tasks or define how detailed the user is informed on the
execution status of tasks.
The advantage of XML is that it is widely used in
many contexts. Thus, a large fraction of potential Watch-
dog users should already be familiar with its syntax and
only need to learn the Watchdog XML schema. Further-
more, numerous XML editors are available, including
plugins for the widely used integrated development envi-
ronment (IDE) Eclipse [13], which allow XML syntax
checking and document structure highlighting. Finally, a
number of software libraries for programmatically load-
ing or writing XML are also available (e.g. Xerces for Java,
C++ and Perl (http://xerces.apache.org/), ElementTree
in Python).
In addition, Watchdog also provides an intuitive GUI
(denoted workflow designer) that can be used to design a
workflow, export the corresponding XML file afterwards
and run the workflow in the GUI.
Watchdog
The core element ofWatchdog that executes the workflow
was implemented in Java and therefore is, in principle,
platform-independent. Individual modules, however, may
depend on the particular platform used. For instance, if a
module uses programs only available for particular oper-
ating systems (e.g. Linux, macOS, Windows), it can only
be used for this particular system.
As a first step, Watchdog validates the XML format of
the input workflow and parses the XML file. Based on
the XML file, an initial set of dependency-free tasks, i.e.
Fig. 2 Simple workflow in XML format. This example shows a simple
Watchdog workflow executing a 30 second sleep task. A constant
namedWAIT_TIME is defined within the settings environment (line 5).
Email notification of the user is enabled using the optionalmail
attribute of the tasks environment (line 8). Here, a task of type sleepTask
with id 1 and name sleep is defined (lines 9-13). Either id or name can
be used to refer to this task in dependency declarations of other tasks.
Within the parameter environment of the sleepTask, values are
assigned to required parameters (lines 10-12), which were specified in
the XSD file of this particular module. In this case, the parameter wait
is set to the value stored in the constantWAIT_TIME (line 11)
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tasks that do not depend on any other tasks, is generated
and added to the WMS scheduler to execute them. Sub-
sequently, the scheduler continuously identifies tasks for
which dependencies have been resolved, i.e. all preceding
tasks the task depends on have been executed success-
fully, and schedules them for execution. Once a task is
completed, Watchdog verifies that the task finished suc-
cessfully. In this case, the task generator and scheduler are
informed since dependencies of other tasks might have
become resolved. In case of an error, the user is informed
via email (optional) and the task is added to the scheduler
again but is blocked for execution until the user releases
the block or modifies its parameters. Alternatively, the
user may decide to skip the task or mark the error
as resolved.
User interfaces
Watchdog provides both a command-line version as well
as a GUI that can be used to execute workflows and to
keep track of their processing. Moreover, a web-interface
is provided to GUI and command-line users that displays
the status of all tasks in a table-based form and allows
monitoring and interacting with the execution of tasks
by releasing scheduled tasks, changing parameters after
a failed task execution and more (see Fig. 3). The link to
the web-interface is either printed to standard output or
sent to the user by email if they enabled email notification.
In the latter case, the user will also be notified per email
about execution failure (always) or success (optional).
Finally, the command-line interface also allows resuming
a workflow at any task or limiting the execution of the
workflow to a subset of tasks using the -start (start
execution at specified task), -stop (stop execution after
specified task), -include (include this task in execution)
and -exclude (exclude this task for execution) options.
In the following more details are provided on principles
and possibilities of workflow design in Watchdog and
defining custom modules. The GUI is described in detail
in Additional file 1.
Process blocks for creating subtasks
Analysis of high-throughput data often requires perform-
ing the same analysis steps in parallel for a number of
samples representing different conditions or biological or
technical replicates. To support these types of analyses,
Watchdog uses so-called process blocks to automatically
process tasks that differ only in values of parameters, e.g.
short read alignment for all FASTQ files in a directory.
For this purpose, process blocks define a set of instances,
each of which contain one or more variables. For each
instance, one subtask is created and subtask placeholders
in the task definition are replaced with the variable val-
ues of the instance. For the example in which a task is
executed for all FASTQ-files in a directory, each instance
holds one variable containing the absolute file path of the
file. The number of subtasks corresponds to the number
of FASTQ-files in the directory.
Currently four different types of process blocks are sup-
ported by Watchdog: process sequences, process folders,
process tables and process input (Fig. 4). In case of process
sequences (Fig. 4a) and process folders (Fig. 4b), instances
only hold a single variable. Process sequences are com-
parable to for-loops as they generate instances contain-
ing numerical values (integer or floating-point numbers)
with a fixed difference between two consecutive numbers
(default: 1). Instances generated by process folders con-
tain the absolute path to files and are generated based on
a parent folder and a filename pattern.
Process tables (Fig. 4c) and process input (Fig. 4d) blocks
can generate instances with multiple variables. Instances
generated by a process table are based on the content of a
tab-separated file. The rows of the table define individual
instances and the columns the variables for each instance.
In case of process input blocks, variables and instances
Fig. 3Web-interface ofWatchdog. Each line of the table provides information on the status of a task or subtask. The drop-down menu at the end of
each line allows to perform specific actions depending on the status of the task. The menu is shown for subtask 1-2, which could not be executed
successfully. To generate this screenshot the example workflow depicted in Fig. 6 was processed, which compresses all log-files stored in directory
/tmp/. Since the number of simultaneously running subtasks was set to at most 2 for this task, subtask 1-5 is put on hold until subtasks 1-3 and 1-4
have finished or the user manually releases the resource restriction
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a) b)
c) d)
Fig. 4 Types of process blocks. With the help of process blocks,
multiple tasks that differ only in the parameter values can be created
without defining all of them separately. Four different types of
process blocks are implemented that fall into two general classes.
Instances of the first class contain only a single variable, either (a) a
value from a numerical sequence (process sequence) or (b) a path to
files (process folder). In (a), subtasks are created based on an integer
sequence starting at 5 and ending at 7 with an increment of 1. In (b),
a subtask is created for each sh-file in the folder /etc/. Instances of the
second type can contain multiple variables, either (c) instances
derived from tables (process table) or (d) instances based on return
values returned by previous tasks this task depends on (process
input). In (c), a table with two columns named name and type and
two rows is used as input for the process table. This results in two
subtasks for this task, one for each row. The process input block in (d)
depends on a task with id 1, which itself had two subtasks. Hence, this
task returns two instances, each containing the variables file and
fCount obtained from its return variables
are derived from return values of preceding tasks the task
depends on.
Figure 5 shows an example how process blocks can be
defined and Fig. 6 shows how they can be used for creation
of subtasks. In Additional file 2, a detailed description
with examples is provided on how to use process blocks
for the analysis of data sets with several replicates or con-
ditions. Furthermore, Watchdog provides a plugin system
that allows users with programming skills to implement
novel types of process blocks without having to change the
originalWatchdog code (see Additional file 3).
Dependencies
By default, all tasks specified in a Watchdog workflow are
independent of each other and are executed in a non-
Fig. 5 Definition of process blocks. In this example, two process
blocks are defined within the processBlock environment (lines 2-5). In
line 3, a process sequence named num is defined consisting of three
instances (1, 5 and 9). In line 4, a process folder selecting all log-files in
the /tmp/ directory is defined
deterministic order. Alternatively, dependencies on either
task or subtask level (details in the next paragraphs) can be
defined using the id or name attribute of a task (see Fig. 7).
Dependency definitions impose a partial order on tasks,
meaning that tasks depending on other tasks will only be
executed after those other tasks have finished successfully.
Tasks without dependencies or resolved dependencies will
still be executed in a non-deterministic order.
Although explicit dependency definition adds a small
manual overhead compared to automatic identification
based on in- and output filenames as in Snakemake, it also
provides more flexibility as dependencies can be defined
that are not obvious from filenames. For instance, analy-
sis of sequencing data usually involves quality control of
sequencing reads, e.g. with FastQC [14], before mapping
of reads, and users might want to investigate the results of
quality control before proceeding to read mapping. How-
ever, output files of quality control are not an input to read
mapping and thus this dependency could not be identified
automatically. To provide more time to manually vali-
date results of some intermediate steps, Watchdog allows
adding checkpoints after individual tasks. After comple-
tion of a task with checkpoint, all dependent tasks are put
on hold until the checkpoint is released. All checkpoints in
Fig. 6 Usage of process blocks. The process block logFiles defined in
Fig. 5 is used to generate several subtasks (line 1). These subtasks
create compressed versions of the log-files stored in /tmp/. In this
case, at most two subtasks are allowed to run simultaneously.
Additional file 2 describes how process block variables can be
accessed. Here, the placeholder {} is replaced by the variable values
stored in the process block, i.e. the complete file paths, and [1] is
replaced with the file names (without the ‘.log’ file-ending) (lines 3-4)
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Fig. 7 Definition of dependencies. The task defined in this example
creates subtasks using the process block logFiles from Fig. 5 (line 1)
with both task and subtask dependencies. A task dependency on the
task sleep defined in Fig. 2 is indicated in line 3. In addition, subtask
dependencies to the task with id 2 defined in Fig. 6 are indicated in
line 4. In this case, each subtask depends on the subtask of task 2
which was created using the same instance defined by the process
block logFiles, i.e. the same file path
a workflow can be deactivated upon workflow execution
with the -disableCheckpoint flag of the Watchdog
command-line version.
Task dependencies
A task B can depend on one or more other tasks A1 to An,
which means that execution of task B is put on hold until
tasks A1 to An have finished successfully. If some of the
dependencies A1 to An use process blocks to create sub-
tasks, task B is put on hold until all subtasks are finished
successfully. Figure 8a illustrates the described behavior
on a small example in which task B depends on three
other tasks.
a) b)
Fig. 8 Types of dependencies. Dependencies can either be defined
on (a) task or (b) subtask level. a Task B depends on tasks A1 , A2 and
A3 . Task A2 uses a process block to create the three subtasks A2−1 ,
A2−2 and A2−3 . Task B will be executed when A1 , A2 (including all
subtasks) and A3 have finished successfully. b Tasks A and B create
subtasks using a process block. For example, task Amight decompress
files stored in a folder (by using a process folder) and task Bmight
extract data from the decompressed files afterwards (by using a
process input block). Here, subtask Bx of B only depends on the
subtask Ax of A based on whose return values it is created
Subtask dependencies
If a subtask Bx of a task B only depends on a particular
subtask Ax of A instead of all subtasks of A, the definition
of subtask dependencies in the workflow allows executing
Bx as soon as Ax has finished successfully (but not nec-
essarily other subtasks of A). This is illustrated in Fig. 8b
and can be explained easily for the most simple case when
the process block used for task B is a process input block
containing the return values of subtasks of A. In that case,
a subtask Bx depends only on the subtask Ax of A that
returned the instance resulting in the creation of Bx. The
use of subtask dependencies is particularly helpful if sub-
tasks of A need different amounts of time to finish or
cannot all be executed at the same time due to resource
restrictions, such as a limited amount of CPUs or mem-
ory available. In this case, Bx can be executed as soon as
Ax has finished but before all other subtasks of A have fin-
ished. An example application would be the conversion of
SAM files resulting from read mapping (task A) to BAM
files (task B).
Parallel and distributed task execution
By default all tasks are executed one after the other on
the host running Watchdog (see Fig. 9a,b). In principle,
however, tasks that are independent of each other or
individual subtasks of a task can be executed in parallel.
Watchdog implements three different types of executors
that facilitate parallel execution of tasks: (i) local executor
(Fig. 9c), (ii) remote executor (Fig. 9d) and (iii) clus-
ter executor (Fig. 9e). All executors allow multi-threaded
execution of tasks. In cases (i) and (ii)Watchdog uses mul-
tiple threads for parallel execution of tasks while in case
(iii) the cluster master is utilized to distribute tasks on
the cluster. Before execution or after completion or fail-
ure of tasks, files or directories can be created, deleted
or copied to/from remote file systems (e.g. the file sys-
tem of a remote or cluster executor) using so-called task
actions. By default, Watchdog supports virtual file sys-
tems based on the protocols File, HTTP, HTTPS, FTP,
FTPS and SFTP as well as the main memory (RAM).
However, any file system with an implementation of the
FileProvider interface from the Commons Virtual File Sys-
tem project of the Apache Software Foundation (http://
commons.apache.org/proper/commons-vfs/) can also be
used (see manual).
Executors and their resource limitations are declared
in the settings element at the beginning of the work-
flow (see Fig. 10) and assigned to tasks based on their
names. Within each workflow, an arbitrary number of
executors of different types can be defined and any of
these can be assigned to individual tasks. For instance,
memory-intensive tasks might be executed on a dedicated
high-memory computer using a remote executor while
other tasks spawning many subtasks are distributed using
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Fig. 9 Parallel and distributed task execution. Three different types of executors are implemented inWatchdog: (i) execution on the local host that
runsWatchdog, (ii) remote execution via SSH or (iii) cluster execution using DRMAA or the Slurm Workload Manager. a In this example, the four
subtasks 1a, 1b, 2a and 2b are created byWatchdog based on tasks 1 and 2 using process blocks. Task 2a depends on 1a, and 2b on 1b. All tasks are
assumed to require the same runtime. b By default, one task is executed after the other on the host runningWatchdog. cWatchdog also allows
parallel execution in all three executionmodes (local, remote and cluster execution). d For remote execution,Watchdog establishes a SSH connection
to pre-defined execution hosts and randomly distributes the tasks that should be executed to these execution hosts. e For cluster execution, the
DRMAA or Slurm master receives tasks to execute and redirects them to its execution hosts.Watchdog has no influence on which execution host is
used for task execution because the tasks are distributed by the internal DRMAA or Slurm scheduler. f During slave mode (supported for remote and
cluster execution), tasks or subtasks that depend on each other are scheduled on the same execution host, which allows using the local disk space
of the host for storage of files that are needed only temporarily but by different tasks
a cluster executor and non-resource-intensive tasks are
run using a local executor. Here, the number of simul-
taneously running (sub)tasks can be restricted on task
(see Fig. 6) or executor level (see Fig. 10), e.g. to not
occupy the whole cluster with many long-running tasks.
Provided the name of a particular executor remains the
Fig. 10 Defining executors. This example defines three possible
executors: (i) the local host runningWatchdog using two parallel
threads for task execution (line 3). This will be used by default for task
execution if no other executor is specified in a task definition using
the executor attribute. (ii) a remote host named goliath accessed by
SSH and authenticated via a private key that should be protected by a
passphrase (line 4). (iii) a cluster executor that schedules a maximum
of 16 simultaneously running tasks on the short queue of a computer
cluster supporting DRMAA (line 5)
same, everything else can be modified about this executor
without having to change the tasks part of the work-
flow. This includes not only resource limitations or the
maximum number of running tasks but even the type of
executor, for instance when moving the workflow to a
different system.
Every host that accepts secure shell connections (SSH)
can be used as a remote executor (see Fig. 9d). In this
case, a passphrase-protected private key for user authen-
tication must be provided. For cluster execution, any grid
computing infrastructures that implement the Distributed
Resource Management Application API (DRMAA) can
be utilized (see Fig. 9e). By default, Watchdog uses the
Sun Grid Engine (SGE) but other systems that provide
a DRMAA Java binding can also be used. Furthermore,
Watchdog provides a plugin system that allows users with
programming skills to add new executor types without
having to change the originalWatchdog code. This plugin
system is explained in detail in Additional file 3 and was
used to additionally implement an executor for comput-
ing clusters or supercomputers running the Slurm Work-
load Manager (https://slurm.schedmd.com/). The plugin
system can also be used to provide support for cloud com-
puting services that do not allow SSH. Support for the
Message Passing Interface (MPI) is not explicitly modeled
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in Watchdog, but MPI can be used by individual modules
if it is supported by the selected executor.
Finally, to allow storage of potentially large temporary
files on the local hard disk of cluster execution hosts and
sharing of these files between tasks,Watchdog also imple-
ments a so-called slave mode (see Fig. 9f). In slave mode,
the scheduler ensures that tasks or subtasks depending on
each other are processed on the same host allowing them
to share temporary files on the local file system. For this
purpose, a new slave is first started on an execution host,
which establishes a network connection to the master (i.e.
the host running Watchdog) and then receives tasks from
the master for processing.
Error detection and handling
During execution of workflows, a number of errors can
occur resulting either in aborted program runs or incor-
rect output. To identify such errors, Watchdog imple-
ments a sophisticated error checking system that allows
flexible extension by the user. For this purpose, Watch-
dog first checks the exit code of the executed module. By
definition an exit code of zero indicates that the called
command was executed successfully. However, some tools
return zero as exit code regardless of whether the com-
mand succeeded or failed. Thus, the exit code alone is
not a reliable indicator whether the command was exe-
cuted successfully. Furthermore, a command can techni-
cally succeed without the desired result being obtained.
For instance, the mapping rate for RNA-seq data may be
very low due to wrong parameter choices or low quality
of reads. To handle such cases, the user has the option
to implement custom success and error checkers in Java
that are executed byWatchdog after a task is finished. Two
steps must be performed to use custom checkers: imple-
mentation in Java and invocation in the XML workflow
(see Fig. 11 for an example and the manual for details).
Once the task is finished, the checkers are evaluated in
the same order as they were added in the XML workflow.
In cases in which both success and error were detected by
Fig. 11 Invocation of a custom error checker. The example illustrates
how a custom error checker implemented in class CErr located in
directory /home/ can be added to a task (line 3). In line 4 and 5, two
arguments of type string and integer are forwarded to the constructor
of the error checker
different checkers, the task will be treated as failed. When
an error is detected, the user is informed via email noti-
fication (if enabled, otherwise the information is printed
to standard output), including the name of the execution
host, the executed command, the returned exit code and
the detected errors.
Information on failure or success is also available via
the web-interface, which then allows to perform several
actions: (i) modify the parameter values for the task and
restart it, (ii) simply restart the task, (iii) ignore the failure
of the task or (iv) manually mark the task as successfully
resolved. In case of (iii), (sub)tasks that depend on that
task will not be executed, but other (sub)tasks will con-
tinue to be scheduled and executed. To continue with the
processing of tasks depending on the failed task, option
(iv) can be used. In this case, values of return parame-
ters of the failed task can be entered manually via the
web-interface.
Option (i) is useful if a task was executed with inappro-
priate parameter values and avoids having to restart the
workflow at this point and potentially repeating tasks that
are defined later in the workflow but are not dependent on
the failed task. AsWatchdog aims to execute all tasks with-
out (unresolved) dependencies as soon as executors and
resource limitations allow, these other tasks might already
be running or even be finished. Option (ii) is helpful if a
(sub)task fails due to some temporary technical problem
in the system, a bug in a program used in the correspond-
ing module or missing software. The user can then restart
the (sub)task as soon as the technical problem or the bug is
resolved or the software has been installed without having
to restart the other successfully finished or still running
(sub)tasks. Here, the XSD definition of a module cannot
be changed during a workflow run as XSD files are loaded
at the beginning of workflow execution, but the underly-
ing program itself can be modified as long as the way it
is called remains the same. Option (iii) allows to finish an
analysis for most samples of a larger set even if individual
samples could not be successfully processed, e.g. due to
corrupt data. Finally, option (iv) is useful if custom error
checkers detect a problem with the results, but the user
nevertheless wants to finish the analysis.
Defining custommodules
Watchdog is shipped with 20 predefined modules, but the
central idea of the module concept is that every developer
can define their own modules, use them in connection
with Watchdog or share them with other users. Each
module consists of a folder containing the XSD mod-
ule definition file and optional scripts, binaries and test
scripts. It should be noted here that while the complete
encapsulation of tasks within modules is advantageous
for larger tasks consisting of several steps or including
additional checks on in- or output, the required module
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creation adds some burden if only a quick command is
to be executed, such as a file conversion or creation of
a simple plot. However, to reduce the resulting overhead
for module creation, a helper bash script is available for
unix-based systems that interactively leads the developer
through the creation of the XSD definition file.
For this purpose, the script asks which parameters and
flags to add. In addition, optional return parameters can
be specified that are required if the module should be
used as process input block. If the command should not
be called directly because additional functions (e.g. checks
for existence of input and output files and availability of
programs) should be executed before or after the invo-
cation of the command, the helper script can generate a
skeleton bash script that has to be only edited by the devel-
oper to include the program and additional function calls.
Please note that modules shipped with Watchdog were
created with the helper script, thus XSD files and large
fractions of bash scripts were created automatically with
relatively little manual overhead. Once the XSD file for a
module is created, the module can be used in a workflow.
By default, Watchdog assumes that modules are located
in a directory named modules/ in the installation direc-
tory ofWatchdog. However, the user can define additional
module folders at the beginning of the workflow.
Results and discussion
Example workflows
For testing and getting to know the potentials of Watch-
dog by first-time users, two longer example workflows
are provided with the software, which are documented
extensively within the XML file (contained in the exam-
ples sub-directory of the Watchdog installation directory
after configuring the examples, see manual for details).
All example workflows can also be loaded into the GUI
in order to get familiar with its usage (see Additional
file 1). In order to provide workflows that can be used for
practically relevant problems, 20 modules were developed
that are shipped together with Watchdog. In addition,
several smaller example workflows are provided, each
demonstrating one particular feature of Watchdog. They
are explained in detail in the manual. The next para-
graphs describe the two longer example workflows and
the corresponding test dataset.
Test dataset
A small test dataset consisting of RNA-seq reads is
included in theWatchdog examples directory. It is a subset
of a recently published time-series dataset on HSV-1
lytic infection of a human cell line [5]. For this purpose,
reads mapping to chromosome 21 were extracted for both
an uninfected sample and a sample obtained after eight
hours of infection. Both samples in total contain about
308,000 reads.
Workflow 1 - Basic information extraction
This workflow represents a simple example for testing
Watchdog and uses modules encapsulating the programs
gzip, grep and join, which are usually installed on unix-
based systems by default. Processing of the workflow
requires about 50MB of storage and less than one minute
on a modern desktop computer. As a first step, gzipped
FASTQ files are decompressed. Afterwards, read head-
ers and read sequences are extracted into separate files.
To demonstrate the ability of Watchdog to restrict the
number of simultaneously running jobs, the sequence
extraction tasks are limited to one simultaneous run, while
the header extraction tasks are run in parallel (at most 4
simultaneously). Once the extraction tasks are finished,
the resulting files from each sample are compressed
and merged.
Workflow 2 - Differential gene expression
This workflow illustrates Watchdog’s potentials for run-
ning a more complex and practically relevant analysis. It
implements a workflow for differential gene expression
analysis of RNA-seq data and uses a number of external
software programs for this purpose. Thus, although XSD
files for corresponding modules are provided by Watch-
dog, the underlying software tools have to be installed and
paths to binaries added to the environment before running
this workflow. The individual modules contain depen-
dency checks for the required software that will trigger an
error if some of them are missing.
Software required by modules used in the work-
flow include FastQC [14], ContextMap 2 [15], BWA [16],
samtools [17], featureCounts [18], RSeQC [19], R [20],
DEseq [21], DEseq2 [22], limma [23], and edgeR [24]. The
workflow can be restricted to just the initial analysis steps
using the -start and -stop options of the Watchdog
command-line version and individual analyses steps can
be in- or excluded using the -include and -exclude
options. Thus, parts of this workflow can be tested with-
out having to install all programs. Please also note that the
workflow was tested on Linux and may not immediately
work on macOS due to differences in pre-installed soft-
ware. Before executing the workflow a few constants have
to be set, which are marked as TODO in the comments of
the XML file. Processing of the workflow requires about
300MB of storage and a fewminutes on a modern desktop
computer.
The first step is again decompression of gzipped FASTQ
files. Afterwards, quality assessment is performed for each
replicate using FastQC, which generates various quality
reports for raw sequencing data. Subsequently, the reads
are mapped to chromosome 21 of the human genome
using ContextMap 2. After read mapping is completed,
the resulting SAM files are converted to BAM files and
BAM files are indexed using modules based on samtools.
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Afterwards, reads are summarized to read counts per
gene using featureCounts. As methods for differential
gene expression detection may require replicates, pseudo-
replicates are generated by running featureCounts twice
with different parameters. This was done in order to pro-
vide a simple example that can be executed as fast as
possible and should not be applied when real data is
analyzed. In parallel, quality reports on the read map-
ping results are generated using RSeQC. Finally, limma,
edgeR, DEseq and DEseq2 are applied on the gene count
table in order to detect differentially expressed genes. All
four programs are run as part of one module, DETest,
which also combines result tables of the different meth-
ods. Several of the provided modules also generate figures
using R.
Comparison with other WMSs
Most WMSs can be grouped into two types based on
how much programming skills are required in order to
create a workflow. If a well-engineered GUI or web inter-
face is provided, users with basic computer skills should
be able to create their own workflows. However, GUIs
can also restrict the user as some features may not be
accessible. Hence, a second group of WMSs addresses
users with more advanced programming skills and
knowledge of WMS-specific programming or scripting
languages.
As a comprehensive comparison of all available WMS
is outside the scope of this article, two commonly used
representatives of each group were selected and com-
pared with Watchdog. Figure 12 lists features of each
WMS, which are grouped into the categories setup, work-
flow design, workflow execution and integration of new
tools. As representative WMSs Galaxy [8], KNIME [9],
Snakemake [10], and Nextflow [25] were chosen. In the
following paragraphs, the selected WMSs are discussed.
Because all four WMSs as well as Watchdog allow non-
programmers to execute predefined workflows, this prop-
erty is not further discussed. Furthermore, an analysis of
the computational overhead of Watchdog and Snakemake
showed that the computational overhead of using either
WMS (and likely any other) is negligible compared to the
actual runtime of the executed tasks (see Additional file 4).
Galaxy
The most well-known WMS for bioinformatic analyses
is Galaxy [8]. It was initially developed to enable exper-
imentalists without programming experience to perform
genomic data analyses in the web browser. Users can
upload their own data to a Galaxy server, select and com-
bine available analysis tools from a menu and configure
them using web forms. To automatically perform the same
workflow on several samples in a larger data set, so-called
collections can be used.
In addition to computer resources, Galaxy provides a
web-platform for sharing tools, datasets and complete
workflows. Moreover, users can set up private Galaxy
servers. In order to integrate a new tool, an XML-file has
to be created that specifies the input and output param-
eters. Optionally, test cases and the expected output of a
test case can be defined. Once the XML-file has been pre-
pared, Galaxy must be made aware of the new tool and
be re-started. If public Galaxy servers should be used,
all input data must be uploaded to the public Galaxy
servers. This is especially problematic for users with
only low-bandwidth internet access who want to analyze
large high-throughput datasets but cannot set up their
own server.
In summary, Galaxy is a good choice for users with
little programming experience who want to analyze data
using a comfortable GUI, might not have access to enough
computer resources for analysis of large high-throughput
data otherwise, appreciate the availability of a lot of pre-
defined tools and workflows and do not mind the manual
overhead.
KNIME
The Konstanz Information Miner, abbreviated as
KNIME [9], is an open-source data analysis platform
implemented in Java and based on the IDE Eclipse [13]. It
allows programmers to extend its basic functionality by
adding so-called nodes. In order to create a new node,
at least three interfaces must be implemented in Java:
(i) a model class that contains the data structure of the
node and provides its functionality, (ii) view classes that
visualize the results once the node was executed and (iii)
a dialog class used to visualize the parameters of the node
and to allow the user to change them.
One disadvantage for node developers is that the design
of the dialog is labor-intensive, in particular for nodes
that accept a lot of parameters. Another shortcoming of
KNIME is that only Java code can be executed using the
built-in functionality. Hence, wrapper classes have to be
implemented in Java if a node requires external binaries
or scripts. Furthermore, KNIME does not support dis-
tributed execution in its free version. However, two exten-
sions can be bought that allow either workflow execution
on the SGE or on a dedicated server.
Hence, the free version of KNIME is not suitable for the
analysis of large high-throughput data. However, KNIME
can be used by people without programming skills for the
analysis of smaller datasets using predefined nodes, espe-
cially, if a GUI is required that can be used to interactively
inspect and visualize the results of the analysis.
Snakemake
A workflow processed by Snakemake [10] is defined as a
set of rules. These rules must be specified in Snakemake’s
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Fig. 12 Comparison ofWatchdog with other WMSs. Comparison was performed using features grouped into the categories setup, workflow design,
workflow execution and integration. Workflow is abbreviated as workf. in this table. Integration refers to the integration of new data analysis tools
into the particular WMS. Footnotes: 1six non-free extensions are available; 2since version 2.4.8, rules can also explicitly refer to the output of other
rules; 3explanation: includes a way to automatically run a predefined workflow for a variable number of replicates based on filename patterns; 4have
to be created manually in the web-interface from uploaded files; 5explanation: finished steps of the workflow can return variables that are used by
subsequent steps as input; 6can only return the names of output files; 7other supported executors:Watchdog: new executors can be added with the
plugin system, Galaxy: PBS/Torque, Open Grid Engine, Univa Grid Engine, Platform LSF, HTCondor, Slurm, Galaxy Pulsar, Snakemake: can also use
cluster engines with access to a common file system and a submit command that accepts shell scripts as first argument, Nextflow: SGE, LSF, Slurm,
PBS/Torque, NQSII, HTCondor, Ignite; 8non-free extensions for SGE or dedicated server support are available; 9custom executors for cloud
computing services can be created using the plugin system; 10Watchdog: HTTP/S, FTP/S and SFTP by default, can be extended to any remote file
system with an implementation of the FileProvider interface from the Commons Virtual File System project, Galaxy: Object Store plugins for S3,
Azure, iRODS, Snakemake: S3, GS, SFTP, HTTP, FTP, Dropbox, XRootD, NCBI, WebDAV, GFAL, GridFTP. Nextflow: HTTP/S, FTP, S3; 11a hard-coded error
checker triggered on keywords ‘exception’ and ‘error’ in standard output and error is provided; 12depends on the node implementation and left to
developer; 13explanation: usage of local storage during distributed execution in order to avoid unnecessary load on the shared storage system;
14direct integration of python code is possible; 15own scripting language available; 16explanation: describes the concept used to separate workflow
definition and functionality (e.g.Watchdog’s modules) in order to allow easy re-use of functionality; 17modules can include binaries in the module
directory or automatically deploy required software using Conda, Singularity, Docker or similar tools available on the used system
own language in a text file named Snakefile. Similar to
GNU Make, which was developed to resolve complex
dependencies between source files, each rule describes
how output files can be generated from input files using
shell commands, external scripts or native python code.
At the beginning of workflow execution, Snakemake auto-
matically infers the rule execution order and dependencies
based on the names of the input and output files for
each rule. From version 2.4.8 on, dependencies can also
be declared by explicitly referring to the output of rules
defined further above.Workflows can be applied automat-
ically to a variable number of samples using wildcards, i.e.
filename patterns on present files.
In Snakemake, there is no clear separation between
the tool library and workflow definition as the command
used to generate output files is defined in the rule
definition itself. Starting with version 3.5.5, Snake-
make introduced re-usable wrapper scripts e.g. around
command-line tools. In addition, it provides the pos-
sibility to include either individual rules or complete
workflows as sub-workflows. Thus, Snakemake now
allows both encapsulation of integrated tools as well as
quickly adding commands directly into the workflow.
By default, no new jobs are scheduled in Snakemake as
soon as one error is detected based on the exit code of
the executed command. Accordingly, the processing of the
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complete workflow is halted until the user fixes the prob-
lem. This is of particular disadvantage if time-consuming
tasks are applied on many replicates in parallel and
one error for one replicate prevents execution of tasks
for other replicates. While this default mode can be
overridden by the -keep-going flag, this flag has to
be set when starting execution of the workflow and
applies globally independent of which particular parts of
the workflow caused the error. In addition, the option
-restart-times allows automatically restarting jobs
after failure for a predefined number of times and each
rule can specify how resource constraints are adapted
in case of restarts. However, this option is only useful
in case of random failure or failure due to insufficient
resources. If errors result from incorrect program calls
or inappropriate parameter values, restarting the task will
only result in the same error again. Finally, Snakemake is
the only one of the compared WMSs that does not pro-
vide return variables that can be used as parameters in
later steps.
In summary, Snakemake is a much improved version of
GNU Make. Programmers will be able to create and exe-
cute own workflows using Snakemake once they learned
the syntax and semantic of the Snakemake workflow def-
inition language. However, as Snakemake does not offer a
GUI or editor for workflow design, most experimentalists
without programming skills will not be able to create their
own workflows.
Nextflow
The idea behind the WMS Nextflow [25] is to use pipes
to transfer information from one task to subsequent
tasks. In Unix, pipes act as shared data streams between
two processes whereby one process writes data to a
stream and another reads that data in the same order as
it was written. In Nextflow, different tasks communicate
through channels, which are equivalent to pipes, by
using them as input and output. A workflow consists of
several tasks, which are denoted as processes and are
defined using Nextflow’s own language. The commands
that are executed by processes can be either bash com-
mands or defined in Nextflow’s own scripting language.
Nextflow also provides the possibility to apply a task
on a set of input files that follow a specific filename
pattern using a channel that is filled with the filenames
at runtime.
By default, all running processes are killed by Nextflow
if a single process causes an error. This is particularly
inconvenient if tasks with long runtimes are processed
(e.g. transcriptome assembly based on RNA-seq reads).
However, alternative error strategies can be defined for
each task before workflow execution, which allow to either
wait for the completion of scheduled tasks, ignore exe-
cution errors for this process or resubmit the process. In
the latter case, computing resources can also be adjusted
dynamically.
InNextflow, there is no encapsulation of integrated tools
at all since the commands to execute are defined in the
file containing the workflow. While this is advantageous
for quickly executing simple tasks, reusing tasks in the
same or other workflows requires code duplication. Fur-
thermore,Nextflow also does not offer a GUI for workflow
design, which makes it hard for beginners to create their
own workflows as they must be written in Nextflow’s own
very comprehensive programming language.
Conclusion
In this article, we present the WMS Watchdog, which
was developed to support the automated and distributed
analysis of large-scale experimental data, in particular
next-generation sequencing data. The core features of
Watchdog include straightforward processing of replicate
data, support for and flexible combination of distributed
computing or remote executors and customizable error
detection that allows automated identification of tech-
nical and content-related failure as well as manual user
intervention.
Due to the wide use of XML, most potential users of
Watchdog will already be familiar with the syntax used
in Watchdog and only need to learn the semantic. This
is in contrast to other WMSs that use their own syntax.
Furthermore, Watchdog’s powerful GUI also allows non-
programmers to construct workflows using predefined
modules. Moreover, module developers are completely
free in which software or programming language they use
in their modules. Here, the modular design of the tool
library provides an easy way for sharingmodules by simply
sharing the module folder.
In summary, Watchdog combines advantages of exist-
ing WMSs and provides a number of novel useful features
for more flexible and convenient execution and control
of workflows. Thus, we believe that it will benefit both
experienced bioinformaticians as well experimentalists








• Operating system: Platform independent
• Programming language: Java, XML, XSD
• Other requirements: Java 1.8 or higher, JavaFX for
the GUI
• License: GNU General Public License (GPL)
• Any restrictions to use by non-academics: none
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Additional files
Additional file 1: Overview on theWatchdog GUI. Contains an overview
on theWatchdog GUI for designing workflows and a step-by-step
instruction on how to use it for creating a simple workflow. (PDF 1177 kb)
Additional file 2: Replicate data analysis inWatchdog. Describes how to
use process blocks for the automated analysis of data sets with many
different replicates or conditions. (PDF 126 kb)
Additional file 3: ExtendingWatchdog. Describes how to use the plugin
system to extendWatchdog by new executors or process blocks without
changing the originalWatchdog code. (PDF 118 kb)
Additional file 4: Computational overhead ofWatchdog. Contains an
analysis of the computational overhead ofWatchdog and Snakemake for
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Abstract
Background: Advances in high-throughput methods have brought new challenges for biological data analysis, often
requiring many interdependent steps applied to a large number of samples. To address this challenge, workflow
management systems, such as Watchdog, have been developed to support scientists in the (semi-)automated execution of
large analysis workflows. Implementation: Here, we present Watchdog 2.0, which implements new developments for
module creation, reusability, and documentation and for reproducibility of analyses and workflow execution. Developments
include a graphical user interface for semi-automatic module creation from software help pages, sharing repositories for
modules and workflows, and a standardized module documentation format. The latter allows generation of a customized
reference book of public and user-specific modules. Furthermore, extensive logging of workflow execution, module and
software versions, and explicit support for package managers and container virtualization now ensures reproducibility of
results. A step-by-step analysis protocol generated from the log file may, e.g., serve as a draft of a manuscript methods
section. Finally, 2 new execution modes were implemented. One allows resuming workflow execution after interruption or
modification without rerunning successfully executed tasks not affected by changes. The second one allows detaching and
reattaching to workflow execution on a local computer while tasks continue running on computer clusters. Conclusions:
Watchdog 2.0 provides several new developments that we believe to be of benefit for large-scale bioinformatics analysis and
that are not completely covered by other competing workflow management systems. The software itself, module and
workflow repositories, and comprehensive documentation are freely available at https://www.bio.ifi.lmu.de/watchdog.
Keywords: workflow management system; bioinformatics; automated biological data analysis; next-generation sequencing;
reusability; reproducibility; open science tools
Background
As a result of improvements in sequencing technologies, se-
quencing costs have decreased massively in recent years [1].
While the first human genome sequence cost ∼$2.7 billion and
took 13 years to complete [2], companies now offer genome
sequencing to private customers using state-of-the-art next-
generation sequencing (NGS) technologies for <$1,000. In ad-
dition, other cellular properties can now be measured at large
scale using NGS. This includes, e.g., the expression of genes
(RNA sequencing [RNA-seq]) [3], protein binding to DNA (chro-
matin immunoprecipitation sequencing [ChIP-seq]) [4], open
chromatin regions (assay for transposase-accessible chromatin
using sequencing [ATAC-seq]) [5], and many more.
As a consequence, data analysis has become more complex
with new challenges for bioinformatics, often requiring mul-
tiple interdependent steps and integration of numerous repli-
cates and several types of high-throughput data. Because man-
ual execution of all required analysis steps is cumbersome, time-
Received: 27 November 2019; Revised: 26 April 2020
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consuming, and laborious to repeat, several tools have been
developed for performing large-scale bioinformatics analyses.
One group of tools consists of static analysis pipelines specifi-
cally designed for 1 application, e.g., transcriptome analysis [6,
7]. While these pipelines have the advantage that a particular
analysis can be repeated without great effort, components of
these analysis pipelines are often not easily reusable for other
related applications. As an alternative, workflow management
systems (WMSs) have been developed that support creation of
such analysis pipelines (denoted as workflows in this context)
from reusable components and allow (semi-)automated execu-
tion of these workflows. Popular WMSs are Galaxy [8], KNIME
[9], Snakemake [10], and Nextflow [11] and differ in the imple-
mented set of features, target audience, the required training pe-
riod, usage fees, and more (for more details see the comparison
in the first article onWatchdog [12] and at the end of this article).
Previously, we presented the WMS Watchdog for the dis-
tributed analysis of large-scale experimental data originating,
e.g., from NGS experiments [12]. The core features of Watch-
dog include straightforward processing of replicate data, sup-
port for and flexible combination of distributed computing or re-
mote executors, customizable error detection, user notification
on execution errors, and manual user intervention. In Watch-
dog, reusable components are encapsulated within so-called
modules, which are defined by an XSD file specifying the pro-
gram to execute, input parameters, and return values of the
module. In addition,modules can contain scripts or compiled bi-
naries that are invoked in the module. There are no restrictions
on included software or on the programming language used in
additional scripts. Modules may also deploy required software
internally using Conda [13], Docker [14], or similar tools.
A Watchdog workflow is defined in an XML format and con-
sists of a sequence of tasks and dependencies between tasks.
Each task uses 1 module and the same task can be automati-
cally run on multiple samples or with multiple parameter com-
binations using so-called process blocks. This creates several
subtasks, 1 for each sample or parameter combination. A work-
flow can either be created manually using any XML editor or the
Watchdog graphical user interface (GUI) for workflow construc-
tion. While XMLmay bemore complex than, e.g., YAML or JSON,
it is widely used and numerous XML editors are available, e.g.,
plugins for Eclipse [15]. Furthermore, using the GUI requires nei-
ther understanding of XML nor programming skills and thus al-
lows easy construction of workflows from a pre-defined set of
modules. In this case, the only Watchdog syntax that has to be
learned is how to reference variables.
Workflows can be executed using the Watchdog scheduler
via a command-line interface or the GUI, which are both imple-
mented in Java and thus platform-independent. The Watchdog
scheduler continuously monitors the execution status of tasks
and schedules new tasks or subtasks for execution if all tasks
that they depend on finished successfully. The execution status
of tasks is reported to the user via standard output, a web inter-
face that allows manual intervention and (optionally) email.
In the workflow, different executors can be specified for dif-
ferent tasks. Currently, 3 types of executors are supported (lo-
cal host, remote host via SSH, or computer clusters using SGE
or SLURM). Thus, resource-intensive or long-running tasks can,
e.g., be submitted to a computer cluster while less demanding
tasks may be executed on the local host. Furthermore, Watch-
dog provides a plugin system that allows users with program-
ming skills to add new executor types, e.g., for cloud computing,
without having to change the originalWatchdog code (for details
see [12]).
In this article, we present Watchdog 2.0, a new and improved
version ofWatchdog with several new developments for module
creation and documentation, reusability of modules and work-




In the following, we describe only new developments that were
added in Watchdog 2.0. The general principle of Watchdog and
features already present in the previously published version re-
main unchanged; thus, we refer the reader to our previous pub-
lication for a detailed introduction toWatchdog [12]. The central
improvements provided by Watchdog 2.0 are the following and
are described inmore detail in subsequent sections (see Fig. 1 for
an overview). First, Watchdog 2.0 now provides a GUI for semi-
automatically creating a new module from a software’s help
page. Second, a standardized documentation format for mod-
ules was introduced inWatchdog 2.0. Frommodule documenta-
tion files, a searchable module reference book can then be gen-
erated providing an overview and details on existing modules.
Third, a community platform was created for sharing Watchdog
modules and workflows with other scientists.
Improvements for reproducibility of analysis results com-
prise extensive logging of executed steps, including module and
software versions, and the possibility to automatically generate
a summary of the executed workflow steps, e.g., as a draft for an
article methods section. In addition, we added fully integrated
support for container virtualization or package managers in the
form of so-called execution wrappers, in particular for Docker
containers and the Conda package management system.
Finally, 2 additional execution modes were implemented to
provide more comfort and flexibility in workflow execution. The
resume mode allows execution of a workflow to be restarted
by (re-)running only tasks that previously did not run (success-
fully) or were added or modified compared to the original exe-
cution. The second mode allows the scheduler to be detached
from workflow execution without aborting tasks running on a
computer cluster and reattaching to execution at a later time on
the same or a different computer.
The GUI formodule creation and all new command-line tools
described in the following are implemented in Java and thus
platform-independent.
Semi-automated module generation
Tomake a software package available for use inWatchdog work-
flows, a new module has to be created. Watchdog already pro-
vides a helper script for creating the module XSD file and (op-
tionally) a skeleton Bash script that only has to be extended by
the program call. Nevertheless, this requires manually listing
all parameters for the module. The newly developed GUI mod-
uleMaker [16] now automatically extracts parameters and flags
from a software help page to more conveniently create the cor-
responding module.
The moduleMaker GUI uses sets of regular expressions
matching common help page formats to parse the help page
of a software. Currently, 8 pre-defined regular expression sets
are provided, but users can also define new sets using the GUI
and add them to the pre-defined list. When creating a module
with the GUI, users may either choose 1 particular regular ex-
pression set explicitly or let moduleMaker rank the regular ex-
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Figure 1:Overviewonnewdevelopments inWatchdog 2.0. New features are broadly grouped into the categories reusability, reproducibility, andworkflowexecution. Left:
Newmodules cannowbe developed in a semi-automatedmanner fromsoftware help pages using aGUI. A standardized documentation formatwas developed, allowing
the automatic compilation of a reference book of available modules. Public repositories for sharing modules and workflows are now available. Center: Extensive logging
of workflow execution ensures reproducibility of results and allows automated creation of a step-by-step report on analysis methods. Versioning of modules allows
adaption to new requirements with backward compatibility without unnecessary module duplication. Software and module versions are now automatically reported
in the log files. Execution wrappers now allow automatic deployment of software using container virtualization or package managers. Right: Workflow execution
becomes more flexible with the resume and detach/reattach modes. The resume mode allows the resumption of interrupted or modified workflow execution without
unnecessarily rerunning tasks. Detach/reattach allows the scheduler to be shut down on the local host while tasks on a computer cluster continue running and
reattaching to workflow execution on the same or a different computer at a later time.
pression sets based on how well they match the help page. In
the latter case, the user can then examine the results of the n
best-matching regular expression sets (with n user-defined) and
choose the result they consider best. Subsequently, the user can
correct errors in the automatic detection, add additional flags or
parameters, andmodify or delete detected parameters. In a next
step, existence checks for input files or directories can be added
and return values for the module can be defined.
Once the user is finished, moduleMaker creates the module
XSD file and a wrapper Bash script for the software that—in
contrast to the skeleton Bash script created by the helper
script—is almost complete. The only manual changes required
by the developer involve assigning values to return values.
This wrapper script checks that required software is installed,
parses parameters, verifies that mandatory parameters are set,
performs existence checks on required input files and directo-
ries, executes the program, performs default error checks after
execution, and writes return values to a corresponding file read
by the scheduler. Optionally, a project file can be saved that
allows modules created with the moduleMaker to be reloaded
and modified at a later time.
Thus, developing a module does not require understanding
XML or the module XSD schema. Furthermore, little or no Bash
scripting experience is required if the GUI or helper script is
used, respectively. The GUI creates a Bash script that is finished
apart from the return value assignment. If the helper script is
used, there is no requirement to use a Bash script to execute the
commands. Any type of executable can be called in the module,
e.g., a Python script. Examples for modules using Python scripts
are included in the new module repository (see below).
Module documentation
While the Watchdog scheduler, features of Watchdog work-
flows, and workflow creation are already comprehensively
documented [12], no convenient way was so far available for
documenting both individual Watchdog modules and the set of
available modules. To address this problem, we developed (i) a
standardized documentation format for modules and (ii) a pro-
gram for creating a nicely formatted, searchable, and updatable
catalog of modules, the so-called reference book (see Fig. 2 for
an example), from the documentation files of individual mod-
ules. The module entry in the reference book describes soft-
ware dependencies, parameters (i.e., input files and values) and
their default values, return values (i.e., output files and values),
and more. Thus, instead of inspecting the module XSD or input
mask in the GUI to obtain this information, users can now sim-
ply browse the reference book.
Documentation format
Individual Watchdog modules are now documented using a
standardized XML format. This contains general module infor-
mation (e.g., author, description, dependencies) and properties
of module parameters and return values (e.g., name, type, de-
scription). The allowed semantic is described by an XSD schema
file, allowing the XML documentation files to be read and further
processed by XML parsing software.
To limit the overhead for creating the module documenta-
tion, a command-line tool (docuTemplateExtractor) is provided
by Watchdog 2.0. The docuTemplateExtractor extracts param-
eter and return value information from the module XSD file
and generates a template documentation file. Module develop-
ers then only have to fill in parts of the XML documentation not
contained in the module XSD file.
As noted above,modulesmay also contain additional scripts,
which can contain further information useful for documenta-
tion. For example, many scripts utilize an argument parser that
requires a description or default values for each parameter. To
exploit this and guarantee consistency between documentation
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Figure 2: Overview page of the module reference book. The main section displays available modules as boxes, showing the module name, date of last change, a short
description, links, and the author of the module. A search bar and category bar can be used to filter the displayed modules using text search or multi-category filters.
In this example, all modules containing the term “bam file” in the description are shown.
and scripts, the docuTemplateExtractor also aims to extract this
information. Because the syntax used by the argument parser
strongly depends on both the scripting language used and the
argument parser, this information cannot be obtained with a
generalized approach. Instead, we developed a plugin system
that allows developers to load custom parameter and return
value extractors by implementing a simple Java interface. Cur-
rently, 2 parameter extractors for Bash- and Python-based mod-
ules are available, which obtain description and default value of
parameters from argument parser definitions. For Bash scripts,
the shFlags library is supported, and for Python, the argparse
library.
Reference book
The reference book is implemented as an HTML web page based
on the UIkit framework [17]. It can be opened with any browser
supporting JavaScript and does not require a dedicated web
server. The reference book can be created from the XML docu-
mentation files using the refBookGenerator command-line tool.
The reference book can be created either for publicly available
modules, personal modules of the user, or a combination of
both. When new modules are added or existing modules are re-
moved, the reference book can simply be regenerated using the
refBookGenerator. Thus, every user can generate their personal-
ized reference book containing the modules they work with or
consider relevant to their work.
Fig. 2 shows the front page of the module reference book
(generated for all publicly available modules) after searching for
modules containing the term “bam file” in the description. The
main section of the front page provides an overview on all avail-
able modules. Every module is visualized as a box that contains
its name, author, assigned category, and a short description.
The search bar at the top can be used to filter modules using a
keyword search, which can be applied to title, author, category,
and/or description. Alternatively, the modules displayed in the
overview section can be filtered on the basis of authorship, cate-
gory, and update date. Clicking on amodule box opens a detailed
view, showing module dependencies, parameters and valid in-
put values, return values, and if applicable citation information
and web links (see Fig. 3 for an example).
Public repositories for module and workflow sharing
Watchdog 2.0 now provides 2 repositories on Github under
the watchdog-wms organization [18] that are dedicated for
sharing modules [19] and workflows [20], respectively, by other
users. To contribute either a module or workflow to one of
the repositories, users have to first create a copy (fork) of the
repository, change or add modules/workflows, commit the
proposed changes to the repository copy, and submit these
changes for review to the original repository via a pull request.
An integration pipeline then checks whether the proposed
changes adhere to essential requirements. If all automatic tests
were successful, the proposed changes can be accepted by
Watchdog team members.
Currently, the module repository contains 60 modules. Each
module is located in a separate directory and must contain
at least the XSD module file and an XML documentation file.
Currently, most available modules focus on sequencing data
analysis, in particular RNA-seq and ChIP-seq analysis. Some
modules provide basic functionalities like file compression or
text search while others fulfill more specific tasks, e.g., differen-
tial gene expression analysis (module DETest), peak detection in
ChIP-seq data (module GEM), or identification of circular RNAs
(modules circRNAfinder and ciri2). By default, modules are
licensed under Apache License 2.0, but a different license can
be assigned to a module by including it in the module folder. A
reference book for all modules in the repository is available [21].
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Figure 3: Detailed view of a module in the reference book. As an example, the detailed view on the indexBam module is shown, containing a short description,
dependencies on third-party software, parameters with valid ranges and descriptions, return values, citation information, and web links. The citation information
will also be included into the step-by-step report automatically created from the workflow execution log file.
It is automatically updated with every commit to the master
branch of the module repository.
Workflows shared in the watchdog-wms-workflows reposi-
tory also have to be located in separate directories. Each work-
flow directory has to contain the XML workflow file, a readme
file, and optionally example data. Workflows should be docu-
mented with inline comments. Furthermore, lines that require
modifications to adapt, e.g., to different computing environ-
ments or input data should be highlighted to allow everyone to
quickly adapt the workflow. We recommend, but do not enforce,
that paths or constant parameter values are not hard-coded in
the task section of the workflow, but rather that global constants
are defined in the settings section. A constant ”CONSTANT” can
then be referenced as ”${CONSTANT}” within process block or
task definitions. If this recommendation is followed, the work-
flow can be quickly adapted to a new environment or data by
modifying only constants and executors.
Currently, the workflow repository contains, e.g., the work-
flow for RNA-seq mapping and differential gene expression
analysis from the original Watchdog release. Additionally, new
workflows are available, e.g., for circular RNA detection with
CIRI2 [22] and circRNA finder [23], ChIP-seq analysis using GEM
(GEM, RRID:SCR 005339) followed by ChIPseeker [24,25], and
download of public NGS data from the NCBI SRA (SRA, RRID:
SCR 004891) [26] followed by alignment with HISAT2 (HISAT2,
RRID:SCR 015530) [27].
Methods for ensuring reproducibility
A critical aspect of any analysis of biological data is the re-
producibility of the results. While the use of a WMS already
contributes to reproducibility, workflows may be modified
between different runs of the workflow, e.g., by changing
parameter values or including or excluding some steps, or the
underlying software may be changed, e.g., by updates to a
new version. This may lead to uncertainty regarding the steps,
parameters, and software environment of the analysis that
produced specific results. Furthermore, when reporting the
individual steps of an analysis, for instance in a publication,
some steps may be unintentionally omitted, making it difficult
for others to reproduce the results. To address these problems,
Watchdog 2.0 includes a number of new developments to
ensure reproducibility of analyses.
Logging and automated reporting
When executing a workflow, Watchdog 2.0 now produces a
time-stamped log file (filename extension .resume) reporting
on the successful execution of each individual task. This log file
is also used for the resume mode (see below). If a task creates
multiple subtasks, e.g., for multiple input samples, successful
execution of each subtask is recorded. For each task/subtask
the log file records the value of each input parameter, as well as
return values.
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Figure 4: Result of automated report generation for example workflow. This
example shows the step-by-step analysis report generated with the reportGen-
erator from the execution log file for the RNA-seq example workflow provided
with Watchdog. The workflow was described in detail in our original Watchdog
publication [12]. The annotation file name (a parameter to featureCounts) and
software version numbers in parentheses are automatically obtained from
the log file (see software version logging). For this example, the workflow was
simplified to perform differential gene expression analysis only with DESeq2,
instead of 4 different gene expression analysis methods as previously described.
For modules without paper description (e.g., unzipping or replicate merging),
the report would contain the text “No short description given in documentation
of module module name”. To shorten this example, these sentences were
manually removed, as well as the citation information commonly included in
the module descriptions.
Moreover, a report of the executed steps can be automati-
cally created from the log file using the new command-line tool
reportGenerator provided with Watchdog 2.0 (see Fig. 4 for an
example of the report). For this purpose, the XML documenta-
tion file of each module contains the element paperDescription,
which can be filledwith a short description of themodule and ci-
tation information. It can also contain references to parameters
of the task or the software version (see below for software ver-
sion logging). The reportGenerator concatenates these descrip-
tions in the order the corresponding tasks were executed and
replaces references by the values reported in the log file. There
is also an option to include PubMed IDs from the module docu-
mentation. The resulting report can then be used as a step-by-
step protocol of the analysis or be further revised for the meth-
ods section of an article.
Module versioning
Modules generally rely on third-party software that can bemod-
ified repeatedly to improve performance, fix bugs, or be adapted
to changing requirements, for instance by adding support for
new types of experimental data. As a consequence, a module
will need to be adapted over time, e.g., by changing the parame-
ters of the module to support new parameters or drop obsolete
ones. At the same time, backward compatibility needs to be en-
sured such that previously defined workflows relying on the old
module version can still be executed. One solution to this prob-
lem would be to duplicate the module and adapt the copy. How-
ever, this leads to unnecessary code duplication becausemost of
the module XSD file will remain unchanged, and results in code
that is difficult to maintain.
To avoid this problem, Watchdog 2.0 now allows different
versions of a module within 1 module XSD file to be defined
by specifying the minimum and maximum supported module
version for each element in the XSD file. If neither minimum
nor maximum supported version is indicated, the element is
valid for all module versions. This allows input parameters,
return values, or even the executed program call to be changed
between differentmodule versions.When executing aworkflow,
the module version for each task will also be recorded in the
log file. By default, the first version of a module is used unless
otherwise specified in the workflow XML file. This guarantees
that workflows defined before a new module version was
introduced do not have to be adapted.
Software version logging
Watchdog is very flexible with regard to how dependencies to
third-party software in a module can be handled by module de-
velopers. Software can be shipped with the module, loaded via
package and environmentmanagement systems like Conda [13],
or be required to be installed on the system that will execute the
corresponding task (e.g., the local host or a computer cluster).
In any case, it is crucial to know which software versions were
run for a particular analysis in order to reproduce the analysis
results or understand differences in outputs between repeated
runs because new software releases often correct errors or may
change the behavior of the software.
Thus, Watchdog 2.0 now implements a general approach for
reporting versions of third-party software used in a module in
the log file. For this purpose, a new attribute in the module XSD
file can be used to define the flag for version printing of third-
party software. During workflow execution, after a task or sub-
task has been completed successfully on a particular computer,
the program call defined in the corresponding module is in-
voked with the version flag on the same computer to retrieve
the installed third-party software version. This software version
is then reported for the task/subtask in the log file. If the version
flag has not been defined in the module, this step is omitted for
the corresponding tasks. This option is also useful for identi-
fying differences in installed third-party software between dif-
ferent executors used for workflow execution, such as the local
host, a computer cluster, or remote executors accessed by SSH.
Execution wrappers
A disadvantage of Watchdog’s flexibility on how installation
of third-party software is handled is that it complicates both
reusability and reproducibility of workflows. Having to install all
required software before modules or workflows can be used can
be cumbersome. Furthermore, to fully reproduce results from a
workflow, users would have to make sure that they (still) have
the same software versions installed as in the original run of a
workflow. Thus,wenow implemented executionwrappers to ex-
plicitly support automatic deployment of software via package
managers or container virtualization inWatchdog 2.0. Execution
wrappers are initialized in the settings section of a Watchdog
workflow and are then assigned to individual executors, which
in turn use the wrapper to deploy the software for all tasks they
run. Each executor can be assigned both a packagemanager and
a container; thus, package managers can also be used within
containers. Furthermore, different packager managers or con-
tainers can be assigned to different tasks by using different ex-
ecutors and corresponding execution wrappers for these tasks.
Execution wrappers are implemented using Watchdog’s plugin
system; thus, the set of available execution wrappers can be ex-
tended by users without having to modify the Watchdog code.
Currently, Watchdog 2.0 provides execution wrappers for
the Conda package manager (Conda, RRID:SCR 018317) [13]
and for Docker container virtualization [14]. To enable use of
Conda for a module, the module directory only has to con-
tain a YAML file defining the default Conda environment (mod-
ulename.conda.yml). For different versions of a module, dif-
ferent Conda environments can be defined (ending in .v[0-
9]+.conda.yml). If no version-specific Conda definition file is
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found, the default Conda environment for the module is used.
If Conda execution wrappers are not used in a workflow or for a
particular executor, the Conda environment definition will sim-
ply be ignored for the whole workflow or the tasks run by the ex-
ecutor, respectively. Thus, previously developed workflows will
not be affected by these changes.
The Docker execution wrapper allows tasks to be run within
containers built from Docker images using Docker, Podman, or
Singularity. Furthermore, it provides an option for automatically
mounting files and directories on the host machine that are
used in parameters of tasks. This option is enabled by default
but can be disabled. Thus, adding container virtualization to
an executor does not require changes to corresponding tasks.
Similar to the Conda execution manager, module- and module-
version-specific Docker images can be enabled by adding 1 or
more files to the module folder specifying the image name
to be used for the corresponding tasks. An example for using
Docker and Conda in combination is provided in the workflow
for RNA-seq mapping and differential gene expression analysis
available from the workflow repository and with the Watchdog
distribution.
New execution modes
In the original Watchdog version, the Watchdog scheduler
had to run continuously on the computer on which workflow
execution is started. If workflow execution was interrupted,
e.g., by a computer crash or reboot, only a manual restart option
was available. This required the last task finished successfully
to be identified or some analyses to be rerun in case only
some subtasks of a task finished successfully. To avoid this
problem, Watchdog 2.0 now supports 2 additional execution
modes (see Fig. 5). The first one allows workflow execution
to be resumed at any point and rerunning only the tasks or
subtasks in a workflow that did not finish successfully, were
modified, or depended onmodified tasks. The second execution
mode allows detachment from workflow execution by shutting
down the Watchdog scheduler on the current computer while
tasks distributed to a computer cluster continue running. The
scheduler can then reattach to the workflow execution at a later
time either from the same or a different computer. This can be
used for instance to reboot the machine running the scheduler
or to switch from a desktop computer to a laptop without
interrupting execution of tasks running on a computer cluster.
Resume mode
As described above, Watchdog 2.0 creates a detailed log file dur-
ing execution of a workflow containing successfully finished
(sub)tasks, as well as their input parameters and return val-
ues. In resume mode, Watchdog 2.0 uses the log file of a pre-
vious workflow run to determine which (sub)tasks have to be
(re-)executed. Individual (sub)tasks are identified by their input
parameter combinations. (Sub)tasks not listed in the log filewith
exactly the same input parameter values will be scheduled to be
executed. Furthermore, (sub)tasks that previously finished suc-
cessfully with the same parameters are re-executed if they de-
pend on other (sub)tasks that are (re-)run.
This allows the resumption of not only workflows that were
interrupted unexpectedly (e.g., by hardware failure or power out-
age) but also workflows that were modified, i.e., by changing pa-
rameters for some tasks, without unnecessarily rerunning tasks.
Here, Watchdog 2.0 guarantees that all results are updated that
may be affected by the modification. Furthermore, additional
samples, e.g., for other conditions ormore replicates, can be eas-
Figure 5: New execution modes in Watchdog 2.0. (a) Resumemode: From the log
file of a previous workflow execution and the workflow XML file, the Watchdog
scheduler automatically detects (sub)tasks that either have not yet run success-
fully, are new or modified, or require processing of additional samples. Conse-
quently, only these (sub)tasks are executed, as well as all (sub)tasks depending
on them (dependencies indicated as dashed lines). Light red indicates (sub)tasks
that were previously executed successfully; light blue, tasks that were since
modified; dark blue, new tasks that were added; and dark red, additional sub-
tasks that have to be executed because additional samples were added. Dou-
ble lines around tasks indicate which (sub)tasks have to be (re-)executed after
resuming this workflow. (b) Visualization of the detach/reattach mode after re-
suming the workflow shown in (a). In this case, subtasks of D and task E are ex-
ecuted on a computer cluster, while a local executor is used for all other tasks.
In this example, the Watchdog scheduler is originally started on a laptop and
some tasks are scheduled and executed. After a while, a detach request is sent
and no more new tasks are scheduled on the local host. Once the tasks on the
local computer (blue) have finished, the detach file is written and the scheduler
terminates. Subtasks D3 and D4 submitted to the computer cluster (yellow) con-
tinue to be executed. When the user reattaches to workflow execution, this time
on a desktop computer (orange), new tasks are again scheduled.
ily included without rerunning analyses for samples that have
already been processed. Importantly, identification of (sub)tasks
that require (re-)execution is performed automatically without
manual user input. This both reduces the overhead for the user
and eliminates the risk that they may forget some steps that
need to be repeated.
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The Watchdog 2.0 resume mode is illustrated in Fig. 5a for
an example workflow. In this case, a task was modified (task B);
additional samples were added to task D (marked red), requiring
additional subtasks to be run; and additional tasks were added
(F and Z). In resume mode, task B will be rerun because of mod-
ified parameters and task C because it depends on task B. For
task D, only the new subtasks will be executed, but task E will be
repeated because it depends on D. In addition, the newly added
tasks will be run.
It should be noted here that after a workflow has been run at
least once, changes to the workflow should be limited to adding
new (sub)tasks (e.g., for new samples) or dependencies. Remov-
ing (sub)tasks or dependencies between tasks may lead to in-
consistencies with old versions of input data being accidentally
used for a task. Thus, this should only be done with utmost care.
Detach / reattach mode
In most cases, the Watchdog scheduler will run on a laptop or
desktop computer and outsource all resource-intensive tasks
to a distributed computer system, e.g., a computer cluster. Be-
cause execution of long, resource-intensive workflowsmay take
hours or even days to complete, it may not always be possi-
ble for the Watchdog scheduler to be running continuously on
the host computer. For instance, the host running Watchdog
might require a reboot to install software updates or dedicated
computer cluster submission hosts may not allow long-running
programs. If the Watchdog scheduler is run on a laptop, the
user may want to change locations with their laptop. To sup-
port these use cases, Watchdog 2.0 now provides the option to
detach the scheduler from a running workflow and reattach at
a later time. Notably, the user does not have to decide before
execution whether to use this mode but can decide to detach
at any time after starting execution in either normal or resume
mode.
In Watchdog 2.0, the user can request to detach using a
keystroke combination (Ctrl-C) or a link in the email notifica-
tion. After the request is sent, Watchdog will wait for tasks to
complete that are running either on the local host or a remote
host via SSH, but schedule no further tasks on these executors.
In contrast, Watchdog will continue to submit tasks on clus-
ter executors with workload managers working independently
of Watchdog (currently SGE and SLURM are supported). Once
all tasks on the local and remote hosts are finished, Watch-
dog will save the information on tasks running on cluster ex-
ecutors to a file and then terminate itself. From this moment,
tasks already running on or submitted to computing clusterswill
continue running or be scheduled to run by the corresponding
workloadmanagers, but no new tasks can be submitted to these
clusters.
The detach file can then be used at a later time to reat-
tach to workflow execution at the point where it was stopped
previously. Watchdog will then obtain information on the exe-
cution status of tasks that were still running on or submitted
to computer clusters before detaching, i.e., whether they are
still running or finished successfully or with errors, and con-
tinue scheduling tasks on all executors accordingly. Notably, the
Watchdog scheduler can also be reattached on another com-
puter using the detach file, allowing for instance switching from
a laptop at home to a desktop computer at work as illustrated
in Fig. 5b. Moreover, Watchdog 2.0 also provides a command-
line tool to periodically start the scheduler in auto-detachmode.
In this mode, the scheduler checks whether tasks were finished
successfully, submits new tasks if possible, and then terminates
itself automatically.
Comparison to other WMSs
In this article, we present a number of new developments in our
WMS Watchdog. The previously published version of Watchdog
[12] was already extensively compared against the most pop-
ular WMSs for biological analyses, i.e., Galaxy (Galaxy, RRID:
SCR 006281) [8], KNIME (KNIME, RRID:SCR 006164) [9], Snake-
make (Snakemake, RRID:SCR 003475) [10], and Nextflow [11] (see
Fig. 12 in [12] for this comparison). Compared features included,
e.g., availability of GUIs/web interfaces for workflow design, ex-
ecution and monitoring, support for parallel, distributed, and
cloud computing, dependency definition, and many more. This
showed thatWatchdog combined features of existingWMSs and
provided novel useful features for execution and monitoring of
workflows for users both with and without programming skills.
Because these features are essentially unchanged, we do not
repeat this comparison here but refer the reader to our origi-
nal publication [12]. In the following, we discuss how Watch-
dog 2.0 compares to these other WMSs regarding the new fea-
tures we present in this article because these were not previ-
ously analyzed. First, we provide a brief description of Galaxy,
KNIME, Snakemake, andNextflow. Formore details, see our orig-
inal publication [12].
Galaxy is targeted at experimentalists without programming
experience and allows data analyses to be performed in the
web browser. Workflows can be constructed on public or pri-
vate Galaxy servers in a web-based user interface from a set of
available tools and can then be executed. New tools for use in
a Galaxy workflow are defined in an XML format specifying the
input parameters for this tool, as well as the program to execute.
KNIME is an open-source data analysis platform based on the
Eclipse integrated development environment (IDE). It provides
a powerful GUI for workflow construction, execution, and visu-
alization of results, which can also be used without program-
ming experience. Java programming skills are required for mak-
ing a new tool available in a so-called node becausemultiple Java
classes have to be extended.
Snakemake uses a Python-based language to define work-
flows in a so-called Snakefile as a set of rules that describe
how output files are created from input files. Dependencies be-
tween rules are determined automatically on the basis of input
and output files, and the order of rule execution is determined
upon invocation based on these dependencies. Encapsulation of
reusable components can be performed using so-called wrap-
pers.Writingworkflows andwrappers requires knowledge of the
Snakemake syntax and some degree of programming skills.
Nextflow extends the Unix pipes model to transfer complex
data between consecutive processes as shared data streams. It
provides its own scripting language based on the Groovy pro-
gramming language to define workflows. Individual analysis
steps are defined as processes in the Nextflow workflow itself;
thus, no actual encapsulation of tools into reusable components
is supported. Similar to Snakemake, programming experience is
required to define workflows and no GUI is provided.
For the following comparison, features were grouped broadly
into categories reusability, reproducibility, and workflow execu-
tion. A summary of the comparison is presented in Table 1.
Reusability
For this part of the comparison, we focused on features that sup-
port development and sharing of tools (modules in Watchdog,
tools in Galaxy, nodes in KNIME, rules in Snakemake, processes
in Nextflow) for (re-)use in multiple analysis workflows as well
as sharing and repurposing of existing workflows (F1–F7 in Ta-
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10 Watchdog 2.0: New developments for reusability, reproducibility, and workflow execution
ble 1). Because there is no real encapsulation of tools inNextflow,
most of these features are not applicable to it.
Support for tool creation (F1) is provided in Galaxy by the
command-line program Planemo, which is similar to the helper
script originally provided by Watchdog for module creation. No-
tably, Planemo also requires all parameters for a new tool to be
added manually. For KNIME, an Eclipse extension (KNIME Node
Wizard) is available, which generates the project structure, the
plug-inmanifest, and all required Java classes. However, the Java
classes only contain the basic backbone (in particular, no pa-
rameters or flags) and have to be massively extended by the de-
veloper. Snakemake does not provide any software or script for
defining wrappers.
All 3 WMSs allow documenting (F2) tools and their parame-
ters in XML or YAML format. In the case of Snakemake, the spec-
ification does not require explicit documentation of parameters
and input and output. Instead, an example Snakefile showing
the use of the wrapper has to be provided. A reference book con-
taining information on all available tools (F3) can be generated
for Snakemake wrappers as a separate web page. This contains
the example Snakefile, the code of the wrapper, author informa-
tion, and software dependencies. In contrast, the documenta-
tion of KNIME nodes and Galaxy tools, respectively, is displayed
on their respective GUI/web interface during workflow creation.
Furthermore, all 3 WMSs perform tool versioning (F4).
For sharing tools (F5) or complete workflows (F6) with other
users, Galaxy and KNIME operate dedicated sharing platforms
[28, 29], while Snakemake provides source code repositories sim-
ilar to Watchdog 2.0 [31, 32]. Furthermore, dedicated sharing
platforms are operated by the KNIME and Nextflow community
[30, 33].
Repurposing an existing workflow for new data (F7) requires
different steps in the different WMSs. In Galaxy and KNIME, ex-
isting workflows can be imported and subsequently input files
or values have to be selected/modified in the web interface and
GUI, respectively. For Nextflow, input is provided via command-
line parameters. For Snakemake, relative paths to input files are
hard-coded in the Snakefile. Thus, repurposing a Snakemake
workflow only requires the Snakefile to be copied to a directory
inwhich input files are stored or linked in the subdirectory struc-
ture used in the Snakefile. In Watchdog workflows, input files
and parameters are also hard-coded but absolute paths are used.
In a well-designed workflow, global constants are defined for in-
put values and files in the settings section and used throughout
the workflow. Thus, repurposing only requires these constants
to be edited either in a text or XML editor or the GUI. This is not
more effort than required by other WMSs, with the exception
of Snakemake. However, it provides more flexibility than Snake-
make regarding how input data are distributed in the file system,
and workflows can be stored anywhere, e.g., in a directory con-
taining all previously developed workflows.
Reproducibility
Here, we focus on features (F8–F11) related to reproducibility
of analysis results carried out at an earlier time, on different
computer systems, and/or by other scientists. Most of the other
WMSs do not support explicit logging of external software dur-
ing workflow execution similar to Watchdog 2.0 (F8). However,
Galaxy, Snakemake, and Nextflow support controlling external
software dependencies and versions with the Conda package
manager or using Docker containers (F9). Furthermore, Snake-
make reports on executed workflows (see next paragraph) dis-
play the Conda environment for each task, including software
versions.
A description of all performed analysis steps (F10) can be ob-
tained in Snakemake and Nextflow through generation of HTML
reports, in which individual steps are listed in a table format
and in the case of Snakemake also visualized as a graph. Galaxy
displays all executed tasks as a list in its analysis history. In
contrast, KNIME supports only static workflow descriptions that
have to be prepared by the workflow developer. The dynamic re-
port created by Watchdog 2.0 from the execution log does not
only list performed steps but includes short descriptions of each
step prepared by module developers with citation information
and (optionally) PubMed IDs (F11). The only otherWMS allowing
the declaration of citations for tools is Galaxy. In this case, a list
containing citations for all tools used can be exported after ex-
ecuting a workflow in Galaxy. None of the other WMSs support
creation of a step-by-step report for inclusion in a manuscript
draft similar to Watchdog 2.0.
Execution
All WMSs except Galaxy can resume execution of partly exe-
cuted workflows (F12) and are able to detect new tasks, modi-
fied tasks, or tasks with altered dependencies and consequently
execute only these tasks (F13). With Snakemake and Nextflow,
new samples (e.g., additional replicates) can be included in an
analysis workflowwithout having to reprocess all samples (F14),
but this option has to be forcibly triggered in Snakemake. This is
not possible for KNIME workflows. One possibility to avoid un-
necessary reprocessing in KNIME is to implement KNIME nodes
that can detect whether the corresponding task was already ex-
ecuted successfully on a sample as done by Hastreiter et al. [34].
However, this adds additional overhead for node development.
Finally, similar executionmodes to the detach/reattachmode
of Watchdog 2.0 (F15) are at least partly supported by all com-
pared WMSs apart from Nextflow. Because Galaxy is a web-
based system, the user can log off (detach) and log in (reattach)
at any time and from different client systems. Furthermore, the
Galaxy server can also be restartedwhile tasks continue running
on a computer cluster if no tasks are executed locally on the
server. In KNIME, remote execution is only possible with non-
free extensions like the KNIME Server or a cluster extension. If
tasks are executed remotely using such an extension, the local
KNIME instance can be detached and reattached to workflow ex-
ecution. Finally, Snakemake provides the option to stop schedul-
ing by sending the TERM signal and waiting for all jobs to be
finished before terminating. Later, workflow execution can then
simply be resumed. However, this mode also stops scheduling
of jobs on computer clusters and waits for jobs running on com-
puter clusters to be finished. Alternatively, Ctrl+C kills the main
Snakemake process and all jobs running on the local computer,
but jobs already running on a computing cluster keep running.
With the correct use of profiles, it is then possible for the work-
flow to check the status of those jobs after a restart.
Conclusion
In this article, we present the new developments in Watchdog
2.0, which focus on improving reusability of modules and work-
flows, reproducibility of analysis results, and convenience of
workflow execution.
To simplify module development, we developed the mod-
uleMaker GUI for semi-automatically creating a module for a
software package by parsing its help page. Manual overhead for
the module creator is then mostly limited to choosing the best
regular expression set, validating and correcting automatically
identified parameters, and adding additional parameters or re-
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turn values considered necessary. Furthermore, we established
public sharing repositories to support and encourage exchange
of developed modules and workflows between scientists. Mod-
ules are now documented in a standardized documentation
format, from which an HTML-based module reference book
can automatically be created. The reference book provides an
overview and details on available modules and can be easily
regenerated to integrate new modules, e.g., modules created by
other developers.
To guarantee reproducibility of workflow results, we intro-
ducedmodule versions and extensive logging of successfully ex-
ecuted steps including parameter values and third-party soft-
ware versions. From the log file of a workflow execution, a re-
port can then be automatically generated that serves both as
a documentation of the analysis steps and as a starting point
for drafting the correspondingmethods section of amanuscript.
This not only reduces the effort in creating a description of the
analysis, it also prevents accidental omission of individual steps.
In addition, Watchdog 2.0 now provides integrated support for
automatic deployment of software, in particular with Conda or
Docker, in the form of execution wrappers.
Finally, with the new resume and detach/reattach execu-
tion mode, convenience and flexibility of workflow execution is
greatly enhanced in Watchdog 2.0. The resume mode not only
implements the state of the art for WMSs that allows resump-
tion of interrupted workflow execution, but automatically iden-
tifies and re-executes tasks with modified parameters or addi-
tional input samples as well as downstream tasks that depend
on them. The detach/reattach mode allows shutting down the
Watchdog scheduler on a local computer while jobs continue to
be executed on computer clusters. The user can then reattach
to workflow execution and resume scheduling of tasks at a later
time and even from a different computer.
While many of the new features in Watchdog 2.0 are also
present in other popular WMSs, none are implemented in all of
them. Furthermore, even if these features are available in other
WMSs, the implementations in Watchdog 2.0 often add addi-
tional capabilities, such as, e.g., the possibility to automatically
generate a step-by-step report. Combined with the existing ad-
vantages ofWatchdog highlighted in our original publication, we
thus believe that Watchdog 2.0 will be of great benefit to users
with a wide range of computer skills for performing large-scale
bioinformatics analyses in a flexible and reproducible manner.
Availability of Source Code and Requirements
 Project name: Watchdog 2.0
 Project home page: https://www.bio.ifi.lmu.de/watchdog
 Source code: https://github.com/klugem/watchdog, https://
github.com/watchdog-wms
 Operating system(s): Platform independent
 Programming language: Java
 Other requirements: Java 11 or higher, JavaFX 11 or higher for
the GUIs, individual requirements for modules




Availability of Supporting Data and Materials
Snapshots of the Watchdog 2.0 code and the module and work-
fow repository used for this article are available in the GigaDB
data repository [35].
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10. Köster J, Rahmann S. Snakemake–a scalable bioinformatics
workflow engine. Bioinformatics 2012;28:2520–2.
11. Di Tommaso P, Chatzou M, Floden EW, et al. Nextflow en-
ables reproducible computational workflows. Nat Biotechnol
2017;35:316–9.
78
12 Watchdog 2.0: New developments for reusability, reproducibility, and workflow execution
12. Kluge M, Friedel CC, Watchdog – a workflow management
system for the distributed analysis of large-scale experimen-
tal data. BMC Bioinformatics 2018;19:97.
13. Conda. https://conda.io. Accessed 11 November 2019.
14. Docker. https://www.docker.com/. Accessed 1 April 2020.
15. McAffer J, Lemieux JM, Aniszczyk C. Eclipse Rich Client
Platform. 2nd ed. Boston, MA: Addison-Wesley Professional;
2010.
16. moduleMaker. https://github.com/watchdog-wms/module
Maker. Accessed 23 April 2020.
17. Ulkit. https://getuikit.com. Accessed 11 November 2019.
18. WatchdogWMS Community, https://github.com/watchdog-
wms/. Accessed 23 April 2020.
19. Watchdog’s module repository, https://github.com/watchdo
g-wms/watchdog-wms-modules. Accessed 23 April 2020.
20. Watchdog’s workflow repository, https://github.com/wat
chdog-wms/watchdog-wms-workflows. Accessed 23 April
2020.
21. Watchdog’s module reference book, https://watchdog-wms
.github.io/watchdog-wms-modules. Accessed 23 April 2020.
22. Gao Y, Zhang J, Zhao F. Circular RNA identification based on
multiple seed matching. Brief Bioinform 2018;19:803–10.
23. Westholm JO, Miura P, Olson S, et al. Genome-wide analysis
of Drosophila circular RNAs reveals their structural and se-
quence properties and age-dependent neural accumulation.
Cell Rep 2014;9:1966–80.
24. Guo Y, Mahony S, Gifford DK. High resolution genome wide
binding event finding and motif discovery reveals transcrip-
tion factor spatial binding constraints. PLoS Comput Biol
2012;8(8):e1002638.
25. Yu G, Wang LG, He QY. ChIPseeker: An R/Bioconductor pack-
age for ChIP peak annotation, comparison and visualization.
Bioinformatics 2015;31(14):2382–3.
26. Leinonen R, Sugawara H, Shumway M, et al. The Sequence
Read Archive. Nucleic Acids Res 2011;39:D19–21.
27. Kim D, Paggi JM, Park C, et al. Graph-based genome align-
ment and genotyping with HISAT2 and HISAT-genotype. Nat
Biotechnol 2019;37:907–15.
28. Galaxy Tool Shed. https://toolshed.g2.bx.psu.edu. Accessed
11 November 2019.
29. KNIME Hub. https://hub.knime.com. Accessed 11 November
2019.
30. NodePit. https://nodepit.com. Accessed 11 November 2019.
31. SnakeMake Wrappers repository. https://bitbucket.org/sn
akemake/snakemake-wrappers. Accessed 11 November
2019.
32. SnakeMake Workflows repository. https://github.com/snake
make-workflows. Accessed 11 November 2019.
33. nf-core. https://nf-co.re. Accessed 11 November 2019.
34. Hastreiter M, Jeske T, Hoser J, et al. KNIME4NGS: A com-
prehensive toolbox for next generation sequencing analysis.
Bioinformatics 2017;33:1565–7.
35. Kluge M, Friedl MS, Menzel AL, et al. Supporting data for
”Watchdog 2.0: New developments for reusability, repro-
ducibility, and workflow execution.” GigaScience Database
2020; https://dx.doi.org/10.5524/100758.
A.2 79
700–715 Nucleic Acids Research, 2019, Vol. 47, No. 2 Published online 22 November 2018
doi: 10.1093/nar/gky1148
MIR sequences recruit zinc finger protein ZNF768 to
expressed genes
Michaela Rohrmoser1, Michael Kluge2, Yousra Yahia3, Anita Gruber-Eber1, Muhammad
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Univ Montpellier, CNRS-UMR5535, Montpellier, France, 4Biomedical Center Munich, ZFP, Großhadener Strasse 9,
82152 Planegg-Martinsried, Germany, 5Laboratory for Functional Genome Analysis (LAFUGA) at the Gene Center,
Ludwig-Maximilians-Universität München, Feodor-Lynen-Strasse 25, 81377 Munich, Germany, 6Institute of Structural
Biology, University of Bonn, Sigmund-Freud-Str. 25, 53127 Bonn, Germany, 7Department of Biochemistry and
Molecular Pharmacology, New York University Langone School of Medicine, New York, NY 10016, USA and 8Howard
Hughes Medical Institute, New York University Langone School of Medicine, New York, NY 10016, USA
Received July 06, 2018; Revised October 25, 2018; Editorial Decision October 29, 2018; Accepted October 29, 2018
ABSTRACT
Mammalian-wide interspersed repeats (MIRs) are
retrotransposed elements of mammalian genomes.
Here, we report the specific binding of zinc finger pro-
tein ZNF768 to the sequence motif GCTGTGTG (N20)
CCTCTCTG in the core region of MIRs. ZNF768 bind-
ing is preferentially associated with euchromatin and
promoter regions of genes. Binding was observed
for genes expressed in a cell type-specific manner
in human B cell line Raji and osteosarcoma U2OS
cells. Mass spectrometric analysis revealed binding
of ZNF768 to Elongator components Elp1, Elp2 and
Elp3 and other nuclear factors. The N-terminus of
ZNF768 contains a heptad repeat array structurally
related to the C-terminal domain (CTD) of RNA poly-
merase II. This array evolved in placental animals
but not marsupials and monotreme species, displays
species-specific length variations, and possibly ful-
fills CTD related functions in gene regulation. We pro-
pose that the evolution of MIRs and ZNF768 has ex-
tended the repertoire of gene regulatory mechanisms
in mammals and that ZNF768 binding is associated
with cell type-specific gene expression.
INTRODUCTION
Approximately half of mammalian genomes is of repeti-
tive nature and composed of long (LINE) and short in-
terspersed sequences (SINE) (1,2). Mammalian-wide in-
terspersed repeats (MIRs) are an ancient family of retro-
transposed SINEs that spread genome-wide before and dur-
ing mammalian radiation (3,4). MIRs are ∼240 bp long
and consist of tRNA-derived sequences, a 70 bp MIR-
specific core region, and sequences similar to the 3′ ends
of LINEs. MIRs are enriched at gene loci in euchromatin,
harbor putative transcription-factor binding sites, provide
insulator and enhancer function (5–8), encode microRNAs,
are transcribed by RNA polymerase III (9,10), are associ-
ated with tissue-specific gene expression (5,11), and some-
times provide splicing signals and contribute to exonization
(12). MIRs constitute 5–16% of the genome in marsupials
and monotremes and 0.5-3% in placentalia (13). Like other
transposable elements, MIRs have shaped gene regulatory
networks in vertebrates (14–17), but our understanding how
MIRs regulate gene activity is still elusive.
Similarly to MIRs, the family of zinc finger pro-
teins (ZNFs) strongly expanded in mammals (18,19).
Widespread binding of ZNFs to regulatory regions indi-
cates that mammalian genomes contain an extensive ZNF
regulatory network that targets a diverse range of genes and
pathways (20,21). Zinc finger protein 768 (ZNF768) evolved
in mammals and is defined by a domain of ten zinc fingers
with>96% (Figure 1) identity in placentals andmarsupials,
but is less conserved in monotremes (Supplementary Fig-
ure S1). Placentalia additionally evolved an array of 10–20
heptad repeats in the amino-terminus of ZNF768, which
is absent in marsupials and monotremes. This array has a
striking similarity to the carboxy-terminal domain (CTD)
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Figure 1. Domain structure of ZNF768 in placentalia and marsupials and comparison with the CTD of RNA polymerase II. (A) Human ZNF768 is
composed of domains box A (red box) and box B (green box) at the N-terminus interrupted by an array of 15 heptad repeats (yellow box) and a domain
of 10 zinc fingers at the C-terminus (blue box). (B) Mouse ZNF768 evolved an array of 19 heptad repeats. (C) ZNF768 of the marsupial Tammar Wallaby
contains conserved A, B, and zinc finger domains, while the array of heptad repeats is absent. (D) Number of heptad repeats in RNA polymerase II in
vertebrates and ZNF768 in placentalia (see also Supplementary Figure S1).
of the large subunit (Rpb1) of RNA polymerase II (Pol II),
which is composed of 52 heptad repeats with the consensus
sequence Y1S2P3T4S5P6S7.
The CTD functions as a platform for recruitment and
dissociation of cellular factors to the transcription machin-
ery and is mainly regulated during the transcription cycle
by phosphorylation of heptad repeats by various kinases
(22–26). It is required for initiation, elongation, and termi-
nation of transcription, but also for capping, splicing, and
3′processing of the nascent transcript. Interestingly, CTD
can function as transcriptional activator after fusion to a
GAL4 DNA binding domain (27). Furthermore, transition
of Pol II through the transcription cycle is also observed if
CTD is fused to other subunits of Pol II (28). Recent re-
ports further provide evidence that CTD of Pol II can ag-
gregate reversibly alone, or with low complexity domains of
other transcription factors, like FUS, and that the ability for
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phase separation in liquid droplets is an important feature
for the regulation of transcriptional activity (29–32).
Due to the striking similarity of the heptad repeat array in
ZNF768 with the array of heptad repeats in CTD of Pol II
we investigated if ZNF768 can act as a transcription factor
and fulfill gene regulatory functions in cells.
MATERIALS AND METHODS
Tissue culture and recombinant gene expression
U2OS osteosarcoma cells were cultured inDulbecco’s mod-
ified Eagle’s medium (DMEM, Gibco) and Raji B-cells in
RPMI 1640 medium (Gibco) supplemented with 10% fe-
tal calf serum (FCS, Bio&Sell), 2 mM L-glutamine (Gibco),
100 U/ml penicillin (Gibco), and 100 g/ml streptomycin
(Gibco) at 37◦C at 8% or 5%CO2, respectively. Stably trans-
fected U2OS cell lines were generated with the expression
vector pRTS-1 (33) using Polyfect (QIAGEN) followed by
hygromycin B (200 g/ml) selection. Conditional gene ex-
pression was induced with 1 g/ml doxycycline. Recombi-
nant ZNF768 and mutants are tagged C-terminally by a
hemagglutinin (HA) tag and synthesized with an optimized
codon usage (Gene Art, Regensburg). Details for cloning in
pRTS has been described elsewhere (34). All plasmids were
confirmed by DNA sequencing prior to expression.
Monoclonal antibody
The generation of monoclonal antibodies has been de-
scribed previously (34). The ZNF768-specific peptide
RSPESDSQSPEFESQSPRYEPQSPGYEPRSPG (synthe-
sized by PSL GmbH, Heidelberg) was coupled to ovalbu-
min for immunization. The rat monoclonal antibody 7D6
used in this study (IgG2c) specifically recognizes human
ZNF768.
Immunoprecipitation (IP) and SDS-PAGE
Cells were washed twice with cold phosphate-buffered
saline (PBS) and lysis was performed in 100 l lysis buffer
per 2 × 106 cells (50 mM Tris–HCl, pH 8.0, 150 mMNaCl,
1% NP-40 (Roche), 1x PhosSTOP (Roche), 1× protease in-
hibitor cocktail (Roche)) at 4◦C for 30min, followed by son-
ication on ice using a BRANSON Sonifier 250 (15 s on, 15 s
off, 50% duty) and centrifugation at 16 400 rpm (FA-45-24-
11 rotor) for 10 min at 4◦C. Immunoprecipitation was per-
formed using Dynabeads® Protein A und G (1:1) (Invitro-
gen). Lysates were incubated with antibody-coupled beads
(2.5g of antibodies for 4 h at 4◦C, followed by threewashes
with 1 ml lysis buffer) overnight. Beads were washed three
times with 1 ml lysis buffer and boiled in laemmli buffer
(2% SDS, 10% glycerol, 60 mM Tris–HCl, pH 6.8, 10 mM
EDTA, 1 mM PMSF, 100 mM DTT, 0.01% bromophenol
blue) for SDS-PAGE. Whole cell lysates or IP samples were
resolved by SDS-PAGE (10% or 15%) and transferred onto
nitrocellulose transfer membranes (GE Healthcare). The
membrane was blocked with 5% milk/TBS-T for 1 h. Incu-
bation with primary antibodies was performed over night
at 4◦C, followed by incubation with HRP-conjugated sec-
ondary antibodies for 1 h and chemiluminescence detection
with ECL (GE Healthcare).
Immunofluorescence microscopy
U2OS cells were seeded on a coverslip and grown for
24 h. Cells were washed with PBS and fixed with 2%
paraformaldehyde (PFA) at RT for 5 min. After perme-
abilization with 0.15% TritonX-100, samples were blocked
with 1%BSA and incubated with 7D6 orHA-specificmAbs
over night at 4◦C. Samples were washed with PBS for 5 min
at RT, 0.15% Triton X-100 for 10 min at RT, blocked with
1%BSA for 7 min and incubated with Cy5-conjugated don-
key anti-rat immunoglobulin (Dianova) in the dark for 45
min. Cells were washed again, stained with 4′,6-diamidino-
2-phenylindole (DAPI) (Sigma) and mounted on slides us-
ing fluorescent mounting medium (Dako). Confocal mi-
croscopywas performed on aLeica LSCMSP2 fluorescence
microscope using the objective HCX PL APO 63× 1.4. Im-
ages were processed using ImageJ 1.37 V and Fuji software
and the plug-in RGB profiler. Scale bars were calculated as
follows:
B× 5 m/P (B= picture length in m, P= (512 pixel ×
voxel size) in m)
siRNA transfection
siRNA transfection was performed according to the manu-
facturer’s protocol using HS ZNF768 1 FlexiTube siRNA
(Qiagen) and the HiPerFect Transfection Reagent (Qiagen)
with the exception that transfection was repeated after 24 h.
Negative (non-silencing) siRNA (Qiagen) was used as con-
trol.
Cell proliferation assay
Cell proliferation was determined using the Real-time
xCELLigence System (Roche). U2OS cells were seeded at a
density of 3.000 cells per 100 l in equilibrated 96-well mi-
crotiter xCELLigence assay plates (E-plates). Conditional
gene expression was induced with 1 g/ml doxycycline at
the indicated time points. Alternatively, siRNA transfection
was performed according to the manufacturer’s protocol.
Purification of ZNF768
Expression plasmids of human ZNF768 (UniProt acces-
sion number Q9H5H4) were cloned from a synthetic gene
that was codon optimized for expression in Escherichia coli
cells (Gene Art, Regensburg). A full length ZNF768 (1–
540) construct and a construct consisting of the N-terminal
heptad-repeats only (1–197) were cloned by PCR with re-
strictions sites NcoI/EcoRI and ligated into a pGEX-4T1
vector modified with a TEV protease cleavage site. All plas-
mids were confirmed by DNA sequencing prior to expres-
sion.
Plasmids were transformed into E. coli BL21(DE3) cells
and induced at an OD600 of 0.6 to 1.0 with 0.3 mM IPTG
for 4 h growth. Cells were harvested in lysis buffer (20
mM Tris–HCl pH 8.0, 500 mM NaCl, 10% glycerol, 1 mM
DTE) and lysed by ultrasound. Fusion proteins were iso-
lated withGSHSepharose FastFlow (GEHealthcare) affin-
ity chromatography methods. Cleavage of the GST-tag was
achieved by adding TEV protease in a 1/50 ratio and was
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performed for 20 h at 4◦C. Protein solution was concen-
trated and loaded on a preparative HiLoad 16/60 Superdex
200 prep grade gel filtration column (GE Healthcare) for
full length ZNF768 or on a HiLoad 16/60 Superdex 75
column for the truncated version of ZNF768 (1–197), re-
spectively, and equilibrated in gel filtration buffer (50 mM
HEPES pH 7.5, 150 mM NaCl and 1 mM TCEP). Frac-
tions of the peak containing ZNF768 proteins determined
by SDS PAGE analysis were pooled and concentrated to 5
mg/ml. The protein was aliquoted, snap frozen in liquid ni-
trogen and stored at −80◦C.
Gel shift assay
Gel shift assay was performed according to the manu-
facturer’s protocol using the DIG Gel Shift Kit, second
generation (Sigma-Aldrich). Briefly, oligonucleotides
were annealed to equimolar amounts of their com-
plementary strands (M1: 5′- CAGTGCTGTGTGAC
CTTGGGCAAGTCACTTAACCTCTCTGCAGT-3′,
M2: 5′- CAGTGCTGTGTGCAGTCAGTCAGT
CAGTCAGTCCTCTCTGCAGT-3′ and M3: 5′-
CAGTCAGTTGTGACCTTGGGCAAGTCACTT
AACCTCCAGTCAGT-3′) by heating to 95◦C for 5 min
and cooling slowly to room temperature. Double-stranded
oligonucleotide probes were labelled at the 3′ end using
DIG-11-dUTP and terminal transferase. Binding reactions
were performed in 20 l volumes containing binding buffer
[20mMHEPES, pH 7.6, 1mMEDTA, 10mM (NH4)2SO4,
5 mM DTT, 0.2% (w/v) Tween 20, 30 mM KCl], 50 ng/l
Poly [d(I-C)] and 5 ng/l Poly L-lysine at room temperature
for 15 min. 0.6 ng of DIG-labelled DNA and extract of
1.5–15 g purified ZNF768-WT or ZNF768 1–197 was
used. For competition experiments, unlabeled competitor
DNA was added in excess. Protein-DNA-complexes were
separated by a native 6% (w/v) polyacrylamide 0.5× TBE
gel, transferred onto a positively charged Nylon membrane
(GE Healthcare), fixed by Stratagene cross-linker and
detected by chemiluminescent substrate CSPD (Roche).
Chromatin immunoprecipitation for ChIP-seq
Cells were crosslinked using a formaldehyde containing so-
lution (10 mM NaCl, 0.1 mM EDTA pH 8.0, 0.05 mM
EGTA pH 8.0, 5 mM HEPES pH 7.8 and 1% formalde-
hyde) for 10 min at 20◦C, the reaction was quenched by the
addition of glycin to a final concentration of 250 M for 5
min. Crosslinked cells were collected and washed twice with
PBS before snap freezing in liquid nitrogen and storage at
−80◦C until subsequent use.
Prior to sonication, the crosslinked cells were resus-
pended in lysis buffer (50 mM HEPES pH 7.5, 140 mM
NaCl, 1 mM EDTA pH 8.0, 10% glycerol, 0.75% NP-40,
0.25% Triton X-100, 1× protease inhibitor cocktail) at 4◦C
for 20 min. Nuclei were collected by centrifugation and
washed in a second buffer (200 mM NaCl, 1 mM EDTA
pH 8.0, 0.5 mM EGTA pH 8.0, 10 mM Tris pH 8.0, 1×
protease inhibitor cocktail) for 10 min at 4◦C then collected
by centrifugation and resuspended in the shearing buffer (1
mM EDTA pH 8.0, 0.5 mM EGTA pH 8.0, 10 mM Tris
pH 8.0, 100 mM NaCl, 0.1% Na-Deoxycholate, 0.5% N-
lauroylsarcosine, 1× protease inhibitor cocktail). Sonica-
tion was carried out in a Bioruptor Pico ultrasounds wa-
ter bath (Diagenode B01060001) for 30 cycles of 30 s ON
and 30 s OFF pulses in 4◦C water. Sonicated extracts were
centrifuged at high speed in the presence of 0.1% of Triton
X-100 and snap frozen in liquid nitrogen and then stored at
−80◦C until subsequent use.
Prior to ChIP, the ZNF768 mAb was coupled to protein-
G coated magnetic beads (Dynabeads, life technologies) by
incubation in 0.5% BSA PBS overnight at 4◦C. Pre-coated
beads were then washed and incubated with the sonicated
chromatin extracts. ChIP was carried out overnight at 4◦C
on a rotating wheel. The equivalent of 10 × 107 cells soni-
cated extract was used for each ChIP experiment for both
cell lines. After incubation, the beads were washed 7× with
wash buffer (50 mM HEPES pH 7.6, 500 mM LiCl, 1 mM
EDTA pH 8.0, 1% NP-40, 0.7% Na-Deoxycholate, 1× pro-
tease inhibitor cocktail) followed by one wash with TE-
NaCl buffer (10 mM Tris pH 8.0, 1 mM EDTA pH 8.0,
50 mM NaCl). Immunoprecipitated chromatin was eluted
by two sequential incubations with 100 l elution buffer (50
mM Tris pH 8.0, 10 mM EDTA pH 8.0, 1% SDS) at 65◦C
for 15 min. The two eluates were pooled and incubated at
65◦C for 12 h to reverse-crosslink of chromatin, followed
by treatment with RNase A (0.2 g/ml) at 37◦C for 2 h and
proteinase K (0.2 g/ml) at 55◦C for 2 h. The DNA was
isolated by phenol:chloroform:isoamylalcohol (25:24:1 pH
8.0) extraction followed by Qiaquick PCR Purification (Qi-
agen, Germany) and quantified with Qubit DS DNA HS
Assay (ThermoFisher Scientific, USA).
At least 1 ng of ChIP DNAwas used to prepare sequenc-
ing library with Illumina ChIP Sample Library Prep Kit
(Illumina, USA) with a few optimizations to the protocol.
The ChIPDNAwas size selected using Ampure beads (Life
technologies) to enrich for fragments <400 bp prior to end-
repair, 3′end adenylation and adapter ligation. Library frag-
ments were then directly amplified by 10 cycles of PCR. Bar-
coded libraries from different samples were pooled together
and sequenced on Illumina HiSeq2000 platform in paired-
end sequencing runs.
RNA-seq libraries
For preparation of total RNA cells (0.9 Mio/ml) were
harvested and resuspended in TRIzol reagent (Life Tech-
nologies) and snap-frozen in liquid nitrogen. After thaw-
ing RNA was extracted from 0.4 ml of TriZol lysate us-
ing the direct-zol RNA Miniprep (Zymo Research, Irvine
CA, USA) as described in the manufacturer’s protocol.
RNAwas assessed for purity byUV–vis spectrometry (Nan-
odrop) and for integrity by Bioanalyzer (Agilent Bioana-
lyzer 2100, Agilent, Santa Clara USA). RNA was of high
purity (abs. 260/280> 1.9, abs. 269/239> 2.1) and integrity
(Bioanalyzer RIN > 9) and thus used for further process-
ing. For production of RNA-seq libraries total RNA was
DNAse treated (dsDNAse, Fermentas) and 100 ng of this
RNA was processed with a strand-specific protocol (RNA-
seq complete kit, NuGEN, San Carlos, USA). In brief the
RNA was reverse transcribed to cDNA with a reduced
set of hexamer primers, avoiding excessive representation
of rRNA in the cDNA. Second strand cDNA synthesis
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was done in presence of dUTP. After ultrasonic fragmen-
tation of the cDNA and end repair, Illumina-compatible
adapter were ligated. Adapters contained uracil in one
strand, allowing complete digestion of the second-strand
derived DNA. After strand selection the libraries were am-
plified, assessed for correct insert size on the Agilent Bio-
analyser and diluted to 10 nM. Barcoded libraries were
mixed in equimolar amounts and sequenced on an Illumina
HiSeq1500 in single-readmodewith a read length of 100 bp.
Deep sequencing
ChIP-seq and RNA-seq analysis was performed as previ-
ously described (35). Four biological replicates of U2OS
and Raji cells were used for RNA-seq library construction.
ChIP-seq data processing
Raw sequencing reads were aligned to the human genome
(hg38) using BWA (36). Sequence reads with an alignment
score<30 for paired-end reads and<20 for single-end reads
were discarded as well as all reads that aligned equally well
to different positions in the genome. Peak calling was per-
formed using GEM (37) in GPS mode and with a q-value
cutoff of 0.01. Overlapping peaks (peak centers: ±100 bp)
were merged both within samples and across all four sam-
ples to obtain the final list of unique peaks. Motif discov-
ery was performed using MEME-ChIP (38) and sequence
logos of the binding motif and surrounding regions were
created using weblogo (39). Annotation of peaks relative to
gene features was performed using the ChipSeeker package
in R (40). Gene annotations were taken from GENCODE
version 25 (41). Repeat annotations by RepeatMasker and
phyloP100 conservation scores (42) for hg38 were down-
loaded from the UCSC genome browser. Visualization of
ZNF768 binding on the genome and corresponding peaks
was performed using Gviz (43). For the analysis of binding
frequencies of ZNF768 in promoter, UTR, exon and intron
regions, the same number of 200 bp regions were randomly
selected using BEDtools (44).
RNA-seq data processing
Quality check of sequencing reads was performed using
FastQC (available at: http://www.bioinformatics.babraham.
ac.uk/projects/fastqc). Sequencing reads were mapped
against the human genome (hg38) and human rRNA se-
quences using ContextMap version 2.7.9 (45) (using BWA
as short read aligner and default parameters). Number of
read fragments per gene were determined from mapped
RNA-seq reads in a strand-specific manner using feature-
Counts (46) and GENCODE version 25 gene annotations.
RPKM values were calculated using edgeR and averaged
between replicates (47). Differential gene expression anal-
ysis was performed using limma (48). Functional enrich-
ment analysis for UniProt keywords and Gene Ontology
terms was performed with the DAVID webserver (49). Sig-
nificantly enriched terms were determined using a cutoff of
0.05 on the P-value adjusted for multiple testing using the
method by Benjamini and Hochberg (50). Analysis work-
flows were implemented and run using the workflow man-
agement system Watchdog (51).
Purification of ZNF768 for mass spectrometric analysis
For purification of ZNF768, Raji or U2OS cells (3 × 108)
were collected and IP was performed in 3 biological repli-
cates as described in the respective paragraph of immuno-
precipitation. Simultaneously, ZNF768 antibody (7D6)
and Pes1 (8E9) antibody, respectively, was coupled to
Sepharose A and G beads for 4 h at 4◦C. ZNF768 anti-
body (7D6) was used to identify the interactome of ZNF768
whereas Pes1 (8E9) antibody served as a subclass control
(52,53).
On beads digestion
After the last washing step with lysis buffer, beads were
washed three times by adding 100 l of 50 mMNH4HCO3.
For trypsin digest, beads were transferred to a clean tube
and incubated with 100 l of 10 ng/l trypsin-solution in
1M urea and 50 mM NH4HCO3 for 30 min at 25
◦C. Sam-
ples were centrifuged at 800 rpm and supernatant was trans-
ferred into a fresh tube. Beads were washed twice with 50 l
of 50 mM NH4HCO3. The supernatants were pooled into
the corresponding tube and incubated overnight at 25◦C
after addition of 1mM DTT. Iodoacetamide (IAA) 10 l
(5mg/ml) was added and incubated for 30 min in the dark
at 25◦C. To quench the IAA, 1 l of 1M DTT was added
and samples were incubated for 10 min at 25◦C, followed
by addition of 2.5 l of trifluoroacetic acid (TFA) and de-
salting using 2× C18 Stagetips (54). Stagetips were washed
three times with 20 l of 100% ACN (1000 rpm, 1 min) and
three times by adding 20 l of 0.1% TFA (1800 rpm, 1 min).
Subsequently, samples were added (800 rpm, 30 min) and
washed 3 times with 20 l of 0.1% TFA, followed by elu-
tion into a clean tube by washing three times with 20 l of
80% ACN/25% TFA solution. Finally, samples were evap-
orated to dryness, resuspended in 20 l formic acid solution
and stored at −20◦C until LC–MS analysis.
Protein quantification by liquid chromatography coupled to
tandem mass spectrometry (LC–MS/MS)
Purified peptides (5l) were automatically injected into in
an Ultimate 3000 RSLC HPLC system (Dionex Thermo),
separated on an analytical column C18 micro column (75
m i.d. × 15 cm, packed in-house with Reprosil Pur C18
AQ 2.4 m, Doctor Maisch) using a 50-min gradient from
5 to 60% acetonitrile in 0.1% formic acid. The effluent
from the HPLC was subsequently electrosprayed into a
LTQ Orbitrap XL mass spectrometer (Thermo). The MS
instrument was operated in a data dependent mode to
automatically switch between full scan MS and MS/MS
acquisition. Survey full scan MS spectra (from m/z 300 to
1800) were acquired in the Orbitrap with a resolution of R
= 60 000 at m/z 400 (after accumulation to a ‘target value’
of 500,000 in the linear ion trap). The six most intense
peptide ions with charge state between 2 and 4 were sequen-
tially isolated to a target value of 10,000 and fragmented in
the linear ion trap by collision induced dissociation (CID).
For all measurements with the Orbitrap mass analyzer,
three lock-mass ions from ambient air (m/z = 371.10123,
445.12002, 519.13882) were used for internal. Usual MS
conditions were: spray voltage, 1.5 kV; no sheath and
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auxiliary gas flow; heated capillary temperature, 200◦C;
normalized collision energy 35% for CID in LTQ. The
threshold for ion selection was 10 000 counts for MS2.
The used activation was 0.25 and activation time 30 ms.
MaxQuant 1.5.2.8 was used to identify proteins and quan-
tify by iBAQ with the following parameters: Database,
Uniprot Hsapiens 3AUP000005640 170526; MS tol,
10ppm; MS/MS tol, 0.5 Da; Peptide FDR, 0.1; protein
FDR, 0.01 Min. peptide length, 5; variable modifications,
oxidation (M); fixed modifications, carbamidomethyl (C);
peptides for protein quantitation, razor and unique; min.
peptides, 1; min. ratio count, 2. Identified proteins were
considered as interaction partners if their MaxQuant
iBAQ values displayed a greater value than log2 5-fold
enrichment (FC) and P-value 0.05 (t-test adjusted for
multiple comparisons) when compared to the control.
RESULTS
ZNF768 domain structure and conservation
An array of ten zinc fingers at the C-terminus of ZNF768
shows high conservation in placentalia and marsupials
(>96%) but is less conserved in monotremes (blue boxes in
Figure 1 and Supplementary Figure S1). At theN-terminus,
two sequence blocks (box A and box B, red and green
boxes in Figure 1) are conserved in placentalia and marsu-
pials, but replaced by unrelated sequences in monotremes.
In addition, ZNF768 of placentalia has evolved an array
of heptad repeats that is positioned between box A and
box B. The number of repeats varies between 20 repeats
in mouse lemur and 10 repeats in pika and malayan pan-
golin. Mouse ZNF768 contains 19 repeats, chimpanzee 16
and human 15 repeats (Supplementary Figure S1). Similar
to heptad repeats in CTD of Pol II, the heptad repeats in
ZNF768 show no length variation (except a single extended
repeat in pika). However, the composition of amino acids
in the heptad repeats shows higher variation in ZNF768,
both, within and between species (Supplementary Figures
S1 and S2B). Serine-5 and proline-6 residues show the high-
est conservation between ZNF768 and Pol II, followed by
the residues corresponding to tyrosine-1 and proline-3 in
the CTD, the position of threonine-4 and serine-7 show
only little or almost no conservation. The position corre-
sponding to serine-2 in the CTD is particularly remarkable
in ZNF768. It is replaced in almost all repeats by an acidic
amino acid (mostly glutamic acid). The phosphorylation of
serine-2 residues in CTD by P-TEFb is a hallmark in RNA
elongation control (55) and a replacement of serine-2 may
mimic its phoyphorylation. It is thus tempting to speculate
that the array of heptad repeats in ZNF768 potentially can
mimic a CTD phosphorylated at serine-2 residues.
ZNF768 is associated with euchromatin and required for
growth and cell viability
To study the cellular function of ZNF768 we first raised a
monoclonal antibody (7D6) towards human ZNF768 us-
ing a peptide containing heptad repeats 8–12 as epitope
(Figure 1A, materials and methods). This antibody prefer-
entially stains euchromatic regions in the nucleus of fixed
U2OS cells (Figure 2A and Supplementary Figure S3A).
Expression of the zinc finger-containingC-terminal domain
of ZNF768 (Figure 2E) caused a similar staining pattern,
while expression of the N-terminus containing the array of
heptad repeats resulted in a more diffuse staining of the nu-
cleus (Supplementary Figure S3B), suggesting that the zinc
finger domain is responsible for the association of ZNF768
with euchromatin. Antibody 7D6 immunoprecipitated en-
dogenous ZNF768 protein quantitatively from extracts of
osteosarcoma cell line U2OS and B-lymphoid cell line Raji
(Figure 2B), proving its high specificity and suitability to
study the binding of ZNF768 to DNA in chromatin im-
munoprecipitation (ChIP) experiments. Knockdown exper-
iments of ZNF768 confirmed the specificity of mAb 7D6
(Figure 2C) and showed further that ZNF768 is required
for viability and proliferation of U2OS cells (Figure 2D). In
line with its essential function, expression of mutants with
deletions of either the N- or C-terminal domain of ZNF768
have a dominant-negative phenotype and inhibit cell pro-
liferation (Figure 2E–G). Finally, ZNF768 is a phospho-
protein and can be phosphorylated at almost all heptad re-
peat serine-5 residues (www.cellsignal.com, Supplementary
Figure S2A). Treatment of cellular extracts of U2OS cells
with alkaline phosphatase causes a shift of the hyperphos-
phorylated form of ZNF768 (Supplementary Figure S2C)
and reveals that a large fraction of ZNF768 is hyperphos-
phorylated in U2OS cells.
Identification of the ZNF768 binding motif in cellular DNA
To investigate if ZNF768 can bind to specific DNA se-
quences, we performed ChIP experiments with mAb 7D6
using extracts of U2OS and Raji cells. DNA libraries of
two biological replicates were prepared for each cell line and
analyzed by next generation sequencing. Peak calling iden-
tified a total of 21 012 unique peaks and 13.1% of these
peaks were consistently identified in all four samples and
an additional 28.8% at least in both replicates for the same
cell type (Supplementary Figure S4). Generally, ZNF768
binding sites distributed over all chromosomes (Supplemen-
tary Figure S5). Motif discovery identified several potential
binding motifs for ZNF768 (Supplementary Figure S6A).
The top two identified motifs were found in 46% and 37%
of peaks, respectively, and for both motifs the other motif
was often found as a secondary motif at a distance of ∼20
bp. We thus hypothesized that the ZNF768 binding motif
consists of anchor regions connected by a linker region of
∼20 bp. In fact, 58.1% of identified peaks contained this
consensus motif with at most three mismatches in the an-
chor regions and a linker region of 20 ± 3 bp (Figure 3A,
Supplementary Figures S4 and S6B). For peaks identified
in all 4 samples, this number was as high as 98.3% and the
vast majority of peaks with motif hits (83.5%) had a linker
length of 20 bp (Supplementary Figure S6B). Gelshift ex-
periments with recombinant ZNF768 protein confirmed the
motif, GCTGTGTG (N20) CCTCTCTG, and revealed that
the nucleotide sequence of the spacer between the two an-
chor regions is likely not critical for binding (Supplemen-
tary Figure S7).
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Figure 2. ZNF768 is associated with euchromatin and essential for cell viability and proliferation. (A) Confocal image of U2OS cells stained withDAPI and
with the ZNF768-specific mAb 7D6; merge of images on the right hand site. White line marks the area of the RGB profiler, profiles of DAPI and ZNF768
at the bottom. (B) mAb 7D6 immunoprecipitates a 70 kD protein from extracts of Raji and U2OS cells. SN: supernatant, *: Ig heavy chain. (C) siRNA
mediated knockdown of ZNF768 in U2OS cells. (D) Growth kinetics of U2OS cells after knockdown of ZNF768measured by xCelligence (Roche). Arrows
indicate consecutive addition of siRNA. (E) Expression constructs of HA-tagged ZNF768 wild-type and deletion mutants and (F) expression control in
U2OS cells. (G) Growth kinetics of U2OS cells after expression of ZNF768-WT and ZNF768 mutants measured by xCelligence (Roche). Arrows indicate
addition of doxycycline.
ZNF768 binds to MIR sequences
A systematic comparison of ZNF768 binding sites to re-
peats in the human genome showed an enrichment of
binding sites within all four types of MIRs (Figure 3B).
12,488/21,012 peaks overlapped with MIRs. Furthermore,
almost all peaks (92%) with the binding motif were con-
tained in a MIR sequence and the consensus sequence for
all MIR types actually contains the ZNF768 binding motif
(Supplementary Figure S8A). Despite this fact, only a small
fraction (12.2%) of MIRs in the human genome contains
the ZNF768 binding motif, which is not surprising giving
a per-base identity <80% for human MIR sequences. Al-
though only 15.8% of MIRs containing the binding mo-
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Figure 3. DNA binding motif and genomic binding of ZNF768 toMIRs. (A) Consensus ZNF768 binding motif identified by ChIP-seq experiments in Raji
and U2OS cells and determined from peaks containing the motif (±3 mismatches in the anchors and linker length of 20 ± 3 bp). (B) Number of ZNF768
binding sites overlapping with particular type of repetitive sequences (top; in case of multiple overlaps the largest overlap is used) compared to the genomic
length covered by the corresponding type of repetitive sequence (bottom). The right-most bar shows the number of ZNF768 binding sites with no overlap
to repetitive sequences.
tif were found to be bound by ZNF768, this fraction in-
creased to 54.2%when consideringMIRs with amore strin-
gent and strict version of the motif (linker length: 19/20bp,
1 mismatch in anchors). Thus, most MIRs diverged so far
from the consensus that the binding motif was lost and no
general conservation of the binding motif in human MIRs
was observed (Supplementary Figure S8B). This divergence
also allowed reliably aligning reads to MIR sequences de-
spite their repetitive origin. Only reads that could be aligned
uniquely to the genome were used for peak calling. Al-
though 8524 detected peaks (40.6%) were not withinMIRs,
13.5% of these peaks contained the binding motif. The re-
maining peaks may contain a weaker version of the binding
motif, recruit ZNF768 to chromatin by other mechanisms
(e.g. looping), or represent spurious binding.
Interestingly, MIRs with ZNF768 binding show a clear
conservation of the two anchor motifs in the human
genome. Sequences of the linker in the binding motif and
outside of the binding motif were not particularly con-
served, similar to MIRs without binding of ZNF768 (Sup-
plementary Figure S8B). We further investigated whether
ZNF768 binding sites in MIRs were also conserved across
species by analyzing phyloP100 conservation scores deter-
mined from a multiple alignment of 99 vertebrate genomes
against the human genome. Positive PhyloP scores indicate
slower than expected evolution. The analysis of phyloP100
scores within and around the binding motif (±25 bp) in
MIR sequences bound by ZNF768 showed increased con-
servation for most positions within the anchor regions (Fig-
ure 4A). Sequences outside of the binding motif or within
the linker region, however, were mostly not conserved. Un-
bound MIR sequences showed no particular conservation
(Figure 4B) indicating that ZNF768 binding represents a
conserved function of a subset of MIR sequences in mam-
mals.
ZNF768 binding is associated with transcribed genes
Wenext asked if ZNF768 binding sites were enriched in reg-
ulatory elements of genes. We found a strong enrichment of
ZNF768 binding in promoters and a slight enrichment of
binding in exons and introns, while the binding frequency in
intergenic sequences was reduced (Figure 5A). Interestingly,
the 1061 ZNF768 binding sites outside of MIRs that con-
tained the binding motif showed an even higher enrichment
at promoters. To investigate whether genes with ZNF768
binding tended to be more highly expressed, we analyzed
RNA-seq data of four replicates of total RNA of Raji and
U2OS cells (Supplementary Table S1). In both cell lines,
protein-coding genes with ZNF768 binding in the promoter
or 5′UTR were more highly expressed on average than the
remaining protein-coding genes (Figure 5B). In contrast,
binding in intronic regions showed only a small but signifi-
cant effect (Figure 5B). This provides evidence that ZNF768
regulates transcription by binding in or near promoter re-
gions of active genes.
ZNF768 binds to genes with cell type-specific expression
Raji andU2OS cells revealed common and cell type-specific
binding sites of ZNF768. Common sites were for instance
associated with genes for RNA polymerase II subunit E
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Figure 4. Conservation of the ZNF768 motif (+25 bp on either side) in MIRs either (A) bound or (B) not bound by ZNF768. Only MIRs were considered
that align without gaps to the MIR consensus sequence in the region of the ZNF768 binding motif +25 bp on either side. Distribution of PhyloP100 scores
are indicated by boxplots for each position (green = median PhyloP100 score > 0.2) and regions within the motif region are indicated in more intensive
colors.
(POLR2E) (Figure 6A) or Solute Carrier Family 1 Mem-
ber 5 (SLC1A5) and Mitochondrial Ribosomal Protein S5
(MRPS5) (Supplementary Figure S9A,B). These genes are
expressed in Raji and U2OS cells and show similar peaks
in both cell lines. Thus, many of the 2747 identified com-
mon binding sites in Raji andU2OSmay be associated with
commonly expressed genes. We also identified a large num-
ber of peaks that were present either in Raji or U2OS cells.
In U2OS cells, strong peaks for ZNF768 were associated
with the promoter region of the GAS2L1 gene (Figure 6B),
the ID1 and SNPH genes (Supplementary Figure S9C,D)
and the gene body of the ANXA2 and ALDH7A1 genes
(Supplementary Figure S9E, F), but were absent or only
faintly detectable in Raji cells. These genes are expressed
in U2OS but not in Raji cells. Inversely, Raji cells showed
a strong ZNF768 binding site in the promoter region of
the B-Lymphocyte Surface Antigene (CD19) gene (Figure
6C), which is a B cell-specific non-receptor tyrosine kinase
required for B cell receptor signaling. Strong Raji-specific
peaks were further detected for the genes CD86, ATP2A3,
RHOH, PLCG2, LYN, and ARHGDIB (Supplementary
Figure S9G–L). These genes are expressed in Raji but not
U2OS cells.
A global analysis of differential gene expression between
U2OS and Raji cells showed significant differences in fold-
changes for genes with peaks specific to either cell line (Fig-
ure 6D and Supplementary Table S1). In particular, genes
with U2OS-specific peaks were on average 30-fold higher
expressed in U2OS cells. For genes with Raji-specific peaks,
the fold-changes in gene expression were lower. This may be
due to the higher number of peaks identified in Raji cells, in-
dicating a higher sensitivity but lower specificity compared
to peaks in U2OS cells. Thus, a significant fraction of seem-
ingly Raji-specific peaks may simply have been missed in
U2OS. We conclude that binding of ZNF768 occurs prefer-
entially at expressed genes and at least in part in a cell type-
specific manner. The underlying mechanisms regulating the
cell type-specific binding of ZNF768 in Raji andU2OS cells
are currently unclear, but may involve, e.g. DNA methyla-
tion or other epigenetic marks.
ZNF768-regulated genes in U2OS cells
To study the gene regulatory potential of ZNF768,
we induced expression of the dominant-negative mutant
ZNF768-N (Figure 2E) in U2OS cells and analyzed
changes in the transcriptome after 12 h. A >2-fold change
in RNA levels was detected for 500 downregulated and 155
upregulated genes (Supplementary Table S2). Functional
enrichment analysis of repressed genes revealed several sig-
nificantly enriched gene sets including two gene sets con-
taining DNA binding proteins (105 genes) and zinc finger
proteins (103 genes) (Figure 7A and Supplementary Table
S3). Repressed genes in both gene sets show a large over-
lap (63 genes) with repressed transcription-associated genes
(Figure 7B).We conclude that ZNF768 can act as transcrip-
tional regulator and is required particularly for the expres-
sion of other transcription factors.
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Figure 5. Genomic distribution of the ZNF768 binding motif in Raji and U2OS cells. (A) Frequency of ZNF768 binding sites in promoters (–1 kb to
transcription start site) and other genomic regions compared to randomly selected binding sites with the same peak length distribution. This shows an
enrichment of genomic binding of ZNF768 in promoters, in particular formotif-containing peaks outside ofMIRs. (B) Boxplots illustrating the distribution
of expression levels in total RNA (quantified as RPKM = reads per kilobase per Million mapped reads) in Raji or U2OS cells for genes without (wo) and
with (w) peaks in the respective cells. A pseudocount of 1 was added to all RPKM values before plotting. P-values for aWilcoxon rank sum test comparing
RPKM levels between the two groups are indicated as: *P < 10−3, **P < 10−5, ***P < 10−10
Mass spectrometric analysis of ZNF768 associated factors
Weused themAb 7D6 for a combined immunoprecipitation
(IP) andmass spectrometric (MS) assay to identify ZNF768
associated factors. The ZNF768 interactome of Raji and
U2OS cells showed a large overlap and twenty of the best
thirty interactors were found in both cell lines (Figure 8
A,B, Supplementary Figure S10). Among the common fac-
tors we identified three subunits of the Elongator complex
(Elp1, Elp2 and Elp3), SR rich splicing factor (SUGP2),
centromere protein E (CENPE), several E3 ligases (USP13,
Trim33, and HERC2), proteins with centrosomal functions
(CEP170-1, Cep170-2 and NIN), and other factors. The
binding of Elongator subunit Elp3 to ZNF768 was con-
firmed in IP experiments with an Elp3-specific antibody
(Figure 8C). mAb 7D6 could immunoprecipitate a signifi-
cant fraction of Elp3 protein of cellular extracts ofRaji cells.
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Figure 6. Common and cell type-specific peaks of ZNF768 in Raji and U2OS cells. ChIP-seq (replicates shown separately) and RNA-seq (mean of four
replicates) read coverage (in counts per million) for example genes. Identified peaks are shown as rectangles below the corresponding ChIP-seq sample.
Genomic coordinates and gene annotation (boxes = exons, lines = introns, strand indicated by arrowheads) are shown in the bottom row. (A) ZNF768
binding in the promoter upstream region of the RNAPolymerase II Subunit E (POLR2E) gene, which is expressed in both Raji andU2OS cells. (B) Binding
of ZNF768 in the promoter region of the Growth Arrest Specific 2-Like (GAS2L1) gene, which is expressed in U2OS but not Raji cells. (C) Binding of
ZNF768 to the promoter region of the B-Lymphocyte Surface Antigene (CD19) gene, which is expressed in Raji but not U2OS cells. (D) Genes in Raji
and U2OS cells with cell-specific peaks differ in gene expression. Boxplots illustrate the distribution of fold-changes in gene expression between both cell
lines (determined with limma) for genes with cell-specific peaks ( = peaks identified in gene body or 1 kb upstream in both replicates of the corresponding
cell line but not for the other cell line; to account for the differences in sensitivity between Raji and U2OS ChIP-seq, for Raji only the 103 genes with the
top-scoring Raji-specific peaks were evaluated, i.e. the same number of genes as with U2OS-specific peaks). Significance of the difference in median values
was determined using the Wilcoxon rank sum test (***P ≤ 10−10).
The results suggests that ZNF768 can recruit Elongator and
other factors to expressed genes in Raji and U2OS cells.
DISCUSSION
ZNF768 binds to MIR sequences
ZNF768 proteins in mammals contain an array of ten zinc
fingers that allow the specific binding toDNA.ChIP-seq ex-
periments revealed approximately ten to twenty thousand
ZNF768 binding sites in the genome of Raji and U2OS
cells. The majority of these sites is contained within MIR
sequences and shares a common binding motif that is part
of the MIR consensus sequence. The motif of the binding
site is 36 bp long and consists of two anchor sequences of 8
bp separated by a linker of 20 bp, which probably does not
contribute to the binding specificity of ZNF768 as revealed
by gel shift experiments. ZNF768 binds preferentially at or
near promoters, suggesting that binding of ZNF768 is asso-
ciated with gene expression. In agreement with this assump-
tion we observed ZNF768 binding preferentially in euchro-
matic regions of the nucleus. Likewise, MIR sequences have
been reported to be associated with transcriptional active
euchromatin but not heterochromatin (5,6). Strikingly, the
number of MIR sequences in mammals varies considerably
from about 20% of the total genome in monotremes to 1%
or 3% of the genome in mice and humans, respectively. Fur-
thermore, the ZNF768 binding motif, although part of the
MIR consensus sequence, is not conserved in all MIRs, but
only in those displaying a peak in ZNF768 ChIP-seq exper-
iments. Notably, we also detected ∼1000 peaks containing
the ZNF768 binding motif outside of MIRs. This category
of peaks showed the highest association with promoters.
Given the length of the detected DNA binding motif and
the position of the two anchor sequences at its flanks it is
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Figure 7. Functional enrichment analysis for UniProt keywords for genes downregulated upon expression of the dominant-negative mutant ZNF768-N
in U2OS cells. (A) Significantly enriched UniProt keywords (identified with DAVID at an adjusted P-value < 0.05) for downregulated genes (>2-fold
down-regulated, adjusted P-value <0.01, for full details see also Supplementary Table S3). (B) Venn diagram of downregulated genes annotated with the
keywords Transcription, DNA-binding, and Zinc finger. The data indicates that inhibition of ZNF768 downregulates other transcription factors with zinc
finger domains.
likely that the proximal and distal, but not the central zinc
fingers, of the array of 10 zinc fingers contribute to DNA
binding. The potential function of the central zinc fingers is
currently unknown.We have currently no evidence for other
conserved motifs upstream or downstream of the ZNF768
binding motif. Notably, we also observed ZNF768 peaks at
gene loci that do not contain the DNA binding motif. It is
currently unclear if binding to these loci requires the zinc
finger domain and/or other parts of the protein.
ZNF768 is an essential gene for cell proliferation
Knockdown experiments as well as the expression of
dominant-negativemutants revealed the functional require-
ment of ZNF768 for cell viability and proliferation. Expres-
sion of a mutated form of ZNF768 containing only the C-
terminal or N-terminal domain, respectively, led to a de-
cline of the cell index in cell proliferation assays. A decline of
this index was also seen after siRNA-mediated knockdown
of ZNF768 expression. This indicates that the functional
loss of ZNF768 cannot be compensated by other cellular
factors. Our results suggest that ZNF768, despite being an
evolutionary young gene, gained essential function(s) for
the expression of growth related genes. A detailed genetic
analysis combined withmass spectrometry experiments will
be required in the future to analyze the function of ZNF768
in the context of growth control in more detail.
Cell type-specific binding of ZNF768 to gene loci
ChIP-seq analysis of ZNF768 revealed common but also a
large number of differential binding sites in Raji and U2OS
cells. Furthermore, many putative binding sites containing
the binding motif were not occupied by ZNF768 in either
Raji or U2OS cells. This observation suggests that binding
of ZNF768 to DNA is regulated and that not all binding
sites are equally accessible in Raji and U2OS. The mecha-
nism(s) regulating the different accessibility is currently un-
known but may include DNAmethylation, histone compo-
sition at binding motifs or specific histone marks. Addition-
ally, other cellular factors may block or permit binding of
ZNF768 to the binding motif. In this context it will be im-
portant to determine at which stage of cell differentiation
the access of ZNF768 to its binding motif is regulated.
The observed differential binding of ZNF768 in Raji and
U2OS cells further prompted us to ask whether binding of
ZNF768 can mark differentially expressed genes in both
cell lines. In fact, we found a general correlation between
ZNF768 binding and the activity of adjacent genes. In par-
ticular, we found a correlation between ZNF768 binding
and gene expression for those genes that are active only in
Raji or U2OS cells. From these data we conclude that bind-
ing of ZNF768 can mark commonly as well as cell type-
specifically expressed genes in Raji and U2OS cells.
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Figure 8. ZNF768 interactome. ZNF768 was immunoprecipitated from cellular extracts of (A) Raji and (B) U2OS cells. Thirty interaction factors with the
highest enrichment are shown. Common factors in both cell lines are depicted in red. The list of all interaction factors is shown in Supplementary Table
S4. (C) ZNF768 mAb 7D6 specifically co-immunoprecipitates Elp3 from cellular extracts of Raji cells.
ZNF768 functions as transcription factor
Finally, we asked if binding of ZNF768 is required for ex-
pression of specific genes. To demonstrate this we stud-
ied the transcriptome of U2OS cells 12 h after overexpres-
sion of a ZNF768 mutant lacking the N-terminal domain.
We found several hundred genes that were significantly re-
pressed after expression of this dominant-negative mutant.
We also found a few induced genes, which may be upreg-
ulated indirectly. The gene ontology analysis of repressed
genes revealed several gene classes related to transcriptional
regulation suggesting that ZNF768 is hierarchically located
upstream of a network of transcription factor genes and
may function as a regulatory master gene for this network.
The notion that ZNF68 may act as a transcription factor
was further supported bymass spectrometric analysis of the
ZNF768 interactome in Raji and U2OS cells. In both cell
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Figure 9. Known functions and regulation of Pol II CTD via its heptad repeat array and the implication with regards to possible functions and regulation
of the heptad array in ZNF768 of placentalia (represented by human ZNF768).
lines ZNF768 interacts with subunits Elp1, Elp2 and Elp3
of the Elongator complex. The complex is conserved from
yeast to mammals, consists of six subunits, Elp1-6, and has
been proposed to function in the control of RNA elonga-
tion (56). The Elongator was found associated to the hy-
perphoshorylated form of Pol II, but the mode of interac-
tion and the involved Elongator subunits are still elusive.
Our data suggest that recruitment of Elongator to active
genes may also occur by ZNF768. ZNF768 binds first a
subcomplex of Elongator consisting of Elp1-3 that subse-
quently may assemble with subunits Elp4-6. In the future it
will be interesting to study if heptad repeats of ZNF768 are
involved in the recruitment of Elongator, as suggested for
the CTD of Pol II, and if ZNF768 of marsupials lacks the
ability of Elongator recruitment.
Originally, the array of heptad repeats in ZNF768 at-
tracted our attention to study the function of ZNF768 as
transcriptional activator due to its similarity to the array
of heptad repeats in CTD of Pol II. This raises a couple of
intriguing questions. First, can this array fulfill similar or
related functions as the array of heptad repeats in CTD? If
so, can the acidic amino acids that are present at many po-
sitions in heptad repeats of ZNF768 mimic a hyperphos-
phorylated form of Pol ll? Such a mimicry is most likely
for position 2 of heptad repeats in ZNF768, which contains
glutamic acid in almost all repeats across all species. It is
tempting to speculate that binding of ZNF768 can recruit
cellular factors to genomic loci that otherwise are recruited
only if serine-2 of CTD is phosphorylated, e.g. by Cdk9, or
other kinases (see model in Figure 9). In contrast, serine-
5 residues are conserved between ZNF768 and the CTD
and may depend on phosphorylation in ZNF768, similar
as in the CTD, to allow interaction with other factors. Fu-
ture work will address these and other questions and illu-
minate if and how the new regulatory network of ZNF768
and MIR sequences has contributed to speciation of pla-
centalia.
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Protein sequence of ZNF768 in various species of mammals.  A domain of 10 zinc 
fingers is highly conserved in all mammals (blue box).  
(A) An array containing 10 - 20 heptad repeats (yellow box) is a characteristic of 
placental animals. (B) Marsupials Opossum, Tammar Wallaby and Tasmanian devil 
lack the array of heptad-repeats. ZNF768 Tammar Wallaby and Tasmanian devil 
contain box A and box B. (C)  Monotreme Platypus lacks the array of heptad 
repeats, box A and box B, and shows further a reduced conservation of the zinc 
finger domain (blue box). Sorting was performed according the phylogenetic 
relationship. 
Reference sequence of mammalian ZNF768 proteins: 
Human, Homo sapiens, NP_078947.3 
Chimpanzee, Pan troglodytes, XP_016785186.1 
Mouse lemur, Microcebus murinus, XP_012619672.1  
Mouse, Mus musculus, NP_666314.1  
Pika, Ochotona princeps, XP_012782987  
Malayan pangolin, Manis javanica, XP_017519428.1 
Elefant, Loxodonta africana, XP_010596820.1 
Armadillo, Dasypus novemcinctus, XP_012375444.1  
Opossum, Monodelphis domestica, XP_007498557.2  
Tasmanian devil, Sarcophilus harrisii, XP_012398319.1 
Tammar wallaby, Macropus eugenii, ENSMEUP00000000462 









Phosphorylation of ZNF768. (A) Confirmed phosphorylation sites in human ZNF768 
protein (www.cellsignal.com). (B) Heptad repeat consensus motif for ZNF768 
determined from the 15 heptad repeats in human ZNF768 and Pol II CTD (Fig. 1B) 
using MEME. (C) Western blot of cellular extracts of U2OS cells before (-) and after 
(+) treatment with alkaline phosphatase. 
ZNF768 





















Confocal images of ZNF768 in U2OS cells. (A) Endogenous ZNF768 was stained 
with mAb 7D6 (red), chromatin with DAPI, and merged. RGB profiler is shown on the 
right hand site, white line marks the scanned area.  (B) Confocal images of ZNF768 
mutants (Structure of mutants is described in Figure 2E). 
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Figure S4 
ZNF768 peaks in Raji and U2OS cells. (A)  Number of peaks and percentage of 
peaks (in brackets) containing the binding motif in replicate experiment 1 and 2 in 
Raji and U2OS cells. Explanation of column headings: # merged regions = total 
number of peaks in each sample, overlapping peaks (peak centers ±100 bp) were 
merged within samples and across all 4 samples to obtain unique peak regions; 
unique (1/4) = number of peaks identified only in one sample; diff cell (2/4) = number 
of peaks identified in one replicate for each cell type; consistent cell (2/4) = number of 
peaks identified in both replicates for one cell type but not in any replicate for the 
other cell type; consistent cell+ (3/4) = number of peaks identified in both replicates 
for one cell type and one replicate for the other cell type; all (4/4) = number of peaks 



























Distribution of ZNF768 peaks in ChIP experiments in Raji and U2OS cells over 





(A) Top four motif logos identified using MEME-ChIP in merged unique ZNF768 
peaks in Raji and U2OS cells. Frequency indicates the number of merged unique 
peaks containing each motif. (B) Number of peaks matching the ZNF768 binding 
motif in Fig. 2A with a spacer length of 20±3bp. For each spacer length, the number 
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Figure S7 
Electrophoretic mobility shift assay (EMSA) with ZNF768 protein. (A) Oligonucleotide 
with the sequence of the ZNF768 binding motif (M1, black sequence), with 
replacement of the spacer sequence (M2, red sequences), and with partial 
replacement of the  anchor sequences (M3, red sequences). (B) Double-stranded 
fragments M1 – M3 were end-labelled  with DIG-11-dUTP and analyzed in extracts 





(A) Alignment of human MIR3, MIR3c, MIR3b, and MIR consensus sequences. The 
left and right anchor sequences of the ZNF768 binding motif from Fig. 3A are 
highlighted by black boxes. (B) Motif logos for human MIR sequences that align 
without gaps to the MIR consensus sequence in the region of the ZNF768 binding 
motif +25bp on either side (=14,041 MIR sequences). Logos are shown separately 
for all of these MIRs (top row), MIRs not bound by ZNF768 (middle row) and MIRs 
bound by ZNF768 (bottom row). MIRs not bound by ZNF768 show no particular 
conservation in human for the binding motif. The MIR core sequence covers the 
sequence from 93 nt to 159 nt (Smit and Riggs, Nucleic Acids Res. 23, 98-102). 
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Common peaks for ZNF768 
Figure S9 












ChIP-seq (replicates shown separately) and RNA-seq (mean of 4 replicates) read 
coverage (in counts per million) for example genes. Identified peaks are shown as 
rectangles below the corresponding ChIP-seq sample. Genomic coordinates and 
gene annotation (boxes=exons, lines=introns, strand indicated by arrowheads) are 
shown in the bottom row. (A,B) Consistent ZNF768 binding in both cell types for the 
genes Solute Carrier Family 1 Member 5 (SLC1A5) and Mitochondrial Ribosomal 
Protein S5 (MRPS5). (C-F) Strong peaks for ZNF768 were associated with the 
promoter region of the ID1 and SNPH genes and the gene body of the ANXA2 and 
ALDH7A1 genes in U2OS cells, but are or only faintly visible in Raji cells. (G-L) 
Peaks were detected in Raji cells for the genes CD86, ATP2A3, RHOH, PLCG2, LYN, 
and ARHGDIB. No or weak peaks were identified in U2OS. 
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Figure S10 
Volcano plot of the ZNF768-specific interactome of Raji cells. Interactions of proteins 
with log fold change higher than 5 and p-value >0.05 are indicated. Factors depicted 
in red were detected also among the 30 best interactors in U2OS cells. Dots on the 
left hand site indicate interactors of a control antibody directed against the nucleolar 
protein Pes1. Complete list of interactors is shown in Supplementary Table 4.  
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CDK12 controls G1/S progression by regulating
RNAPII processivity at core DNA replication genes
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Abstract
CDK12 is a kinase associated with elongating RNA polymerase II
(RNAPII) and is frequently mutated in cancer. CDK12 depletion
reduces the expression of homologous recombination (HR) DNA
repair genes, but comprehensive insight into its target genes and
cellular processes is lacking. We use a chemical genetic approach
to inhibit analog-sensitive CDK12, and find that CDK12 kinase
activity is required for transcription of core DNA replication genes
and thus for G1/S progression. RNA-seq and ChIP-seq reveal that
CDK12 inhibition triggers an RNAPII processivity defect character-
ized by a loss of mapped reads from 30ends of predominantly long,
poly(A)-signal-rich genes. CDK12 inhibition does not globally
reduce levels of RNAPII-Ser2 phosphorylation. However, individual
CDK12-dependent genes show a shift of P-Ser2 peaks into the gene
body approximately to the positions where RNAPII occupancy and
transcription were lost. Thus, CDK12 catalytic activity represents a
novel link between regulation of transcription and cell cycle
progression. We propose that DNA replication and HR DNA repair
defects as a consequence of CDK12 inactivation underlie the
genome instability phenotype observed in many cancers.
Keywords CDK12; G1/S; CTD Ser2 phosphorylation; premature termination
and polyadenylation; tandem duplications
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Introduction
Transcription of protein-coding genes is mediated by RNA poly-
merase II (RNAPII) and represents an important regulatory step of
many cellular processes. RNAPII directs gene transcription in
several phases, including initiation, elongation, and termination
[1–3]. The C-terminal domain (CTD) of RNAPII contains repeats
of the heptapeptide YSPTSPS, and phosphorylation of the individ-
ual serines within these repeats is necessary for individual steps
of the transcription cycle [4,5]. Phosphorylation of RNAPII Ser2 is
a hallmark of transcription elongation, whereas phosphorylation
of Ser5 correlates with initiating RNAPII [1,6]. Various kinases
have been implicated in CTD phosphorylation [7–10], and the
kinase CDK12 is thought to phosphorylate predominantly Ser2
[11–18]. These findings were based on the use of phospho-CTD
specific antibodies combined with various experimental
approaches including in vitro kinase assays, long-term siRNA-
mediated depletion of CDK12 from cells or application of the
CDK12 inhibitor THZ531. However, each of these experiments has
caveats with respect to the physiological relevance. The specific
impact of a short-term CDK12-selective inhibition on CTD phos-
phorylation and genome-wide transcription in cells remains an
important question to be addressed.
CDK12 and cyclin K (CCNK) are RNAPII- and transcription elon-
gation-associated proteins [11,12,19]. CDK12 and its homolog
CDK13 (containing a virtually identical kinase domain) associate
with CCNK to form two functionally distinct complexes CCNK/
CDK12 and CCNK/CDK13 [11,12,16,20]. Transcription of several
core homologous recombination (HR) DNA repair genes, including
BRCA1, FANCD2, FANCI, and ATR, is CDK12-dependent [11,16,21–
23]. In agreement, treatment with low concentrations of THZ531
resulted in down-regulation of a subset of DNA repair pathway
genes. Higher concentrations led to a much wider transcriptional
defect [17]. Mechanistically, it has been suggested that CCNK is
recruited to the promoters of DNA damage response genes such as
FANCD2 [24]. Other studies using siRNA-mediated CDK12 depletion
showed diminished 30end processing of C-MYC and C-FOS genes
[18,25]. Roles for CDK12 in other co-transcriptionally regulated
processes such as alternative or last exon splicing have also been
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reported [26–28]. Nevertheless, comprehensive insights into CDK12
target genes and how CDK12 kinase activity regulates their tran-
scription are lacking.
CDK12 is frequently mutated in cancer. Inactivation of CDK12
kinase activity was recently associated with unique genome instabil-
ity phenotypes in ovarian, breast, and prostate cancers [29–31]. They
consist of large (up to 2–10 Mb in size) tandem duplications, which
are completely different from other genome alteration patterns,
including those observed in BRCA1- and other HR-inactivated tumors.
Furthermore, they are characterized by an increased sensitivity to
cisplatin and thus represent potential biomarker for treatment
response [29–33]. Although inactivation of CDK12 kinase activity
clearly leads to HR defects and sensitivity to PARP inhibitors in cells
[21,34–37], the discovery of the CDK12 inactivation-specific tandem
duplication phenotype indicated a distinct function of CDK12 in main-
tenance of genome stability. The size and distribution of the tandem
duplications suggested that DNA replication stress-mediated defect(s)
are a possible driving force for their formation [30,31].
Proper transcriptional regulation is essential for all metabolic
processes including cell cycle progression [38]. Transition between
G1 and S phase is essential for orderly DNA replication and cellular
division, and its deregulation leads to tumorigenesis [39]. G1/S
progression is transcriptionally controlled by the well-characterized
E2F/RB pathway. E2F factors activate transcription of several
hundred genes involved in regulation of DNA replication, S phase
progression, and also DNA repair by binding to their promoters
[40]. Expression of many DNA replication genes (including CDC6,
CDT1, TOPBP1, MCM10, CDC45, ORC1, CDC7, CCNE1/2), like many
other E2F-dependent genes, is highly deregulated in various cancers
[41–44]. However, it is not known whether or how their transcrip-
tion is controlled downstream of the E2F pathway, for instance
during elongation.
To answer the above questions, we used a chemical genetic
approach to specifically and acutely inhibit endogenous CDK12
kinase activity. CDK12 inhibition led to a G1/S cell cycle progression
defect caused by a deficient RNAPII processivity on a subset of core
DNA replication genes. Loss of RNAPII occupancy and transcription
from gene 30ends coincided with a shift of the broad peaks of
RNAPII phosphorylated at Ser2 from gene 30ends into the gene
body. Our results show that CDK12-regulated RNAPII processivity
of core DNA replication genes is a key rate-limiting step of DNA
replication and cell cycle progression and shed light into the mecha-
nism of genomic instability associated with frequent aberrations of
CDK12 kinase activity reported in many cancers.
Results
Preparation and characterization of AS CDK12 HCT116 cell line
The role of the CDK12 catalytic activity in the regulation of tran-
scription and other cellular processes is poorly characterized. Most
of the previous studies of CDK12 involved long-term depletion,
which is prone to indirect and compensatory effects [11,12,14,23].
The recent discovery of the covalent CDK12 inhibitor THZ531 made
it possible to study CDK12 kinase activity; however, THZ531 also
inhibits its functionally specialized homolog CDK13 and transcrip-
tionally related JNK kinases [17].
To overcome these limitations and determine the consequences
of specific inhibition of CDK12, we modified both endogenous alle-
les of CDK12 in the HCT116 cell line to express an analog-sensitive
(AS) version that is rapidly and specifically inhibited by the ATP
analog 3-MB-PP1 [45] (Fig 1A). This chemical genetic approach has
been used to study other kinases [9,46,47] and was also attempted
for CDK12 by engineering HeLa cells carrying a single copy of AS
CDK12 (with the other CDK12 allele deleted) [48].
We applied CRISPR-Cas technology to mutate the gatekeeper
phenylalanine (F) 813 to glycine (G) in both CDK12 alleles in
HCT116 cells (Figs 1A and EV1A). The single-strand oligo donor
used as a template for CRISPR-Cas editing introduced a silent
GTA>GTT mutation to prevent alternative splicing [48], and a
TTT>GGG mutation to implement the desired F813G amino acid
change and created a novel BslI restriction site used for screening
(Fig EV1A). We validated our intact homozygous AS CDK12
HCT116 cell line by several approaches, including allele-specific
PCR (Fig EV1B), BslI screening (Fig 1B; for expected restriction
patterns see Fig EV1A), and Sanger sequencing (Fig 1C and
Appendix Fig S1A and B). Immunoprecipitation (IP) of CDK12 from
the WT and AS CDK12 HCT116 cells followed by Western blotting
showed that equal amounts of CCNK associated with CDK12, and
that comparable levels of CDK12 were expressed in both cell lines,
confirming the functionality of the AS variant (Fig EV1C). To
▸
Figure 1. Preparation and characterization of AS CDK12 HCT116 cell line.
A Scheme depicting preparation of AS CDK12 HCT116 cell line. Gate keeper phenylalanine (F) and glycine (G) are indicated in red, and adjacent amino acids in CDK12
active site are shown in black letters (left). ATP and ATP analog 3-MB-PP1 are shown as black objects in wild-type (WT) and AS CDK12 (blue ovals), respectively
(right).
B Genotyping of AS and WT CDK12 clones. Ethidium bromide-stained agarose gel visualizing PCR products from genomic DNA of AS (AS-PCR) and WT (WT-PCR)
CDK12 HCT116 cells and their digest with BslI enzyme (indicated as AS- BslI and WT- BslI). Primer positions and BslI restriction sites are depicted at Fig EV1A.
Numbers on the left and right indicate DNA marker and DNA fragment sizes, respectively.
C Detailed insight into sequencing of genomic DNA from WT and AS CDK12 HCT116 cell lines. The genomic region in WT and AS CDK12 subjected to genome editing
is shown in red rectangle; gate keeper amino acids F and G are in red. The full ~ 500 kb sequence surrounding the edited genomic region is in the Appendix Fig S1A
and B.
D Effect of CDK12 inhibition on phosphorylation of the CTD of RNAPII. Western blot analyses of protein levels by the indicated antibodies in AS CDK12 HCT116 cells
treated with 5 lM 3-MB-PP1 for indicated times. Long and short exp. = long (4–14 min) and short (10–60 s) exposures, respectively. FUS and tubulin are loading
controls. A representative image from three replicates is shown.
E, F Inhibition of CDK12 in AS CDK12 HCT116 cells results in down-regulation of CDK12-dependent HR genes. Graph shows RT–qPCR analysis of relative levels of mRNAs
of described genes in AS CDK12 HCT116 (E) and WT CDK12 HCT116 (F) cells treated for indicated times with 3-MB-PP1. mRNA levels were normalized to HPRT1
mRNA expression and the mRNA levels of untreated control (CTRL) cells were set to 1. n = 3 replicates, error bars indicate standard error of the mean (SEM).
Source data are available online for this figure.
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investigate the putative role of CDK12 as a RNAPII CTD kinase, we
treated AS CDK12 cells with 3-MB-PP1 or control vehicle for 1, 2, 3,
and 6 h and monitored changes in CTD phosphorylation by probing
Western blots with phospho-specific antibodies (Figs 1D and
EV1D). However, we did not observe any substantial changes in the
global levels of phosphorylated Ser2 or Ser5 compared to untreated
cells. Only short exposures of Western blots revealed a subtle, but
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at 6 h and a slight decrease of P-Ser5 at 1–3 h, respectively, consis-
tent with previous observations in AS CDK12 HeLa cells [48].
Surprisingly, P-Ser7 levels were noticeably diminished starting with
1-h treatment but started recovering at 6 h. To functionally charac-
terize AS CDK12 HCT116 cells, we treated them with 3-MB-PP1 for
1, 3, 5, and 24 h and monitored the expression of DNA repair genes
that were previously shown to be regulated by CDK12 (BRCA1,
BRCA2, ATR, and FANCI). We observed rapid down-regulation of all
four CDK12-dependent genes (Fig 1E). Importantly, similarly treated
WT HCT116 cells showed no down-regulation of these genes
(Fig 1F), and RNA-seq of WT HCT116 cells treated with 3-MB-PP1
showed differential expression of only six protein-coding genes
compared to the control (data not shown), confirming the absence
of off-target effects of the ATP analog on other transcription-related
kinases.
In summary, these results demonstrated the generation of a fully
functional, homozygous AS CDK12 HCT116 cell line.
CDK12 kinase activity is essential for optimal G1/S progression
independently of DNA damage cell cycle checkpoint
In our previous work, we noted that long-term CDK12 depletion
leads to an accumulation of cells in G2/M phase, consistent with
diminished transcription of CDK12-dependent DNA repair genes
and activation of a DNA damage cell cycle checkpoint [11,49]. To
determine whether CDK12 kinase activity directly regulates cell
cycle progression, we arrested AS CDK12 HCT116 cells at G0/G1
by serum withdrawal for 72 h, released them into serum-
containing media in the presence or absence of 3-MB-PP1, and
harvested cells for flow cytometry analyses every 6 h after the
release (Fig 2A).
In the absence of the inhibitor, the cells entered S phase in
~ 12 h, reached G2/M phase in ~ 18 h, and completed the full cell
cycle in ~ 20 h (Fig 2B and C). In contrast, in the presence of 3-MB-
PP1, cells started to enter S phase at 18 h, indicating a delay in G1/S
progression by 6–9 h. (Fig 2B and C). WT HCT116 cells treated with
3-MB-PP1 showed no defect in cell cycle progression excluding
unspecific inhibition of other kinases (Fig EV2A). Importantly,
serum-synchronized WT HCT116 cells treated with the CDK12
inhibitor THZ531 (Fig EV2B), as well as AS CDK12 HeLa [48] or AS
CDK12 HCT116 cells synchronized by thymidine–nocodazole and
inhibited by 3-MB-PP1 also demonstrated the G1/S progression
delay (Fig EV2C and data not shown). Thus, the function of CDK12
in optimal G1/S progression appears to be general, rather than cell
type- or treatment-specific.
The protein levels of numerous cell cycle regulators fluctuate
during cell cycle progression according to their function in a specific
phase [38]. To examine whether CDK12 levels change during cell
cycle progression, we arrested AS CDK12 HCT116 cells by serum
starvation, released them, and analyzed CDK12 proteins by Western
blotting (Fig 2D). Strikingly, CDK12 levels were highest during early
G0/G1 phase, started to diminish in G1/S transition, reached lowest
levels in late S phase, and started to slightly recover in G2/M
(Fig 2D). Similar trends, however much less distinct, were observed
for CDK13 and CCNK. We verified cell cycle synchronization and
individual phases of the cell cycle by the expression of CCNE1 in
G1/S and accumulation of CCNA2 in G2/M phases (Fig 2D) and by
the flow cytometry DNA content profiles (Fig 2B).
To define when CDK12 kinase activity is needed for early cell
cycle progression, serum-synchronized AS CDK12 HCT116 cells
were released into serum-containing medium and 3-MB-PP1 was
added at various times post-release, ranging from 0 to 12 h. Cell
cycle progression was measured by flow cytometry at 16 h post-
release (Fig 2E). Whereas treatments at 9 and 12 h had a weak
or no effect on the G1/S transition, treatments within 6 h post-
release delayed the transition, suggesting that CDK12 kinase activ-
ity is needed at very early G1 phase (Fig 2F). Similar results were
obtained by flow cytometry analyses of BrdU-labeled cells
(Fig 2G). As an additional approach, we released cells in the
presence and absence of 3-MB-PP1 and washed away 3-MB-PP1
after 2, 3, 4, and 5 h (Fig EV2D). When the inhibitor was washed
away between 2 and 5 h, the cells were able to progress to S
phase comparably to untreated cells (Fig EV2E), indicating the
requirement of CDK12 kinase activity in very early G1 phase for
optimal G1/S progression.
As long-term CDK12 depletion causes down-regulation of DNA
repair genes resulting in endogenous DNA damage [11,23], we
asked whether the observed G1/S delay upon CDK12 inhibition was
▸
Figure 2. CDK12 kinase activity is essential for optimal G1/S progression independently of DNA damage cell cycle checkpoint.
A Experimental outline. AS CDK12 HCT116 cells were arrested by serum starvation for 72 h and released into the serum-containing medium with or without 3-MB-
PP1. DNA content was analyzed by flow cytometry at indicated time points after the release.
B CDK12 kinase activity is needed for G1/S progression in cells arrested by serum starvation. Flow cytometry profiles of control (3-MB-PP1) or inhibitor (+3-MB-PP1)
treated cells from the experiment depicted in Fig 2A. The red arrow points to the onset of the G1/S progression defect in 3-MB-PP1-treated cells. To better visualize
the G1/S delay in the presence of the inhibitor, the 24-h time point is also shown. n = 3 replicates; representative result is shown.
C Quantification of cells (%) in individual cell cycle phases based on flow cytometry profiles of the representative replicate in Fig 2B.
D CDK12 protein levels peak in the G0/G1 phase of the cell cycle. Western blots show levels of proteins at indicated time points after the release of serum-starved AS
CDK12 HCT116 cells. Corresponding cell cycle phases are depicted above time points. A representative Western blot from three replicates is shown.
E Experimental outline. AS CDK12 HCT116 cells were arrested by serum starvation for 72 h and released into the serum-containing medium. 3-MB-PP1 was either
added or not at indicated time points after the release. Propidium iodide- or BrdU-stained DNA content was measured by flow cytometry at 16 h after the release.
Note, that for the BrdU staining the 3-MB-PP1 was added only at the time of the release (0 h) and 3, 4, 5, and 6 h after the release.
F, G Inhibition of CDK12 in early G1 perturbs normal cell cycle progression. Quantification of cells (%) in cell cycle phases from flow cytometry profiles of propidium
iodide (F)- and BrdU (G)-labeled cells upon addition of 3-MB-PP1 at indicated time points after serum addition in the experiment depicted in Fig 2E. CTRL in
Fig 2G = control sample without 3-MB-PP1. n = 3 replicates, representative result is shown.
H Short-term CDK12 inhibition does not activate DNA damage checkpoints. Western blot analyses of phosphorylation of depicted DNA damage response markers
upon inhibition of CDK12 for indicated times. CPT corresponds to 5 lM camptothecin. A representative Western blot from three replicates is shown. FUS is a
loading control.
Source data are available online for this figure.
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due to secondary activation of DNA damage cell cycle checkpoints
[50]. However, the levels of phosphorylated P-ATM and P-P53,
markers of an activated DNA damage pathway, increased in cells
only after 48-h inhibition of CDK12 (Fig 2H), coincident with onset
of endogenous DNA damage upon long-term CDK12 depletion [11].
These data suggest that the delay in G1/S progression is indepen-
dent of secondary activation of DNA damage pathways.
CDK12 catalytic activity controls expression of core DNA
replication genes
CDK12 is associated with the transcription of specific genes,
particularly DNA repair genes [11,22,23]. We hypothesized that
CDK12 catalytic activity is also needed for the expression of genes
regulating G1/S progression. To test this hypothesis, we synchro-
nized AS CDK12 HCT116 cells by serum starvation, released them
into serum-containing media with or without 3-MB-PP1, and
isolated RNA after 5 h (n = 3 independent replicates). We then
performed 30end RNA-seq with poly(A)-selected RNA. CDK12 inhi-
bition resulted in the significant differential expression of 2,102
genes (1 > log2 fold-change > 1, P < 0.01), including 611 up-
regulated and 1,491 down-regulated genes (Fig 3A and Dataset
EV1).
Gene Ontology (GO) enrichment analysis of the down-regulated
genes identified high enrichment not only of DNA repair mecha-
nisms (Fig 3B, FDR q-value ≤ 0.05), but also of DNA replication
and cell cycle processes (Fig 3B, in red frame). Comparable
processes were found to be associated with down-regulation using
gene set enrichment analysis (GSEA) [51] (Fig EV3A, in red frames).
Manual inspection of the corresponding processes revealed reduced
expression of most genes involved in the activation and formation
of replication origin recognition complexes and pre-replication
complexes (Figs 3C and EV3B). Assembly of these complexes and
their activation in early G1 phase are essential for DNA replication
and cell cycle progression [52]. Using RT–qPCR, we confirmed that
several of these DNA replication genes were down-regulated upon
CDK12 inhibition in early G1 phase (Fig 3D). In contrast, mRNA
expression of control non-regulated genes but also genes inducible
during G1 phase did not change significantly (Fig EV3C). These data
indicate that CDK12 inhibition specifically disrupts the expression of
its target genes, rather than general transcription, and suggest that
CDK12 regulates DNA replication and cell cycle progression by
controlling the expression of a subset of genes.
To determine whether the decrease in the transcript levels upon
CDK12 inhibition is a result of decreased mRNA stability, we
performed transcription inhibition using actinomycin D (ActD;
Fig EV3D). Comparison of the degradation rates after transcription
shut-off on select DNA repair and replication transcripts in cells
either treated or not with 3-MB-PP1 revealed no difference in the
relative mRNA stability (Fig EV3D). We therefore conclude that
CDK12 inhibition does not influence mRNA half-lives of its target
genes.
To elucidate whether the CDK12-dependent decrease in tran-
script levels of the DNA replication genes corresponds to lower
protein levels during G1/S phase, we serum synchronized cells and
released them in the absence or presence of 3-MB-PP1 and evalu-
ated lysates after 3, 6, 9, 12, and 15 h. The tested proteins were
selected based on antibody availability and their involvement in the
formation and activation of origin recognition and pre-replication
complexes [52]. We found that the levels of TOPBP1, CDC6, CDT1,
MTBP, and CCNE2 proteins were reduced after 6 h of CDK12 inhibi-
tion compared to untreated controls, and CDC7 and ORC2 were
reduced after 9 and 12 h inhibition, respectively (Figs 3E and
EV3E). In contrast, the levels of ORC3, CCNE1, and GINS4 were not
significantly affected (Figs 3E and EV3E). Of note, depletion of
CDK12 regulatory subunit CCNK in asynchronous cells also resulted
in decrease of mRNA and protein levels of the DNA replication
genes (Fig EV3F and G).
Assembly of origin recognition and pre-replication complexes on
the chromatin in early G1 phase and pre-replication complex activa-
tion in G1/S phase (Fig 3C) are prerequisite for the start of DNA
replication [39,52]. To examine whether the reduced expression of
DNA replication factors upon inhibition of CDK12 affects their load-
ing to and association with chromatin in early cell cycle phases, we
isolated the cellular chromatin fraction [53]. Cells were synchro-
nized by serum starvation, released into media with or without 3-
MB-PP1, and harvested every 3 h for 24 h, and chromatin-bound
ORC6, CDC6, and CDT1 were followed by Western blotting. Indeed,
▸
Figure 3. CDK12 catalytic activity controls expression of core DNA replication genes.
A CDK12 inhibition results in differential expression of a subset of genes. Comparison of log2 fold-changes versus log2 mean expression in 30end RNA-seq data shows
differentially regulated genes after inhibition of CDK12. Down- (log2 fold-change < 1) and up-regulated (log2 fold-change > 1) genes are shown in blue and red,
respectively.
B CDK12 inhibition down-regulates DNA damage- and cell cycle-related genes. GO analysis using the Gorilla webserver of enriched cellular functions in 1,491 genes
down-regulated (log2 fold-change < 1.0; P < 0.01) in 30end RNA-seq data upon CDK12 inhibition. Functions related to DNA replication and cell cycle are marked by
the red rectangle.
C Outline of formation and activation of DNA replication complexes in G1/S phase. Origin recognition, pre-replication, and pre-initiation complexes are depicted; genes
dependent on CDK12 kinase activity (log2 fold-change < 0.85; P < 0.01) are shown in red.
D Validation of RNA-seq for select DNA replication genes by RT–qPCR. Graph shows relative levels of mRNAs of described genes in serum arrested and released (0 h
G0/G1) AS CDK12 HCT116 cells either treated (3-MB-PP1) or not (CTRL) with the inhibitor for indicated times after the release. mRNA levels were normalized to B2M
mRNA expression, and mRNA levels for each gene at the time of release (0 h) were set as 1. n = 3 replicates, error bars indicate SEM.
E Protein levels of core DNA replication factors are dependent on the CDK12 kinase activity. Western blot analyses of protein expression by the depicted antibodies in
serum synchronized and released (0 h) cells either treated or not with 3-MB-PP1 for the indicated times after the release. FUS is a loading control. A representative
Western blot of three replicates is shown.
F CDK12 inhibition affects loading of CDC6 and CDT1 DNA replication factors to chromatin. Western blotting analyses of chromatin association of the indicated DNA
replication factors in serum synchronized and released AS CDK12 HCT116 cells treated or not with 3-MB-PP1 for the indicated times. Histone H2A serves as a loading
control of chromatin fractions. A = asynchronous cells, 0 h = time of release. A representative Western blot of three replicates is shown.
Source data are available online for this figure.
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we found that CDK12 inhibition diminished and delayed the loading
of CDC6 and CDT1 proteins onto chromatin relative to control
(Fig 3F, compare points 6–15 h post-release in the presence or
absence of 3-MB-PP1).
Altogether, our results show that CDK12 catalytic activity is
required for the expression of several crucial DNA replication genes
including CDC6, CDT1, and TOPBP1. CDK12 inhibition diminishes
levels of these proteins, disrupting their loading on chromatin and
formation of pre-replication complexes, which delays G1/S progres-
sion (Fig 2B).
A tight interplay between CDK12 kinase activity, expression of
DNA replication genes, cell cycle progression, and
genome stability
To further clarify the interplay between CDK12 kinase activity, DNA
replication gene expression, and cell cycle progression, we
performed an inhibitor wash off experiment (Fig 4A). We employed
RT–qPCR and Western blotting to monitor the expression of DNA
replication genes, and flow cytometry to monitor cell cycle progres-
sion. Consistent with our observations so far, CDK12 inhibition
induced a strong decrease in mRNA (Fig 4B) and protein levels
(Fig 4C) of DNA replication genes, and delayed S phase entry
(Fig 4D). Notably, washing off the inhibitor at various times
between 1 and 5 h after the release led to progressive rescue of
mRNA (Fig 4B), protein expression (Fig 4C), and a gradual normal-
ization of cell cycle progression (Fig 4D). In agreement, the inhibitor
wash off after 1 h of treatment restored the chromatin association of
CDC6 and CDT1 compared to the no-wash controls (Fig 4E). Alto-
gether, these experiments revealed a tight interplay between CDK12
catalytic activity, DNA replication factors expression, and their chro-
matin loading and G1/S progression.
Considering this critical role for CDK12 kinase activity in G1/S
progression, we asked if longer-term CDK12 inhibition affects repli-
cation of asynchronous cellular populations. Treatment of AS
CDK12 HCT116 cells with 3-MB-PP1 for 24 h followed by flow
cytometry analyses of BrdU-labeled cells revealed a 15% decrease of
S phase stage replicating cells in comparison to the untreated
control (Fig 4F). Cellular replication was affected much more
strongly after 48 h of 3-MB-PP1 treatment resulting in a 35%
decrease in the number of replicating cells and a 34% accumulation
of G1 cells compared to the control (Fig 4F).
As disruption of every CDK12-dependent process described so far
(DNA replication, cell cycle progression, DNA damage repair) is
predicted to trigger DNA damage and genome instability [54], we
asked whether inhibition of CDK12 would lead to increased chromo-
somal abnormalities. Therefore, we treated AS CDK12 HCT116 cells
with 3-MB-PP1 for 24 and 48 h and performed a chromosomal aber-
ration assay (Fig 4G and H). CDK12 inhibition led to a 3- to 4-fold
increase in the number of chromosomal aberrations (e.g., gaps,
chromosomal exchanges, DNA breaks, and single/bi-chromatid
breakage (frag/difrag)) when compared to cells with normal CDK12
kinase activity. The increase was comparable to cells treated with
hydroxyurea (Fig 4H). This result is consistent with fundamental
roles of CDK12 kinase activity in maintenance of genome stability.
Altogether, these findings support the existence of a tight func-
tional link between CDK12 catalytic activity, the regulation of genes
involved in DNA replication and of cell cycle progression, and
consequent DNA damage/genome instability in cells.
Inhibition of CDK12 leads to diminished RNAPII processivity on
down-regulated genes
Next, we aimed to determine what transcriptional mechanism(s)
affects expression of CDK12-dependent genes. It is well established
that transcription of many DNA replication, cell cycle, and DNA
repair genes is specifically regulated by the E2F/RB pathway. Since
many CDK12-dependent DNA replication and DNA repair genes are
dependent on E2F transcription factors [11,40], we examined
CDK12-dependent recruitment of E2F1 and E2F3 to the promoters of
DNA replication genes by ChIP-qPCR. However, we did not observe
any significant change between CDK12-inhibited cells and controls
(Fig EV4A). E2Fs are needed for recruitment of RNAPII to its target
genes and their activation. However, CDK12 inhibition did not
affect recruitment of RNAPII to the promoters of E2F-dependent
genes (Fig EV4B; see below for RNAPII ChIP-seq and RNA-seq
▸
Figure 4. A tight interplay between CDK12 kinase activity, expression of DNA replication genes, cell cycle progression, and genome stability.
A Experimental outline. AS CDK12 HCT116 cells were arrested by serum starvation for 72 h and released into the serum-containing medium with (+) or without ()
3-MB-PP1. 3-MB-PP1 was washed away and replaced with fresh medium at indicated times after the release and samples were subject to RT–qPCR, Western
blotting, and flow cytometry analyses at 7, 12, and 15 h after the release, respectively. Note that shown wash away time points (2, 3, 4, 5 h) are valid for RT–qPCR
only, for Western blotting and flow cytometry 1, 2, 3, 5 h and 1, 3, 5, 7 h wash away time points were applied, respectively. All experiments were performed in at
least three replicates.
B–D Removal of CDK12 inhibitor in early G1/S rescues replication gene expression and cell cycle progression. RT–qPCR (B), Western blotting (C), and flow cytometry
analyses (D) of replication gene mRNA, protein levels, and cell cycle progression, respectively. RT–qPCR, Western blotting, and flow cytometry analyses were
performed 7, 12, and 15 h post-release, respectively. CTRL = control samples without the 3-MB-PP1. In B, n = 3 and error bars indicate SEM. In (C, D)
representative images from three biological replicates are shown.
E Rescued loading of CDC6 and CDT1 on chromatin after removal of CDK12 inhibitor. Western blot analyses of chromatin fractions of serum-starved AS CDK12
HCT116 cells treated with 3-MB-PP1 for 6 or 9 h or with the inhibitor washed off after 1 h of treatment. CTRL corresponds to cells not treated with the inhibitor at
the time of the serum addition. All cells were harvested either 6 or 9 h after the serum addition. Histone H2A serves as a loading control of chromatin fractions,
and studied DNA replication factors are indicated. A representative image of three replicates is shown.
F Inhibition of CDK12 kinase activity in cycling cells leads to decreased numbers of actively replicating cells. Asynchronous AS CDK12 HCT116 cells were grown for 24
and 48 h in the presence or absence of 3-MB-PP1, and replicating BrdU-stained cells were quantified by FACS analyses. CTRL = control samples without the 3-MB-
PP1. A representative image of three replicates is shown.
G, H Prolonged CDK12 inhibition causes chromosomal aberrations in cells. Specific chromosomal aberrations in cells treated with 3-MB-PP1 (24 or 48 h), 4 mM
hydroxyurea (5 h), or control solvent (CTRL) were identified by microscopy. A representative image from three biological replicates is shown (G). Total numbers of
chromosomal aberrations per hundred cells of the representative replicate in (G) are quantified (H).
Source data are available online for this figure.
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experiments, respectively). Thus, these data suggest that CDK12
acts downstream of the E2F/RB pathway.
CDK12 has been implicated in the transcription of a subset of
genes via phosphorylation of RNAPII, particularly on Ser2 and Ser5
in the CTD [11–13,16,17]. To uncover a role for CDK12 kinase activ-
ity in transcription of genes on a genome-wide level during early G1
phase, we performed ChIP-seq using antibodies for RNAPII, P-Ser2,
and P-Ser5, coupled with nuclear RNA-seq (n = 3 replicates each).
In contrast to 30end RNA-seq, nuclear RNA-seq allowed analyzing
changes in RNA processing and splicing and also measuring non-
polyadenylated RNAs. We synchronized AS CDK12 HCT116 cells by
serum starvation for 72 h, released them into serum-containing
media with or without 3-MB-PP1, and collected samples at 4.5 h
post-release for ChIP-seq and nuclear RNA-seq.
Nuclear RNA-seq revealed significant differential expression of
1,617 genes (1 > log2 fold-change > 1, P < 0.01), including 1,277
genes with diminished and 340 genes with increased expression
(Fig EV5A and Dataset EV2), consistent with our observation that
only a subset of genes are regulated by CDK12 kinase activity. Log2
fold-changes were highly correlated between 30end RNA-seq and
nuclear RNA-seq (Spearman rank correlation q = 0.78, Fig EV5A),
and we observed significant overlap between differentially
expressed genes in both experiments (Figs 5A and EV5B).
To determine whether this differential expression is due to a
transcriptional defect caused by CDK12 inhibition, we analyzed the
distribution of RNAPII, P-Ser2, and P-Ser5 ChIP-seq reads from
3 kb of the transcription start site (TSS) to +3 kb of the transcrip-
tion termination site (TTS). Genes were divided into three groups
according to their differential expression after CDK12 inhibition in
the nuclear RNA-seq data: up-regulated (log2 fold-change > 1,
P < 0.01), down-regulated (log2 fold-change < 1, P < 0.01), and
non-regulated (0.1 < log2 fold-change < 0.1, P > 0.01).
Metagene plots display the expected profile of RNAPII occu-
pancy for all three groups with a peak of paused RNAPII at the
promoter (Fig 5B). Strikingly, CDK12 inhibition reduced the rela-
tive RNAPII occupancy at the 30ends of down-regulated genes
(Fig 5B). More strongly down-regulated genes had tendency
toward a higher reduction in 30end occupancy (Appendix Fig S2).
Little or no occupancy difference was observed for non-regulated
and up-regulated genes, respectively (Fig 5B). This phenotype is
consistent with an RNAPII elongation/processivity defect at down-
regulated genes.
P-Ser5 signal peaked at promoters, consistent with a role in initi-
ating RNAPII [6], and we found that P-Ser5 occupancy was reduced
significantly at 30ends of down-regulated genes and a little at non-
regulated genes when CDK12 was inhibited (Fig EV5C). However,
P-Ser5 occupancy normalized to RNAPII showed no or very little
changes across the three groups of genes after CDK12 inhibition
(Appendix Fig S3), providing evidence that observed changes in P-
Ser5 signal are only due to changes in RNAPII occupancy.
In control cells, P-Ser2 occupancy was most pronounced on gene
bodies with highest enrichment at 30ends (Fig 5C), consistent with its
role in elongation and 30end processing [6,55,56]. Importantly, in
response to CDK12 inhibition, down-regulated genes showed a very
strong shift of P-Ser2 occupancy into the gene body and toward the
TSS (Fig 5C). The shift toward the gene body was most pronounced
in strongly down-regulated genes (Appendix Fig S4). To exclude that
the shift in P-Ser2 occupancy was only a consequence of the change
in overall RNAPII levels, we also normalized P-Ser2 occupancy pro-
files to RNAPII levels (Appendix Fig S5). This showed a small but
highly significant increase of normalized P-Ser2 occupancy in the
gene body and a reduction at gene 30ends for down-regulated genes
and to a lesser degree for non-regulated genes (Appendix Fig S5).
SPT6 binds RNAPII via the CTD linker and stimulates transcription
elongation [57–59]. To investigate whether SPT6 and RNAPII associa-
tion is dependent on CDK12 kinase activity and to correlate the
observed changes in RNAPII occupancies with occupancies of this
well-characterized elongation factor we performed SPT6 ChIP-seq
(n = 3 replicates, Fig EV5D). Metagene plots show the expected pro-
file of SPT6 binding with a peak at the promoter and an increase at
30ends of genes, which resembles RNAPII profiles (Fig EV5D). CDK12
inhibition reduced relative SPT6 occupancy at the 30ends of down-
regulated genes. Little or no occupancy difference was observed at
non-regulated and up-regulated genes, respectively (Fig EV5D).
However, SPT6 occupancy normalized to the RNAPII showed little
changes for all three gene groups (Appendix Fig S6), indicating that
SPT6 travels together with RNAPII on genes and SPT6-RNAPII associ-
ation is independent of CDK12 kinase activity. In agreement,
immunoprecipitation of SPT6 from cells showed no change in the
interaction with RNAPII when CDK12 was inhibited (Fig EV5E).
The genome-wide trends in RNAPII, P-Ser2, P-Ser5, and SPT6
occupancies in down-regulated genes were clearly visible at selected
CDK12-dependent genes (Fig 5D and E, and Appendix Fig S7A)
including DNA replication genes (Appendix Fig S7B and C). Here,
▸
Figure 5. Inhibition of CDK12 leads to diminished RNAPII processivity on down-regulated genes.
A Inhibition of CDK12 affects the expression of similar subsets of genes in nuclear and 30end RNA-seq data. The Venn diagrams represent the overlap between genes
significantly (P < 0.01) up- (log2 fold-change > 1) or down-regulated (log2 fold-change < 1) in nuclear and 30end RNA-seq data.
B, C Genes down-regulated in nuclear RNA-seq after CDK12 inhibition have diminished relative occupancy of RNAPII at their 30ends and higher relative occupancy of
P-Ser2 in their gene bodies. Metagene analyses of RNAPII (B) and P-Ser2 (C) ChIP-seq data (see Materials and Methods). Each transcript was divided into two parts
with fixed length (transcription start site (TSS) 3 kb to +1.5 kb and transcription termination site (TTS) 1.5 kb to +3 kb) and a central part with variable length
corresponding to the rest of gene body (shown in %). Each part was binned into a fixed number of bins (90/180/90), and average coverage for each bin was
calculated for each transcript in each sample. The curve for each transcript was normalized to a sum of one and then averaged first across genes and second
across samples. Dotted lines indicate TSS, 1,500 nucleotides downstream of TSS, and 1,500 nucleotides upstream of TTS and TTS. The color track at the bottom of
each subfigure indicates the significance of paired Wilcoxon tests comparing the normalized transcript coverages for each bin between untreated (CTRL) cells and
cells treated with 3-MB-PP1. P-values are adjusted for multiple testing with the Bonferroni method within each subfigure; color code: red = adjusted
P-value ≤ 1015, orange = adjusted P-value ≤ 1010, yellow = adjusted P-value ≤ 103.
D, E Examples of genes whose transcription processivity and expression is dependent on the CDK12 kinase activity. Nuclear RNA-seq data on the respective strand and
RNAPII, P-Ser2, P-Ser5, and SPT6 ChIP-seq data for MED13 (D), UBE3C (E) genes from cells either treated (red) or not (blue, CTRL) with 3-MB-PP1 were visualized
with Gviz. Read counts were normalized to the total number of mapped reads per sample and averaged between replicates. Blue and red boxes below the RNA-seq
data indicate the 90% distance (see Fig 7D and E and corresponding text) in control and CDK12-inhibited samples, respectively.
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the RNAPII, P-Ser2, P-Ser5, and SPT6 signals ended within the gene
body upon CDK12 inhibition rather than after the gene 30end. Strik-
ingly, nuclear RNA-seq showed that CDK12 inhibition also lead to
an earlier termination of transcription of these genes at roughly the
genomic location in the gene body where RNAPII occupancy was
lost and the broad 30end peak of P-Ser2 signal appeared upon
CDK12 inhibition. This suggests that the apparent down-regulation
of the corresponding genes in both the 30end and nuclear RNA-seq
data upon CDK12 inhibition actually represents a shortening of tran-
scripts as a consequence of an RNAPII processivity defect.
Transcript shortening upon inhibition of CDK12
As differential gene expression analysis is based on all reads
mapped to exonic regions of a gene, it cannot distinguish between
shortening of transcripts, resulting in fewer reads on only some
exons, from overall lower transcription levels, resulting in lower
levels on all exons.
To address this issue, we analyzed differential exon usage on the
nuclear RNA-seq data using DEXSeq, a method to identify relative
changes in exons usage [60]. CDK12 inhibition resulted in signifi-
cant down-regulation of at least one exon for 2,110 genes and signif-
icant up-regulation of at least one exon for 1,550 genes (0 > log2
fold-change > 0, P < 0.01). A comparison to differentially expressed
genes included in the differential exon usage analysis [2,089 down-
regulated, 1,822 up-regulated (0 > log2 fold-change > 0, P < 0.01)]
in nuclear RNA-seq showed an overlap of 924 genes (44% of down-
regulated genes) that were both significantly down-regulated in
expression and had significantly down-regulated exons (Fig 6A). In
contrast, only 123 up-regulated genes (7%) had at least one exon
significantly up-regulated. Furthermore, 1,156 genes had both up-
and down-regulated exons, i.e., 75% of genes with at least one up-
regulated exon and 55% of genes with at least one down-regulated
exon. This can be explained by a relative decrease in the use of
some exons resulting in a relative increase in the use of other exons
of the same gene. Notably, the majority of these genes (59%) were





Figure 6. CDK12 inhibition results in transcript shortening of a subset of
genes.
A Overlap between down-regulated genes and genes with differential exon
usage upon CDK12 inhibition. Venn diagram shows the overlap between
significantly differentially expressed genes (identified by DESeq2) and genes
with differential exon usage (identified by DEXSeq) in nuclear RNA-seq data
(0 > log2 fold-change > 0, P < 0.01, restricted to genes included in the
DEXSeq analysis).
B Differentially used exons are enriched at gene 30ends. Graph shows the
distribution of the relative genomic position of the exon on the gene
(relative exon position: 0 = at gene 50end, 1 = at gene 30end) of
differentially used exons (0 > log2 fold-change > 0, P < 0.01).
C For down-regulated genes with differentially used exons, exons close to the
5
0end and 30end tend to be up- and down-regulated, respectively. Box plots
show the log2 fold-change in exon usage after CDK12 inhibition
determined by DEXSeq. Exons were grouped into deciles according to their
relative exon position. n = 3 replicates. The boxes indicate the range
between the 25th and 75th percentile (=interquartile range (IQR)) around
the median (thick horizontal line) of the distribution. The whiskers (=short
horizontal lines at ends of dashed vertical line) extend to the data points at
most 1.5 × IQR from the box. Data points outside this range are shown as
circles.
12 of 29 EMBO reports e47592 | 2019 ª 2019 The Authors
EMBO reports Anil Paul Chirackal Manavalan et al
120
To investigate whether differential exon usage of genes reflects
shortening of transcripts, we determined the relative exon position of
differentially used exons within genes. We found that differentially
used exons are highly enriched at 30end of genes with a slight accu-
mulation also toward gene 50ends (Fig 6B). Moreover, the relative
position of either down- or up-regulated exons showed exclusive
accumulation at the gene 30end and 50end, respectively (Appendix Fig
S8A–C). Down-regulated genes with at least one significantly differen-
tially used exon (1,151 genes) showed a clear trend, with exons up-
regulated at the 50end and down-regulated at the 30end (Fig 6C). This
indicates that these genes are down-regulated because transcripts
tend to get shorter in the absence of CDK12 catalytic activity.
Notably, down-regulated genes without significantly differentially
used exons (45% of down-regulated genes) showed a similar but less
pronounced trend (Appendix Fig S8D). In summary, our findings
reveal that the observed down-regulation of genes upon CDK12 inhi-
bition generally results from transcript shortening.
When correlating differential exon usage to the ChIP-seq data,
we found that genes with down- or up-regulated exons (most of the
latter also had down-regulated exons) showed reduced RNAPII
occupancy at the 30end (Appendix Fig S8E) as well as a relative shift
of P-Ser2 normalized to RNAPII from the gene 30end into the gene
body (Appendix Fig S8F). Altogether, our results suggest that inhibi-
tion of CDK12 kinase activity causes a shift of P-Ser2 from gene
30ends to gene bodies and diminished RNAPII processivity, conse-
quently leading to shorter transcripts of CDK12-dependent genes.
Since P-Ser2 is important for recruitment of splicing factors to the
RNAPII CTD [2,61,62], we investigated whether significantly regu-
lated exons in genes not down-regulated might be reflective of alter-
ations in splicing rather than shortening of transcripts. However,
the distribution of exon usage changes relative to the position of the
exon again showed a trend similar to down-regulated genes with
a tendency for down-regulated exons near the gene 30ends
(Appendix Fig S8G). In this case, strong down-regulation of exons
was only observed very close to gene 30ends, suggesting that these
genes are only slightly affected by the RNAPII processivity defect
(Appendix Fig S8G).
CDK12 kinase activity is required for optimal transcription of
long, poly(A)-signal-rich genes
We previously showed that long-term depletion of CDK12 leads to
diminished expression of mostly longer genes [11]. To determine
whether short-term inhibition of CDK12 kinase predominantly
affects RNAPII processivity at longer genes, we sorted genes into
deciles based on their length and evaluated the fraction of exons
that are differentially used in each gene. We found that longer genes
tended to have a larger fraction of differentially used exons
(Fig 7A). Similar results were obtained when only the fractions of
down-regulated or up-regulated exons were plotted (Appendix Fig
S9A and B). This is consistent with the overlap between genes with
up- and down-regulated exons, and the scenario that relative down-
regulation of some exons leads to relative up-regulation of other
exons in the same gene. Accordingly, genes with at least one exon
down- or up-regulated tended to be longer than genes with no dif-
ferentially used exon, but there was no significant difference in gene
length between the two groups (Fig 7B). Down-regulated genes also
tended to be longer than non-regulated and up-regulated genes
(Fig 7C), consistent with the hypothesis that optimal RNAPII proces-
sivity and RNA expression in longer genes requires CDK12 catalytic
activity. This conclusion is also supported by metagene plots for
genes grouped according to gene length, which showed stronger
changes for longer genes in RNAPII, P-Ser2, and P-Ser5 ChIP-seq
occupancies after CDK12 inhibition (Appendix Figs S10–S12).
To verify that CDK12 catalytic activity controls the processivity
of RNAPII predominantly at long genes, we calculated the distance
◀
Figure 7. CDK12 kinase activity is required for optimal transcription of long, poly(A)-signal-rich genes.
A Longer genes tend to have a larger fraction of differentially used exons. Box plot shows the fraction of exons significantly differentially used for 9,026 expressed genes
grouped into deciles based on the genomic length (including exons and introns) of their longest transcripts. n = 3 replicates. See legend in Fig 6C for the boxplot
description.
B Genes with differentially used exons tend to be longer. Box plots show length of genes with no differentially used exons, or at least one exon differentially up-
regulated (DEXSeq log2 fold-change ≥ 0, P < 0.01) or down-regulated (log2 fold-change ≤ 0, P < 0.01). P-value from a two-sided Wilcoxon rank sum test comparing
median lengths between genes with either up- or down-regulated exons is indicated on top. n = 3 replicates. See legend in Fig 6C for the boxplot description.
C Down-regulated genes tend to be longer than not-regulated genes, while up-regulated genes show little difference. Box plots show length of genes with no
differential expression (0.1 < log2 fold-change < 0.1, P > 0.01), up-regulated (log2 fold-change ≥ 0, P < 0.01), or down-regulated (log2 fold-change ≤ 0, P < 0.01)
as determined by DESeq2. P-values from two-sided Wilcoxon rank sum tests comparing median lengths for up- and down-regulated genes, respectively, to non-
regulated genes are indicated on top. n = 3 replicates. See legend in Fig 6C for the boxplot description.
D RNAPII processivity is affected not close to but at some distance from the TSS after CDK12 inhibition. The graphs compare the relative distance from the TSS where
10, 50 and 90% of read coverage is identified (=x% distance) in control (x-axis) against CDK12-inhibited (y-axis) cells.
E Transcripts of longer genes are more often impacted by shortening and lose a larger proportion of their length in comparison with shorter genes. The plot shows on
the x-axis the relative change in the 90% distance (relative D90% distance = (90% distance in control  90% distance in CDK12 inhibited cells)/gene length) and on
the y-axis the percentage of genes showing a D90% distance equal or greater than the value on the x-axis. Positive and negative relative D90% distances on the
x-axis indicate a shortening or extension of transcripts, respectively, after CDK12 inhibition. Genes were divided into quintiles according to gene length, and curves for
quintiles are shown separately. Dotted and dashed horizontal lines indicate the percentage of genes in each quintile with a transcript shortening of at least 10 and
20%, respectively.
F Shortening of transcripts is evidenced by down-regulated poly(A) sites (PAS) in the 30end RNA-seq data and accompanied by up-regulated upstream PAS for the
majority of genes. The plot shows the fraction of genes with shortened (relative D90% distance ≥ 0.2), extended (absolute D90% distance < 50 bp), or unaffected
transcripts (|absolute D90% distance| ≤ 25 bp) with down-, up-, and non-regulated PAS according to the 30end RNA-seq data. For genes with shortened transcripts
and down-regulated PAS in a 30 UTR, the percentage of genes with upstream up-regulated PAS is indicated on the right. In case of multiple identified PAS, the order
of preference was as indicated in the legend from top to bottom.
G DNA replication and repair genes are longer than other protein-coding genes. Box plots show the length for the indicated groups of genes (according to GO
annotations). Median gene lengths for each GO category were compared against all other protein-coding genes using a one-sided Wilcoxon rank sum test (P-values
provided in figure, n.s.: P > 0.001). See legend in Fig 6C for the boxplot description.
▸
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to the TSS at which a certain percentage of read coverage (10, 50 or
90%) was observed for each gene in the nuclear RNA-seq data (de-
noted as the x% distance). When comparing control and inhibited
samples, we observed little difference for the 10% distance, indicat-
ing that CDK12 inhibition does not substantially affect transcription
close to the TSS (Fig 7D). In contrast, we observed a significant
reduction for the 50 and 90% distances, consistent with transcripts
getting shorter due to the processivity defect caused by CDK12 inhi-
bition (Fig 7D). To find out how many genes are affected by the
transcript shortening defect and to which degree transcripts were
shortened, we evaluated the percentage of genes with a certain
change in their 90% distance after CDK12 inhibition relative to their
length (denoted relative D90% distance, Fig 7E and Dataset EV3).
The 90% distance was used as proxy for transcripts ends as these
were mostly not clearly defined after CDK12 inhibition as the
RNA-seq signal tapered off over some range. Division of genes into
quintiles based on their length showed that the longest genes
(86–2,058 kb) are massively affected by transcripts shortening when
compared to short ones (1–23 kb; Fig 7E). For instance, almost
50% of the longest genes are shortened by at least 10%, while < 5%
of short genes are affected to this extent (Fig 7E). Notably, the
longest genes lose a higher proportion of their transcript length:
26% of these genes are shortened in transcription by at least 20%,
whereas such shortening occurs rather exceptionally (< 1%) in
shorter genes (Fig 7E). Metagene analyses of ChIP-seq data demon-
strated that genes with shortened transcripts (relative D90%
distance ≥ 0.2) have reduced RNAPII occupancies at their 30ends
and show a strong shift of the P-Ser2 signal to gene bodies
(Appendix Figs S13 and S14).
Next, we asked whether shortening of transcripts might also be
influenced by sequence-specific properties, in particular the presence
of canonical poly(A) signal sequences (AATAAA, ATTAAA). Since
gene length and the abundance of poly(A) signal sequences are
highly correlated (Spearman rank correlation q = 0.94, Appendix Fig
S15A), we grouped genes according to the number of canonical poly
(A) signals divided by gene length (denoted as poly(A) signal
content) and then evaluated changes in the 10, 50, or 90% distance
after CDK12 inhibition for each group (Appendix Fig S15B). Interest-
ingly, we observed a correlation to the poly(A) signal content for the
changes in the 90% distance, and to a lesser degree for changes in
the 50% distance, with genes with a higher poly(A) signal content
showing a stronger shortening of transcripts. This suggests that the
presence of poly(A) signals may contribute to the shortening of tran-
scripts and possibly explains why longer genes are more affected by
the processivity defect as they contain a larger number of poly(A)
signals. Since our 30end RNA-seq data provide information on
polyadenylated transcripts ends, we used these data to identify down-
regulated poly(A) sites (PAS) as well as upstream PAS with increased
usage after CDK12 inhibition (Fig 7F, see Materials and Methods).
For 60% of genes with shortened transcripts, we found at least one
down-regulated PAS in an annotated 30 UTR in the 30end RNA-seq
data. Furthermore, 55% of these genes exhibited at least one up-regu-
lated upstream PAS and 15% exhibited multiple up-regulated
upstream PAS. Notably, in the majority of cases these upstream PAS
were not found in annotated 30 UTRs but in other exons or introns.
Recently, it was reported that CDK12 suppresses intronic polyadeny-
lation sites [63]. While our data show up-regulation of intronic PAS,
considering the much larger number of potential intronic PAS
compared to exonic/UTR PAS, no particular enrichment of intronic
PAS was observed among upstream up-regulated PAS.
Considering the enrichment of DNA replication and repair genes
as well as cell cycle genes among CDK12-dependent genes, we
investigated whether genes in these groups tended to be longer than
other protein-coding genes and thus more affected by the processiv-
ity defect. We found that these groups of genes tended to be longer
than average protein-coding genes (Fig 7G), though the differences
in median gene length were small and statistically significant only
for DNA replication and DNA repair. Notably, however, down-regu-
lated genes in each group tended to be even longer, whereas the
remaining genes in each group tended to be closer to the median
gene length of the other protein-coding genes.
In summary, our results show that CDK12 catalytic activity is
essential for optimal RNAPII processivity at longer genes, including
many DNA replication and DNA repair genes.
CDK12 inhibition decreases transcription elongation rates in
bodies of genes with a RNAPII processivity defect
Since CDK12 is a regulator of transcription elongation [11,12,17], we
wanted to determine whether genes with a CDK12-dependent
processivity defect showed reduced elongation rates. To address this
question, we measured elongation rates by RT–qPCR as the onset of
a pre-mRNA expression “wave” at two different positions along the
gene determined by primers at corresponding intron–exon junctions
[64,65]. Initially, cells are treated with the pan-kinase inhibitor 5,6-
dichlorobenzimidazole 1-b-D-ribofuranoside (DRB) to switch off the
transcription cycle and synchronize RNAPII at gene promoters [64].
The inhibitor wash off releases RNAPII into gene bodies, and
pre-mRNA is synthetized at a relatively uniform elongation rate of
3–5 kb per minute along individual genes [64,66]. RNA samples are
taken every 3–8 min after the wash off, and the change in elongation
rate is determined by monitoring the onset of pre-mRNA synthesis at
specific locations in the gene defined by primer positions [64]. To
assess the role of CDK12 kinase activity on elongation rates, we
selected three CDK12-dependent (TOPBP1, MCM10, UBE3C) and two
CDK12-independent (ARID1A, SETD3) genes and compared their
pre-mRNA synthesis in AS CDK12 HCT116 cells either treated or not
with 3-MB-PP1 after the DRB wash off (see Fig 8A for the experi-
mental setup). For each gene, we designed two primer sets within its
gene body, one at its 50end and another close to its center. For the
CDK12-dependent genes, the second set of primers always preceded
the region where the loss/decrease of RNAPII processivity became
apparent in the RNAPII ChIP-seq and RNA-seq signals (Fig 5E, and
Appendix Fig S7B and C). DRB wash off in control samples resulted
in an onset of pre-mRNA synthesis at expected time points (based
on the location of primers) and was consistent with an expected
elongation rate between 3 and 5 kb per minute along the gene body
(Fig 8B). In CDK12-inhibited samples, we found a delay in the onset
of pre-mRNA synthesis in all the locations tested. Surprisingly,
synthesis of pre-mRNA of all investigated genes was already delayed
at 50ends by a similar time window of approximately 3–6 min
(Fig 8B, compare time of upswing of blue and brown curves). This
indicates that CDK12 kinase activity may play a role in an optimal
release of promoter-paused RNAPII on those genes. Importantly, in
the middle of gene bodies of the CDK12-independent genes the delay
in pre-mRNA synthesis was comparable to the one observed at their
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50ends (3–6 min), indicating that elongation rates do not change
considerably on their genes bodies. This was in a contrast to the
CDK12-dependent genes where the delay in pre-mRNA synthesis in
the middle of the genes was much longer (at least 9 min; Fig 8B,
compare time of upswing of black and red curves). This indicates
that RNAPII elongation slows down in bodies of these genes when
the CDK12 kinase is inhibited which likely contributes to or accom-
panies the observed RNAPII processivity defect.
Although these experiments were performed only on a limited
number of genes, they suggest that the CDK12-dependent RNAPII
processivity defect is accompanied by slower elongation rates at
gene bodies of the affected genes.
Discussion
Using rapid and specific inhibition of CDK12 kinase activity in AS
CDK12 cells, we uncovered a crucial role for CDK12 catalytic activ-
ity in G1/S progression. CDK12 activity is required for optimal
expression of core DNA replication genes and timely formation of
the pre-replication complex on chromatin. Our genome-wide studies
of total and modified RNAPII suggest that CDK12 kinase does not
globally control P-Ser2 levels on transcription units; however, it is
crucial for RNAPII processivity on a subset of long and poly(A)-
signal-rich genes, particularly those involved in DNA replication
and DNA damage response. We further demonstrate that CDK12-
dependent RNAPII processivity is a rate-limiting factor for optimal
G1/S progression and cellular proliferation.
The general requirement of CDK12 kinase activity for optimal G1/
S progression in human cells is corroborated by our finding that
CDK12 expression peaks in early G1 phase (Fig 2) resembling regula-
tion of classical cell cycle-related cyclins [39]. This could not be
accounted for by activation of the DNA damage checkpoint, as its
signaling occurs later than 24 h post-inhibition, after the cell cycle
defect. In parallel, CDK12 kinase activity directs transcription of
crucial HR repair genes including BRCA1, BRCA2, ATM, and Fanconi
anemia genes (Fig 8C) that are also essential for dealing with replica-
tion stress by protecting and/or restarting stalled replication forks
[67]. As deregulation of DNA replication and cell cycle progression
leads to replication stress and genome instability [39,68,69], these
findings combined with a well-established role of CDK12 in the HR
DNA repair pathway have important clinical implications, as
discussed below.
Recent findings show that many cancers with disrupted CDK12
catalytic activity have a unique, CDK12-inactivation-specific genome
instability phenotype: tandem duplications [29–33]. There are
several possible scenarios for their genesis; nevertheless, we favor
the concept that they arise due to disrupted expression of both core
DNA replication and HR genes upon inhibition of CDK12. This leads
to an onset of replication stress that as a consequence of inefficient
HR-mediated fork restart results in use of alternative repair mecha-
nism (Fig 8C). These defects thus correspond to the onset of HR-
independent genome instability resulting in the distinct tandem
duplication genome rearrangements pattern observed in tumors
with inactivated CDK12. They likely have catastrophic conse-
quences for cell survival, however in some cells are occasionally
compensated by a pro-growth event leading to tumorigenesis with
distinct tandem duplications (Fig 8C). The outcomes of early stages
of CDK12 inactivation were mimicked in AS CDK12 HCT116 cells
documenting a progressive accumulation of various chromosomal
defects over several rounds of replication accompanied by a gradual
decrease of cellular proliferation. Notably, the recently discovered
role of CDK12 in translation of many mRNAs that encode subunits
of mitotic and centromere complexes contributes to these defects
and adds yet another layer of complexity into the essential function
of CDK12 in the maintenance of genome stability [70].
During the course of our research, two studies suggested a
connection between CCNK/CDK12 and S phase cell cycle progres-
sion: CDK12 deficiency was found to be synthetically lethal in
combination with inhibition of S phase checkpoint kinase CHK1
[71], further supporting our findings as activation of the check-
point will give the cell time to repair DNA damage caused by repli-
cation stress. In another study, knockdown of CCNK was shown
to lead to G1/S cell cycle arrest [72]. The proposed mechanism
suggested interference with pre-replication complex assembly
caused by CDK12-mediated CCNE1 phosphorylation (directly or
indirectly) [72]. Our results demonstrate that CDK12 also functions
upstream of the pre-replication complex assembly, as CDK12 inhi-
bition (and also CCNK depletion, see Fig EV3F and G) in the same
cell line (HCT116) strongly down-regulate mRNA and protein
levels of pre-replication complex subunits, including CDC6, CDT1,
TOPBP1, and MTBP. It will be important to determine whether
CDK12 can directly phosphorylate CCNE1 and regulate CCNE1/
CDK2 activity in early stages of replication as suggested [72]. In
particular, alterations in CCNE1 also lead to the onset of a distinct
tandem duplication phenotype [32].
◀
Figure 8. CDK12 inhibition decreases transcription elongation rates in bodies of genes with RNAPII processivity defect.
A Experimental outline for measurement of transcription elongation rates. AS CDK12 HCT116 cells were treated with DRB for 3.5 h to synchronize RNAPII at gene
promoters. The cells were either pretreated (+) or not () with 3-MB-PP1 0.5 h prior DRB wash off. After DRB wash off (0 h), fresh medium either supplemented (+) or
not () with 3-MB-PP1 was added and samples were taken at indicated time points for analyses of pre-mRNA expression by RT–qPCR.
B Transcription elongation rate decreases in bodies of CDK12-dependent but not CDK12-independent genes after CDK12 inhibition. Graphs show relative levels of
pre-mRNAs of described genes in AS CDK12 HCT116 cells either treated with 3-MB-PP1 or not (CTRL) for indicated times after DRB wash off. Pre-mRNA levels were
normalized to the samples not treated with DRB (Unt) for which the value was set as 1. n = 3 independent experiments, error bars correspond to SEM. Positions of
primers (designed to span exon–intron junctions) and their distance from the transcription start site in kb are indicated in the gene structures shown above the
graphs.
C Proposed model. Schema shows groups of genes whose RNAPII processivity is particularly sensitive to CDK12 catalytic activity and cellular functions that are
especially dependent on optimal expression of these genes. The situation in cells with normal and aberrant CDK12 kinase activity is depicted. CDK12 (green oval)
phosphorylates (P) unknown substrate(s) (orange oval), possibly including the CTD (blue line), which results in optimal elongation and processivity (blue arrow) of
RNAPII (blue oval) for CDK12-sensitive genes. Full length, functional mRNAs are synthesized (upper panel). Inhibition of CDK12 leads to hyperphosphorylation
(capital P) of Ser2 (S2) in bodies of CDK12-sensitive genes, which is associated with slower elongation and premature termination. Shorter, aberrant mRNAs are made
(lower panel). mRNAs are depicted as black lines.
ª 2019 The Authors EMBO reports e47592 | 2019 17 of 29
Anil Paul Chirackal Manavalan et al EMBO reports
A.4 125
Mechanistically, CDK12 inhibition did not affect global transcrip-
tion and P-Ser2 levels, but led to a loss of RNAPII processivity
accompanied by transcript shortening of a subset of genes, consis-
tent with defective transcriptional elongation. Individual CDK12-
dependent genes showed a shift of P-Ser2 peaks toward gene 50ends
approximately to the positions where RNAPII occupancy and tran-
scription was lost, i.e., to new 30ends of shortened transcripts.
Notably, our findings resemble inhibition of CDK12 by very low
(50 nM) concentrations of THZ531, when only a subset of genes,
including DNA repair genes, was down-regulated without an appre-
ciable decrease of P-Ser2 levels [17]. In contrast, we did not find
wider transcriptional defects and parallel loss of Ser2-phosphory-
lated RNAPII as observed with higher (≥ 200 nM) THZ531 concen-
trations [17]. This difference might be potentially explained by a
residual kinase activity in the presence of competitive 3-MB-PP1 in
contrast to a complete kinase shut-off with higher concentrations of
covalent THZ531 or alternatively by off-target effects of higher
concentrations of THZ531.
Overall, our data indicate a role of human CDK12 that is different
from that of CDK12 homologs in Saccharomyces cerevisiae and
Drosophila, where the kinase is responsible for global P-Ser2 phos-
phorylation and regulation of elongation [12,73]. One possible
explanation might be the presence of CDK13 and BRD4, redundant
P-Ser2 kinases, in humans [12,20,74]. In Schizosaccharomyces
pombe, short (5 min) inhibition of AS Lsk1, a non-essential CDK12
homolog, decreased Ser2 phosphorylation, but had only a subtle
effect on RNAPII distribution and transcription [75]. Although we
cannot completely rule out that very short (in minutes) CDK12 inhi-
bition globally affects transcription in human cells, this seems unli-
kely, since bulk P-Ser2 and P-Ser5 levels in cells are either not
affected or only subtly (Figs 1D and EV1D) [48]. Notably, bulk
phosphorylation of Ser7, the modification implied in expression of
small nuclear RNAs (snRNAs) [76], was decreased after CDK12 inhi-
bition (Figs 1D and EV1D). In any case, our experiments using 4.5-h
inhibition identified the subset of genes whose transcription is
crucially dependent on CDK12 catalytic activity. Notably, we did not
find any evidence that inhibition of CDK12 affects alternative last
exon splicing, as observed in breast cancer cell lines upon CDK12
depletion [28]. Thus it seems likely that this function of CDK12 is
independent of its kinase activity.
Inspection of individual genes sensitive to CDK12 inhibition
revealed a relative accumulation of RNAPII hyperphosphorylated on
Ser2 on the gene body rather than at gene 30ends, predominantly at
a longer distance from the TSS together with a sudden loss of
RNAPII occupancy and transcription from a gene at approximately
the same position. Although we cannot determine the order and
consequence of events, we speculate that disrupted or slow elonga-
tion results in a compensatory increase of phosphorylation on Ser2
by an unknown kinase (in bulk, the time-dependent accumulation
of P-Ser2 and also, to some extent P-Ser5, is visible in Figs 1D and
EV1D). Alternatively, inactivation of a P-Ser2 phosphatase or its
disabled recruitment, perhaps via CDK12-mediated changes in Ser7
phosphorylation, could be involved. In either scenario, the aberrant
accumulation of P-Ser2 in gene bodies of long genes might represent
a signal for triggering premature termination or polyadenylation
(Fig 8C). We found that long genes, genes with higher numbers of
canonical poly(A) signals, and subsets of DNA replication and DNA
damage response genes are most reliant on CDK12 catalytic activity.
Although CDK12-dependent genes are on average longer than other
human genes, we believe that there must be yet another mechanis-
tic/signaling basis for their dependence on the kinase. Given the
catastrophic phenotypic effects of aberrant CDK12-mediated proces-
sivity, identification of the corresponding CDK12 substrate(s) will
be of high importance.
During revision of this study, it was revealed that inducible
depletion of full length CDK12 leads to enhanced usage of intronic
PAS resulting in down-regulation of a subset of genes, particularly
HR genes [63]. This was explained by a shortening of transcripts
due to a higher occurrence of intronic PAS in these genes and their
higher sensitivity to CDK12 loss. We also found that CDK12 inhibi-
tion results in transcript shortening for a subset of genes with a
higher frequency of poly(A) signals. Nevertheless, we did not
conclusively identify enriched intronic PAS usage compared to
exonic/UTR PAS in our datasets when CDK12 was inhibited
(Fig 7F). Perhaps mere inhibition of CDK12 by 3-MB-PP1 is not suf-
ficient to trigger preferential use of intronic PAS although slower
elongation and premature termination still occur on CDK12-sensi-
tive genes. Alternatively, some of the numerous experimental dif-
ferences between the studies can account for the difference.
We conclude that CDK12-dependent RNAPII processivity is a
rate-limiting factor for optimal transcription of DNA replication
genes and G1/S progression, which provides a novel link between
regulation of transcription, cell cycle progression, and genome
stability. Overall, our study has important implications for under-
standing the CDK12 cellular function, origins of CDK12-specific
genome instability phenotype, and in longer term for the develop-
ment of CDK12-specific cancer therapy.
Materials and Methods
Cell synchronization and cell cycle analysis
WT or AS CDK12 HCT116 cells were synchronized by serum starva-
tion (for G0/G1 block) and AS CDK12 HeLa cells by thymidine–noco-
dazole (for mitotic block). For serum starvation, cells were plated at
50–60% confluency onto 60-mm dishes containing starvation
medium (0.1% FBS containing DMEM) for 72 h and then released
into medium containing 15% FBS. For mitotic block, the cells were
plated at 60–70% confluency onto 60 mm dishes, and after incuba-
tion with 2 mM thymidine (Sigma, T1895) for 24 h, the cells were
washed twice with PBS and released into fresh media for 3 h. This
was followed by 100 ng/ml nocodazole (Sigma, M1404) block for
10 h. Then, the cells were washed twice with PBS and then released
into fresh media containing 10% FBS. Synchronously progressing
cells were collected at appropriate time points depending on the type
of experiment. During the time of release (0 h), cells were treated
with either DMSO (CTRL) or 5 lM ATP analog 3-MB-PP1 inhibitor
(Merck, 529582) for the indicated times. Cell cycle profile was
measured by flow cytometry based on the DNA content of cells using
propidium iodide (PI) (Sigma, P4170) staining. For the PI staining,
trypsinized cells were washed twice with PBS, fixed with ice-cold
70% (v/v) ethanol, and incubated at 20°C for 2 h. After washing
twice with ice-cold PBS, cells were resuspended in Vindal buffer
(10 mM Tris–Cl, pH = 8, 1 mM NaCl, and 0.1% Triton X-100)
containing freshly added PI (50 lg/ml) and RNase A (200 lg/ml;
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Qiagen, 19101) and incubated for 20 min at room temperature before
measurement by BD FACSVerse (BD Bioscience). Cell cycle distribu-
tion was analyzed by FLOWING version 2.1 software.
Rescue or washout assay
Serum-starved AS CDK12 HCT116 cells were released by serum
addition (with DMEM containing 15% FBS; 0 h) and treated with
5 lM 3-MB-PP1 for the indicated time points. Medium containing
inhibitor was subsequently removed, cells were washed carefully
three times with warm PBS, and fresh medium (DMEM containing
15% FBS) was added. Cells were collected at appropriate time point
for flow cytometry (0 and 15 h), immunoblotting (12 h), nuclear
fractionation (6 and 9 h), or RT–qPCR (7 h).
Nuclear fractionation
AS CDK12 HCT116 cells were seeded onto 150-mm dishes and
synchronized by serum starvation as described. After release into
15% fetal bovine serum (FBS) containing medium with either
DMSO (CTRL) or 5 lM 3-MB-PP1 dissolved in DMSO, the cells were
grown for various time points and then harvested. Cell pellets were
washed twice in PBS, and small aliquots were taken away for flow
cytometry analyses. Remaining cell pellets were quickly frozen in
dry ice and stored at 80°C. After collecting all the time points, the
samples were further processed together.
Briefly, each cell pellet was lysed in 500 ll of cytoplasmic lysis
buffer on ice for 5 min [10 mM Tris–Cl pH = 8.0, 0.32 M sucrose,
3 mM CaCl2, 2 mM MgCl2, 0.1 mM EDTA, 1 mM DTT, 0.5% Triton
X-100, and Protease inhibitor cocktail (Sigma, P8340)] and spin at
500 g/5 min/4°C. The supernatant containing cytoplasmic fraction
was discarded, and the pellets were washed once in 500 ll of the
cytoplasmic lysis buffer and once in 500 ll of the same buffer with-
out detergent to remove any residual cytoplasmic proteins. Remain-
ing nuclear extracts were resuspended in 80 ll of EDTA-EGTA
buffer [3 mM EDTA, 0.2 mM EGTA, 1 mM DTT, and Protease inhi-
bitor cocktail (Sigma, P8340)] and left on ice for 30 min, then spin
at 10,000 g/5 min/4°C, and supernatant was discarded. Remaining
pellets containing chromatin-bound proteins (insoluble nuclear frac-
tion) were washed once in 300 ll EDTA-EGTA buffer and after spin
at 1,700 g/10 min/4°C lysed in 40 ll of RIPA buffer [50 mM Tris–Cl
pH = 8, 5 mM EDTA, 150 mM NaCl, 1% NP-40, 0.5% sodium
deoxycholate, 0.1% SDS, 1 mM MgCl2, Protease inhibitor cocktail
(Sigma, P8340), and benzonase nuclease (Sigma, E1014)] for
30 min at 37°C. After addition of SDS sample buffer, the samples
were sonicated 10 × 3 s (amplitude 0.20) (QSonica Q55), spin at
13,000 g for 1 min, and boiled at 95°C for 3 min. Protein levels in
insoluble nuclear fractions were analyzed by Western blotting.
Cell lines and chemicals
HCT116 human colon carcinoma cells (ATCC) and HeLa human
cervical carcinoma cells (gift from Dr. A.L. Greenleaf, Duke Univer-
sity Medical Center, USA [48]) were maintained in Dulbecco’s modi-
fied Eagle’s medium (DMEM) containing high glucose
supplemented with L-glutamine, sodium pyruvate (Sigma, D6429),
and 5% FBS (Sigma, F7524) at 37°C and 5% CO2. All the chemicals
were purchased from Sigma, unless specified otherwise.
Generation of AS CDK12 HCT116 cells by genome editing
To create AS CDK12 HCT116 cell line, both alleles of CDK12 were
targeted using CRISPR/Cas9 system as previously described [48,77].
Guide RNA (20-nt) targeting exon 6 of CDK12 was designed with
appropriate PAM motif (50-NGG) as close to the F813 codon as
possible. Sequences of single-guide RNA (sgRNA) used were the
following: CDK12-sgRNA-1: ATA CTC AAA TAC AAG GTA AAA
GG; Cdk12-sgRNA-2: GGT CCA TAT ACT CAA ATA CAA GG. The
efficiency of gRNA/Cas9 targeting and activity was validated by
sequencing with the following primers: CKD12-Seq 1-fwd: TAG GAC
TTG AGG CAT TGT TAT TTC, CDK12-Seq 1-rev: TTA GAA CAC
TTA ATA TCC CGA TGA. HCT116 cells expressing Cas9 and CDK12
targeting sgRNA were transfected with a 166-nt-long homologous
repair template that introduced desired genome changes. The
homologous repair template contains: TTT to GGG mutation which
results in F813G, adjacent silent change (A to T) to generate a novel
BSII restriction site to facilitate downstream validation and a silent
mutation GTA to GTT to prevent alternative splicing. Following
selection, individual colonies were isolated by low density plating
and expanded, and PCR genotyped using specific forward PCR
primers for either WT (CDK12-PCR 1-WT-fwd: GGT GCC TTT TAC
CTT GTA TTT GA) or AS (CDK12-PCR 1-AS-fwd: GTG CCT TTT
ACC TTG TTG GGG AG) sequences and with the reverse primer
(CDK12-PCR 1-rev: GGA GCA GGT ATG TTT CTC CCA; Fig EV1B).
Positive clones were further validated by PCR of genomic DNA
using the following primers: CDK12-PCR 2-fwd (GCT CCG TTG TTT
ATT ATT AGG AAG G) and CDK12-PCR 2-rev (TCA CTA AAT AGT
GTG TGA ATA CTG C) followed by digestion using Bsll (Thermo
Fisher Scientific, FD1204) (Fig 1B). Digested products were sepa-
rated by agarose gel electrophoresis and the pattern of digestion
confirmed homozygous AS CDK12 clones. Initial PCR screening was
followed by Sanger sequencing with the following primers to con-
firm the presence of the desired mutation (Fig 1C): CDK12-PCR 3-
fwd: CCC CCA TGA AGA GGT GAG TAG and CDK12-PCR 3-rev:
GGA GCA GGT ATG TTT CTC CCA, and CDK12-Seq 2-fwd: GCT
CCG TTG TTT ATT ATT AGG AAG G and CDK12-Seq 2-rev: TCA
CTA AAT AGT GTG TGA ATA CTG C. Immunoprecipitation of
CDK12 followed by Western blotting with cyclin K (CCNK) from
both WT and AS CDK12 HCT116 cells was performed to check the
presence of intact CDK12/CCNK complex.
BrdU incorporation assay
To differentiate between replicating and non-replicating cells based
on the staining of newly synthesized DNA, BrdU (5-Bromo-20-deox-
yuridine) incorporation assay was performed as described in [78].
Briefly, BrdU (Sigma, B9205) was added to the cell culture medium
at a final concentration of 10 lM and incubated for 30 min. After
BrdU incorporation, cells were harvested and washed twice with
1% BSA/PBS before fixing in 70% (v/v) ethanol at 20°C for 2 h.
Ethanol fixed cells were denatured with 2 N HCl containing 0.5%
Triton X-100 for 30 min to yield single-stranded DNA molecules.
Cells were resuspended in 0.1 M Na2B4O7.10 H2O (pH = 8.5) to
neutralize acid before resuspending in 1% BSA/PBS/0.5% Tween-
20. Cells were then incubated with 0.5 lg anti-BrdU FITC (clone
B44, BD Bioscience, 347583) for 45 min, washed twice with 1%
BSA/PBS, and stained with propidium iodide (5 lg/ml) before
ª 2019 The Authors EMBO reports e47592 | 2019 19 of 29
Anil Paul Chirackal Manavalan et al EMBO reports
A.4 127
measurement by BD FACSVerse (BD Bioscience). Data were
analyzed by FlowJo version 10 software.
Immunoblotting
For the isolation of total cellular proteins, AS CDK12 HCT116 cells
(from either 100 mm or 150 mm dishes) were lysed in protein lysis
buffer [20 mM HEPES-KOH, pH = 7.9, 15% glycerol, 150 mM KCl,
1 mM EDTA, 0.2% NP-40 (Sigma, 18896), 1 mM DTT, 0.5% v/v
Protease inhibitor cocktail (Sigma, P8340)], sonicated, and centri-
fuged (10,000 g, 10 min, 4°C). Cellular protein concentrations were
quantified using the bicinchoninic acid (BCA) protein assay. Equal
amounts of proteins were loaded onto appropriate percentage of
either Tris-glycine or Tris-acetate gels, and proteins were resolved
by SDS–PAGE using appropriate running buffer under denaturing
conditions (120 V for 90 min). For immunoblotting, proteins were
electrophoretically transferred (100 V for 1 h) to 0.45-lm nitro
cellulose membranes (Sigma, GE10600008). After blocking either
with 5% nonfat dry milk or bovine serum albumin (BSA) in TBS-T
buffer for 90 min at room temperature, the membranes were probed
using antibodies raised against the indicated proteins overnight at
4°C (see the Table 1 for the complete list of antibodies used in this
study). Either FUS or ɑ-tubulin was used as loading controls.
Membranes were washed and subsequently incubated with appro-
priate HRP (horseradish peroxidase)-conjugated secondary antibody
(GE Healthcare, NA931V, NA934V or Santa Cruz, sc-2032) for 1 h at
room temperature. Immunoreactive bands were detected on either
Amersham Hyperfilm ECL or UltraCruz Autoradiography Film
(Santa Cruz, sc-201697) using enhanced chemiluminescence reagent
(Western Blotting Luminol Reagent, Santa Cruz, sc-2048).
Immunoprecipitation
WT or AS CDK12 HCT116 cells (150 mm dish per IP) were
harvested in ice-cold PBS, lysed in protein lysis buffer [20 mM
HEPES-KOH, pH 7.9, 15% glycerol, 150 mM KCl, 1 mM EDTA,
0.2% NP-40 (Sigma, 18896), 1 mM DTT, 0.5% v/v protease inhi-
bitor cocktail (Sigma, P8340)], sonicated, and cleared by centrifuga-
tion (10,000 g, 10 min, 4°C). Cellular protein concentrations were
quantified using the bicinchoninic acid (BCA) protein assay. For
CDK12 IP, lysate was incubated with 2 lg of anti-CDK12 antibody
(Santa cruz, sc-81834) for 2 h at 4°C, followed by incubation with
pre-washed protein G sepharose beads (GE Healthcare, 17-0618-01;
20 ll per IP) for another 2 h at 4°C. Immunoprecipitates were
washed three times with 1 ml protein lysis buffer, eluted from the
beads with 40 ll 3× Laemmli sample buffer, and then boiled for
4 min at 95°C. SDS–PAGE resolved immunoprecipitated proteins,
followed by Western blotting, and probed for indicated proteins.
SPT6 immunoprecipitation
AS CDK12 HCT116 cells (150 mm dish per IP) were treated for 4 h
with either DMSO (CTRL) or 5 lM 3-MB-PP1 dissolved in DMSO.
Cells were harvested in ice-cold PBS, and pellets were equalized in
size, lysed in protein lysis buffer [20 mM HEPES-KOH, pH 7.4,
100 mM KCl, 0.5% Triton X-100 (Sigma, 18896), 1 mM DTT,
protease inhibitor cocktail (Sigma, P8340)], sonicated, and centri-
fuged (10,000 g, 10 min, 4°C). 20 ll of protein G Dynabeads
(Thermo Fisher Scientific, 10009D) per IP was washed three times
in protein lysis buffer and incubated 4 h at 4°C with 1 lg of anti-
SPT6 antibody (Novus, NB100-2582) per IP or without antibody as
a control. Beads were washed three times with 1 ml of protein lysis
buffer and incubated with lysates overnight at 4°C. Immunoprecipi-
tates were washed three times with 1 ml of protein lysis buffer;
30 ll of 3× Laemmli buffer was added and then boiled for 3 min at
95°C. The immunoprecipitates were resolved by SDS–PAGE, and
Western blots were probed with SPT6 and RNAPII antibodies.
Chromosomal aberration assay by metaphase spreads
Chromosomal aberration assay was performed as described previ-
ously [79] with AS CDK12 HCT116 cells treated with and without
5 lM 3-MB-PP1 for 24 and 48 h, and with 4 mM hydroxyurea
(Sigma, H8627) for 5 h as a positive control. Briefly, at the end of
the treatment the cells (from 25-cm2 flasks) were incubated with
0.1 lg/ml KaryoMax colcemid (Thermo fisher Scientific, 15212012)
for 90 min to arrest the cells in metaphase and allow chromosome
spreading. Cells were swollen by treatment with hypertonic KCL
(0.075 M) for 12 min at 37°C and fixed with methanol: glacial acetic
acid (3:1). Cells were carefully dropped onto a microscopic slide,
stained with 5% Giemsa, and air-dried. Slides were mounted with
Richard-Allan Scientific Cytoseal 60 (Thermo Fisher Scientific, 8310-
16) and analyzed with an Olympus BX60 microscope at 1,000×
magnification.
siRNA-mediated knockdown
AS CDK12 HCT116 cells were plated at 30% confluency 7–11 h
before transfection. siRNA was transfected at a final concentration of
10 nM using Lipofectamine RNAiMax (Thermo Fisher Scientific,
13778-150) according to the manufacturer’s instruction. Briefly, to
transfect one well in 6-well plate we mixed together 2.5 ll of siRNA
(10 lM stock solution) diluted in 250 ll of Opti-MEM (Thermo Fisher
Scientific, 31985-070) with 5 ll of Lipofectamine diluted in 250 ll of
Opti-MEM. After 15 min, the mixture was added dropwise into the
cultured cells containing 2.5 ml of media. If larger plates were used
for transfections, the amount of reagents was scaled up proportion-
ally. Control samples were transfected with non-targeting control
siRNA-A (Santa Cruz, sc-37007). The levels of proteins after deple-
tion were analyzed by Western blotting with appropriate antibodies.
The list of siRNAs used in this study is specified in the Table 2.
Reverse transcription qPCR
Total RNA was isolated by TRIzol reagent (Thermo Fisher Scientific,
15596026) according to the manufacturer’s protocol. 1 lg of total
RNA was treated with 1 ll of DNase (Sigma, AMPD1) and reverse
transcribed using 200 U SuperScript II RT (Thermo Fisher Scientific,
18064-014) with random hexamers (IDT, 51-01-18-01). Quantitative
gene expression analysis was performed on AriaMx Real-Time PCR
System (Agilent) using SYBR Green. In general, each reaction (final
volume 11 ll) contained 5.5 ll SYBR Green JumpStart Taq
ReadyMix (Sigma, S4438), 200 nM of each primer (primer
sequences used in this study are specified in the Table 3), 0.28 ll
H20, and 5 ll diluted cDNA template, with the following PCR
cycling conditions: 95°C for 2 min followed by 45 cycles of
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denaturation at 95°C for 15 s, annealing at 55°C for 30 s, and exten-
sion at 72°C for 30 s. All reactions were performed in triplicates for
each biological replicate, and melting curve analyses were routinely
performed to monitor the specificity of the PCR product. The
relative gene expression was determined using comparative CT
method (2DDCT method) with either HPRT1 or B2M as normalizer.
Analysis of mRNA stability
To assess relative stability of select DNA damage and
replication transcripts, AS CDK12 HCT116 cells were treated with
1 lg/ml actinomycin D (Sigma, A9415) to block transcription in
the presence or absence of 5 lM 3-MB-PP1. Cells were harvested
at various time points (0 to 5 h) after actinomycin D treatment
Table 1. Antibodies used for ChIP, IP, and Western blotting.
Target protein Clone Cat. no. ChIP IP WB Source/Reference
CCNK G-11 sc-376371 – 3 lg 1:500 Santa Cruz
CDC6 180.2 sc-9964 – – 1:200 Santa Cruz
MTBP B-5 sc-137201 – – 1:600 Santa Cruz
CDT1 F-6 sc-365305 – – 1:300 Santa Cruz
FUS 4H11 sc-47711 – – 1:10,000 Santa Cruz
Histone 2A (H2A) ab18255 – – 1:10,000 Abcam
ORC6 3A4 sc-32735 – – 1:3,000 Santa Cruz
E2F1 A300-766A 5 lg – – Bethyl
E2F3 PG30 sc-56665 5 lg – – Santa Cruz
CDK12 U1-4th immune – – – 1:3,000 In-house made
CDK12 R-12 sc-81834 – 2 lg 1:500 Santa Cruz
Cyclin A2 4656 – – 1:1,000 Cell Signaling
Cyclin E2 4132 – – 1:1,000 Cell Signaling
Cyclin E1 4129 – – 1:1,000 Cell Signaling
RNAPII N-20 sc-899x 2 lg – 1:1,000 Santa Cruz
Phospho-RNAPII (Ser2) 3E10 61083 3 lg – 1:6,000 Active Motif
Phospho-RNAPII (Ser5) 3E8 61085 3 lg – 1:8,000 Active Motif
a-Tubulin B-7 sc-5286 – – 1:200 Santa Cruz
ATM 2873 – – 1:300 Cell Signaling
Phospho-ATM (Ser1981) EP1890Y ab81292 – – 1:1,000 Abcam
p53 D0-1 – – – 1:10 In-house made
Phospho-p53 (Ser15) 9284 – – 1:800 Cell Signaling
TOPBP1 B-7 sc-271043 – – 1:250 Santa Cruz
CDC7 SPM171 sc-56275 – – 1:600 Santa Cruz
ORC2 3G6 sc-32734 – – 1:1,500 Santa Cruz
ORC3 1D6 sc-23888 – – 1:1,500 Santa Cruz
GINS4 (SLD5) D-7 sc-398784 – – 1:400 Santa Cruz
MCM3 E-8 sc-390480 – – 1:200 Santa Cruz
CDK13 N-term. – – – 1:3,000 In-house made
SPT6 NB100-2582 3.5 lg 1 lg 1:4,000 Novus Biologicals
RNAPII NBP2-32080 1:2,000 Novus Biologicals
Phospho-RNAPII (Ser7) 4E12 – – 1:1,000 Chromotek
RNAPII (Rpb7) C-20 sc-398213 – – 1:100 Santa Cruz
Sheep anti-mouse IgG-HRP NA931V – – 1:3,000 GE Healthcare Life Sciences
Donkey anti-rabbit IgG-HRP NA934V – – 1:3,000 GE Healthcare Life Sciences
Goat anti-rat IgG-HRP sc-2032 – – 1:3,000 Santa Cruz
Table 2. siRNAs used in this study.
Gene Cat. no. Source
siCTRL A sc-37007 Santa Cruz
siCCNK sc-37600 Santa Cruz
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Table 3. Primers used in this study.
Name Sequence (5′–3′) Method used Reference
CCNK (ex8-ex10) F AACAGCCCAAGAAACCCTC RT–qPCR This study
CCNK (ex8-ex10) R CAACGGTGGATGAGTGGTC RT–qPCR This study
MTBP (ex10-ex11) F GGATTGACAAACAGTACCAAACAG RT–qPCR This study
MTBP (ex10-ex11) R GTTGGGAGGTGGAATCAGTATG RT–qPCR This study
CCNE2 (ex3-ex4-ex5) F AAGAGGAAAACTACCCAGGATG RT–qPCR This study
CCNE2 (ex3-ex4-ex5) R ATAATGCAAGGACTGATCCCC RT–qPCR This study
CDC6 (+1,860) F AGAACATGCTCTGAAAGATAAAGC RT–qPCR This study
CDC6 (+1,922) F GGTGTAAGAGAAGAATTTAAGGCAA RT–qPCR This study
TOPBP1 (ex24-ex25) F GCTTCATCGCTCCTACCTTG RT–qPCR This study
TOPBP1 (ex24-ex25) R AGTGCTAGTCTTCGTTGCTG RT–qPCR This study
MCM10 (ex18-ex19-ex20) F ACTCCCGAACAAGCACTG RT–qPCR This study
MCM10 (ex18-ex19-ex20) R GTCTTTTCCTTTAGCATTCCGTC RT–qPCR This study
ORC2 (ex10-ex11-ex12) F GAGAGCTAAACTGGATCAGCA RT–qPCR This study
ORC2 (ex10-ex11-ex12) R GCACAATGTTGAACCCAAGG RT–qPCR This study
CDT1 (ex9-ex10) F AGCGTCTTTGTGTCCGAAC RT–qPCR This study
CDT1 (ex9-ex10) R AGGTGCTTCTCCATTTCCC RT–qPCR This study
ORC3 (ex4-ex5) F GGGCGGTCAAATAAAACTCAG RT–qPCR This study
ORC3 (ex4-ex5) F GCCTCTGTTAGACTTCCGAATG RT–qPCR This study
C-MYC (+1,855) F CAC AAA CTT GAA CAG CTA CGG RT–qPCR This study
C-MYC (+1,941) R GGT GAT TGC TCA GGA CAT TTC RT–qPCR This study
BRCA1 (+5,718) F AGATGTGTGAGGCACCTGT RT–qPCR This study
BRCA1 (+5,777) R GTCCAGCTCCTGGCACT RT–qPCR This study
BRCA2 (ex18-ex19) F TTCATGGAGCAGAACTGGTG RT–qPCR This study
BRCA2 (ex18-ex19) R AGGAAAAGGTCTAGGGTCAGG RT–qPCR This study
FANCI (ex7-ex8) F TGTAATCCAACTCACCTCCATG RT–qPCR This study
FANCI (ex7-ex8) R GAGAACCAGAAGCTGATAGACC RT–qPCR This study
ATR (ex34-ex35) F CGCTGAACTGTACGTGGAAA RT–qPCR This study
ATR (ex34-ex35) R CAATAAGTGCCTGGTGAACATC RT–qPCR This study
Exo1 (+799) F CCTCGTGGCTCCCTATGAAG RT–qPCR This study
Exo1 (+872) R AGGAGATCCGAGTCCTCTGTAA RT–qPCR This study
CDK6 (ex2/ex3) F TGGAGACCTTCGAGCACC RT–qPCR This study
CDK6 (ex2/ex3) R CACTCCAGGCTCTGGAACTT RT–qPCR This study
CCND3 (ex2/ex3) F TACACCGACCACGCTGTCT RT–qPCR This study
CCND3 (ex2/ex3) R GAAGGCCAGGAAATCATGTG RT–qPCR This study
CDKN1B (ex1/ex2) F CGGCTAACTCTGAGGACAC RT–qPCR This study
CDKN1B (ex1/ex2) R TGTTCTGTTGGCTCTTTTGT RT–qPCR This study
CDKN2A (ex2/ex3) F GAAGGTCCCTCAGACATCCCC RT–qPCR This study
CDKN2A (ex2/ex3) R CCCTGTAGGACCTTCGGTGAC RT–qPCR This study
E2F1 (ex5/ex6) F CAGAGCAGATGGTTATGGTG RT–qPCR This study
E2F1 (ex5/ex6) R GGCACAGGAAAACATCGATC RT–qPCR This study
HPRT1 (ex5/ex6) F ACACTGGCAAAACAATGCAG RT–qPCR This study
HPRT1 (ex5/ex6) R ACTTCGTGGGGTCCTTTTC RT–qPCR This study
B2M (ex1/ex2) F GCATTCCTGAAGCTGACAG RT–qPCR This study
B2M (ex1/ex2) R GCTGGATGACGTGAGTAAAC RT–qPCR This study
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Table 3 (continued)
Name Sequence (5′–3′) Method used Reference
GAPDH (ex1/ex3) F GCTCTCTGCTCCTCCTGTTC RT–qPCR This study
GAPDH (ex1/ex3) R ACGACCAAATCCGTTGACTC RT–qPCR This study
CDC6 (PR) F GGCTGTAACTCTTCCACTGGATTG ChIP-qPCR This study
CDC6 (PR) R CCCGGCCTCGATTCTGATT ChIP-qPCR This study
CDC6 (IR) F AGGTTCCAATATGCATGCTAAGTA ChIP-qPCR This study
CDC6 (IR) R GCCCTTAATAACCTGAAATGGTAATG ChIP-qPCR This study
CCNE2 (PR) F CTACGCGCAGCAACTCCT ChIP-qPCR This study
CCNE2 (PR) R CTGTCCGGAGGTGTCAGTCT ChIP-qPCR This study
CCNE2 (IR) F GACTCCATGACTTCATCCTC ChIP-qPCR This study
CCNE2 (IR) R TGTGACCAGCTGTGATTC ChIP-qPCR This study
BRCA1 (PR) F TATTCTGAGAGGCTGCTGCTTAGCG ChIP-qPCR [11]
BRCA1 (PR) R GGGCCCAGTTATCTGAGAAACCC ChIP-qPCR [11]
BRCA1 (IR) F CCA AAG CCA CCT TTC TGT TCC CAT ChIP-qPCR [11]
BRCA1 (IR) R TCC TGT AAG ACC CTT TGC CTG ACA ChIP-qPCR [11]
TOPBP1 (PR) F GCTCCAACGAGGTAAGTGAG ChIP-qPCR This study
TOPBP1 (PR) R GAAGGCCACAGAAGGCAT ChIP-qPCR This study
TOPBP1 (IR) F CTGGCTCCACATCTCTTCTTC ChIP-qPCR This study
TOPBP1 (IR) R TGGCTCTGCTTAATGCTACTAC ChIP-qPCR This study
MCM10 (PR) F GGCGCCAGACACTCTATTT ChIP-qPCR This study
MCM10 (PR) R GTCATTGGACGCCCTCTTT ChIP-qPCR This study
MCM10 (IR) F CGTGCCTTTCTTAATCAGCATC ChIP-qPCR This study
MCM10 (IR) R GTGCACTGAAGTAGGAGACATAG ChIP-qPCR This study
CDC45 (PR) F TGAATGGCAGAGCGCTAAT ChIP-qPCR This study
CDC45 (PR) R CCAGGGATCACCAACCAATAG ChIP-qPCR This study
CDC45 (IR) F ACTCTGAGCCTGCATTCTTG ChIP-qPCR This study
CDC45 (IR) R AGAAATGTCTGGGCCACATC ChIP-qPCR This study
RRM2 (PR) F GGCATGGCACAGCCAAT ChIP-qPCR This study
RRM2 (PR) R CTCACTCCAGCAGCCTTTAAATC ChIP-qPCR This study
RRM2 (IR) F GGTGGGTGAACACTAGGAATC ChIP-qPCR This study
RRM2 (IR) R AAGGTCGCACAGCACAA ChIP-qPCR This study
TOPBP1_9 kb_F GCATTTCAAGCACCTGAAGATTTA RT–qPCR This study
TOPBP1_9 kb_R AGTCAGGCTAGGAAATGCTAATG RT–qPCR This study
TOPBP1_33 kb_F CCCATCTTGCTTCTCTCTCTCT RT–qPCR This study
TOPBP1_33 kb_R GGCTGCAAGTGCATCCTATAC RT–qPCR This study
MCM10_10 kb_F AAATAGGGTCCTCCCTGCTC RT–qPCR This study
MCM10_10 kb_R GGTGGTCTTCATCCAACTTATCC RT–qPCR This study
MCM10_27 kb_F GTGTCTGCTCACTGCTGTTT RT–qPCR This study
MCM10_27 kb_R TCTTGTACTGAGCCTGGACAT RT–qPCR This study
UBE3C_24 kb_F TTTCTCTGTTTGGGTGTAGGAG RT–qPCR This study
UBE3C_24 kb_R ACCTCTCTCTTTCTTCTTTCTTCC RT–qPCR This study
UBE3C_63 kb_F CACGGATGATCACAGGGTATG RT–qPCR This study
UBE3C_63 kb_R AGCCCAGTATAAACAGGACTTAAA RT–qPCR This study
SETD3_17 kb_F CAAATCCTCTTTCTTGTGCAGAC RT–qPCR This study
SETD3_17 kb_R CGGACTGCTGCATTCTGTAA RT–qPCR This study
SETD3_67 kb_F GCTTCATTTGGCTCTTGTTAGG RT–qPCR This study
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by addition of TRIzol reagent. RNA was extracted and relative
mRNA levels were analyzed by reverse transcription qPCR
(RT–qPCR) as described above, with HPRT1 as normalization
control. Primers spanning exon-exon boundaries were used
to assess the percentage of remaining mRNA present after
the inhibition of transcription. The list of primer is in the
Table 3.
Analysis of elongation rate
Elongation rate experiments on select genes were carried out as
described [64]. Briefly, AS CDK12 HCT116 cells were grown over-
night on 60-mm dishes to 70–80% confluency and treated with
100 lM DRB (Sigma, D1916) for 3.5 h to synchronize the transcrip-
tion cycle at the promoter-proximal paused stage. Thirty minutes
before DRB removal, the cells were pretreated with either 5 lM 3-
MB-PP1 or DMSO (CTRL). After DRB removal, the cells were
washed twice with PBS and released into fresh medium containing
either 5 lM 3-MB-PP1 or DMSO (CTRL) for transcription restart.
The cells were then directly lysed in TRIzol reagent at appropriate
time points. 2 lg of total RNA was treated with DNase and reverse
transcribed using 200 U SuperScript II RT with random hexamers.
Pre-mRNA levels were measured by quantitative RT–qPCR using
SYBR Green on AriaMx Real-Time PCR System, as described above.
The relative pre-mRNA expression was determined using compara-
tive CT method (2
DDCT method) with HPRT1 as normalizer. Primers
spanning exon–intron junctions of select genes were designed using
the IDT software PrimerQuest (IDT). The list of primers is in the
Table 3.
3
0end (PolyA-selected) RNA sequencing
AS CDK12 HCT116 cells were plated on to 60-mm dishes and
synchronized by serum starvation as described. At the time of
release (0 h) into DMEM containing 15% FBS, cells were treated
either with DMSO (CTRL) or 5 lM 3-MB-PP1 for 5 h. Total RNA
was isolated from three biological replicates by TRIzol reagent
(Thermo Fisher Scientific, 15596026) and purified by RNA QiAamp
Spin Column (QIAGEN, 52304), according to the manufacturer’s
guidelines. RNA quality was assessed by TapeStation 2200 (Agilent
Technologies), and only samples with a RIN values ≥ 9 were used
for library preparation. PolyA-selected libraries were made from
200 ng of total RNA input using QuantSeq 30mRNA-Seq Library Prep
Kit FWD for Illumina (Lexogen, 015.24) and external multiplexing
barcodes for Illumina (i7 index primers 7001-7096; Lexogen,
044.96) with 12× PCR cycles for library amplification, according to
manufacturer’s instructions. The fragment size and quality of the
libraries were assessed by fragment analyzer (Advanced Analytical
Technologies) and sequenced with 50 bp single-end reads on a
single lane of an Illumina HiSeq 2500 (VBCF Vienna).
Nuclear total RNA-seq
AS CDK12 HCT116 cells were plated onto 150-mm dishes and
synchronized by serum starvation for 72 h. Cells were released by
adding 15% FBS containing medium with either DMSO (CTRL) or
5 lM 3-MB-PP1 diluted in DMSO. The cells were washed twice with
ice-cold PBS 4.5 h after the release, scraped, pelleted at 500 g for
3 min, and lysed in 150 ll of cytoplasmic lysis buffer [10 mM Tris–
Cl pH 8, 0.32 M sucrose, 3 mM CaCl2, 2 mM MgCl2, 0.1 mM EDTA,
1 mM DTT, 0.5% Triton X-100, 40 U/ml RNase inhibitor (Roche,
3335402001), and Protease inhibitor cocktail (Sigma, P8340)] for
5 min. Cytoplasmic RNA present in the supernatant was removed
by centrifugation (500 g for 3 min). Nuclear pellet was washed with
90 ll of cytoplasmic lysis buffer, and supernatant was completely
removed after centrifugation (500 g for 3 min). Nuclear RNA was
isolated from the remaining nuclear pellet using Tri-Reagent (MRC,
#TR118). 1 lg of RNA was treated with 1 ll of DNase (Sigma,
Table 3 (continued)
Name Sequence (5′–3′) Method used Reference
SETD3_67 kb_R TGAGGATGGGTCTGGGAA RT–qPCR This study
ARID1A_33 kb_F GGTTATATATTCAGTGGCCAGAGG RT–qPCR This study
ARID1A_33 kb_R CATTGGACTGGATGGCTACAA RT–qPCR This study
ARID1A_77 kb_F CCTGGGTCAAAGGGTAGATTA RT–qPCR This study
ARID1A_77 kb_R CTGAGGACATGAAGGGATCA RT–qPCR This study
CDK12-PCR 1-WT-fwd GGT GCC TTT TAC CTT GTA TTT GA PCR This study
CDK12-PCR 1-AS-fwd GTG CCT TTT ACC TTG TTG GGG AG PCR This study
CDK12-PCR 1-rev GGA GCA GGT ATG TTT CTC CCA PCR This study
CDK12-PCR 2-fwd GCT CCG TTG TTT ATT ATT AGG AAG G PCR This study
CDK12-PCR 2-rev TCA CTA AAT AGT GTG TGA ATA CTG C PCR This study
CDK12-PCR 3-fwd CCC CCA TGA AGA GGT GAG TAG PCR This study
CDK12-PCR 3-rev GGA GCA GGT ATG TTT CTC CCA PCR This study
CDK12-Seq 1-fwd TAG GAC TTG AGG CAT TGT TAT TTC Sequencing This study
CDK12-Seq 1-rev TTA GAA CAC TTA ATA TCC CGA TGA Sequencing This study
CDK12-Seq 2-fwd GCT CCG TTG TTT ATT ATT AGG AAG G Sequencing This study
CDK12-Seq 2-rev TCA CTA AAT AGT GTG TGA ATA CTG C Sequencing This study
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AMPD1). 250 ng of nuclear RNA was used for library preparation
after removing ribosomal RNA with NEBNext rRNA Depletion Kit
(NEB, E6310S). Sequencing libraries were prepared using the
NEBNext Ultra II Directional RNA Library Prep Kit for Illumina
(NEB, E7760) and NEBNext Multiplex Oligos for Illumina (NEB,
E7500S and E7335S) and sequenced with 50 bp at single-end reads
on Illumina HiSeq 2500 (VBCF Vienna, Austria).
Chromatin immunoprecipitation (ChIP-qPCR)
ChIP was performed with antibodies indicated in the Table 1. Briefly,
20 ll of protein G Dynabeads (Thermo Fisher Scientific, 10009D) per
one immunoprecipitation was washed three times with RIPA buffer
(50 mM Tris–Cl, pH 8, 150 mM NaCl, 5 mM EDTA, 1% NP-40, 0.5%
sodium deoxycholate, 0.1% SDS, supplemented with protease inhibi-
tors, Sigma, P8340), and pre-blocked with 0.2 mg/ml BSA (Thermo
Fisher Scientific, AM2616) and 0.2 mg/ml salmon sperm DNA
(Thermo Fisher Scientific, 15632-011) for 4 h. After pre-blocking, the
beads were washed three times with RIPA buffer followed by the incu-
bation with specific antibody for at least 4 h at 4°C.
AS CDK12 HCT116 cells were plated onto 150-mm dishes and
synchronized by serum starvation as described. The cells were
released and incubated with 15% FBS containing medium supple-
mented with either DMSO or 5 lM 3-MB-PP1 inhibitor diluted in
DMSO for 4.5 h. Cells were crosslinked with 1% formaldehyde for
10 min; reaction was quenched with glycine (final concentration
125 mM) for 5 min. Cells were washed twice with ice-cold PBS,
scraped, and pelleted. Each 20-ll packed cell pellet was lysed in
600 ll of RIPA buffer and sonicated 20 × 7s (amplitude 0.85) using
5/64 probe (QSonica Q55A). Clarified extracts (13,000 g for 10 min)
were precleared with protein G Dynabeads (Thermo Fisher Scien-
tific, 10009D) rotating for 2–4 h at 4°C and then incubated overnight
with antibody pre-bound to the protein G Dynabeads. We used 1 ml
of clarified extract to immunoprecipitate E2F1 or E2F3 proteins. 5%
of clarified extract was saved and used as input DNA. Next, day
beads were washed sequentially with low salt buffer (20 mM Tris–
Cl, pH 8, 150 mM NaCl, 2 mM EDTA, 1% Triton X-100, 0.1% SDS),
high salt buffer (20 mM Tris–Cl, pH 8, 500 mM NaCl, 2 mM EDTA,
1% Triton X-100, 0.1% SDS), LiCl buffer (20 mM Tris–Cl, pH 8,
250 mM LiCl, 2 mM EDTA, 1% NP-40, 1% sodium deoxycholate),
and twice with TE buffer (10 mM Tris–Cl, pH 8, 1 mM EDTA).
Bound complexes were eluted with 500 ll of elution buffer (1%
SDS and 0.1 M NaHCO3). To reverse formaldehyde crosslinks, both
immunoprecipitated and input DNA were incubated at 65°C for at
least 4 h with NaCl at final concentration 0.2 M and subsequently
treated with proteinase K at 42°C for 2 h (10 lg/ml, Sigma P5568)
with 2 ll of GlycoBlue added (Thermo Fisher Scientific, AM9516).
After phenol:chloroform extraction (Sigma, P3803), both immuno-
precipitated DNA and input DNAs were dissolved in 200 ll water
and 5 ll of DNA served as template for each qPCR reaction. Enrich-
ment of specific gene sequences was measured by qPCR (Agilent
AriaMx Real-time PCR System) using SYBR Green JumpStart
TaqReadyMix (Sigma, S4438) with following parameters: 95°C for
2 min followed by 45 cycles of denaturation at 95°C for 15 s,
annealing at 55°C for 30 s, and extension at 72°C for 30 s. ChIP
enrichment of specific target was always determined based on
amplification efficiency and Ct value, and calculated relative to the
amount of input material. All primer sequences used in this study
are specified in the Table 3. qPCR was performed in triplicate for
each biological replicate, and error bars represent standard error of
the mean of three biological replicates.
ChIP sequencing
ChIP was performed with RNAPII, P-Ser2, P-Ser5, and SPT6 antibod-
ies as described above. AS CDK12 HCT116 cells were plated on to
150-mm dishes and synchronized by serum starvation as mentioned
above. At the time of release (0 h) into DMEM containing 15% FBS,
the cells were treated either with DMSO (CTRL) or 5 lM 3-MB-PP1
for 4.5 h. For each ChIP sequencing (ChIP-seq) experiment (three
biological replicates were processed for each antibody), we
performed three technical replicates, and from each replicate, the
immunoprecipitated DNA was dissolved in 20 ll H2O and pooled
together. DNA concentration was measured by Qubit fluorometer
(Thermo Fisher Scientific), and 4 ng (3.5 ng for SPT6) of immuno-
precipitated DNA was used for library preparation. ChIP-seq
libraries were generated using the KAPA Biosystems Hyper Prep Kit
(KK8502) with KAPA Pure Beads (KK8001), and NEBNext Multiplex
Oligos for Illumina (Index Primers Set 1 and Set 2 (NEB, E7335S,
E7500S) with 13× (15× for SPT6) PCR cycles for library amplifi-
cation, as per manufacturer’s instructions. Libraries were run on the
fragment analyzer (Advanced Analytical Technologies) to check the
quality and were sequenced with 50 bp single-end reads on two
lanes of an Illumina HiSeq 2500 (VBCF Vienna).
RNA-seq and ChIP-seq analysis
Quality check of RNA-seq reads was performed using fastQC (avail-
able online at: http://www.bioinformatics.babraham.ac.uk/projects/
fastqc). RNA-seq reads were mapped against the human genome
(hg38) and human rRNA sequences using ContextMap version 2.7.9
[80] (using BWA [81] as short read aligner and default parameters).
Number of read counts per gene and exon were determined from the
mapped RNA-seq reads in a strand-specific manner using feature-
Counts [82] and gene annotations from GENCODE version 27. Dif-
ferential gene expression analysis was performed using DESeq2 [83].
Differential exon usage was determined using DEXSeq [60]. P-values
were adjusted for multiple testing using the method by Benjamini and
Hochberg [84], and genes and exons with an adjusted P-value ≤ 0.01
were considered significantly differentially expressed and used,
respectively. Functional enrichment analysis of differentially
expressed genes for Gene Ontology terms was performed with the
GOrilla webserver [85]. In addition, gene set enrichment analysis
(GSEA) [51] based on log2 fold-changes of all genes was performed.
Analysis workflows were implemented and run using the Watchdog
workflowmanagement system [86].
Regulated poly(A) sites (PAS) were identified from 30end RNA-
seq data in the following way: First, occurrences of polyadenylation
signal sequences as defined by [87] as well as occurrences of at least
10 consecutive As (to exclude internal poly(A) priming) were identi-
fied in the genome on both strands. Second, windows around the
poly(A) signal sequences (300 bp upstream of signal to 50 bp
downstream of signal to include the actual PAS) and oligo-As
(350 bp upstream of oligo-A until end of the 10 As) were defined.
All overlapping poly(A) signal windows and oligo-A windows were
merged and poly(A) signal windows overlapping with an oligo-A
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window were removed. Third, read counts were determined for
remaining poly(A) signal windows using featureCounts in each
30end RNA-seq sample and differential gene expression analysis was
performed using DEseq2 as described above.
ChIP-seq reads were aligned to the human genome (hg38) using
BWA [81]. Reads with an alignment score < 20 were discarded.
Read coverage per genome position was calculated using the
bedtools genomecov tool [88]. ChIP-seq and RNA-seq read coverage
was visualized using Gviz [89]. For this purpose, read counts were
normalized to the total number of mapped reads and averaged
between replicates. Creation of other figures and statistical analysis
of RNA-seq and ChIP-seq data were performed in R [90].
X% distance (i.e., 10, 50 and 90% distance) for ChIP-seq and
nuclear RNA-seq data were calculated as the minimum distance in
bps from the transcription start site (TSS) at which X% of the total
read coverage of the gene was obtained. Absolute DX% distance
was defined as the difference of X% distance in control minus the
X% distance in inhibitor-treated cells. Relative DX% distance was
defined as absolute DX% distance divided by gene length.
Metagene analysis
The metagene analysis of read coverage distribution in ChIP-seq data
was restricted to high confident transcripts of protein-coding genes
annotated in GENCODE version 27. Transcripts shorter than 3,180 bp
were excluded. For each gene, we selected the transcript with the
most read counts in the RNAPII ChIP-seq samples (normalized to
library size) in the 3 kb regions around the transcription start site
(TSS) and transcription termination site (TTS). For each gene, the
regions 3 kb to +1.5 kb of the TSS and 1.5 kb to +3 kb of the TTS
were divided into 50 bp bins (180 bins in total) and the remainder of
the gene body (+1.5 kb of TSS to 1.5 kb of TTS) into 180 bins of
variable length in order to compare genes with different lengths. For
each bin, the average coverage per genome position was then calcu-
lated and normalized to the total sum of average coverages per bin
such that the sum of all bins was 1. Finally, metagene plots were
created by averaging results for corresponding bins across all genes
considered. To determine statistical significance of differences
between inhibitor and control, paired Wilcoxon signed rank tests
were performed for each bin comparing normalized coverage values
for each gene for this bin with and without the inhibitor. P-values
were adjusted for multiple testing with the Bonferroni method across
all bins within each subfigure and are color-coded in the bottom track
of each subfigure: red = adj. P-value ≤ 1015; orange = adj. P-
value ≤ 1010; yellow: adj. P-value ≤ 103.
Statistical analysis
All experiments were performed at least in three or more biological
replicates. Results are reported as means  standard error of the mean
(SEM) unless stated otherwise. All graphics and statistics (except for
RNA-seq and ChIP-seq) were generated usingMicrosoft Excel.
Data availability
All RNA-seq and ChIP-seq data have been submitted to the Gene
Expression Omnibus (GEO) and are available under the accession
GSE120072. A UCSC genome browser session showing the mapped
RNA-seq and ChIP-seq data is available at: https://genome.ucsc.ed
u/s/CFriedel/CDK12.
Expanded View for this article is available online.
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Figure EV1. Preparation and characterization of AS CDK12 HCT116 cell line.
A Depiction of CDK12 locus, genome editing, and genotyping strategy. Schema of CDK12 locus, with exon numbers shown above the CDK12 gene depiction (top). Primers
used for genotyping PCR surrounding exon 6 of CDK12 gene are shown as horizontal arrows, PCR product is depicted as full horizontal line, and BslI restriction sites
are indicated by vertical arrows. BslI restriction site created by genome editing is shown in green. Size (bp) of genotyping PCR product and BslI restriction fragments
are indicated (middle). DNA subjected to genome editing and corresponding protein sequences in exon 6 of CDK12 genes are shown; the underlined DNA sequence in
WT CDK12 allele underwent genome editing to create silent mutation preventing alternative splicing (nucleotide in blue), BslI restriction site, and to convert F813 to
G813 (nucleotides in red) in AS CDK12. Engineered G813 in AS CDK12 is indicated in red (bottom).
B Characterization of AS CDK12 clone by a AS primer-specific PCR. Exon 6 in CDK12 gene is shown as a black box. Edited DNA in the AS CDK12 is marked by a red
vertical line in the exon 6. Genotyping primers specific for WT (black arrows) and AS CDK12 (red arrow) are shown, and genotyping PCR product is depicted by a
dashed line with size (in bp) indicated above (top). Ethidium bromide-stained agarose gel visualizing 352 bp PCR product from PCR mixture using either WT- (left) or
AS-specific (right) forward primer (bottom).
C CCNK/CDK12 complex shows comparable properties in the AS and WT CDK12 HCT116 cell lines. Western blot analysis of protein levels (input) and association
[determined by immunoprecipitation (IP)] of CCNK and CDK12 in the indicated cell lines. No Ab corresponds to a control immunoprecipitation without antibody. A
representative image of three replicates is shown.
D Quantification of individual P-Ser modifications in the CTD of RNAPII after CDK12 inhibition. Amounts of individual proteins and CTD modifications presented in
Fig 1D and in another two biological replicates from short film exposures were quantified by ImageJ software. All protein levels were normalized to a corresponding
tubulin loading control, and samples without treatment in each time point (CTRL) were considered as 1; n = 3 biological replicates and error bars are standard error
of the mean (SEM).
Source data are available online for this figure.
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Figure EV2. CDK12 kinase activity is essential for optimal G1/S progression.
A 3-MB-PP1 does not affect cell cycle progression in WT HCT116 cells. The experiment was performed as shown in Fig 2A. n = 3; representative result is shown.
B THZ531 causes G1/S progression defect in WT HCT116 cells arrested by serum starvation. Flow cytometry profiles of control (THZ531) or 350 nM THZ531(+THZ531)-
treated cells from the experiment outlined in Fig 2A. Red arrow points to the onset of the G1/S progression defect in THZ531-treated cells. n = 3 replicates;
representative result is shown.
C CDK12 inhibition delays G1/S progression in thymidine/nocodazole-arrested AS CDK12 HeLa cells. Flow cytometry profiles of control (3-MB-PP1) or 3-MB-PP1
(+3-MB-PP1) treated cells from the experiment shown in Fig 2A. Red arrow points to the onset of the G1/S progression defect in 3-MB-PP1-treated cells. n = 3
replicates; representative result is shown.
D Experimental outline. AS CDK12 HCT116 cells were arrested by serum starvation for 72 h and released into the serum-containing medium with (+) or without ()
3-MB-PP1. 3-MB-PP1 was washed away and replaced with fresh medium at indicated times after the release, and all samples were subjected to flow cytometry
analyses at 15 h after the release.
E G1/S progression delay can be rescued by removal of CDK12 inhibitor at early G1 phase. Flow cytometry profiles of propidium iodide-labeled cells from the
experiment depicted in Fig EV2D. CTRL = control samples without the 3-MB-PP1. n = 3 replicates; representative result is shown.
▸
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Figure EV3. CDK12 catalytic activity controls expression of core DNA replication genes.
A CDK12 inhibition down-regulates DNA replication-related genes. GSEA analysis based on log2 fold-changes in 30end RNA-seq data upon CDK12 inhibition.
Normalized enrichment scores (NES) are shown for significant GO terms (FDR q-val < 0.05) with negative NES, i.e., associated with down-regulation. Functions
related to DNA replication are marked by the red rectangles.
B Expression of crucial DNA replication genes is dependent on the CDK12 kinase activity. Comparison of log2 fold-changes versus log2 mean expression in 30end RNA-
seq data and depicts down-regulated DNA replication genes (0.85 > log2 fold-change, P < 0.01) after 5-h CDK12 inhibition.
C Validation of 30end RNA-seq for select non-regulated genes by RT–qPCR. See Fig 3D for legend. n = 3 replicates, error bars represent SEM.
D Inhibition of CDK12 kinase does not affect mRNA degradation of select DNA repair and replication transcripts. AS CDK12 HCT116 cells were treated with ActD
(1 lg/ml) either in the presence (red line) or absence (CTRL) (blue line) of 3-MB-PP1. Total mRNA was isolated at indicated time points, and levels of indicated
mRNAs normalized to HPRT1 were measured by RT–qPCR. Graphs present mRNA levels relative to untreated cells (time 0 h set to 1). n = 3 independent
experiments, error bars are SEM.
E Expression of core DNA replication proteins is dependent on the CDK12 kinase activity. See legend in Fig 3E.
F, G CCNK depletion diminishes mRNA and protein expression of DNA replication genes. RT–qPCR of mRNA levels (F) and Western blot of protein levels (G) in AS CDK12
HCT116 cells treated with control (CTRL) or CCNK siRNAs for 36 h. mRNA levels were normalized to GAPDH mRNA expression. n = 3 replicates for RT–qPCR (F), error
bars indicate SEM. In (G), a representative experiment from three replicates is shown.
Source data are available online for this figure.
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Figure EV4. CDK12 directs expression of replication and DNA damage response genes downstream of the E2F/RB pathway.
A CDK12 directs expression of DNA replication genes downstream of the E2F/RB pathway. Graphs present ChIP-qPCR data for E2F1 and E2F3 in AS CDK12 HCT116 cells
either treated or not with 3-MB-PP1 for 4 h. qPCR primers were designed at promoters of indicated genes. n = 3 replicates; error bars represent SEM. Ir is intergenic
region; noAb corresponds to no antibody immunoprecipitation control.
B CDK12 inhibition does not lead to differential recruitment of RNAPII to E2F target genes. The plots show log2 fold-changes of RNAPII occupancy on promoters of E2F
target genes (y-axis) plotted against corresponding log2 fold-changes in mRNA expression from nuclear RNA-seq (x-axis). Promoter occupancy was quantified as read
counts in the 3 kb regions around the transcription start site (TSS). For each gene, we selected the transcript with the most read counts in the RNAPII ChIP-seq
samples (normalized to library size) in the 3 kb regions around the TSS and transcription termination site (TTS). Corresponding RNAPII ChIP-seq and nuclear RNA-
seq experiments are presented in Fig 5A and B. E2F target genes were obtained from Bracken et al [40]; rho = Spearman rank correlation coefficient.
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Figure EV5. Inhibition of CDK12 leads to diminished RNAPII processivity on down-regulated genes.
A High correlation between gene expression changes in nuclear and 30end RNA-seq data. Graph compares log2 fold-changes in nuclear and 30end RNA-seq data
determined with DESeq2. rho = Spearman rank correlation coefficient.
B Inhibition of CDK12 affects the expression of similar subsets of genes in nuclear and 30end RNA-seq data. See Fig 5A for legend. Venn diagrams are shown for
significantly down-regulated (log2 fold-change < 0, P ≤ 0.01) and up-regulated (log2 fold-change > 0, P ≤ 0.01) genes.
C P-Ser5 occupancy shows shifts after CDK12 inhibition. Metagene analysis of P-Ser5 ChIP-seq data as described in Fig 5B and C.
D SPT6 shows diminished relative occupancy at 30ends of down-regulated genes upon CDK12 inhibition. Metagene analysis of SPT6 ChIP-seq data as described in Fig 5B
and C.
E CDK12 inhibition does not affect SPT6/RNAPII association in cells. Western blot analyses of SPT6 and RNAPII interaction after 4-h treatment with the 3-MB-PP1 in AS
CDK12 HCT116 cells. Representative image from three replicates is shown.
Source data are available online for this figure.
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Appendix Figure Legends 
Appendix Figure S1. Preparation and characterization of AS CDK12 HCT116 cell line.  
a, Sanger sequencing of WT CDK12 HCT116 clones. 
b, Sanger sequencing of AS CDK12 HCT116 clones. 
Appendix Figure S2. Genes that are more strongly down-regulated have a tendency towards more 
reduced occupancy of RNAPII at their 3’ends.  
Metagene analysis of ChIP-seq occupancies of RNAPII as described in Fig. 5b, c on groups of genes 
with the indicated log2 fold-change of expression in nuclear RNA-seq.  
Appendix Figure S3. P-Ser5 occupancy normalized to RNAPII shows no or very little changes 
across genes after CDK12 inhibition.  
Metagene analysis as described in Fig. 5b, c of ChIP-seq P-Ser5 occupancies normalized to RNAPII. 
Appendix Figures S4. The shift of P-Ser2 into the gene body is most pronounced in strongly down-
regulated genes.  
Metagene analysis as described in Fig. 5b, c of ChIP-seq P-Ser2 on groups of genes with the indicated 
log2 fold-change of expression in nuclear RNA-seq. 
Appendix Figures S5.  P-Ser2 occupancy normalized to RNAPII shows small but highly significant 
changes after CDK12 inhibition.  
Metagene analysis as described in Fig. 5b, c of ChIP-seq P-Ser2 occupancies normalized to RNAPII. 
Appendix Figure S6. SPT6 travels together with RNAPII on genes independently of CDK12 kinase 
activity.  
Metagene analysis as described in Fig. 5b, c of ChIP-seq SPT6 profiles normalized to RNAPII. 
Appendix Figure S7. Examples of genes whose transcription processivity and expression is 
dependent on the CDK12 kinase activity. 
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a, b, c, Examples of genes whose transcription processivity and expression is dependent on the CDK12 
kinase activity. Nuclear RNA-seq data and RNAPII, P-Ser2, P-Ser5 and SPT6 ChIP-seq data for 
SWSWAP (a), TOPBP1 (b) and MCM10 (c) as described in Figs. 5d, e. 
Appendix Figure S8. CDK12 inhibition results in transcript shortening of a subset of genes. 
a, Differentially used down-regulated exons are predominantly present at gene 3´ends. Graph shows the 
distribution of relative exon positions as described in Fig. 6b of differentially used down-regulated exons 
(according to DEXSeq, log2 fold-change ≤-1, p≤0.01, n=3473 genes). 
b, Differentially used up-regulated exons are predominantly present at gene 5´ends. Graph shows the 
distribution of relative exon positions as described in Fig. 6b of differentially used up-regulated exons 
(according to DEXSeq, log2 fold-change≥1, p≤0.01, n=2017 genes). 
c, Inhibition of CDK12 kinase activity results in shorting of a subset of transcripts. Box plot shows the 
relative position of all exons (n=282614 exons) in comparison to exons identified as either up-regulated 
(log2 fold-change≥1, p≤0.01, n=2017 genes) or down-regulated (log2 fold-change≤-1, p≤0.01, n=3473 
genes) by DEXSeq. n=3 replicates. 
d, In down-regulated genes without a significantly differentially used exons, the exons close to 5´ and 
3´ends also tend to be weakly up- and down-regulated, respectively. Box plots show the log2 fold-change 
in exon usage after CDK12 inhibition determined by DEXSeq for exons in genes without differentially 
used exons (p≥0.01 for all exons). Exons were grouped into deciles according to their relative exon 
position. n=3 replicates. 
e, f, Genes with up- or down-regulated exons (at least one exon with log2 fold-change ≥1 or ≤-1, 
respectively, p≤0.01) show similar shifts of RNAPII and P-Ser2 occupancy in comparison to genes 
without differentially used exons (p≥0.01 for all exons). Metagene analyses of RNAPII (e) and P-Ser2 (f) 





g, Distribution of exon usage changes in genes not down-regulated but with significantly regulated exons 
shows a similar trend as for the down-regulated genes. Box plot shows log2 fold-changes in exon usage 
after CDK12 inhibition determined by DEXSeq for genes not down-regulated. Exons were grouped into 
deciles according to their relative exon position. n=3 replicates. 
Appendix Figure S9. CDK12 kinase activity is required for optimal transcription of long genes.  
a, b, Longer genes tend to have a larger fraction of differentially used exons. The same analysis as in the 
Fig. 7a using only down-regulated (a) or upregulated (b) exons, respectively. n=3 replicates. 
Appendix Figures S10-S12. Longer genes show stronger changes in RNAPII, P-Ser2 and P-Ser5 ChIP-
seq occupancy after CDK12 inhibition. Metagene analysis as described in Fig. 5b, c of RNAPII (S10), P-
Ser2 (S11) and P-Ser5 (S12) ChIP-seq on groups of genes with the indicated length. 
Appendix Figure S13 and S14. Genes with shortened transcripts have reduced RNAPII occupancy at 3´ 
ends and show a shift of the P-Ser2 signal towards gene bodies. Metagene analysis as described in Fig. 
5b, c of RNAPII (S13) and P-Ser2 (S14) ChIP-seq occupancies on groups of genes with the indicated 
changes in their transcript length. Absolute Δ90% distance = 90% distance in control - 90% distance in 
CDK12-inhibited cells (positive values indicate shortening of transcripts in CDK12-inhibited cells). 
Relative Δ90% = absolute Δ90% divided by gene length.  
Appendix Figure S15. CDK12 kinase activity is required for optimal transcription of long, poly(A)-
signal-rich genes.  
a, Gene length and abundance of canonical poly(A) signals are correlated. Length and number of 
canonical poly(A) signal sequences (AATAAA, ATTAAA) in protein coding genes is plotted against 




b, Presence of poly(A) signals contributes to the shortening of transcripts. Box plots show the difference 
in the 10, 50 and 90% distance divided by gene length between control and CDK12 inhibited cells. 
Genes were grouped into quantiles according to the number of poly(A) signals (AATAAA, ATTAAA) 
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