Abstract: Support vector machine (SVM) is a new machine learning method based on statistical learning theory, which has become a hot research topic in the field of machine learning because of its excellent performance. However, the performance of SVM is very sensitive to its parameters. At present, swarm intelligence is the most common method to optimise the parameters of SVM. In this paper, the research on parameters optimisation of SVM based on swarm intelligence algorithms is reviewed. Firstly, we briefly introduce the theoretical basis of SVM. Secondly, we describe the latest progress of parameters optimisation of SVM based on swarm intelligence in recent years. Finally, we point out the research and development prospects of this kind of method.
Introduction
Support vector machine (SVM), introduced by Vapnik and co-workers, is an excellent kernel-based tool for solving classification and regression problems (Vapnik, 1995; Ding and Qi, 2012; Huang et al., 2012 Huang et al., , 2013a . Unlike other machine learning methods, such as artificial neural network , the mathematical theory of SVM is based on the statistical learning theory, which has many advantages in solving small samples, non-linear and high dimensional pattern recognition problems. Therefore, SVM can have better generalisation ability. Within a few years after its introduction, SVM has played excellent performance on many real-world predictive data mining applications such as text categorisation (Pan et al., 2013) , time series prediction (Chen and Zhi, 2012) , pattern recognition (Moraes et al., 2013) and image processing (Wu, 2012) , etc.
One of the main challenges for SVM is the choice of parameters. As we know, the learning performance and generalisation ability of SVM is very dependent on its parameters. If the choice is not reasonable, it will be very difficult to approach superiorly. At present, the grid search method is the commonly used parameter selection method for SVM. However, the search time of this method is too long, especially in dealing with the large dataset. In order to solve this problem, many parameter selection methods of SVM have been proposed. Among them, swarm intelligence is the most common approach.
As a new evolutionary computation technology, swarm intelligence has been a research hotspot (Lin et al., 2013; Nezhad et al., 2013; Verwaeren et al., 2013) . The basic idea of swarm intelligence is to imitate the solving problem ways of gregarious biological entities by simulating their behaviours such as foraging, resisting enemies and nesting. With the development of swarm intelligence, at present, it has many kinds of algorithms, such as genetic algorithm (GA), particle swarm optimisation (PSO) algorithm, ant colony optimisation (ACO), artificial fish swarm algorithm (AFSA), differential evolution (DE), artificial glowworm algorithm (AGA), invasive weed optimisation (IWO) algorithm and shuffled frog leaping algorithm (SFLA), etc. (Drezner and Misevicius, 2013; Wong and Ngan, 2013; Bai et al., 2013; Zhou and Huang, 2012; Brest et al., 2013; Zhou and Zhou, 2013; Ahmadi and Mojallali, 2012; Vatani et al., 2013) . So far, these swarm intelligence algorithms have been successfully applied in many fields, which prove that swarm intelligence is a kind of new method which can effectively solve most global optimisation problems. This is because swarm intelligence is easy to implement. Furthermore, its output only needs the values of objective function, without gradient information. In particular, swarm intelligence has the characteristics of parallel and distributed, which provides technical guarantee for processing in large database data.
In view of the good optimisation performance of swarm intelligence, how to use it to optimise the parameters of SVM has become a hot topic (Huang and Ding, 2013; Huang et al., 2013b) . In this paper, we mainly describe the latest progress of parameters selection methods of SVM based on swarm intelligence. Finally, we point out the research and development prospects of this kind of method.
This paper is organised as follows: In Section 2, the basic theory of SVM is briefly introduced. In Section 3, we describe the latest progress of parameters selection methods of SVM based on swarm intelligence. In Section 4, we provide summary and prospects of this kind of method.
Basic theory of SVM

Theoretical model of SVM
SVM is a new data mining method based on statistical learning theory and its target is to find the optimal separating hyperplane which can meet the classification requirements. The mathematical model of SVM is shown as follows.
Consider the classification problem with the training set T = {(x 1 , y 1 ), (x 2 , y 2 ), …, (x l , y l )}, where x i ∈ R n are inputs and y i ∈ {+1, -1} are the corresponding outputs. Linear SVM searches for a separating hyperplane
where w ∈ R n and b ∈ R. To measure the empirical risk, the soft margin loss function . . 1 , 0, 1, 2, ,
where C > 0 is a penalty parameter. In order to solve this constraint optimisation problem, the Lagrangian function is introduced:
where α i > 0 are the Lagrange multiplier.
By considering the Karush-Kuhn-Tucker (KKT) conditions for the Lagrangian function (3), we can obtain the corresponding dual QPP: we can get the optimal classification function as follows:
For the non-linear case, we need mapping the data samples from the original input space R n into potentially higher dimensional feature space denoted by χ where linear SVM algorithm can be used. So we can consider the non-linear map φ: R n → χ. In general, under the Mercer theorem, it is possible to use some kernel v) . Based on the above idea, the SVM formulation for the non-linear case is of the form
By using KKT optimality conditions for constrained optimisation problems, we obtain the Wolfe dual optimisation problem of (6) as 
After SVM have been trained, it can be used to predict of a new coming data by using the following relation
Analysis the parameters of SVM
The penalty parameter
The role of penalty parameter C is to adjust the ratio between the confidence range with the experience risk in the defining feature, so that the generalisation ability of SVM can achieve the best state. The value of C smaller expresses the punishment on empirical error smaller. Do it this way, the complexity of SVM is smaller, but its fault tolerant ability is worse. The value of C is greater, the data fitting degree is higher, but its generalisation capacity will be reduced. From the above analysis, we can know that the parameter selection is very important for SVM.
The kernel parameter
By introducing the kernel function, SVM can achieve the linear classification in the dimensional feature for the non-linear problems. Therefore, kernel function takes an important role in the non-linear SVM. At present, the most commonly used kernel functions in SVM are as follows:
• The linear kernel function:
• The polynomial kernel function:
• The gauss kernel function:
• The sigmoid kernel function:
Similar to the penalty parameter, the kernel parameter also has a significant effect on the performance of SVM.
Parameters optimisation of SVM based on swarm intelligence
As swarm intelligence algorithms, GA and PSO algorithm are the earliest proposed. Furthermore, the mathematical theory of two algorithms is the most perfect between the swarm intelligence algorithms. Therefore, at present, the researchers mainly use GA and PSO to optimise the parameters of SVM.
Parameters optimisation of SVM based on GA
The basic theory of GA
GA is an adaptive method, which is considered to be the most typical swarm intelligence algorithm. In GA, a candidate solution for a specific problem is called an individual and consists of a linear list of genes. Each individual represents a point in the search space, and hence a possible solution to the problem. Each individual is decided by an evaluating mechanism to obtain its fitness value. According to this fitness value and undergoing genetic operators, a new population is generated iteratively with each successive population referred to as a generation. Then GA employs mutation, crossover and selection as the primary operators to manipulate the genetic composition of a population. Reproduction is a process by which the most highly rated individuals in the current generation are reproduced in the new generation. When GA reached the stop condition, please stop and output the best value.
Research progress on parameters optimisation of SVM based on GA
For linear SVM, there is only one parameter, i.e., the penalty parameter, to be optimised. For the non-linear case, the parameters of SVM contain the penalty parameter and the kernel parameters. In order to get the reasonable parameter values, GA takes a sample of possible solutions and employs mutation, crossover and selection as the basic operators for optimisation. At present, researchers have completed many papers about this issue. We will discuss in detail the progress on parameters optimisation of SVM based on GA as follows. In 2004, Huang et al. (2004) developed a new improved SVM algorithm, called QGA-SVM. In their paper, the quasi genetic algorithm (QGA) strategy was integrated in the SVM learning procedure to further optimise and accelerate the training procedure. The experiments on some datasets proved its advantages, especially for the multi-class pattern classification with unbalanced classes. In 2008, in order to solve the parameter selection problems, Zhou et al. (2008) proposed a new culture genetic algorithm (CGA) to optimise the parameters of SVM. Through embedding GA into the cultural algorithm framework, this CGA algorithm constructed the population space and the knowledge space based on GA. The two spaces evolved independently, at the same time, the population space continuously transferred the evolving knowledge to the knowledge space, and then the knowledge space to achieve global optimisation. Experimental results showed that CGA-SVM performed good prediction accuracy and generalisation, implying that the hybrid of CGA with traditional SVM can serve as a promising alternative for predicting share price. In 2011, Ma et al. (2011) established the mapping between the natural frequency of a rolling bearing rotor and the various parameters, which reduced the rotor structure for the study similar to the natural frequency of the calculation of the workload greatly. Based on this idea, they proposed a model called GA-SVM. Using the model to identify the natural frequency of bearing rotor under different parameters, experiments showed that projections are good agreement with the experimental data. According to the principles of a GA and SVM, Yao et al. (2011) developed a GA-SVM programme and applied it to human cytochrome P450s (CYP450s). The final predictive model had satisfactory performance, with the prediction accuracy of 61% and cross-validation accuracy of 73%. The results indicated that the GA-SVM programme was a powerful tool in optimising mutation predictive models of nsSNPs of human CYP450s. In 2011, Zhu et al. (2011b) used GA-SVM to construct a reliable computational model for the classification of agonists and antagonists of 5-HT1A receptor. This model was successfully developed to effectively distinguish agonists and antagonists among the ligands of the 5-HT1A receptor. To our knowledge, this was the first effort for the classification of 5-HT1A receptor agonists and antagonists based on a diverse dataset. In the same year, based on empirical mode decomposition (EMD) method and SVM, a new method for the fault diagnosis of high voltage circuit breaker (CB) was proposed in Huang et al. (2011) . The purpose of this study was to develop a genetic algorithm-based support vector machine (GA-SVM) model that can determine the optimal parameters of SVM with the highest accuracy and generalisation ability. Finally, the experimental results indicated that the classification accuracy of this GA-SVM approach was more superior than that of the artificial neural network and the SVM which had constant and manually extracted parameters. As we know, county IndustryPopulation-Knowledge matching degree analysis and prediction played an important role in region economic development and improved the transformation of national economic growth pattern. Jing et al. (2012) proved that GA-SVM was an effective method for county industry-population-knowledge matching degree classification and prediction. In 2012, Yang et al. (2012) used GA-SVM to deal with the estimation of amplification effect of mining-induced blast vibration on surrounding structures. The results showed that this method was effective. In the same year, Liu and Fu (2012) used EGA, which was based on elite survival strategy, to optimise the parameters of SVM. Iris dataset and one hundred pieces of news reports in Chinese news were chosen to compare EGA-SVM, GA-SVM and traditional SVM. The results of numerical experiments showed that EGA-SVM could improve classification performance effectively than the other algorithms. This text classification algorithm could be extended easily to apply to literatures in the field of electrical engineering.
In the existing literatures, we find that GA is not only used to optimise SVM, but also used to optimise least square support vector machine (LSSVM). In 2010, Liang et al. (2010) proposed an algorithm of multiple information fusion based on GA-LSSVM. The results showed that the model and algorithm had certain superiority in measuring precision and are easy to be promoted. In order to improve the performance of GA-LSSVM, Wang et al. (2011a) proposed a new fuzzy LSSVM classifier based on chaos GA, term as FLS-SVMWBCGA. Experimental results showed that FLS-SVMWBCGA was effective in improving the prediction accuracy of the classification problems with noises or outliers. In the same year, a self-adaptive binary GA was introduced to optimise the hyper-parameters of LSSVM, and the individual fitness values in GA were determined by cross-validation in Chen (2011) . Then they used the proposed algorithm to build an hourly water consumption forecasting model. Case study showed that the proposed model had higher computing speed and better estimating performance than the traditional LSSVM. In 2012, Mustafa and Sulaiman (2012) presented a new method for reactive power tracing in a pool-based power system by introducing the hybrid GA and least squares support vector machine (GA-LSSVM). The idea was to use GA to obtain the optimal values of regularisation parameter, gamma, and kernel radial basis function (RBF) parameter, and adopt a supervised learning approach to train the LSSVM model. The 25-bus equivalent system of southern Malaysia was used to illustrate the effectiveness of the proposed GA-LSSVM model compared to PSM and artificial neural network.
Parameters optimisation of SVM based on PSO
The basic theory of PSO
PSO is in principle a much simpler algorithm. It operates on the principle that each solution can be represented as a particle denoted by x i in a swarm. A population of particles is randomly generated initially. Then a swarm of particles moves through the problem space, with the moving velocity of each particle represented by a velocity vector v i . Like GA, PSO must also have a fitness evaluation function that takes the particle's position and assigns to it a fitness value. Each particle keeps track of its own best position, which is associated with the best fitness it has achieved so far in a vector p i . Furthermore, the best position among all the particles obtained so far in the population is kept track of as p g . In addition to this global version, another local version of PSO keeps track of the best position among all the topological neighbours of a particle.
At each time step t, by using the individual best position, p i (t), and global best position, p g (t), a new velocity for particle i is updated by
t c p t x t c p t x t
where c 1 and c 2 are positive constants, φ 1 and φ 2 are uniformly distributed random numbers in [0, 1] . The term i v is limited to the range ± v max . If the velocity violates this limit, it is set at its proper limit. Changing velocity this way enables the particle i to search around its individual best position, p i , and global best position, p g . Based on the updated velocities, each particle changes its position according to the following:
( 1) ( ) ( 1)
Based on (13) and (14), the population of particles tends to cluster together with each particle moving in a random direction.
Research progress on parameters optimisation of SVM with PSO
With self-organising, adaptive, self-learning and the nature of parallelism, etc., PSO has been widely used in parameter estimation. So far, there are many papers about using PSO or its improved algorithm to optimise the parameters of SVM. We will track the latest progress of SVM optimised by PSO as follows. In Wang and Wang (2012) , in order to overcome the difficulty in selecting parameters of SVM when modelling the PT fuel system fault diagnosis, SVM optimised by PSO algorithm was proposed. The result of experiment confirmed the validity of this method through comparison of the BP-NN, SVM. Literature (Ren and Zhou, 2011) used PSO-SVM model to forecast the traffic safety. The experimental results showed that traffic safety forecasting by PSO-SVM was better than that by BP neural network. At the same time, in literature (Jin et al., 2011) , the authors used PSO-SVM to solve the face recognition problem. The results indicated that PSO-SVM had higher face recognition accuracy than normal SVM, BPNN. Therefore, PSO-SVM was well chosen in face recognition. In 2011, Mao et al. (2011) proposed a P2P protocol identification algorithm based on PSO-SVM. Experimental results of the P2P and non-P2P applications showed that this algorithm can identify the HTTP applications 100% and for a variety of P2P applications, the accuracy of classification can also reach to 95%. In order to further improve the performance of PSO-SVM, in Li and Zhao (2012) , the authors firstly proposed chaotic PSO (CPSO), and then used CPSO to optimise SVM. Finally, CPSO-SVM model was used to predict the convergence deformation of the Xiakeng tunnel in China. The results indicated that the proposed method can describe the relationship of deformation time series well and was proved to be more efficient. In view of the perfect performance of CPSO-SVM, Zhao and Yin (2010) applied CPSO-SVM model to predict the ultimate bearing capacity of shallow foundations. Results indicated that the proposed methods can appropriately describe the relationship between ultimate bearing capacity and its affective factors, and make good predictions. In literature (Yang et al., 2009 ), a chaotic adaptive particle swarm optimisation (CAPSO) method was applied to select parameters of SVM and genetic characteristics of the subset of choices (GA_FSS) was applied to reduce large dimensions and improve greatly the accuracy of classification. The experimental results on heart disease diagnosis problem showed that CAPSO-SVM classifier algorithm was effective and correct. Li et al. (2009) proposed an improved CPSO-SVM method and applied it to solve the face recognition problem. Experimental results on face database showed that the presented SVM method optimised by CPSO can achieve higher recognition performance. Wang et al. (2011b) presented a method that used an interval adaptive PSO to optimise the parameters of SVM. Then they applied this method to the intrusion detection systems. The experimental results showed that this method improved the classification accuracy by 9.7%, and the response time was shortened by 40.6%~56.5%. In the spirit of GA-LSSVM, at present, many researchers have used PSO or its improved algorithms to optimise LSSVM. In order to enhance fault diagnosis precision for electric equipment, the LSSVM algorithm based on PSO was proposed in Zhang et al. (2009) . The experiments showed that the PSO-LSSVM algorithm had better fault diagnosis ability than LSSVM. In order to improve the measurement accuracy of oil holdup of oil-water two phase flow, a modelling methodology of oil holdup based on PSO-LSSVM was proposed in Zhang and Zhang (2010) . The experimental results indicated that the PSO-LSSVM model performed better than the other model in term of measurement accuracy and calculating speed. The average measurement errors were 0.93% in the range of 4% to 60% oil holdup. To deal with the difficulty in parameter adjustment and the low precision of the traditional heat-conduction model, the authors in Li et al. (2011) built a prediction model for the steel plate temperature, based on LSSVM which was optimised by the adaptive chaotic PSO. The experimental results indicated that the proposed prediction model had higher prediction accuracy than the tradition one. Aiming at the parameter optimisation problem in LSSVM, a hybrid QPSO algorithm for LSSVM parameter selection was proposed in Zhu et al. (2011a) to improve the learning performance and generalisation ability of LSSVM model. Then the production data from a purification process of zinc hydrometallurgy was used to test the model precision. The test results showed that the proposed model had better generalisation performance and higher precision.
Research progress on parameters optimisation of SVM with other swarm intelligence algorithms
In recent years, some new swarm intelligence algorithms with perfect performance are presented by researchers. However, the current research on these algorithms optimising the parameters of SVM is very scarce. In this section, we will introduce the latest progress of these algorithms optimising the parameters of SVM. For the ACO, some researchers have used it to optimise the parameters of SVM. In 2010, Zhang et al. (2010a) adopted ACO algorithm to develop a novel ACO-SVM model to solve the parameters optimisation of SVM problem. The proposed algorithm was applied on some real world benchmark datasets to validate the feasibility and efficiency, which showed that the new ACO-SVM model can yield promising results. In the same year, Zhao et al. (2010b) presented a fault diagnosis method based on SVM with parameter optimisation by ant colony algorithm (ACO) to attain a desirable fault diagnosis result, which was performed on the locomotive roller bearings to validate its feasibility and efficiency. The experiment found that the proposed algorithm of ant colony optimisation with support vector machine (ACO-SVM) can help one to obtain a good fault diagnosis result, which confirmed the advantage of the proposed ACO-SVM approach. In view of the good performance of ACO-SVM, in 2012, Cui and Huang (2012) (Li and Cai, 2008) , the authors applied DE to optimise support vector regression (SVR). Based on this idea, they proposed the DE-SVR model. Experimental results on several real-world datasets demonstrated that, comparing with the GA-based SVR and the grid search methods, the DE-SVR can search the optimal parameters much more rapidly with less training time to build the SVR model, and had the comparable prediction accuracy as grid search, even better than GA-based SVR.
For AFSA, in 2010, Zhang et al. (2010c) adopted AFSA to optimise SVM. The results showed that this proposed algorithm was fast than SVM, and provided a fast technical method for hydrological forecasting. Based on the perfect performance of AFSA-SVM, it was used in the fault prediction of condensator in naval vessel propulsion plant (Liu and Jiang, 2008) . The experimental results showed that the proposed method can select the best fault features in shorter time and improve the performance of SVM.
For SFLA, in 2011, by introducing SFLA to solve the random-choice problem of the parameters of SVM, Song et al. (2011) SFLA-SVM algorithm. In order to verify the optimised effect, based on the training exampling energy demand from 1979 to 1999, the improved SVM was used to forecast the total energy demand of China in 2000 to 2009. The results showed that compared to the normal PSO-SVM, the time of the proposed algorithm increased by 51 s, and the precision of the proposed method increased by 2.34%. In order to improve the performance of SFLA-SVM, Zhang et al. (2011) used the improved SFLA to optimised SVM. Finally, they used the proposed model to solve the emotion recognition of practical speech problem. The test result indicated that the improvement mechanisms brought an outstanding improvement in the classification ability and provided a new method and idea for speech emotion recognition.
Summary and outlook
As we know, for SVM, its performance depends largely on its parameter values. In order to find a perfect parameter optimisation method, many researchers have done a lot of research on this issue. Swarm intelligence is a kind of good performance optimisation algorithm. At present, some researchers have used some swarm intelligence algorithms to optimise the parameters of SVM, whose results indicate that this kind of methods can reach perfect performance. In this paper, we firstly introduce the basis theory of SVM and analyse its parameter selection problem. Then we introduce GA-SVM, PSO-SVM and SVM optimised by some new swarm intelligence algorithms. Meanwhile, we also describe the application of these models. From several models described above, we can see that, at present, only GA-SVM and PSO-SVM are more mature, while other models that SVM optimised by some new swarm intelligence algorithms are still in the initial stage of the study. Therefore, some new swarm intelligence algorithms with good optimisation ability such as AGA, IWO algorithm and so on could be used to optimise the parameters of SVM. Furthermore, those swarm intelligence algorithms also should be used to optimise the parameters of the improved SVM. However, at present, the literatures in this area are very scarce. So SVM optimised by swarm intelligence needs further development and refinement.
