Abstract. We consider the almost automorphy of bounded mild solutions to equations of the form
Introduction
Let us consider equations of the form
where A(t) is a (generally unbounded) linear operator on a Banach space X which is periodic, and f is an X-valued almost automorphic function on R. We are interested in conditions for which every bounded mild solution of this equation is almost automorphic. It is well known (see for example [10, 1, 5, 16] and the references therein) that if for the t-independent operator A that is the generator of a C 0 -semigroup, its imaginary part of the spectrum is countable and X does not contain any subspace isomorphic to c 0 , then every bounded and uniformly continuous mild solution of (1.1) is almost periodic. The concept of almost automorphic functions, which was introduced by Bochner as an extension of one of the almost periodic functions, has recently caught the attention of many mathematicians (see for example [8, 13, 14, 15, 6, 11, 17, 4] ). It is natural to raise the question of whether this is true for almost automorphic solutions, that is, if f is almost automorphic and X does not contain any subspace isomorphic to c 0 , then is every bounded mild solution of (1.1) almost automorphic?
In this paper we will prove that this is true. (In fact, we will prove a little more general assertion in which A(t) generates a periodic evolutionary process.) As an almost automorphic function is not necessarily uniformly continuous, the methods of proving this standard result for almost periodic solutions, which are based on the uniform continuity of the bounded mild solutions and of the forcing term f , are no longer available. We refer the reader to [1, 10] for more details on the methods of proving this result. To overcome this difficulty, we will discretize the equations. We will first prove the discrete analog of the above problem, and then apply it to solve our main problem. In order to prove the discrete analog we will introduce a new concept of uniform spectrum of a bounded sequence with respect to a subspace that allows us to give a short proof of the claim for discrete equations. The main results of this paper are Theorems 2.14 and 3.2.
2. Almost automorphic functions and sequences 2.1. Almost automorphic functions. Definition 2.1. A function f ∈ C(R, X) is said to be almost automorphic if for any sequence of real numbers (s n ), there exists a subsequence (s n ) such that
for any t ∈ R. If we equip AA(X), the space of almost automorphic functions with the sup norm
then it turns out to be a Banach space. Recall that AP (X) and BC(R, X) denote the spaces of all X-valued almost periodic functions and all X-valued bounded and continuous functions, respectively. The following inclusions are obvious:
We refer the reader to [14] for information on the properties of the almost automorphic functions. In particular, we will use the following:
As a big difference between almost periodic functions and almost automorphic functions, we remark that an almost automorphic function is not necessarily uniform continuous, as shown in the following example due to B. M. Levitan. Example 2.5. The function f (t) := sin 1 2 + cos t + cos √ 2t is almost automorphic, but not uniformly continuous. Therefore, it is not almost periodic.
2.2. Almost automorphic sequences. Similarly as for functions, we define below the almost automorphy of sequences. From now on we will use the notation l ∞ (X) to indicate the space of all bounded (two-sided) sequences in a Banach space X with sup-norm, that is, if x = {x n } n∈Z ∈ l ∞ (X), then
) is said to be almost automorphic if for any sequence of integers (k n ), there exists a subsequence (k n ) such that
The set of all almost automorphic sequences in X forms a closed subspace of l ∞ (X) that is denoted by aa(X). We can show that the range of an almost automorphic sequence is precompact. For each bounded sequence g := {g n } n∈Z in X, we will denote by S(k)g the k-translation of g in l ∞ (X), i.e., (S(k)g) n = g n+k , ∀n ∈ Z, and S stands for S(1).
Kadets Theorem.
In this paper we will use the standard notation c 0 for the Banach space of all numerical sequences {a n } ∞ n=1 such that lim n→∞ a n = 0, equipped with sup-norm. In the simplest case, the problem we are considering becomes the following: when is the integral of an almost automorphic function also almost automorphic? We can take the same counterexample as in [10] to show that additional conditions should be imposed on the space X. Example 2.7. Consider the function f (t) with values in c 0 defined by
. Obviously, f is almost periodic (so it is almost automorphic), and F is bounded. However, the range of F , as shown in [10, pp. 81-82], is not precompact, so F cannot be almost automorphic.
The Kadets Theorem (see, e.g., [10, Theorem 2, p. 86]) says that if f is almost periodic and F is bounded, then F is almost periodic if and only if X does not contain any subspace isomorphic to c 0 . An extension of the Kadets Theorem to almost automorphic functions was given in [2] .
The following extension of the Kadets Theorem to sequences will be used in this paper.
Lemma 2.8. Assume that x = {x n } n∈Z is a sequence in a Banach space X that does not contain any subspace isomorphic to c 0 , and the difference (2.3)
x − Sx = y is almost automorphic. Then, the sequence x itself is almost automorphic.
Proof. This lemma is a special case of [2, Theorem 1].
As is well known (see, e.g., [10] ), a convex Banach space does not contain any subspace isomorphic to c 0 . In particular, every finite-dimensional space does not contain any subspace isomorphic to c 0 .
2.4. Spectral theory of bounded sequences. Below we denote by S(n) the translation operator:
, where n ∈ Z, and S stands for S(1). Definition 2.9. Let A be a closed subspace of l ∞ (X). We say that A satisfies Condition H if the following conditions are satisfied:
i) Every sequence of the form (constant sequence) {a} n∈Z is in A. ii) If {x n } n∈Z ∈ A and q ∈ Γ, then the sequence
As an example of a subspace of l ∞ (X) that satisfies Condition H, we can take aa(X).
In the rest of this paper we will always assume that A is a closed subspace of l ∞ (X) that satisfies Condition H. Then, in the quotient space l ∞ (X)/A acts the operatorS defined byS(x + A) = Sx + A, ∀x ∈ l ∞ (X). The operatorS is an isometric operator because of Condition H iv). Let π be the canonical projection from l ∞ (X) onto l ∞ (X)/A, and let us denote πx =x. Below, the notation Mx means the closure of the subspace of l ∞ (X)/A that spans over the set {Ŝ(n)x, n ∈ Z}. Definition 2.10. The uniform spectrum of x ∈ l ∞ (X) with respect to A, which is denoted by sp A (x), is defined to be the following:
It may be seen that sp A (x) is part of the unit circle Γ. Lemma 2.11. Let x = {x n } n∈Z ∈ l ∞ (X) and let A be a subspace of l ∞ (X) that satisfies Condition H. Then sp A (x) consists of all points z 0 of the unit circle Γ such that the Carleman transform
has no holomorphic extension to any neighborhood of z 0 .
Proof. The proof follows the lines of the one in [12, Lemma 2.4], so we omit the details.
Consider the linear difference equation
where B is a bounded linear operator. Below we will denote by σ Γ (B) the part of the spectrum of B on the unit circle Γ of the complex plane.
Lemma 2.12. Let x ∈ l ∞ (X) be a solution of (2.4), and let f ∈ A. Then
Proof. First we note that the operator of multiplication by B in l ∞ (X) has the same spectrum as B. For the reader's convenience we will use the same notation B to indicate this multiplication operator if it does not cause any danger of confusion. So, by the definition of Condition H, since the operator of multiplication by B leaves A invariant, B induces a bounded linear operatorB in the quotient space l ∞ (X)/A. Taking the Carleman transform of (2.4) we have
Therefore,
Using the analyticity of the resolvent (η −B) −1 with respect to η in a neighborhood of η 0 ∈ ρ(B), we see thatx(η) can be extended analytically to a neighborhood of η 0 .
Therefore, by Lemma 2.11, sp A (x) ⊂ σ Γ (B) := Γ ∩ σ(B). Now it suffices to show that σ(B) ⊂ σ(B)
to complete the proof. To this end, suppose that z 0 ∈ ρ(B); we will show that z 0 is in ρ(B). In fact, by definition, for every y ∈ l ∞ (X), there is a unique w ∈ l ∞ (X) such that z 0 w n − Bw n = y n for all n ∈ Z. This shows that giveñ y ∈ l ∞ (X)/A there exists a solutionw ∈ l ∞ (X)/A such that z 0w −Bw =ỹ. Next, we show that suchw is unique, that is,
This is obvious from the definition of Condition H. The lemma is proved. Lemma 2.13. Let A be the space of all almost automorphic sequences in X, and let x be in l ∞ (X) such that sp A (x) is countable. Moreover, assume that the space X does not contain any subspace isomorphic to c 0 . Then, x ∈ A.
Proof. If sp A (x) is empty, because of the boundedness of the linear operatorS| Mx , the space Mx must be trivial, that is,x = 0, or in other words, x is almost automorphic.
Suppose that sp A (x) is not empty. SinceS| Mx is an isometry in Mx and sp A (x) = σ(S| Mx ) is countable, by the Gelfand Theorem there is a point z 0 in its spectrum that is an eigenvalue ofS| Mx (for the Gelfand Theorem, see, e.g., [1, 3] ). So, we can find an elementỹ ∈ Mx such that z 0ỹ =Sỹ. To complete the proof we will show that for each bounded sequence
Let us consider the isomorphism
where λ ∈ Γ. Note that V λ leaves A invariant and
Thus, we have
In turn, this is equivalent to saying that V −1 The main result of this paper will be proved based on the following. Theorem 2.14. Let B be a bounded linear operator in X with σ Γ (B) being countable, and let X not contain any subspace isomorphic to c 0 . Assume further that {x n } n∈Z be a bounded sequence that satisfies the equation
where {y n } n∈Z is in aa(X). Then {x n } is almost automorphic.
Proof. This theorem is an immediate consequence of Lemmas 2.12 and 2.13.
Almost automorphy of bounded solutions of evolution equations
where f is an almost automorphic function with values in X, and A(t) generates a 1-periodic evolutionary process (U (t, s)) t≥s in a Banach space X, that is, a twoparameter family of bounded linear operators that satisfies the following conditions:
We emphasize that the above choice of the period of the equations is merely for the simplification of the notation, but does not mean a restriction. We refer the reader to [1, 7] for more information on the applications of this concept of evolutionary processes to partial differential equations. An X-valued continuous function u on R is said to be a mild solution of (3.1) if
Lemma 3.1. Let u be a bounded mild solution of (3.1) on R and let f be almost automorphic. Then, u is almost automorphic if and only if the sequence {u(n)} n∈Z is almost automorphic.
Proof. Necessity: Obviously, if u is almost automorphic, the sequence {u(n)} n∈Z is almost automorphic. Sufficiency: Let the sequence {u(n)} n∈Z be almost automorphic. We now prove that u is almost automorphic. The proof is divided into several steps:
Step 1: We first suppose that {n k } is a given sequence of integers. Then there exists a subsequence {n k } and a sequence {v(n)} such that
For every fixed t ∈ R, let us denote by [t] the integer part of t. Then, define
In this way, we can define v on the whole line R. Now we show that
In fact,
Similarly, we can show that
Step 2: Now we consider the general case where {s k } k∈Z may not be an integer sequence. The main lines are similar to those in Step 1 combined with the strong continuity of the process and the precompactness of the range of the function f .
Set
, is a sequence in [0, 1), we can choose a subsequence {n k } from {n k } such that lim k→∞ t k = t 0 ∈ [0, 1], and (3.3) holds for a function v, as shown in Step 1.
Let us first consider the case 0
In fact, for sufficiently large k, from the above assumption we have
Using the 1-periodicity of the process (U (t, s)) t≥s we have
where A(k) and B(k) are defined and estimated as below. By the 1-periodicity of the process (U (t, s)) t≥s , we have
From the strong continuity of the process (U (t, s)) t≥s and the precompactness of the range of f , it follows that lim k→∞ D(k) = 0. This finishes the proof of the lemma.
As a main result of this paper we have the following theorem. Proof. The theorem is an immediate consequence of Lemmas 2.12, 2.13, and 3.1.
In fact, we need only to prove the sufficiency. Let us consider the discrete equation
From the 1-periodicity of the process (U (t, s)) t≥s , this equation can be re-written in the form We are going to show that the sequence {y n } n∈Z defined as above is almost automorphic. In fact, since f is automorphic, for any given sequence {n k } there is a subsequence {n k } and a measurable function g such that lim k→∞ f (t + n k ) = g(t) and lim m→∞ g(t − n m ) = f (t) for every t ∈ R. Therefore, if we set
then, by the 1-periodicity of (U (t, s)) t≥s and the Lebesgue Dominated Convergence Theorem, we have
Therefore, lim k→∞ y n+n k = w n for every n ∈ Z. Similarly, we can show that lim k→∞ w n−n k = y n . By Lemma 2.13, since {u(n)} is a bounded solution of (3.8), X does not contain any subspace isomorphic to c 0 , and the part of spectrum of U (1, 0) on the unit circle is countable, {u(n)} is almost automorphic. By Lemma 3.1, this yields that the solution u itself is almost automorphic.
