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Abstract
We present the technique for resummation of flux tube excitations series aris-
ing in pentagon operator expansion program for polygonal Wilson loops in N = 4
SYM. Here we restrict ourselves with contributions of one-particle effective states
and consider as a particular example NMHV6 amplitude at one-loop. The presented
technique is also applicable at higher loops for one effective particle contributions
and has the potential for generalization for contributions with more effective parti-
cles.
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1 Introduction
The discovery of integrability of N = 4 SYM in planar limit, see [1, 2] for a review,
has led to tremendous progress in our ability to compute different observables in general
at arbitrary values of N = 4 SYM coupling constant. In particular the collinear OPE
or pentagon OPE (POPE) approach to null-polygonal Wilson loops thanks to duality
between amplitudes and (super)Wilson loops [3–8] gives us means for computing scattering
amplitudes both at weak and strong values of coupling constant [9–28]. There is also
similar approach1 to structure constants [30–32] and correlation functions [30,33–47].
The important problem present within pentagon OPE approach is the problem of
resummation of contributions coming from different flux tube excitations. The latter is
required if we are going to recover full kinematical dependence (in general kinematics)
of scattering amplitudes computed within POPE approach and not restricting ourselves
by the collinear limits. At weak coupling a procedure for resummation of single par-
ticle gluon bound states was presented in [48, 49], see also [50] for resummation in the
context of n-point functions of BPS operators. At strong coupling the procedure for
systematic resummation was studied in [24–28], where one should account for resumma-
tion of contributions from gluons, scalars, fermions and mesons. On the other hand a
systematic approach for resummation at weak coupling [20, 51–53] is tightly connected
with the concept of effective particles [18, 20]. The latter are formed by fundamental
excitations (gluon or its bound states, scalars and large fermions/antifermions) together
with arbitrary number of small fermions/antifermions. The introduction of effective par-
ticles allowed to reconstruct several scattering amplitudes in general kinematics at tree
level [20, 52, 53] and MHV hexagon amplitude at one-loop level. Here we are going to
extend these results and present the technique for resummation of one effective parti-
cle contributions to hexagon amplitudes at arbitrary order of perturbation theory. As a
1See [29] for introduction.
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particular example we consider NMHV6 amplitude at one-loop. These technique has the
potential for generalization for both higher point scattering amplitudes and contributions
with more then one effective particle.
This paper is organized as follows. In section 2 we give a brief introduction to the
collinear pentagon OPE approach and the concept of effective particles. Section 3 contains
details of our resummation technique in the case of NMHV one-loop hexagon together with
the prescription for treating one effective particle contributions in the case of hexagons at
arbitrary loop order. Finally in section 4 we come with our conclusion. The appendices
contain explanation of notation together with different details of our calculation of NMHV
hexagon amplitude at one-loop.
2 Hexagon pentagon OPE: one effective particle states
Let us briefly remind the essential for our further discussion ideas and facts about pentagon
OPE (POPE) approach and effective particle concept. For detailed discussion see [13–16]
and [17–20]. Using duality between amplitudes and (super)Wilson loops [3–8] one can
recast the problem of calculation of components of the finite remainder function R(k)n
for the NkMHVn amplitude
2 into the problem of evaluation of the ratios Wn of vacuum
expectation values of polygonal lightlike Wilson loops with fields inserted on edges and
cusps [54,55]. The latter within pentagon OPE approach are then decomposed into n− 3
successive fluxes/squares [11–13]. The first essential ingredient for building pentagon
OPE expansion is given by the knowledge of color flux tube excitation spectrum, which
in N = 4 SYM is known thanks to integrability for arbitrary values of coupling constant
g [56]. The second important ingredient is supplied by transitions from one flux to another
induced by pentagon operators. The matrix elements of the latter could be also computed
at any coupling using integrable bootstrap [13], see further development in [14–18]
To be more specific, the renormalized3 vacuum expectation value of n polygonal super
Wilson loop within pentagon OPE approach is given by [17,18]:
Wn =
∑
Ψi
P(0|Ψ1)P(Ψ1|Ψ2) . . .P(Ψn−6|Ψn−5)P(Ψn−5|0)e
∑
j(−Ejτj+ipjσj+imjφj), (2.1)
where {τi, σi, φi} is a base of conformal ratios, parameterizing propagation of Ψi excita-
tion (in general multi-particle) in i-th flux/square. The Ei, pi and mi denote energy
4,
momentum and angular momentum (helicity) of i-th excitation. The transition probabil-
ities from one flux to another P(Ψi|Ψj) are described by matrix elements of charged or
super pentagon operators introduced in [17]:
P = P + χAPA + χAχBPAB + χAχBχCPABC + χAχBχCχDPABCD , (2.2)
where χA is a Grassmann parameter transforming in the fundamental representation of
SU(4)R R-symmetry group. PA1...Ak or P
[k] for short is charged pentagon transition
2See appendix A for more details.
3See [13] for more details.
4The energies of excitations are in one to one correspondence with anomalous dimensions of corre-
sponding single trace GKP operators [57] Tr(ZDS1ODS2+ Z), where Z is one of three complex scalars in
N = 4 SYM, D+ = nµ+Dµ = D0 + D3 is the light-cone covariant derivative and O is some monomial
constructed from {Fb, ψ, φ} fields. It is also assumed, that S1 + S2  1.
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transforming as k-th antisymmetric product. Charged5 pentagon transitions contrary to
ordinary uncharged pentagon transitions P used to describe MHV amplitudes via bosonic
polygonal Wilson loops may produce states with non-zero R-charge. For example, the
creation amplitude PAB(0| . . .) may produce scalar fields φAB out of the vacuum, as the
quantum numbers of the latter match those of pentagon.
In a particular case of hexagon the pentagon OPE expansion gives6 [18, 20]:
W [r1,r2]6 =
∑
m
1
Sm
∫
du1 . . . dum
(2pi)m
Πdyn × Π[r1,r2]FF × Π[r1,r2]mat , (2.3)
where uk are rapidities of intermediate particle states and r1, r2 are SU(4)R charges of top
and bottom pentagons. The latter, as was mentioned above, are related to the particle
content of the R6 remainder function. In the NMHV case r1, r2 are constrained, such
that r1 + r2 = 4 and as a consequence NMHV hexagon has five different POPE com-
ponents. The multi-particle flux tube excitations are build from fundamental excitations
represented7 by gluon bound states, fermions, antifermions and scalars [56]: {Fb, ψ, ψ¯, φ}.
The integrand in Eq.(2.3) has a factorized form and consists from coupling dependent
dynamical Πdyn and form factor Π
[r1,r2]
FF parts. The matrix part Π
[r1,r2]
mat , which takes into
account SU(4)R structure of flux excitations, on the other hand is coupling independent.
The dynamical part contribution has the form
Πdyn =
∏
j
µ(uj)e
−E(uj)τ+ip(uj)σ+imjφ ×
∏
i<j
1
|P (ui|uj)|2 , (2.4)
where τ , σ and φ are real parameters encoding all external kinematical dependence (they
parameterize three conformal cross ratios u1, u2, u3 on which W [r1,r2]6 depends) of the
problem. They also have the meanings of flux tube time, space and angle coordinates
respectfully. In addition, the τ variable parametrizes the measure of collinearity of two
adjacent amplitude momenta with the limit τ →∞ corresponding to collinear configura-
tion [11,13], see appendix A for more details. P (ui|uj) in Eq.(2.4) are uncharged pentagon
transitions8 between different fundamental excitations and µ(ui) are corresponding mea-
sures. The expressions for P (ui|uj) and µ(ui) are known for arbitrary values of coupling
constant and can be found in [13–16].
The form factor part contribution is obtained by expressing charged pentagon transi-
tions in terms of uncharged ones and is nontrivial only for NMHV hexagons. In our case
it is given by [18,20]:
Π
[r1,r2]
FF = g
1
8
r1(r1−4)+ 18 r2(r2−4) ×
∏
i
h(ui)
r1−r2 , (2.5)
where h(ui) are the so called form factors and are also known for arbitrary values of
coupling constant [18].
5When thought in terms of pentagon polygonal Wilson loops the charged pentagons have additional
fields insertions at their cusps and edges compared to usual uncharged pentagons.
61/Sm is a symmetry factor.
7Here, we suppressed SU(4)R and projected Lorenz indexes of fields.
8These functions depend only on the types of fundamental excitations, their spectral parameters and
coupling constant g.
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The matrix part contribution takes into account contraction of SU(4)R indexes of each
pentagon and in our case takes the form of the integral over auxiliary roots [58]:
Π
[r1,r2]
mat =
1
K1!K2!K3!
∫ K1∏
i=1
dw1i
2pi
K2∏
i=1
dw2i
2pi
K3∏
i=1
dw3i
2pi
× (2.6)
× g(w
1)g(w2)g(w3)
f(w1,w2)f(w2,w3)f(w1,v)f(w2, s)f(w3, v¯)
, (2.7)
where wi are auxiliary roots (rapidities) corresponding to three nodes of SU(4) Dynkin di-
agram and {vi, si, v¯i} are rapidities for fermions, scalars and antifermions correspondingly.
In addition, g(w) =
∏
i<j(wi − wj)2[(wi − wj)2 + 1] and f(w,v) =
∏
i,j[(wi − vj)2 + 14 ].
The number of auxiliary rapidities K1, K2 and K3 are solutions of the following system
of equations:
Nψ − 2K1 +K2 = δr1,3 (2.8)
Nφ +K1 − 2K2 +K3 = δr1,2 (2.9)
Nψ¯ +K2 − 2K3 = δr1,1 , (2.10)
where Nψ, Nφ and Nψ¯ are respectively the number of fermions, scalars and antifermions
in multi-particle excitation.
In the weak coupling regime within POPE approach to hexagon amplitudes contribu-
tions of different excitations scale as g2le−τN , where is N is the total twist of corresponding
multi-particle state and l - number of loops. For such expansion to be convergent one has
to consider only collinear enough configurations of momenta with τ > 1. The coefficients
in front of g2le−τN could be compared with independently computed amplitude results ex-
panded in collinear limit [14,15,48]. They can also serve as predictions for such collinear
limits [48, 49]. On the other hand, one can try to re-sum contributions of all possible
excitations contributing at a given loop order l. Together with analytical continuation
of resummation result to τ ≤ 1 this should allow for a full reconstruction of the whole
kinematical dependence [16]. The possibility of such resummation also implies means
of getting POPE results for Rn remainder functions without any reference to N = 4
lagrangian and corresponding Feynman rules or unitarity cuts.
To make such resummation possible one has to understand the hierarchy of flux tube
excitations in the weak coupling regime. That is, we need to know when and which
excitation starts to give contribution to perturbative expansion. The useful hint comes
from the structure of fermionic excitations, which are separated into large ψ and small
ψs fermions. The latter property is due to the fact, that in terms of Bethe rapidity the
fermionic excitations are defined on two-sheeted Riemann surface [15]. On one Riemann
sheet the fermion momentum is large, while on the other it is small. When attached
to another particle, small fermions ψs, ψ¯s act as a supersymmetry generators [59]. The
action of ψsψ¯s pairs (or derivatives D+) creates SL(2) conformal descendants as at weak
coupling there is an enhancement of symmetry9 from SU(4) to SL(2|4) [12,56,60]
The very useful notion for the purposes of pentagon OPE resummation is provided by
the concept of effective particles [18,20]. By effective particle we will understand a funda-
mental excitation together with arbitrary number (”sea”) of small fermion (antifermion)
9This symmetry is exact only at one loop level, however the same bookkeeping turns out to be useful
also at higher loops.
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excitations Nψs (Nψ¯s). Having more then one fundamental excitation surrounded by the
sea of small fermions/antifermions will lead to more then one effective particle state. In-
tegrating out small fermion/antifermion rapidities together with auxiliary SU(4)R roots
leads to the description of effective particles in terms of Bethe string complexes. In gen-
eral, the effective particle (excitation) is described by three parameters: the helicity or
angular momentum of excitation a, its descendant number n and SU(4)R representation
in which it transforms. One can show that for the NMHV6 amplitude the contribution
of one effective particle is sufficient for its reconstruction both at tree and one-loop (LO
and NLO) levels. The account for two effective particles is enough to reconstruct two,
three and four loops10. So, we see that the number of effective particles we should take
into account grows rather slowly with loop order.
To demonstrate our resummation technique in the next section we will use W [2,2]6
NMHV POPE component. In this case, restricting ourselves with one effective particle
contributions, we should account for the following effective particles, transforming in
vector representation of SU(4)R [20]:
Φ1a,n = Faψsψs(ψ¯sψs)
n, Φ2a,n = F¯
aψ¯sψ¯s(ψ¯sψs)
n,
Φ3n = φ(ψ¯sψs)
n, Φ4n = ψψs(ψ¯sψs)
n, Φ5n = ψ¯ψ¯s(ψ¯sψs)
n. (2.11)
In the case n = 0 the above effective particles are SL(2) conformal primaries. Taking
integrals over small fermion/antifermion rapidities and auxiliary SU(4)R roots by residues
the expression for W [2,2]6 POPE component takes the form [20]:
W [2,2]6 =
∑
Φ
∫
du
2pi
eEΦ(u)τ+ipΦ(u)σ+imΦφµ
[2,2]
Φ (u) + . . . , (2.12)
where . . . stands for multiple effective particle contributions and the expressions for en-
ergies EΦ(u), momenta pΦ(u), angular momenta mΦ and integration measures µ
[2,2]
Φ (u) of
effective particles can be found in Appendix B.
The first steps to resummation of series in Eq. (2.12) were made in [20] at LO. However,
we found that the method employed there is somewhat hard to generalize to higher orders
of perturbation theory. So in the following section we are going to present an algorithm
which should allow one to compute series representation for W [r1,r2]6 functions similar to
that for W [2,2]6 (2.12) in terms of multiple polylogarithms [61,62] of kinematical variables
at any order of perturbation theory. Presumably, the same algorithm should be also
applicable to other cases with n > 6 and contributions with more effective particles. As
an illustration for our method we will consider LO and NLO contributions toW [2,2]6 POPE
component. In this case it is sufficient to consider one effective particle contributions only.
To compare the results of pentagon OPE resummation with results for hexagon amplitudes
computed with other methods we should recall that the usual way to package together all
helicity amplitudes is to use super Wilson loop [54,55]:
W6 = W6,MHV + η1i η2j η3kη4lW
〈ijkl〉
6,NMHV + . . . , (2.13)
where WNMHV is the NMHV amplitude divided by Parke-Taylor MHV factor. Here,
the Grassmann variables ηAj are Grassmann components of hexagon momentum twistors
10For MHV6 amplitude one effective particle is sufficient for one-loop reconstruction [51] and combi-
nation of one and two effective particles will be enough to reconstruct amplitude up to (including) five
loops [18,20].
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(see Appendix A for more details) with upper index transforming in the fundamental
representation of SU(4)R and lower index labeling the edge of hexagon. The important
thing here is that these Grassmann variables are different from those used within POPE
framework (2.2). Nevertheless there is a map from one set of Grassmann variables to
another [17]. In particular, it turns out that [17,20]:
W [2,2]6 = −W〈1144〉6 , (2.14)
where W〈1144〉6 is the W 〈ijkl〉6,NMHV component from Eq.(2.13).
3 Resummation technique
Before presenting the general algorithm for treating one effective particle contributions
in the case of hexagons, let us first start with the particular example of hexagon NMHV
amplitude and later formulate the general prescription for the resummation of one effective
particle contributions to hexagon Wilson loops in N = 4 SYM. Up to one loop the
expression for W〈1144〉6 component takes the form11:
W〈1144〉6 = −W [2,2]6 =
∞∑
a=−∞
∞∑
n=0
∫
du
2pii
e−(|a|+2n+1)τ+2uσ+iaφ(−1)a+n
×
Γ
(
|a|
2
− u− 1
2
)
Γ
(
|a|
2
+ u+ 3
2
+ n
)2
Γ
(
|a|
2
+ u+ 3
2
)
Γ (|a|+ n+ 1)n!
{
1 + g2fNLOa,n (u) +O(g4)
}
, (3.15)
where
fNLOa,n (u) =
pi2
3
− 6
(1− |a|+ 2u)2 +
2
|a|(1− |a|+ 2u) +
2
(1 + |a|+ 2u)2 −
2
|a|(1 + |a|+ 2u)
− 2τ
[
2γE + Ψ
(0)
( |a|+ 1
2
− u
)
+ Ψ(0)
( |a|+ 1
2
+ u
)]
+ 2σ
[
Ψ(0)
( |a| − 1
2
− u
)
+ Ψ(0)
( |a|+ 3
2
+ u
)
− 2Ψ(0)
( |a|+ 3
2
+ n+ u
)]
− 1
2
[
2γE + Ψ
(0)
( |a|+ 1
2
− u
)
+ Ψ
( |a|+ 1
2
+ u
)]2
− 1
2
[
Ψ(0)
( |a| − 1
2
− u
)
+ Ψ(0)
( |a|+ 3
2
+ u
)
− 2Ψ(0)
( |a|+ 3
2
+ n+ u
)]2
−Ψ(1)
( |a|+ 1
2
− u
)
−Ψ(1)
( |a|+ 1
2
+ u
)
+2Ψ(1)
( |a|+ 3
2
+ u
)
−2Ψ(1)
( |a|+ 3
2
+ n+ u
)
,
(3.16)
Here Ψ(n)(z) are polygamma functions. To evaluate the above expression both at LO and
higher we start with taking residues in u-variable. To achieve this we first use reflection
11See appendix B for the expression for W [2,2]6 , which we expand up to one-loop order. We have also
made change of variables u→ −iu, so that now the integration contour goes along imaginary axis. Also
g ≡ g2YMNc/(16pi2).
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identities
Γ
( |a| − 1
2
− u
)
=
pi csc
(
pi(|a|−1)
2
− piu
)
Γ
(
3−|a|
2
+ u
) , (3.17)
Ψ(n)
( |a|+ 3
2
− u
)
= (−1)nΨ(n)
(
u− |a|+ 1
2
)
− pi ∂
n
∂un
cot
(
pi(|a|+ 3)
2
− piu
)
(3.18)
to isolate singular terms into elementary functions with known Taylor expansions. It is
also convenient to transform present polygamma functions to the same argument as far
as possible using the following recurrence relation
Ψ(n)(z + 1) = Ψ(z) + (−1)nn!z−n−1 . (3.19)
Note, that it is the general procedure when taking Mellin-Barnes integrals and was used
already in the context of collinear OPE in [48, 49]. Now, taking residues at u = |a|−1
2
+ k
we get:
W〈1144〉6 =W〈1144〉6,m +W〈1144〉6,b , (3.20)
where subscripts m and b denote what we call main and boundary12 contributions. The
latter are given by:
W〈1144〉6,m =
∞∑
a=−∞,a6=0
∞∑
n=0
∞∑
k=0
(−1)a+n+k
k!n!
e−(|a|+2n+1)τ+(|a|+2k−1)σ+iaφ
× (|a|+ n+ k)!
(|a|+ k)!
(|a|+ n+ k)!
(|a|+ n)!
{
1 + g2f˜NLOa,n (k) +O(g4)
}
+
∞∑
n=0
∞∑
k=1
(−1)n+k
k!n!
e−(2n+1)τ+(2k−1)σ
(n+ k)!
k!
(n+ k)!
n!
{
1 + g2f˜NLO0,n (k) +O(g4)
}
, (3.21)
and
W〈1144〉6,b =
∞∑
a=−∞,a6=0
∞∑
n=0
(−1)a+n
n!
e−(|a|+2n+1)τ+(|a|−1)σ+iaφ
× (|a|+ n)!|a|!
{
g2
≈
fNLOa,n +O(g4)
}
(3.22)
where
f˜NLOa,n (k) =
pi2
3
− 2
k2
(1− δk,0)− 2
(k + |a|)2 +
2(σ + τ)
k
(1− δk,0) + 2(σ + τ)
k + |a| − 4στ
− 2Ψ(1)(|a|+ n+ k + 1)− 2
(
Ψ(0)(|a|+ n+ k + 1) + γE
)2
+ 2
(
1
k
(1− δk,0) + 1
k + |a| − 2σ − 2τ
)(
Ψ(0)(|a|+ n+ k + 1) + γE
)
. (3.23)
and
12The boundary contributions start contributing from NLO order.
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≈
fNLOa,n = 4στ −
pi2
6
+ Ψ(1)(1 + |a|) + 4τ
(
Ψ(0)(|a|+ n+ 1) + γE
)
−
(
Ψ(0)(1 + |a|) + γE
)2
+ 2
(
Ψ(0)(|a|+ 1) + γE
)(
σ − τ + Ψ(0)(|a|+ n+ 1)
)
. (3.24)
Introducing notations x = e−τ , y = eσ, z = eiφ the above expressions take the form
W〈1144〉6,m =
∞∑
a=1
∞∑
n=0
∞∑
k=0
(−1)a+n+kxa+2n+1ya+2k−1 (za + z−a)
×
(
a+ n+ k
n
)(
a+ n+ k
k
){
1 + g2f˜NLOa,n (k) +O(g4)
}
+
∞∑
n=0
∞∑
k=1
(−1)n+kx2n+1y2k−1
(
n+ k
n
)(
n+ k
k
){
1 + g2f˜NLO0,n (k) +O(g4)
}
(3.25)
and
W〈1144〉6,b =
∞∑
a=1
∞∑
n=0
(−1)a+nxa+2n+1ya−1 (za + z−a)(a+ n
n
){
g2
≈
fNLOa,n +O(g4)
}
(3.26)
3.1 LO
To evaluate the sums left after taking residues in u it is convenient to introduce the
following integral representations for binomial coefficients13:(
n
k
)
=
1
2pii
∫
|z|=1
(z + 1)nz−k−1dz . (3.27)
Then at leading order we have
W〈1144〉,LO6 =
∞∑
a=1
∞∑
n=0
∞∑
k=0
(−1)a+n+k
(2pii)2
∫
|t1|=1
dt1
∫
|t2|=1
dt2
× xa+2n+1ya+2k−1(za + z−a) [(t1 + 1)(t2 + 1)]a+n+k t−n−11 t−k−12
+
∞∑
n=0
∞∑
k=1
(−1)n+k
(2pii)2
∫
|t1|=1
dt1
∫
|t2|=1
dt2x
2n+1y2k−1 [(t1 + 1)(t2 + 1)]
a+n+k t−n−11 t
−k−1
2
(3.28)
Now, the series summation is straightforward and we get
W〈1144〉,LO6 = −
1
(2pii)2
∫
|t1|=1
dt1
∫
|t2|=1
dt2
(1 + t1)(1 + t2)x
(t1 + (1 + t1)(1 + t2)x2)(t2 + (1 + t1)(1 + t2)y2)
×
{
y
t2
+
x
(1 + t1)(1 + t2)xy + z
+
xz
1 + (1 + t1)(1 + t2)xyz
}
. (3.29)
13Here, the integration contour is actually going around z = 0.
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Next, performing partial fractioning in t2 variable and taking residues at t2 = 0 and
t2 = −1 + 11+(1+t1)y2 together with subsequent residues in t1 at t1 = − x
2
1+x2
and t1 =
−1−x2−y2+
√
(1+x2+y2)2−4x2y2
2y2
we get
W〈1144〉,LO6 =
x
y
(
z
z + (y + xz)(x+ yz)
− 1
1 + x2
)
(3.30)
in agreement with [20]. We would like to clarify the particular choice of points, at which
residues over t1 and t2 should be taken. First, we know that in the limit x → 0, y → 0
the residue should be taken at the point t1 = t2 = 0 and so our points at which we took
residues should go to this particular point in this limit. And of course we may greatly
benefit from numeric checks for some particular values of Mandelstam variables that we
actually get the correct expression in the end.
3.2 NLO
The integration procedure at NLO and higher goes similar to the LO case. To illustrate
the presented technique let us consider evaluation of several terms in NLO contribution.
The results for the rest of terms could be found in accompanying Mathematica notebook.
The different terms in the main contribution at NLO can be written as
W〈1144〉6,m
[
fa,n(k)
]
=
∞∑
a=1
∞∑
n=0
∞∑
k=0
(−1)a+n+kxa+2n+1ya+2k−1 (za + z−a)
×
(
a+ n+ k
n
)(
a+ n+ k
k
)
fa,n(k)
+
∞∑
n=0
∞∑
k=1
(−1)n+kx2n+1y2k−1
(
n+ k
n
)(
n+ k
k
)
f0,n(k) (3.31)
where fa,n(k) are given by terms in the sum of Eq. (3.23). To calculate the latter it is
convenient to express 1/kn and 1/(k + a)n factors in terms of polygamma functions as
1
zn
=
(−1)n
(n− 1)!
[
Ψ(n−1)(z)−Ψ(n−1)(z + 1)] (3.32)
and use for polygamma functions the following integral representations
Ψ(n)(z) =
∫ 1
0
xz−1 logn x
x− 1 dx if n > 0 , (3.33)
Ψ(0)(z) =
∫ 1
0
1− xz−1
1− x dx− γE . (3.34)
For example following the above prescription for 1/(k + a) term, that is rewriting
1
k + a
= Ψ(0)(k + a+ 1)−Ψ(0)(k + a) =
∫ 1
0
dx1x
k+a−1
1 (3.35)
and using the same integral representations for binomial coefficients as at LO we may
again easily sum the geometric series in a, n and k and get
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W〈1144〉6,m
[ 1
k + a
]
=
∫ 1
0
dx1
∫
|t1|=1
dt1
∫
|t2|=1
dt2
x(1 + t1)(1 + t2)
(t1 + (1 + t1)(1 + t2)x2)(t2 + (1 + t1)(1 + t2)x1y2)
×
{
y
t2
+
x
(1 + t1)(1 + t2)xyx1 + z
+
xz
1 + (1 + t1)(1 + t2)xyzx1
}
. (3.36)
Now, taking residues in t2 at t2 = 0 and t2 = −1 + 11+(1+t1)y2x1 together with subsequent
residues in t1 at t1 = − x21+x2 and t1 =
−1−x2−y2x1+
√
(1+x2+y2x1)2−4x2y2x1
2y2x1
we have
W〈1144〉6,m
[ 1
k + a
]
=
∫ 1
0
dx1
x
2yx1
{
2
1 + x2
+
xyz(x1 − 1)(2xyz(1 + x1) + (1 + x2 + y2x1)(1 + z2))
p1(x, y, x1)(z + (xz + yx1)(x+ yz))(z + (y + xz)(x+ yzx1))
− z(2zx
2 + 2z(1 + y2x1) + xy(1 + z
2)(1 + x1))
(z + (xz + yx1)(x+ yz))(z + (y + xz)(x+ yzx1))
}
, (3.37)
where p1(x, y, x1) =
√
(1 + x2 + y2x1)2 − 4x2y2x1. Note, that the points at which residues
were taken are deformations of corresponding points we had at LO for x1 = 1. Next,
the integral in x1 could be easily evaluated by rationalizing root in p1(x, y, x1) with the
following variable substitution
x1 =
2x2
y2 − t −
2
y2 + t
(3.38)
As a result we get
W〈1144〉6,m
[ 1
k + a
]
=
x
y(1 + x2)
{
2 log
(
2xy2
1 + x2
)
− log (1 + x2 + y2 − p(x, y))
− log (−1− x2 + y2 + p(x, y))}+ x
y(1 + x2 + xyz)
{
− log
(
2xy3z
1 + x2
)
+ log
(
− 1− y2 − x(2x+ x3 − xy2 + yz + x2yz − y3z) + (1 + x2 + xyz)p(x, y)
)}
+
zx
y(z + x(y + xz))
{
− log
(
2xy3
1 + x2
)
+ log
(
xy(−1− x2 + y2)− (1 + x2)2z + (−1 + x2)y2z + (z + x(y + xz))p(x, y)
)}
,
(3.39)
where p(x, y) =
√
(1 + x2 + y2)2 − 4x2y2.
In the case of Ψ(1)(n + k + a + 1) term we proceed essentially the same way. Indeed,
using the integral representations for Ψ(1) and binomial coefficients as above, resuming
11
geometric series in n, a, k and taking residues in variables entering integral representations
for binomial coefficients we get
W〈1144〉6,m
[
Ψ(1)(n + k + a + 1)
]
=
∫ 1
0
dx1
xx1(x+ yz + xz
2) log x1
(x1 − 1)(1 + x2x1)(z + x1(y + xz)(x+ yz))
(3.40)
The left integration over x1 is straightforward and gives the following expression
W〈1144〉6,m
[
Ψ(1)(n+ k + a+ 1)
]
=
pi2x(x+ yz + xz2)
6(1 + x2)(x2z + (1 + y2)z + xy(1 + z2))
− x
y(1 + x2)
Li2(−x2) + xz
y(x2z + (1 + y2)z + xy(1 + z2))
Li2
(
−xy + x
2z + y2z + xyz2
z
)
(3.41)
As a final example of a term in the main contribution W〈1144〉6,m let us consider the case
of
(
Ψ(0)(n+ k + a+ 1) + γE
)2
. Again, writing integral representations for polygamma
functions and binomial coefficients as above, summing resulting geometric series in n, a, k
and taking residues in variables entering integral representations for binomial coefficients
we get
W〈1144〉6,m
[ (
Ψ(0)(n+ k + a+ 1) + γE
)2 ]
=
∫ 1
0
dx1
∫ 1
0
dx2
x(x+ yz + xz2)
(1− x1)(1− x2)
{
1
(1 + x2)(z + (y + xz)(x+ yz))
− x1
(1 + x2x1)(z + x1(y + xz)(x+ yz))
− x2
(1 + x2x2)(z + x2(y + xz)(x+ yz))
+
x1x2
(1 + x2x1x2)(z + x1x2(y + xz)(x+ yz))
}
(3.42)
Now, the integrations in x1 and x2 are straightforward and we finally obtain
W〈1144〉6,m
[ (
Ψ(0)(n+ k + a+ 1) + γE
)2 ]
=
− pi
2x(x+ yz + xz2)
6(1 + x2)(x2z + (1 + y2)z + xy(1 + z2))
+
x log(1 + x2)(−4 log x+ 3 log(1 + x2))
2y(1 + x2)
− xz
y(z + (y + xz)(x+ yz))
log
(
(y + xz)(x+ yz)
(z + (y + xz)(x+ yz))2
)
log
(
z
z + (y + xz)(x+ yz)
)
− xz
2y(x2z + (1 + y2)z + xy(1 + z2))
log
(
z
z + (y + xz)(x+ yz)
)
log (z(z + (y + xz)(x+ yz)))
+
x
y(1 + x2)
Li2
(
1
1 + x2
)
− xz
y(x2z + (1 + y2)z + xy(1 + z2))
Li2
(
z
xy(1 + z2) + z(1 + x2 + y2)
)
(3.43)
The evaluation of boundary contribution goes similar to the main one. The different
terms in boundary contribution at NLO can be written as
W〈1144〉6,b
[
fa,n
]
=
∞∑
a=1
∞∑
n=0
(−1)a+nxa+2n+1ya−1 (za + z−a)(a+ n
n
)
fa,n (3.44)
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where fa,n are given by terms in the sum of Eq. (3.24). Take for example the case with
fa,n = Ψ
(0)(n + a + 1) + γE. Using integral representations for polygamma function and
binomial coefficient as before, resuming resulting geometric series in a, n variables and
taking integral for binomial coefficient by residues we get
W〈1144〉6,b
[
Ψ(0)(n+ a+ 1) + γE
]
=
∫ 1
0
dx1
x2
1− x1
{
1 + 2xyz + z2 + x2(1 + z2)
(1 + x2)(1 + x2 + xyz)(z + x(y + xz))
− x1(1 + 2xyzx1 + z
2 + x2(1 + z2)x1)
(1 + x2x1)(z + x(y + xz)x1)(1 + x(x+ yz)x1)
}
(3.45)
The left integration in x1 is straightforward and as a result we obtain
W〈1144〉6,b
[
Ψ(0)(n+ a+ 1) + γE
]
= −2x log(1 + x
2)
y(1 + x2)
+
xz
y(xy + z(1 + x2))
log
(
xy + z(1 + x2)
z
)
+
x log(1 + x2 + xyz)
y(1 + x2 + xyz)
. (3.46)
The results for all other terms both in main and boundary contributions could be found in
accompanying Mathematica notebook. Gathering all contributions and using symbols14
to simplify the resulting expression we finally get
W〈1144〉,NLO6 =
x
y
(
1
1 + x2 + xyz
+
z
z + x(y + xz)
)
× log
(
(1 + x2)z
x2(z + (y + xz)(x+ yz))
)
log
(
(1 + x2)(z + (y + xz)(x+ yz))
y2z
)
+
x
y(1 + x2)
{
− pi
2
6
+ log2 x− log2
(
1 + x2
xy2
)
+ 4 log2 y+ Li2
(
1
1 + x2
)
+ Li2
(
x2
1 + x2
)}
+
xz
y(z + (y + xz)(x+ yz))
{
pi2
6
− log2 x− log2
(
1 + x2
x
)
− 2 log2 y
+ 2 log2
(
yz
x(z + (y + xz)(x+ yz))
)
− Li2
(
1
1 + x2
)
− Li2
(
x2
1 + x2
)}
, (3.47)
which coincides with (R〈1144〉6 WBDS6 )NLO, in agreement with [63,64]. See Appendix A for
notation.
3.3 Prescription for arbitrary order
The LO and NLO resummation for other NMHV hexagon components15 goes similar to
considered in previous two subsections case of W〈1144〉6 component. Moreover, it is easy
14See Appendix C for more details.
15The starting expressions for our resummation algorithm similar to Eq.(3.15) can be obtained from
the results of [20].
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to see, that similar technique is also applicable for one effective particle contribution to
MHV hexagon. Indeed, from [51] we have
WMHV6 = 1 + 2
∞∑
n=0
∫
du
2pii
e−(2n+2)τ+2uσµMHV,non−gluonic0,n (u)
+
∑
a6=0
∞∑
n=0
∫
du
2pii
e−(|a|+2n)τ+iaφ+2uσ
[
µMHV,gluonica,n (u) + e
−2τµMHV,non−gluonica,n (u)
]
,
(3.48)
where
µMHV,gluonica,n (u) = g
2
(−1)a+nΓ
(
|a|
2
− u
)
(
|a|
2
− u
)(
|a|
2
+ u
)
Γ(n+ 1)Γ(|a|+ n)
Γ
(
n+ u+ |a|
2
)2
Γ
(
u+ |a|
2
) +O(g4) ,
(3.49)
µMHV,non−gluonica,n (u) =
g2
(−1)a+nΓ
(
|a|
2
− u+ 1
)
(
|a|
2
− u
)(
|a|
2
+ u
)
Γ(n+ 1)Γ(|a|+ n+ 2)
Γ
(
n+ u+ |a|
2
+ 1
)2
Γ
(
u+ |a|
2
+ 1
) +O(g4) , (3.50)
Taking residues in u = |a|
2
+ k we get
WMHV6 = 1 + 2
∞∑
n=0
∞∑
k=0
e−(2n+2)τ+(|a|+2k)σµ˜MHV,non−gluonic0,n (k)
+
∑
a6=0
∞∑
n=0
∞∑
k=0
e−(|a|+2n)τ+(|a|+2k)σ+iaφ
[
µ˜MHV,gluonica,n (u) + e
−2τ µ˜MHV,non−gluonica,n (u)
]
,
(3.51)
where
µ˜MHV,gluonica,n (k) = g
2 (−1)a+k+n+1
k(k + |a|)
(
n+ k + |a| − 1
k
)(
n+ k + |a| − 1
n
)
+O(g4),
(3.52)
µ˜MHV,non−gluonica,n (k) = g
2 (−1)a+k+n
(k + |a|)(n+ |a|+ 1)
(
n+ k + |a|
k
)(
n+ k + |a|
n
)
+O(g4).
(3.53)
Staring from this expression for WMHV6 we may follows the same steps as for NMHV
hexagon in previous subsection. Namely, we use integral representation for binomial
coefficients, express simple fractions 1/k, 1/(k+|a|), 1/(n+|a|+1) in terms of polygamma
functions and introduce integral representations for the latter. Now summing geometrical
series in a , n and k variables we continue with taking residues in variables entering integral
representations for binomial coefficients. The left integration in variables entering integral
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representations of polygamma functions are then more or less straightforwardly taken in
terms of multiple polylogarithms [61, 62]. The same technique should be also applicable
for the resummation in the case for polygonal Wilson loops with n > 6, see [52, 53] for
tree level resummation in this case. We also think that the presented technique should be
applicable to the resummation of contributions from several effective particles. However,
to be on the save side here we state the algorithm for the resummation of one effective
particle contributions to hexagons but for arbitrary loop order of weak coupling expansion.
The necessary steps are given by
1. Following [20] write down the one effective particle contribution to hexagon POPE
component you are interested in and expand it in coupling constant up to required
loop order. For example, appendix B contains corresponding expression in the case
of W [2,2]6 component.
2. Take residues in rapidity of effective particle. It is convenient to first use reflection
identities (3.17) and (3.18) to isolate singular terms with known Taylor expansions.
It is also useful to transform present polygamma functions to the same argument as
far as possible using Eq.(3.19).
3. Transform the obtained summand to the form of a product of binomial coefficients
with simple fractions. For binomial coefficients write down integral representations as
in Eq.(3.27). In the case of simple fractions express the latter in terms of polygamma
functions using Eq.(3.32) and eventually write down integral representations for
polygamma functions present.
4. Sum the series present. Now, they are all of geometric progression type and could
be easily summed.
5. Take residues in variables entering integral representations for binomial coefficients.
6. Take integrals in variables entering integral representations of polygamma functions.
These are integrals from rational functions and are frequently encountered in calcu-
lation of multiloop Feynman diagrams. In particular, they appear in the process of
direct integration over Feynman parameters. When, the latter integrals satisfy cri-
terion of linear reducibility [65,66] one can come with algorithmic way of expressing
required integrals in terms of multiple polylogarithms [61, 62]. In our case there are
could be also roots from quadratic polynomials present. The latter however may be
rationalized with variable change, see for example [67].
4 Conclusion
In this paper we presented an algorithmic approach for computing one effective particle
contributions to hexagon scattering amplitudes applicable at in principle arbitrary order
of perturbation theory. The approach reduces the problem of evaluation of integral over
effective particle rapidity and sums over effective particle helicity and descendant number
to the problem of evaluation of integrals over rational functions, otherwise known as
periods, in terms of multiple polylogarithms [61, 62]. If the latter integrals satisfy the
criterion of linear reducibility [65, 66], then there is an algorithmic way for taking such
integrals. In the problem at hand, the integrals may also contain roots of quadratic
polynomials. The latter however could be also treated in algorithmic way [67].
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The presented approach has the potential for the generalization both for higher point
scattering amplitudes and contributions with more then one effective particle. This will
be the subject of one of our further publications.
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A The remainder for NMHV6 superamplitude
The R(k)n remainder function is defined to all orders of perturbation theory as the ratio
of NkMHVn and MHVn amplitudes:
R(k)n =
A
(k)
n
A
(0)
n
. (A.54)
In NMHV case k = 1. From now on we will drop the (k) superscript and stick with
NMHV6 case only. Note, that due to universal (independent from particles helicities)
structure of IR divergences the remainder function is IR finite. In addition, it is also dual
conformal invariant.
Using momentum twistors Zi = (λi, µi, ηi) [68] and splitting theR6 remainder function
into even and odd parts we have [63,64]:
R6 = Reven6 +Rodd6 , (A.55)
where
Reven6 =
[13456] + [12346]
2
V (u1, u2, u3) +
[12456] + [12345]
2
V (u2, u3, u1)
+
[23456] + [12356]
2
V (u3, u1, u2), (A.56)
and16
Rodd6 = ([12346]− [13456])V˜ (u1, u2, u3) + ([12456]− [12345])V˜ (u2, u3, u1)
+ ([23456]− [12356])V˜ (u3, u1, u2). (A.57)
V and V˜ are scalar functions, which depend only on (dual)conformal cross ratios and
coupling constant g. [abcde] is dual conformal invariant (five-bracket) defined as
[i j k l m] =
δ4(〈i j k l〉ηm + cyclic permutation)
〈i j k l〉〈j k l m〉〈k l m i〉〈l m i j〉〈m i j k〉 (A.58)
with four-brackets 〈i j k l〉 being defined through bosonic components of momentum
twistors Zi = (λi, µi) as
〈i j k l〉 = εABCDZAi ZBj ZCk ZDl = det(ZiZjZkZp), (A.59)
16It is convenient to define different set of arguments for V˜ , which, however, can be expressed through
u1, u2, u3 [64]. Since we are actually will be interested only in V function we will not write them here.
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The expansion of functions V and V˜ in coupling constant reads
V (u1, u2, u3) = 1 +
∑
l=1
(2g2)lV (l)(u1, u2, u3) (A.60)
V˜ (u1, u2, u3) =
∑
l=1
(2g2)lV˜ (l)(u1, u2, u3). (A.61)
All information about helicity content of remainder function is contained in [abcde] ratio-
nal functions, which are all loop exact. All coupling constant dependence is through V
and V˜ functions only. Note also, that due to the six term identity
[23456]− [13456] + [12456]− [12356] + [12346]− [12345] = 0 (A.62)
at leading order we have
RLO6 = [12345] + [12356] + [13456], (A.63)
which is [1, 2〉 BCFW representation of normalized tree level six point amplitude.
Dual conformal cross ratios for six point functions can be conveniently written in terms
of dual variables17 as
u1 ≡ v = x
2
13x
2
46
x214x
2
36
, u2 ≡ w = x
2
24x
2
51
x225x
2
41
, u3 ≡ u = x
2
35x
2
62
x236x
2
52
. (A.64)
Using the relation x2jk =
〈j−1,j,k−1,k〉
〈j−1,j〉〈k−1,k〉 the latter could be also written in terms of four-
brackets
u =
〈1236〉〈3456〉
〈2356〉〈1346〉 , v =
〈1234〉〈1456〉
〈1245〉〈1346〉 , w =
〈1256〉〈2345〉
〈1245〉〈2356〉 . (A.65)
At next-to-leading order V (l) function is given by:
V (1)(u1, u2, u3) =
1
2
(
3∑
i=1
Li2(ui) +
(
log(u1) + log(u3)
)
log(u2)− log(u1) log(u3)− pi
2
3
)
,
(A.66)
while V˜ (1) = 0, i.e. there is no contribution to R(1)odd6 at NLO.
As an illustration of our summation method we have chosen a particular component of
R6 function proportional to η1η1η4η4 Grassmann monomial: R〈1144〉6 . At NLO it is given
by
2R〈1144〉,NLO6 = 2Reven,NLO6
∣∣∣
η1η1η4η4
= g2([13456] + [12346])
∣∣∣
η1η1η4η4
V (1)(v, w, u) +
+ g2([12456] + [12345])
∣∣∣
η1η1η4η4
V (1)(w, u, v).
(A.67)
The coefficients in front of V (1)(v, w, u) and V (1)(w, u, v) are then given by:(
[13456] + [12346]
)∣∣∣
η1η1η4η4
=
〈1356〉〈3456〉
〈1345〉〈1456〉〈1346〉 +
〈1236〉〈2346〉
〈1234〉〈1346〉〈1246〉 , (A.68)
17x2ij =
(∑j−1
k=i pk
)2
with pi standing for momentum of i’th particle and sum being understood in
cyclic sense.
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(
[12456] + [12345]
)∣∣∣
η1η1η4η4
=
〈1256〉〈2456〉
〈1245〉〈1456〉〈1246〉 +
〈1235〉〈2345〉
〈1234〉〈1345〉〈1245〉 . (A.69)
At LO this leads to
RLO6
∣∣∣
η1η1η4η4
=
〈2345〉〈1235〉
〈1234〉〈1345〉〈1245〉 +
〈3456〉〈1356〉
〈1345〉〈1456〉〈1346〉 . (A.70)
In collinear OPE approach the kinematics for six point amplitude is parameterized
by three real parameters: τ, σ, φ. Dual conformal cross ratios u, v, w as well as all
〈abcd〉 invariants are then expressed via these parameters using explicit parametrization
of hexagon momentum twistors (here we use notation from the main text x = e−τ , y =
eσ, z = eiφ): 
Z1
Z2
Z3
Z4
Z5
Z6
 =

yz−1/2 0 z1/2x−1 xz1/2
1 0 0 0
−1 0 0 1
0 1 −1 1
0 1 0 0
0 y−1z−1/2 x−1z1/2 0
 (A.71)
For example for dual conformal cross ratios we get:
u =
z
xy + (1 + x2 + y2)z + xyz2
(A.72)
v =
y2z
(1 + x2)(xy + (1 + x2 + y2)z + xyz2)
(A.73)
w =
x2
1 + x2
(A.74)
while the coefficients in front of V (1)(v, w, u) and V (1)(w, u, v) functions take the form(
[13456] + [12346]
)∣∣∣
η1η1η4η4
=
x3z(x+ yz)
(−xz − x3z − x2yz2)(x2y + xz + x3z + xy2z + x2yz2)
+
−xz(xy2z + x2yz2)
y(xy + z + x2z)(x2y + xz + x3z + xy2z + x2yz2)(
[12456] + [12345]
)∣∣∣
η1η1η4η4
=
x2z
(−z − x2z)(xy + z + x2z) +
−x3z3
(−z − x2z)(−xz − x3z − x2yz2) .
(A.75)
In this parametrization the limit x→ 0 (large τ) describes regime when momenta p1 and
p6 are becoming collinear.
The LO contribution to remainder function in terms of collinear OPE variables reads:
RLO6
∣∣∣
η1η1η4η4
=
x
y
(
z
z + (y + xz)(x+ yz)
− 1
1 + x2
)
. (A.76)
Within collinear OPE approach one actually computes not the reminder function R6
itself, but another finite function W6 of the same dual conformal invariants, which is
related to R6 as
R6 = W6WMHV6
, (A.77)
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where WMHV6 = RMHV6 WBDS6 . Here RMHV6 is MHV6 remainder function and WBDS6 is
known function of cusp anomalous dimension
Γcusp(g) = 4g
2 − 4pi
2
3
g4 +O(g6) (A.78)
and dual conformal invariants ui:
WBDS6 (u1, u2, u3) = exp
{Γcusp(g)
4
(
Li2(u2)− Li2(1− u1)− Li2(1− u3)
+ log2(1− u2)− log(u1) log(u3) + log(u1/u3) log(1− u2) + pi
2
6
)}
.
(A.79)
At NLO RMHV6 = 1 and we are left with the following relation between collinear OPE
result and the NMHV amplitude remainder function:
R〈1144〉,NLO6 =
(
W〈1144〉6
WBDS6 (u,w, v)
)NLO
, (A.80)
where it is assumed that W〈1144〉6 /WBDS6 should be expanded up to O(g2).
B Measures, energies and momenta
The expression for charged pentagon component W [2,2]6 considered in the main body of
the paper written in terms of a sum over effective particles contributions is given by [20]:
W [2,2]6 =
∑
Φ
∫
du
2pi
eEΦ(u)τ+ipΦ(u)σ+imΦφµ
[2,2]
Φ (u)
=
∞∑
n=0
∞∑
a=−∞
∫
du
2pi
e−E
eff
a,n (u)τ+ip
eff
a,n (u)σ+iaφµ[2,2],effa,n (u) , (B.81)
where energies and momenta of effective particles have the form
Eeffa,n (u) = 2n+ 1 + |a|+ 4g
(
QM · κeffa,n
)
1
, peffa,n (u) = 2u− 4g
(
QM · κ˜effa,n
)
1
(B.82)
Here, infinite matrices Q and M are given by [15]:
Qij = δij(−1)i+1i, M = [I+K]−1 , Kij = 2j(−1)j(i+1)
∫ ∞
0
dt
t
Ji(2gt)Jj(2gt)
et − 1 . (B.83)
Up to NLO we have
QM =
(
1− g2pi2
3
−4g3ζ(3)
−4g3ζ(3) −2 + 2g4pi4
15
)
+O(g4), (B.84)
The infinite vectors κeffa,n and κ˜
eff
a,n are build from Bethe string describing effective particle
transforming in vector representation of SU(4) and labeled by helicity a and descendant
number n. This way we get [20]:
κeffa,n = ka(u) +
n+2∑
j=1
κψS(u− i(
|a| − 3
2
+ j)) +
n∑
j=1
κψS(u− i(
|a|+ 1
2
+ j)), (B.85)
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κ˜effa,n = k˜a(u) +
n+2∑
j=1
κ˜ψS(u− i(
|a| − 3
2
+ j)) +
n∑
j=1
κ˜ψS(u− i(
|a|+ 1
2
+ j)), (B.86)
where [15]:
κa(u) ≡ (κa,1(u), κa,2(u), . . .), κψS(u) ≡ (κψS ,1, κψS ,2, . . .),
κ˜a(u) ≡ (κ˜a,1(u), κ˜a,2(u), . . .), κ˜ψS(u) ≡ (κ˜ψS ,1, κ˜ψS ,2, . . .) (B.87)
with (Jj(z) are Bessel functions)
κa,j(u) =
∫ ∞
0
dt
t(et − 1)Jj(2gt)
(
J0(2gt)− cos(ut)eft(j,a)
)
, (B.88)
κ˜a,j(u) = (−1)j+1
∫ ∞
0
dt
t(et − 1)Jj(2gt) sin(ut)e
ft(j+1,a), (B.89)
κψS ,j(u) =
(−1)j/2(1 + (−1)j)
4j
(
g
x(u)
)j
, κ˜ψS ,j =
(−1) j+12 (1− (−1)j)
4j
(
g
x(u)
)j
.
(B.90)
Here x(u) is Zhukovsky variable x(u) = 1
2
(u+
√
u2 − 4g2) and ft(j, a) = t(1− |a|−(−1)j2 )
The measures for effective particles are also build on the basis of their Bethe string
representations and are given by [20]:
µ[2,2],effa,n = g
−1 Ma,n(u)
fa,0(u)fa,0(−u) exp
eff
a,n (u), (B.91)
where
expeffa,n (u) = exp
[−2(κeffa,n )t ·QM · κeffa,n + 2(κ˜effa,n )t ·QM · κ˜effa,n ] (B.92)
log (fa,0(u)) =
∫ ∞
0
dt
t(et − 1) (J0(2gt)− 1)
[
1
2
J0(2gt) +
1
2
− e (1−|a|)t2 −iut
]
(B.93)
and (x[a] = x(u− ia/2))
Ma,n(u) =
Ma,0(u)
Γ(n+ 1)Γ(|a|+ n+ 1)
n∏
l=1
(
x[2l+|a|+1]
)2
(B.94)
Ma,0(u) = g(−1)aΓ
(
iu+
|a|+ 1
2
)
Γ
(
−iu+ |a|+ 1
2
)
× x
[1+|a|]
x[1−|a|]
x[1−|a|]x[1+|a|] − g2√
(x[1−|a|])2 − g2
√
(x[1+|a|])2 − g2
(B.95)
C Simplifying W 〈1144〉6 with symbols
To compare the result of pentagon OPE resummation18 forW〈1144〉6 with the known results
from generalized unitarity and bootstrap [63, 64] we need to simplify our expression.
18It can be found in accompanying Mathematica notebook.
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The most convenient way to do it it to use symbols technique [69–71], in particular the
Mathematica package PolyLogTools [72]. In fact, we only need the following two symbols:
Li2(z)→ −(1− z)⊗ z, (C.96)
log(x) log(y)→ x⊗ y + y ⊗ x. (C.97)
Note, that symbol mapping is blind to constants19 and satisfy the relations
a1 ⊗ . . .⊗ aiaj ⊗ . . .⊗ an = a1 ⊗ . . .⊗ ai ⊗ . . .⊗ an + a1 ⊗ . . .⊗ aj ⊗ . . .⊗ an (C.98)
a1 ⊗ . . .⊗ ani ⊗ . . .⊗ an = n(a1 ⊗ . . .⊗ ai ⊗ . . .⊗ an). (C.99)
To simplify consideration we will consider the simplification of the difference of the
our resulting expression with [63,64]. In the case of 1 loop NMHV6 amplitude contrary to
the case of 1 loop MHV amplitude [51] the resulting expressions contains rational factors
in front dilogarithms and logarithms. The latter after partial fraction in x variable are
given by
p1 =
x
(1 + x2)y
, p2 =
xz
y(xy + z + zx2)
, p3 =
x
y(1 + x2 + xyz)
,
p4 =
xz
y(xy + z + x2z)(z2 − 1) , p5 =
xz3
y(xy + z + x2z)(z2 − 1) , (C.100)
p6 =
x
y(1 + x2 + xyz)(z2 − 1) , p7 =
xz
y(xy + z + x2z + y2z + xyz2)
.
The usage of symbol map with PolyLogTools package reduces to the application of just
three commands SymbolMap, SymbolExpand and SymbolFactor together with the simpli-
fication of symbol entries with Mathematica command FullSimplify. Using symbol map
for the considered difference it easy to show that coefficients in front of p1 and p7 rational
factors are equal to zero, while the coefficient in front of p2 equal to the coefficients in
front of p3, p4 factors and minus coefficient in front of p5. Taking into account found
functional identities and using again partial fractioning in x variable it is easy to see that
the coefficient in front of p6 in the expression for W〈1144〉6 also cancels. This finishes the
proof of equivalence of our and [63,64] results.
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