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Abstract. Let (X, d, f) be a topological dynamical system, where
(X, d) is a compact metric space and f : X → X is a continuous map.
We define n-ordered empirical measure of x ∈ X by
En(x) =
1
n
n−1∑
i=0
δf ix,
where δy is the Dirac mass at y. Denote by V (x) the set of limit measures
of the sequence of measures En(x). In this paper, we obtain conditional
variational principles for the topological entropy of
∆sub(I) = {x ∈ X : V (x) ⊂ I} ,
and
∆cap(I) = {x ∈ X : V (x) ∩ I 6= ∅} .
in a transitive dynamical system with the pseudo-orbit tracing property,
where I is a certain subset of Minv(X, f).
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1 Introduction
In this paper, (X, d, f) (or (X, f) for short) is a topological dynamical system means
that (X, d) is a compact metric space together with a continuous self-map f : X → X .
Let M (X), Minv(X, f) and Merg(X, f) be the set of all Borel probability measures, f -
invariant probability measures and ergodic measures respectively. It is well known that
both M (X, f) and Minv(X, f) equiped with weak* topology are compact metrizable
spaces.
The well-known notions of topological and measure entropy constitute essential in-
variants in the characterization of the complexity of a dynamical system in classical
ergodic theory. The relationship between these two quantities is the so-called vari-
ational principle. We focus on the dimension-like entropy, which was introduced by
Bowen [2] for any subset in a topological dynamical system, and give a conditional
variational principle for certain noncompact subsets. We define n-ordered empirical
measure of x ∈ X by
En(x) =
1
n
n−1∑
i=0
δf ix,
where δy is the Dirac mass at y. Denote by V (x) the set of limit measures of the
sequence of measures En(x). Let Gµ := {x ∈ X : V (x) = {µ}} be the set of generic
points of µ. In 1973, Bowen [2] proved that the measure-theoretical entropy of µ is
equal to the topological entropy of Gµ, i.e. h
B
top(Gµ, f) = hµ(f) when µ is ergodic. In
2007, Pfister and Sullivan [16] showed that for any f -invariant measure µ,
hBtop(Gµ, f) = hµ(f), (1.1)
when the topological dynamical system (X, d, f) is endowed with g-almost product
property (a weaker form of specification). They also showed that formula (1.1) implies
hBtop
({
x ∈ X : lim
n→∞
1
n
n−1∑
i=0
ϕ(f ix) = α
}
, f
)
=sup
{
hµ(f) : µ ∈ Minv(X, f),
∫
ϕdµ = α
}
. (1.2)
where ϕ : X → R is a continuous function and α ∈ R. In 2003, Takens and Verbit-
skiy [17] proved the equality (1.2) in the case of dynamical systems with specification
property.
In this paper, we follow Olsen’s framework [10–14]. Let
∆sub(I) := {x ∈ X : V (x) ⊂ I} ,
∆equ(I) := {x ∈ X : V (x) = I} ,
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where I is a certain subset of Minv(X, f). There are many papers describing the
size of ∆sub(I) and ∆equ(I). The quantities include Hausdorff dimension, packing
dimension, topological entropy and topological pressure. Olsen studied the Hausdorff
dimension and packing dimension of ∆sub(I) and ∆equ(I) in symbolic spaces. Pfister
and Sullivan [16] obtained variational principle for the topological entropy of ∆equ(I)
in dynamical systems satisfying g-almost product property and the uniform separation
property. Based on the work of [16], Zhou and Chen [18] investigated the topological
pressure of ∆sub(I) and ∆equ(I). We focus on the systems satisfying the pseudo-orbit
tracing property. The pseudo-orbit tracing property, also knows as the shadowing
property, was introduced by Anosov and Bowen on hyperbolic aspect of differentiable
dynamics. The property led to fruitful results in the study of ergodic theory and
qualitative theory of dynamical systems (see [1] and [5]). Recently, Dong, Oprocha
and Xueting Tian [6] showed that the set of points with divergent Birkhoff averages is
either empty or carries full topological entropy. Let
∆cap(I) := {x ∈ X : V (x) ∩ I 6= ∅} .
In this paper, we obtain conditional variational principles for the topological entropy
of ∆sub(I) and ∆cap(I) in a transitive dynamical system with the pseudo-orbit tracing
property. Our results can be applied to the study of multifractal structure of Birkhoff
averages.
2 Definitions and Main Results
In this section, we present some definitions and state the main results.
Throughout this paper, we shall use N to denote the set of positive integers. Let
C(X) be the space of continuous functions from X to R with the sup norm. For
ϕ ∈ C(X) and n ∈ N we denote
∑n−1
i=0 ϕ(f
ix) by Snϕ(x). If n ∈ N, we define a metric
dn on X by
dn(x, y) := max
0≤i≤n−1
d(f ix, f iy).
For every ǫ > 0, n ∈ N and a point x ∈ X , define Bn(x, ǫ) := {y ∈ X : dn(x, y) < ǫ}.
For µ, ν ∈ M (X), let D be a metric compatible with the weak* convergence on
M (X) defined as follows:
D(µ, ν) :=
∑
i≥1
|
∫
ϕidµ−
∫
ϕidν|
2i+1‖ϕi‖
,
where {ϕi}
∞
i=1 is the dense subset of C(X). It is obvious that D(µ, ν) ≤ 1 for any
µ, ν ∈ M (X). We use an equivalent metric on X , denoted by d,
d(x, y) := D(δx, δy).
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For ν ∈ M (X) and ǫ > 0, define
B(ν, ǫ) := {µ ∈ M (X) : D(ν, µ) < ǫ}, B(ν, ǫ) := {µ ∈ M (X) : D(ν, µ) ≤ ǫ}.
For a subset Z ⊂ X, let Minv(Z, f) denote the subset of Minv(X, f) for which the
measures µ satisfy µ(Z) = 1 and Merg(Z, f) denote those which are ergodic.
A TDS (X, d, f) is topologically transitive if given nonempty open subsets U, V of
X , there exists n ∈ N with fn(U) ∩ V 6= ∅.
Definition 2.1. Let (X, d, f) be a TDS. Given a number δ > 0, a δ-pseudo-orbit is a
sequence {xi}i∈N such that d(f(xi), xi+1) ≤ δ for every i ≥ 0.
Definition 2.2. Let (X, d, f) be a TDS. We say that f has pseudo-orbit tracing prop-
erty if for every ǫ > 0, there is a δ > 0 such that every δ-pseudo-orbit can be ǫ-shadowed
by an actual orbit, i.e. if {xi}i∈N satisfies d(f(xi), xi+1) ≤ δ for every i ≥ 0, then there
is a x ∈ X such that d(f i(x), xi) < ǫ for all i ≥ 0.
We give the definition of topological entropy, which was introduced by Bowen in-
troduced in [2]. This study defines it in an alternative way for convenience (see [15]).
Definition 2.3. (Bowen’s topological entropy) Given Z ⊂ X, ǫ > 0 and N ∈ N, let
ΓN(Z, ǫ) be the collection of all finite or countable covers of Z by sets of the form
Bn(x, ǫ) with n ≥ N . For each s ∈ R, we set
m(Z, s,N, ǫ) = inf
{ ∑
Bn(x,ǫ)∈C
e−ns : C ∈ ΓN(Z, ǫ)
}
,
and
m(Z, s, ǫ) = lim
N→∞
m(Z, s,N, ǫ).
Define
htop(Z, ǫ) = inf{s ∈ R : m(Z, s, ǫ) = 0} = sup{s ∈ R : m(Z, s, ǫ) =∞},
and topological entropy of Z is
hBtop(Z) := lim
ǫ→0
hBtop(Z, ǫ).
It is obvious that the following hold:
(1) hBtop(Z1) ≤ h
B
top(Z2) for any Z1 ⊂ Z2 ⊂ X ;
(2) hBtop(Z) = supi h
B
top(Zi), where Z =
⋃∞
i=1Zi ⊂ X .
Now we state our main results as follows.
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Theorem 2.1. (Conditional Variational Principle) Let (X, f) be a transitive TDS
satisfying the pseudo-orbit tracing property. If U is an nonempty open subset of
Minv(X, f), then
hBtop(∆sub(U), f) = h
B
top(∆cap(U), f) = sup
ν∈U
hν(f).
Theorem 2.2. (Conditional Variational Principle) Let (X, f) be a transitive TDS
satisfying the pseudo-orbit tracing property. If K ⊂ Minv(X, f) is a convex subset and
intK 6= ∅ in Minv(X, f), then
hBtop(∆sub(K), f) = h
B
top(∆cap(K), f) = sup
ν∈K
hν(f).
Theorem 2.3. (Shrinking Variational Principle) Let (X, f) be a transitive TDS sat-
isfying the pseudo-orbit tracing property. If ν ∈ Minv(X, f) and the map µ 7→ hµ(f) is
upper semi-continuous, then
lim
δ→0
hBtop(∆sub(B(ν, δ)), f) = hν(f).
The theorem 2.2 and theorem 2.3 are motivated by the work of Mijovic´ and Olsen
[9]. If µ ∈ Merg(X, f) is an ergodic measure, then the subsystem (supp(µ), f) is
topologically transitive. If (X, f) is not topologically transitive, we can obtain the
following result.
Theorem 2.4. Let (X, f) be a TDS satisfying the pseudo-orbit tracing property and µ
be an ergodic measure. We have the following results.
1. If U ⊂ Minv(supp(µ), f) is an nonempty open subset of Minv(X, f), then
hBtop(∆sub(U), f) = h
B
top(∆cap(U), f) = sup
ν∈U
hν(f).
2. If K ⊂ Minv(supp(µ), f) is a convex subset and intK 6= ∅ in Minv(X, f), then
hBtop(∆sub(K), f) = h
B
top(∆cap(K), f) = sup
ν∈K
hν(f).
3 Examples
We present two examples satisfying pseudo-orbit tracing property.
Example 1 If f : [0, 1]→ [0, 1] is continuous and has fixed points only at the ends
of the interval, then f has the pseudo-orbit tracing property (see lemma 4.1 in [3]).
Example 2 Tent maps Consider the family of tent maps, i.e., the piecewise linear
maps fs : [0, 2]→ [0, 2], 1 < s ≤ 2 defined by
fs(x) =
{
sx, 0 ≤ x ≤ 1;
s(2− x), 1 ≤ x ≤ 2.
Coven, Kan and Yorke [4] proved that the set of parameters s for which fs has the
pseudo-orbit tracing property has full Lebesgue measure and is residual.
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4 Proof of Theorem 2.1
In this section, we will verify theorem 2.1. The upper bound on hBtop(∆cap(U), f) is
easy to get. To obtain the lower bound estimate we need to construct a suitable
pseudo-orbit. The proof will be divided into the following two subsections.
4.1 Upper Bound on hBtop(∆cap(U), f)
To obtain the upper bound, we need the following lemma.
Lemma 4.1. ( [2]) For t ≥ 0, consider the set
B(t) = {x ∈ X : ∃ν ∈ V (x) satisfying hν(f) ≤ t}.
Then hBtop(B(t)) ≤ t.
Let
t = sup {hν(f) : ν ∈ U} .
Then ∆sub(U) ⊂ ∆cap(U) ⊂ B(t). Thus we have
hBtop(∆sub(U), f) ≤ h
B
top(∆cap(U), f) ≤ sup {hν(f) : ν ∈ U} .
4.2 Lower Bound on hBtop(∆sub(U), f)
The aim of this section is to obtain the lower bound of hBtop(∆sub(U), f).
4.2.1 Katok’s Definition of Metric Entropy
We use the Katok’s definition of metric entropy based on the following lemma.
Lemma 4.2. ( [7]) Let (X, d) be a compact metric space, f : X → X be a continuous
map and ν be an ergodic invariant measure. For ǫ > 0, δ ∈ (0, 1) let Nν(n, ǫ, δ) denote
the minimum number of ǫ-Bowen balls Bn(x, ǫ), which cover a set of ν-measure larger
than 1− δ. Then
hν(f) = lim
ǫ→0
lim inf
n→∞
1
n
logNν(n, ǫ, δ) = lim
ǫ→0
lim sup
n→∞
1
n
logNν(n, ǫ, δ).
Fix δ ∈ (0, 1). For ǫ > 0 and ν ∈ Merg(M, f), we define
hKatν (f, ǫ) := lim inf
n→∞
1
n
logNν(n, ǫ, δ).
Then by lemma 4.2,
hν(f) = lim
ǫ→0
hKatν (f, ǫ).
If ν is non-ergodic, we will define hKatν (f, ǫ) by the ergodic decomposition of ν. The
following lemma is necessary.
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Lemma 4.3. Fix ǫ, δ > 0 and n ∈ N, the function s : Merg(X, f) → R defined by
ν 7→ Nν(n, ǫ, δ) is upper semi-continuous.
Proof. Let νk → ν. Let a > N
ν(n, ǫ, δ); then there exists a set S which (n, ǫ) spans
some set Z with ν(Z) > 1 − δ such that a > #S, where #S denotes the number of
elements in S. If k is large enough, then νk(
⋃
x∈S Bn(x, ǫ)) > 1− δ, which implies that
a > Nνk(n, ǫ, δ).
Thus we obtain
Nν(n, ǫ, δ) ≥ lim sup
k→∞
Nνk(n, ǫ, δ),
which completes the proof.
Lemma 4.3 tells us that the function s : Merg(X, f)→ R defined by
s(m) = hKatm (f, ǫ)
is measurable. Assume ν =
∫
Merg(M,f)
mdτ(m) is the ergodic decomposition of ν.
Define
hKatν (f, ǫ) :=
∫
Merg(X,f)
hKatm (f, ǫ)dτ(m).
By monotone convergence theorem, we have
hν(f) =
∫
Merg(X,f)
lim
ǫ→0
hKatm (f, ǫ)dτ(m) = lim
ǫ→0
hKatν (f, ǫ). (4.1)
4.2.2 Proof of Theorem 2.1
In this section we prove theorem 2.1. Let
C := sup {hν(f) : ν ∈ U} .
We may assume that C is finite and C > 0. The case that C is infinite can be included
in our proof. Fix small 0 < δ, γ < 1 and γ < C/5. Choose a ν ∈ U such that
hν(f) > C− γ/2.
By (4.1), we can choose ǫ > 0 sufficiently small so that
B(ν,
ǫ
2
) ∩Minv(X, f) ⊂ U, h
Kat
ν (f, ǫ) > C− γ.
Then
hKatν (f, ǫ)− 4γ > C− 5γ > 0.
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Lemma 4.4. For any integer k ≥ 1, there exists a finite convex combination of ergodic
probability measures with rational coefficients νk =
sk∑
j=1
ak,jmk,j such that
D(ν, νk) ≤
1
k
and hKatν (f, ǫ) ≤
sk∑
j=1
ak,jh
Kat
mk,j
(f, ǫ).
Proof. Let
ν =
∫
Merg(X,f)
mdτ(m)
be the ergodic decomposition of ν. Choose N large enough such that
∞∑
n=N+1
2
2n+1
<
1
3k
.
We choose ζ > 0 such that D(ν1, ν2) < ζ implies that∣∣∣∣∫ ϕndν1 − ∫ ϕndν2∣∣∣∣ < ‖ϕn‖3k , n = 1, 2, · · · , N.
Let {Ak,1, Ak,2, · · · , Ak,sk} be a partition of Merg(X, f) with diameter smaller than ζ .
For any Ak,j there exists an ergodic mk,j ∈ Ak,j such that∫
Ak,j
hKatm (f, ǫ)dτ(m) ≤ τ(Ak,j)h
Kat
mk,j
(f, ǫ).
Obviously, hKatν (f, ǫ) ≤
∑sk
j=1 τ(Ak,j)h
Kat
mk,j
(f, ǫ). Let us choose rational numbers ak,j >
0 such that
|ak,j − τ(Ak,j)| <
1
3ksk
and
hKatν (f, ǫ) ≤
sk∑
j=1
ak,jh
Kat
mk,j
(f, ǫ).
Let
µk =
sk∑
j=1
ak,jmk,j.
By ergodic decomposition theorem, one can readily verify that∣∣∣∣∫ ϕndν − ∫ ϕndµk∣∣∣∣ ≤ 2‖ϕn‖3k , n = 1, · · · , N.
Thus, we obtain
D(ν, µk) ≤
1
k
.
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For ǫ > 0, we choose a positive real number δ′ such that every δ′-pseudo-orbit can
be ǫ
4
-shadowed by an actual orbit. Let ξ be a finite partition of X with diam(ξ) < δ
′
3
.
For n ∈ N, we consider the set
Λn(mk,j) = {x ∈ X : f
q(x) ∈ ξ(x) for some q ∈ [n, (1 + γ)n] ∩ N,
and D(Em(x), mk,j) <
1
k
for all m ≥ n},
where ξ(x) is the element in ξ containing x.
Lemma 4.5.
lim
n→∞
mk,j(Λ
n(mk,j)) = 1.
Proof. Let A be an element in ξ with mk,j(A) > 0. We show that there exists a
measurable function N0 : A→ N such that for a.e. x ∈ A, every n ≥ N0(x) there is a
q ∈ [n, (1 + γ)n] ∩ N such that f q(x) ∈ A. Let
sn(x) =
n−1∑
i=0
χA(f
i(x)).
By Birkhoff ergodic theorem, we have
lim
n→∞
1
n
sn(x) = mk,j(A) > 0
for a.e. x ∈ A. Let a = mk,j(A). Choose 0 < η < a such that (a+η)/(a−η) < 1+γ/2.
Let n0 : A→ N be a measurable function such that for a.e. x ∈ A, n ≥ n0(x) implies
|(1/n)sn(x)− a| < η. Let
N0(x) = max
{
n0(x),
2
γ
}
.
Suppose that there exists n ≥ N0(x) such that f
q(x) /∈ A for every q ∈ [n, (1+γ)n]∩N.
Let m be the largest integer in [n, (1+γ)n]∩N. Then m−n > (1+γ)n−1−n ≥ nγ/2.
We have
a− η <
sm(x)
m
=
sn(x)
m
<
sn(x)
n(1 + γ/2)
<
a+ η
1 + γ/2
< a− η,
a contradiction. The desired result follows.
By lemma 4.5, we can take nk →∞ such that
mk,j(Λ
n(mk,j)) > 1− δ
for all n ≥ nk and 1 ≤ j ≤ sk.
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For k ∈ N, let
Q(Λn(mk,j), ǫ) = inf{♯S : S is an (n, ǫ) spanning set for Λ
n(mk,j)},
P (Λn(mk,j), ǫ) = sup{♯S : S is an (n, ǫ) separated set for Λ
n(mk,j)}.
Then for all n ≥ nk and 1 ≤ j ≤ sk, we have
P (Λn(mk,j), ǫ) ≥ Q(Λ
n(mk,j), ǫ) ≥ N
mk,j (n, ǫ, δ).
We obtain
lim inf
n→∞
1
n
logP (Λn(mk,j), ǫ) ≥ h
Kat
mk,j
(f, ǫ).
Thus for each k ∈ N, we can choose tk large enough such that exp(γtk) > ♯ξ and
1
tk
logP (Λtk(mk,j), ǫ) > h
Kat
mk,j
(f, ǫ)− γ
for 1 ≤ j ≤ sk. Let S(k, j) be a (tk, ǫ)-separated set for Λ
tk(mk,j) and
#S(k, j) ≥ exp
(
tk(h
Kat
mk,j
(f, ǫ)− 2γ)
)
.
For each q ∈ [tk, (1 + γ)tk] ∩ N, let
Vq = {x ∈ S(k, j) : f
q(x) ∈ ξ(x)}
and let n(k, j) be the value of q which maximizes #Vq. Obviously, n(k, j) ≥ tk and
tk ≥
n(k,j)
1+γ
≥ n(k, j)(1− γ). Since exp(γtk) ≥ γtk + 1, we have that
#Vn(k,j) ≥
#S(k, j)
γtk + 1
≥ exp
(
tk(h
Kat
mk,j
(f, ǫ)− 3γ)
)
.
Consider the element An(k,j) ∈ ξ such that #(Vn(k,j)∩An(k,j)) is maximal. LetWn(k,j) =
Vn(k,j) ∩ An(k,j). It follows that
#Wn(k,j) ≥
1
#ξ
#Vn(k,j) ≥
1
#ξ
exp
(
tk(h
Kat
mk,j
(f, ǫ)− 3γ)
)
.
Since exp(γtk) > ♯ξ, tk ≥ n(k, j)(1− γ), we have
#Wn(k,j) ≥ exp
(
n(k, j)(1− γ)(hKatmk,j (f, ǫ)− 4γ)
)
.
Notice that An(k,j) is contained in an open subset U(k, j) with diam(U(k, j)) ≤
3diam(ξ) < δ′. Since (X, f) is transitive, for any two measuresmk1,j1, mk2,j2, there exist
s = s(k1, j1, k2, j2) ∈ N and y = y(k1, j1, k2, j2) ∈ U(k1, j1) such that f
s(y) ∈ U(k2, j2).
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Let Ck,j =
ak,j
n(k,j)
. We can choose an integer Nk large enough so that NkCk,j are integers
and
Nk ≥ k
∑
1≤r1,r2≤k+1
1≤ji≤sri ,i=1,2
s(r1, j1, r2, j2). (4.2)
Let Xk =
sk−1∑
j=1
s(k, j, k, j + 1) + s(k, sk, k, 1) and
Yk =
sk∑
j=1
Nkn(k, j)Ck,j +Xk = Nk +Xk, (4.3)
then we have
Nk
Yk
≥
1
1 + 1
k
≥ 1−
1
k
. (4.4)
Choose a strictly increasing sequence {Tk} with Tk ∈ N,
Yk+1 ≤
1
k + 1
k∑
r=1
YrTr,
k∑
r=1
(YrTr + s(r, 1, r + 1, 1)) ≤
1
k + 1
Yk+1Tk+1. (4.5)
For x ∈ X, we define segments of orbits
Ok,j(x) := (x, f(x), · · · , f
n(k,j)−1(x)), 1 ≤ j ≤ sk,
Ôk1,j1,k2,j2(x) := (x, f(x), · · · , f
s(k1,j1,k2,j2)−1(x)), 1 ≤ ji ≤ ski, i = 1, 2.
Consider the δ-pseudo-orbit with finite length
Ok = O(x(1, 1, 1, 1), · · · , x(1, 1, 1, N1C1,1), · · · , x(1, s1, 1, 1), · · · , x(1, s1, 1, N1C1,s1);
· · · ;
x(1, 1, T1, 1), · · · , x(1, 1, T1, N1C1,1), · · · , x(1, s1, T1, 1), · · · , x(1, s1, T1, N1C1,s1);
...
x(k, 1, 1, 1), · · · , x(k, 1, 1, NkCk,1), · · · , x(k, sk, 1, 1), · · · , x(k, sk, 1, NkCk,sk);
· · · ;
x(k, 1, Tk, 1), · · · , x(k, 1, Tk, NkCk,1), · · · , x(k, sk, Tk, 1), · · · , x(k, sk, Tk, NkCk,sk); )
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with the precise form as follows:
{O1,1(x(1, 1, 1, 1)), · · · , O1,1(x(1, 1, 1, N1C1,1)), Ô1,1,1,2(y(1, 1, 1, 2));
O1,2(x(1, 2, 1, 1)), · · · , O1,2(x(1, 2, 1, N1C1,2)), Ô1,2,1,3(y(1, 2, 1, 3)); · · · ,
O1,s1(x(1, s1, 1, 1)), · · · , O1,s1(x(1, s1, 1, N1C1,s1)), Ô1,s1,1,1(y(1, s1, 1, 1));
· · · ,
O1,1(x(1, 1, T1, 1)), · · · , O1,1(x(1, 1, T1, N1C1,1)), Ô1,1,1,2(y(1, 1, 1, 2));
O1,2(x(1, 2, T1, 1)), · · · , O1,2(x(1, 2, T1, N1C1,2)), Ô1,2,1,3(y(1, 2, 1, 3)); · · · ,
O1,s1(x(1, s1, T1, 1)), · · · , O1,s1(x(1, s1, T1, N1C1,s1)), Ô1,s1,1,1(y(1, s1, 1, 1));
Ô(y(1, 1, 2, 1));
...,
Ok,1(x(k, 1, 1, 1)), · · · , Ok,1(x(k, 1, 1, NkCk,1)), Ôk,1,k,2(y(k, 1, k, 2));
Ok,2(x(k, 2, 1, 1)), · · · , Ok,2(x(k, 2, 1, NkCk,2)), Ôk,2,k,3(y(k, 2, k, 3)); · · ·
Ok,sk(x(k, sk, 1, 1)), · · · , Ok,sk(x(k, sk, 1, NkCk,sk)), Ôk,sk,k,1(y(k, sk, k, 1));
· · ·
Ok,1(x(k, 1, Tk, 1)), · · · , Ok,1(x(k, 1, Tk, NkCk,1)), Ôk,1,k,2(y(k, 1, k, 2));
Ok,2(x(k, 2, Tk, 1)), · · · , Ok,2(x(k, 2, Tk, NkCk,2)), Ôk,2,k,3(y(k, 2, k, 3)); · · ·
Ok,sk(x(k, sk, Tk, 1)), · · · , Ok,sk(x(k, sk, Tk, NkCk,sk)), Ôk,sk,k,1(y(k, sk, k, 1));
Ô(y(k, 1, k + 1, 1)); },
where x(q, j, i, t) ∈ Wn(q,j).
For 1 ≤ q ≤ k, 1 ≤ i ≤ Tq, 1 ≤ j ≤ sq, 1 ≤ t ≤ NqCq,j, let M1 = 0,
Mq =Mq,1 =
q−1∑
r=1
(TrYr + s(r, 1, r + 1, 1)),
Mq,i =Mq,i,1 =Mq + (i− 1)Yq,
Mq,i,j =Mq,i,j,1 =Mq,i +
j−1∑
p=1
(Nqn(q, p)Cq,p + s(q, p, q, p+ 1)),
Mq,i,j,t =Mq,i,j + (t− 1)n(q, j).
By pseudo-orbit tracing property, there exists at least one shadowing point z of Ok
such that
d(fMq,i,j,t+p(z), f p(x(q, j, i, t))) ≤
ǫ
4
,
for 1 ≤ q ≤ k, 1 ≤ i ≤ Tq, 1 ≤ j ≤ sq, 1 ≤ t ≤ NqCq,j, 0 ≤ p ≤ n(q, j) − 1. Let
B(x(1, 1, 1, 1), · · · , x(k, sk, Tk, NkCk,sk)) be the set of all shadowing points for the above
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pseudo-orbit. Then the set B(x(1, 1, 1, 1), · · · , x(k, sk, Tk, NkCk,sk)) can be considered
as a map with variables x(q, j, i, t). We define Fk by
Fk =
⋃
{B(x(1, 1, 1, 1), · · · , x(k, sk, Tk, NkCk,sk)) :
x(1, 1, 1, 1) ∈ Wn(1,1), · · · , x(k, sk, Tk, NkCk,sk) ∈ Wn(k,sk)}.
Obviously, Fk is non-empty compact and Fk+1 ⊆ Fk. Define F =
⋂∞
k=1 Fk.
Lemma 4.6. F ⊂ ∆sub(U).
Proof. It suffices to prove that for any z ∈ F ,
lim sup
n→∞
D (En(z), ν) ≤
ǫ
2
.
Assume that z ∈ B(x(1, 1, 1, 1), · · · , x(k, sk, Tk, NkCk,sk)). We firstly show that
D
(
EMk+1(z), ν
)
≤
ǫ
2
when k is large enough. It is obvious that
D
(
ETkYk+s(k,1,k+1,1)(f
Mk(z)), ν
)
≤D
(
ETkYk+s(k,1,k+1,1)(f
Mk(z)), ETkYk(f
Mk(z))
)
+D
ETkYk(fMk(z)), 1TkNk
Tk∑
i=1
sk∑
j=1
NkCk,j∑
t=1
n(k,j)−1∑
q=0
δ
f
Mk,i,j,t+q (z)

+D
 1
TkNk
Tk∑
i=1
sk∑
j=1
NkCk,j∑
t=1
n(k,j)−1∑
q=0
δ
f
Mk,i,j,t+q (z)
, νk
+D(νk, ν),
where D(νk, ν) ≤
1
k
→ 0 as k →∞. For any ψ ∈ C(X), by (4.2) we have∣∣∣∣∫ ψdETkYk+s(k,1,k+1,1)ψ(fMk(z))− ∫ ψdETkYkψ(fMk(z))∣∣∣∣
=
∣∣∣∣STkYk+s(k,1,k+1,1)ψ(fMk(z))TkYk + s(k, 1, k + 1, 1) − STkYkψ(f
Mk(z))
TkYk
∣∣∣∣
≤
∣∣∣∣ STkYkψ(fMk(z))TkYk + s(k, 1, k + 1, 1)
(
1−
TkYk + s(k, 1, k + 1, 1)
TkYk
)∣∣∣∣+ s(k, 1, k + 1, 1)‖ψ‖TkYk + s(k, 1, k + 1, 1)
→0
as k →∞. It follows that
lim
k→∞
D(ETkYk+s(k,1,k+1,1)(f
Mk(z)), ETkYk(f
Mk(z))) = 0.
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One can also prove that
lim
k→∞
D
ETkYk(fMk(z)), 1TkNk
Tk∑
i=1
sk∑
j=1
NkCk,j∑
t=1
n(k,j)−1∑
q=0
δ
f
Mk,i,j,t+q (z)
 = 0
in the same way.
Since Ck,jn(k, j) = ak,j, we have
D
 1
TkNk
Tk∑
i=1
sk∑
j=1
NkCk,j∑
t=1
n(k,j)−1∑
q=0
δ
f
Mk,i,j,t+q (z)
, νk

≤D
 1
TkNk
Tk∑
i=1
sk∑
j=1
NkCk,j∑
t=1
n(k,j)−1∑
q=0
δ
f
Mk,i,j,t+q (z)
,
1
TkNk
Tk∑
i=1
sk∑
j=1
NkCk,j∑
t=1
n(k,j)−1∑
q=0
δ
f
Mk,i,j,t+q (x(k,j,i,t))

+D
 1
TkNk
Tk∑
i=1
sk∑
j=1
NkCk,j∑
t=1
n(k,j)−1∑
q=0
δ
f
Mk,i,j,t+q (x(k,j,i,t))
,
1
TkNk
sk∑
j=1
TkNkCk,jn(k, j)mk,j

≤
ǫ
4
+D
 1
TkNk
Tk∑
i=1
sk∑
j=1
NkCk,j∑
t=1
n(k, j)En(k,j)(x(k, j, i, t)),
1
TkNk
Tk∑
i=1
sk∑
j=1
NkCk,j∑
t=1
n(k, j)mk,j

≤
ǫ
4
+
Tk∑
i=1
sk∑
j=1
NkCk,j∑
t=1
n(k, j)
TkNk
D
(
En(k,j)(x(k, j, i, t), mk,j
)
≤
ǫ
4
+
1
k
.
It follows that
lim sup
k→∞
D
(
ETkYk+s(k,1,k+1,1)(f
Mk(z)), ν
)
≤
ǫ
4
.
By inequalities (4.2) and (4.5), one can readily verify that
lim
k→∞
TkYk + s(k, 1, k + 1, 1)
Mk+1
= 1.
For any ψ ∈ C(X),∣∣∣∣∫ ψdEMk+1(z) − ∫ ψdETkYk+s(k,1,k+1,1)(fMk(z))∣∣∣∣
=
∣∣∣∣ 1Mk+1SMkψ(z) + STkYk+s(k,1,k+1,1)ψ(f
Mk(z))
Mk+1
−
STkYk+s(k,1,k+1,1)ψ(f
Mk(z))
TkYk + s(k, 1, k + 1, 1)
∣∣∣∣
=
∣∣∣∣ 1Mk+1SMkψ(z) + STkYk+s(k,1,k+1,1)ψ(f
Mk(z))
TkYk + s(k, 1, k + 1, 1)
(
TkYk + s(k, 1, k + 1, 1)
Mk+1
− 1
)∣∣∣∣
≤
Mk
Mk+1
‖ψ‖+ ‖ψ‖
∣∣∣∣TkYk + s(k, 1, k + 1, 1)Mk+1 − 1
∣∣∣∣→ 0
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as k →∞. We deduce that
lim sup
k→∞
D
(
EMk+1(z), ν
)
≤
ǫ
4
.
We consider Mk ≤ n < Mk+1. There exists 1 ≤ m ≤ Tk such that Mk,m ≤ n < Mk,m+1.
Here we appoint Mk,Tk+1 = Mk+1. We consider the case 1 < m ≤ Tk. The case m = 1
is similar. It follows that
D (En(z), ν)
≤
Mk
n
D (EMk(z), ν) +
1
n
m−2∑
i=1
D
(
EYk(f
Mk,i(z)), ν
)
+
n−Mk,m
n
D
(
En−Mk,m(f
Mk,m(z)), ν
)
≤
Mk
n
D (EMk(z), ν) +
1
n
m−2∑
i=1
D
EYk(fMk,i(z)), 1Nk
sk∑
j=1
NkCk,j∑
t=1
n(k,j)−1∑
q=0
δ
f
Mk,i,j,t+q (z)

+
1
n
m−2∑
i=1
D
 1
Nk
sk∑
j=1
NkCk,j∑
t=1
n(k,j)−1∑
q=0
δ
f
Mk,i,j,t+q (z)
, νk
+D (νk, ν) + Yk + s(k, 1, k + 1, 1)
n
.
For 1 ≤ i ≤ m− 2, we have
lim
k→∞
D
EYk(fMk,i(z)), 1Nk
sk∑
j=1
NkCk,j∑
t=1
n(k,j)−1∑
q=0
δ
f
Mk,i,j,t+q (z)
 = 0,
and
lim sup
k→∞
D
 1
Nk
sk∑
j=1
NkCk,j∑
t=1
n(k,j)−1∑
q=0
δ
f
Mk,i,j,t+q (z)
, νk
 ≤ ǫ
4
.
Thus we have
lim sup
n→∞
D (En(z), ν) ≤
ǫ
2
,
which completes the proof.
Next, we compute the topological entropy of F . Fix the position indexed m, j, i, t,
for distinct x(m, j, i, t), x′(m, j, i, t) ∈ Wn(m,j), the corresponding shadowing points z, z
′
satisfying
d(fMm,i,j,t+q(z), fMm,i,j,t+q(z′))
≥d(f q(x(m, j, i, t)), f q(x′(m, j, i, t)))− d(fMm,i,j,t+q(z), f q(x(m, j, i, t)))
− d(fMm,i,j,t+q(z′), f q(x′(m, j, i, t)))
≥d(f q(x(m, j, i, t)), f q(x′(m, j, i, t)))−
ǫ
2
. (4.6)
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Noticing that x(m, j, i, t), x′(m, j, i, t) are (n(m, j), ǫ)-separated, we obtain fMm,i,j,t(z),
fMm,i,j,t(z′) are (n(m, j), ǫ/2)-separated.
Since F is compact we can consider finite covers C of F with the property that if
Bm(x, ǫ/2) ∈ C, then Bm(x, ǫ/2) ∩ F 6= ∅. By definition
m(F, s,N, ǫ/2) = inf
 ∑
Bn(x,ǫ/2)∈C
e−ns : C ∈ ΓN(F, ǫ/2)
 .
For each C ∈ ΓN(Z, ǫ/2) we define a new cover C
′ in which for Mk,i ≤ m < Mk,i+1,
Bm(x, ǫ/2) is replaced by BMk,i(x, ǫ/2). Here we appoint Mk,Tk+1 =Mk+1. Then
m(F, s,N, ǫ/2) = inf
C∈ΓN (F,ǫ/2)
∑
Bn(x,ǫ/2)∈C
e−ns ≥ inf
C∈ΓN (F,ǫ/2)
∑
BMk,i(x,ǫ/2)∈C
′
e−Mk,i+1s.
We use the lexicographical order for the set {(k, i) : k, i ∈ N, 1 ≤ i ≤ Tk}. Let
(k0, i0) = max
{
(k, i) : BMk,i(x, ǫ/2) ∈ C
′
}
and
Mk,i =
{
x(k, 1, i, 1), · · · , x(k, 1, i, NkCk,1), · · · , x(k, j, i, 1), · · · , x(k, j, i, NkCk,1), · · · ,
x(k, sk, i, 1), · · · , x(k, sk, i, NkCk,sk) : x(k, j, i, t) ∈ Wn(k,j), 1 ≤ j ≤ sk,
1 ≤ t ≤ NkCk,j
}
,
where 1 ≤ i ≤ Tk. Define
Wk,i :=
∏
(m,n)<(k,i)
Mm,n,Wk0,i0 :=
⋃
(k,i)≤(k0,i0)
Wk,i.
By (4.6), each x ∈ BMk,i∩F corresponds to a unique point inWk,i. For (k, i) ≤ (k0, i0),
each w ∈ Wk,i is the prefix of exactly #Wk0,i0/#Wk,i elements ofWk0,i0. IfW ⊂Wk0,i0
contains a prefix of each element of Wk0,i0, then∑
(k,i)≤(k0,i0)
#(W ∩Wk,i)
#Wk0,i0
#Wk,i
≥ #Wk0,i0,
i.e. ∑
(k,i)≤(k0,i0)
#(W ∩Wk,i)
#Wk,i
≥ 1.
It follows from
#Wn(k,j) ≥ exp
(
n(k, j)(1− γ)(hKatmk,j (f, ǫ)− 4γ)
)
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and lemma 4.4 that
#Wk,i ≥
(
♯W
N1C1,1
n(1,1) · · · ♯W
N1C1,s1
n(1,s1)
)T1
· · ·
(
♯W
Nk−1Ck−1,1
n(k−1,1) · · · ♯W
Nk−1Ck−1,sk−1
n(k−1,sk−1)
)Tk−1
· · ·
(
♯W
NkCk,1
n(k,1) · · · ♯W
NkCk,sk
n(k,sk)
)i−1
,
where (
♯W
N1C1,1
n(1,1) · · · ♯W
N1C1,s1
n(1,s1)
)T1
· · ·
(
♯W
Nk−1Ck−1,1
n(k−1,1) · · · ♯W
Nk−1Ck−1,sk−1
n(k−1,sk−1)
)Tk−1
≥ exp
(
k−1∑
l=1
sl∑
j=1
TlNlCl,jn(l, j)(1− γ)(h
Kat
ml,j
(f, ǫ)− 4γ)
)
≥ exp
(
k−1∑
l=1
TlNl(1− γ)(h
Kat
ν (f, ǫ)− 4γ)
)
and (
♯W
NkCk,1
n(k,1) · · · ♯W
NkCk,sk
n(k,sk)
)i−1
≥ exp
(
sk∑
j=1
(i− 1)NkCk+1,jn(k, j)(1− γ)(h
Kat
mk,j
(f, ǫ)− 4γ)
)
≥ exp
(
(i− 1)Nk(1− γ)(h
Kat
ν (f, ǫ)− 4γ)
)
.
Thus we obtain
#Wk,i ≥ exp
{(
k−1∑
l=1
TlNl + (i− 1)Nk
)
(1− γ)(hKatν (f, ǫ)− 4γ)
}
.
Since C′ is a cover, each point ofWk0,i0 has a prefix associated with some BMk,i(x, ǫ/2) ∈
C′. We have∑
BMk,i (x,ǫ/2)∈C
′
exp
{
−
(
k−1∑
l=1
TlNl + (i− 1)Nk
)
(1− γ)(hKatν (f, ǫ)− 4γ)
}
≥
∑
BMk,i (x,ǫ/2)∈C
′
1
#Wk,i
≥ 1. (4.7)
One can readily verify that
lim
k→∞
∑k−1
l=1 TlNl + (i− 1)Nk
Mk,i+1
= 1.
We can take k large enough such that∑k−1
l=1 TlNl + (i− 1)Nk
Mk,i+1
> 1− γ.
17
Thus when k is large enough, we have∑
BMk,i(x,ǫ/2)∈C
′
exp
(
−Mk,i+1(1− γ)
2(hKatν (f, ǫ)− 4γ)
)
≥
∑
BMk,i(x,ǫ/2)∈C
′
exp
{
−
(
k−1∑
l=1
TlNl + (i− 1)Nk
)
(1− γ)(hKatν (f, ǫ)− 4γ)
}
≥1,
which implies that
m
(
F, (1− γ)2(hKatν (f, ǫ)− 4γ), N, ǫ/2
)
≥ 1.
for sufficiently large N . We deduce that
htop(F,
ǫ
2
) ≥ (1− γ)2(hKatν (f, ǫ)− 4γ) ≥ (1− γ)
2(C− 5γ).
Finally, by letting ǫ→ 0 and γ → 0, we obtain
hBtop(F ) ≥ C,
which completes the proof of theorem 2.1.
5 Proof of Theorem 2.2 and Theorem 2.3
In this section, we prove the remaining theorem 2.2 and theorem 2.3. Firstly, we prove
theorem 2.2.
By lemma 4.1 and theorem 2.2, it suffices to show that sup
ν∈K
hν(f) ≤ sup
ν∈intK
hν(f).
Let C = sup
ν∈K
hν(f). Fix ǫ > 0, choose ν ∈ K such that hν(f) > C− ǫ. Let µ ∈ intK.
For 0 < t < 1, we define γ(t) = tν + (1− t)µ. Then γ(t) ∈ intK. In fact, let V be an
open neighborhood of µ such that µ ∈ V ⊂ intK. Then γ(t) ∈ tν+(1−t)V ⊂ K, which
implies γ(t) ∈ intK. We can take t close to 1 such that hγ(t)(f) = thν(f)+(1−t)hµ(f) >
C− ǫ, which completes the proof of theorem 2.2.
Next, we prove theorem 2.3. By theorem 2.1, it suffices to prove the upper bound.
Let {δn}n∈N be a strictly decreasing sequence which tends to 0. We have
lim
δ→0
hBtop(∆cap(B(ν, δ)), f) = lim
δ→0
sup
µ∈B(ν,δ)
hν(f) ≤ lim
n→∞
sup
µ∈B(ν,δn)
hν(f).
We will now prove that
lim
n→∞
sup
ν∈B(µ,δn)
hν(f) ≤ hν(f).
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Let ǫ > 0. For each n, we can choose νn ∈ B(ν, δn) such that hνn(f) > sup
µ∈B(ν,δn)
hν(f)−ǫ.
Since the entropy is upper semi-continuous, we obtain
lim
n→∞
sup
µ∈B(ν,δn)
hν(f) ≤ lim sup
n→∞
hνn(f) + ǫ ≤ hν(f) + ǫ.
Letting ǫ→ 0, the desired result follows.
6 Proof of Theorem 2.4
In this section, we verify theorem 2.4. Up to minor modifications, the proof is identical
with the proof of theorem 2.1 and theorem 2.2. By lemma 4.1, it suffices to obtain the
lower bound estimate. For reader’s convenience, we sketch the proof of the first result
of theorem 2.4.
Let C := sup {hν(f) : ν ∈ U}. Fix small 0 < δ, γ < 1 and γ < C/5. Choose a
ν ∈ U such that
hν(f) > C− γ/2.
By (4.1), we can choose ǫ > 0 sufficiently small so that
B(ν,
ǫ
2
) ⊂ U, hKatν (f, ǫ) > C− γ.
Lemma 6.1. For any integer k ≥ 1, there exists a finite convex combination of ergodic
probability measures with rational coefficients νk =
sk∑
j=1
ak,jmk,j such that
D(ν, νk) ≤
1
k
,mk,j(supp(µ)) = 1, and h
Kat
ν (f, ǫ) ≤
sk∑
j=1
ak,jh
Kat
mk,j
(f, ǫ).
For ǫ > 0, we choose a positive real number δ′ such that every δ′-pseudo-orbit can
be ǫ
4
-shadowed by an actual orbit. Let ξ be a finite partition of X with diam(ξ) < δ
′
3
.
For n ∈ N, we consider the set
Λn(mk,j) = {x ∈ supp(µ) : f
q(x) ∈ ξ(x) for some q ∈ [n, (1 + γ)n] ∩ N,
and D(Em(x), mk,j) <
1
k
for all m ≥ n},
where ξ(x) is the element in ξ containing x.
Lemma 6.2.
lim
n→∞
mk,j(Λ
n(mk,j)) = mk,j(supp(µ)) = 1.
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For each mk,j, following the proof of theorem 2.1, we can obtain an integer n(k, j)
and an (n(k, j), ǫ)-separated set Wn(k,j) ⊂ supp(µ) satisfying
(1) Wn(k,j) ⊂ An(k,j), where An(k,j) ∈ ξ;
(2) For x ∈ Wn(k,j), f
n(k,j)(x) ∈ An(k,j) and D(Em(x), mk,j) <
1
k
for m ≥ n(k, j);
(3) #Wn(k,j) ≥ exp
(
n(k, j)(1− γ)(hKatmk,j (f, ǫ)− 4γ)
)
.
Notice that An(k,j) is contained in an open subset U(k, j) with diam(U(k, j)) ≤
3diam(ξ) < δ′. Obviously, mk,j(U(k, j)) > 0. By the ergodicity of µ, for any two
measures mk1,j1, mk2,j2, there exist s = s(k1, j1, k2, j2) ∈ N and y = y(k1, j1, k2, j2) ∈
U(k1, j1) such that f
s(y) ∈ U(k2, j2). The remaining proof is same the proof of theorem
2.1.
7 Application
At last, we apply the above results to the study of multifractal structure of Birkhoff
averages. For a sequence {xn}n∈N in a metric space, let A(xn) denote the set of limit
points of the sequence {xn}n∈N. Let (X, f) be a TDS and ϕ : X → R be a continuous
function. For M ⊂ R, define
∆′sub(M) :=
{
x ∈ X : A
(
1
n
Snϕ(x)
)
⊂M
}
,
∆′cap(M) :=
{
x ∈ X : A
(
1
n
Snϕ(x)
)
∩M 6= ∅
}
.
Theorem 7.1. Let (X, f) be a transitive TDS satisfying the pseudo-orbit tracing prop-
erty and ϕ : X → R be a continuous function. We have the following results.
1. If U is an open subset of R and U ∩
{
µ ∈ Minv(X, f) :
∫
ϕdµ
}
6= ∅, then
hBtop(∆
′
sub(U), f) = h
B
top(∆
′
cap(U), f) = sup
ν∈Minv(X,f)
{
hν(f) :
∫
ϕdν ∈ U
}
.
2. If K ⊂ R is a convex subset and intK ∩
{
µ ∈ Minv(X, f) :
∫
ϕdµ
}
6= ∅, then
hBtop(∆
′
sub(K), f) = h
B
top(∆
′
cap(K), f) = sup
ν∈Minv(X,f)
{
hν(f) :
∫
ϕdν ∈ K
}
.
Proof. Let F : Minv(X, f) → R be a continuous function defined by µ 7→
∫
ϕdµ. The
upper bound can be easily obtained by lemma 4.1. It suffices to show
∆′sub(U) = ∆sub(F
−1(U)).
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In fact, if x ∈ ∆′sub(U), then A(
∫
ϕdEn(x)) ⊂ U . For µ ∈ V (x), we have
∫
ϕdµ ∈ U ,
which implies x ∈ ∆sub(F
−1(U)). Conversely, if x ∈ ∆sub(F
−1(U)), then for any
µ ∈ V (x),
∫
ϕdµ ∈ U , which implies A
(
1
n
Snϕ(x)
)
⊂ U . Thus x ∈ ∆′sub(U). It follows
that
hBtop(∆
′
sub(U), f)
=hBtop(∆sub(F
−1(U)), f)
= sup
ν∈F−1(U)
hν(f)
= sup
ν∈Minv(X,f)
{
hν(f) :
∫
ϕdν ∈ U
}
.
Similarly, one can prove the second result.
If (X, f) is not topologically transitive, we can give the following theorem. The
proof is similar to the proof of the above theorem.
Theorem 7.2. Let (X, f) be a transitive TDS satisfying the pseudo-orbit tracing prop-
erty and µ be an ergodic measure. Let ϕ ∈ C(X) and F : Minv(X, f) → R be a
continuous function defined by µ 7→
∫
ϕdµ. We have the following results.
1. If U is an open subset of R and ∅ 6= F−1(U) ⊂ Minv(supp(µ), f), then
hBtop(∆
′
sub(U), f) = h
B
top(∆
′
cap(U), f) = sup
ν∈Minv(X,f)
{
hν(f) :
∫
ϕdν ∈ U
}
.
2. If K ⊂ R is a convex subset, F−1(K) ⊂ Minv(supp(µ), f) and intF
−1(K) 6= ∅,
then
hBtop(∆
′
sub(K), f) = h
B
top(∆
′
cap(K), f) = sup
ν∈Minv(X,f)
{
hν(f) :
∫
ϕdν ∈ K
}
.
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