Abstract : In the first part of this paper, after a survey on the general theory of (t, s)-sequences, we review the main constructions of (0, s)-sequences and point out some relations between them. From these comparisons and from examples we have met in another context, we have found new (0,s)-sequences in prime base b to which the second part is devoted; the proofs are based on the general framework of formal Laurent series introduced by Niederreiter; the construction can be randomized and should have numerical applications.
Introduction
In one dimension, precise theoretical studies have shown the interest of permutations to reduce the discrepancy of the so-called van der Corput sequences [F2, F3] and their utilization for multidimensional integration has been proposed somewhat a long time ago by Warnock, Braaten and Weller, and the author. New ideas appeared in 1994 with independent studies of Owen [O1] and Tezuka [T2] introducing hybrid methods by means of a randomization of the quasi-random generators already known; further developments, especially by Hickernell, Hong, Matoušek, Papageorgiou, Traub, and again by Owen and Tezuka prove the vitality of these ideas and their interest in multidimensional integration and in the statistical approach of the complexity of multivariate problems.
In this proceeding's paper, we are interested in another possible way to produce randomized quasi-random generators; we restrict ourselves to (0,s)-sequences, but the ideas could also apply to (t,s)-sequences (see section 2 for definitions), with some adaptations. Basically, we propose to replace the polynomials g i,j by rational fractions F i (or even by formal series) in the general framework of Niederreiter (see [N2] and section 3.1); actually, we are only able to obtain new (0,s)-sequences for special rational fractions (or formal series), but further investigations in our general setting should allow to get a larger class of generators. The rational fractions (or formal series) can be randomized in an analogous way to the preceding ones by a choice at random of elements in the concerned finite field.
As to the references, according to the great number of both theoretical and numerical studies, we restrict ourselves to a selection of those which are closely related to our subject.
Section 2 gives a review of the basic definitions and a survey of the main contributions; section 3 focuses on previous constructions of (0,s)-sequences and section 4 is devoted to our new construction.
(*) To appear in the Journal of Complexity, fall 2001.
Overview

Basic definitions
For N points, X 0 , X 1 , . . . , X N −1 in I s = [0, 1] s and a subinterval J of I s , the remainder E(J, N ) is defined by E(J, N ) = A(J, N ) − N V (J) where A(J, N ) is the number of n, 0 ≤ n ≤ N − 1, with X n ∈ J and V (J) is the volume of J; then the extreme discrepancy D(N ) of (X 0 , . . . , X N −1 ) is
where the supremum is extended over all subintervals J.
A low-discrepancy sequence is an infinite sequence X such that, for its first
where C s is a constant depending on the sequence X and of course on the dimension s.
y j b −j be the b-adic expansion of x (where the case y j = b − 1 for almost all j is allowed); for an integer m, the m-digit truncation in base b of x is defined by
A (t, s)-sequence in base b is a low-discrepancy sequence, according to the following upper bound ([N1] , section 4):
Generator matrices
First we recall the general construction principle of (t, s)-sequences introduced by Niederreiter ([N1] , section 6) and slightly modified by Tezuka ([T1] , [T3] section 6.1.1):
(i) R is a commutative ring with card(R) = b and B = {0, 1, . . . , b − 1}, (ii) for r ≥ 1 integer, choose bijections ψ r from B to R with ψ r (0) = 0 for all sufficiently large r, (iii) for i, j integers such that 1 ≤ i ≤ s and j ≥ 1, choose bijections λ i,j from R to B with λ i,j (0) = 0 for all sufficiently large j, (iv) for integers i, j, r as above, choose elements C
Then, the sequence X = (X n ), with coordinates X
n , is a (t, s)-sequence if the coefficients C (i) j,r are well chosen. The next sections or sub-sections are devoted to constructions of such sets of coefficients; the corresponding sequences are often called digital (t, s)-sequences by reference to this method using b-adic digital expansions.
The matrices
are called the generator matrices of X (see [T3] section 6.1.2).
Remark:
The truncation has been introduced by Tezuka [T1] to allow generator matrices with C (i) j,r = 0 for infinitely many j (instead of C (i) j,r = 0 for all sufficiently large j in the initial construction of Niederreiter).
Generalized Niederreiter sequences.
The first constructions of digital (t, s)-sequences were given by Sobol' (1967, b = 2) and the author (1982, t = 0 and b prime); then Niederreiter ([N2] sec.3) introduced the Formal Series Framework which allows more general constructions; next an extension of this framework was proposed by Tezuka ([T1] , [T3] sec.6.1.2) to get a larger family of sequences, the so-called generalized Niederreiter sequences. In the following, we present this last construction; we do not mention the last papers of Niederreiter and Xing using Algebraic Geometry to improve (and get in some sense the best) quality parameters t, because we are mainly concerned with (0, s)-sequences.
For the finite field F b , let G = F b ((x −1 )) be the field of formal Laurent series
, with a r ∈ F b and w an arbitrary integer; the discrete valuation ν on G is defined by ν(S) = −w, least integer with a w = 0 or ν(0) = −∞.
In the following, [S] means the polynomial part of S and [S] p means the residue modulo p of [S], that is [S]
be polynomials such that the residue polynomials [y i,k ] p i , with (j − 1)e i ≤ k − 1 < je i , are linearly independent over F b for any j > 0 and 1 ≤ i ≤ s; consider the expansion
in which w may depend on i, j, k. Define the entries C (i) j,r of the generator matrices
Then the corresponding sequences are digital (t, s)-sequences
These sequences are named generalized Niederreiter sequences and the formal series above are called the generator formal series of the sequences.
Note that Sobol', Faure and Niederreiter sequences are particular generalized Niederreiter sequences, with for the last ones the specific relation:
where the integers h, j verify 0 ≤ h < e i , j ≥ 1 and k − 1 = je i + h and where the polynomials g i,j satisfy gcd(g i,j , p i ) = 1 for all i, j.
Polynomial arithmetic analogue of Halton sequences.
In this sub-section we describe a realization of generalized Niederreiter sequences by Tezuka ([T1] and [T3] p.170), a special case of it being of interest in the next section.
the notations of the general construction principle of (t, s)-sequences (see 2.2). For
beginning of 2.3 for the notation) and where k is such that ke ≤ m < (k + 1)e. Then
is the polynomial version of the radical inverse function and the corresponding polynomial arithmetic analogue of Halton sequence is
with p 1 , . . . , p s pairwise coprime and where
These analogue of Halton sequences are generalized Niederreiter sequences with
(e i − 1) (see [T1] theorem 1 or [T3] theorem 6.7).
Randomized digital nets and sequences.
To end section 2, we recall the randomization of nets and sequences proposed by Owen at the conference MCQMC'94 [O1] and, since, investigated in many other papers especially [H] , [HH] , [O2] . In a very general way, Owen obtains scrambled digital nets and sequences by permutations acting on the digits with all possible indexes occurring in the definition of points, n, i, j respectively for the indexes of points, coordinates and b-adic expansions.
n,j defined in terms of random permutations of the x (i) n,j :
. . .
The action of permutations is the following: π i permutes the first digit in the b-adic expansion of X (i) n for all i; then the second digit is permuted by π i,x
, this permutation depending on the value of the first digit; and so on, the permutation applied to j'th digit x (i) n,j depending on the values of the first j − 1 digits. Each permutation is uniformly distributed over the b! possible permutations and the permutations are mutually independent.
This randomization preserves the properties of (t, m, s)-nets and (t, s)-sequences (see [O1] 
n ) is also a digital (t, s)-sequence in base b with probability one.
Remarks:
We have written the original proposition 1 of Owen, but in fact, the restriction 'with probability one' is removed with our definition of (t, s)-sequences, thanks to the truncation of Tezuka. Actually, this way of scrambling digital sequences gives the largest set of digital (t, s)-sequences, since scrambling can be applied to all constructions of digital (t, s)-sequences, including the Niederreiter-Xing ones; but of course, it does not give explicit good scramblings for implementation in computers.
3. Previous constructions of (0, s)-sequences in base b. Now, we give more details on (0, s)-sequences with the definitions of different kinds of such sequences, their interpretation in terms of formal series and some relations between them. We quote the following constructions:
3.1 Without truncation.
-First by the author [F1] in 1982: the generator matrices are powers of the Pascal matrix modulo b with b ≥ s, b prime; that is C (1) = I (identity matrix) and for 2 ≤ i ≤ b,
According to the framework of Niederreiter and Tezuka (2.3), the corresponding generator formal series are given by the rational fractions
-Then by Niederreiter [N2] in 1988: the generator matrices are more general, with b prime power, b ≥ s and with the rational fractions
where the g i,j are polynomials over F b satisfying gcd(g i,j (x), x − i) = 1 and lim j→∞ (j − deg(g i,j )) = ∞ for 1 ≤ i ≤ s.
With truncation.
-By Tezuka and Tokuyama [TT] in 1994: the generator matrices are given by
where the b i are distinct elements in F b and b ≥ s is a prime power.
-Next by Tezuka [T2] in 1994: generalization of Faure sequences in which the generator matrices are the matrices
where A (i) is an arbitrary non-singular lower triangular matrix over F b and P is the Pascal matrix (b prime power and b ≥ s).
Implementations of these sequences with the matrices A (i) randomly chosen give good results in numerical experiments and are widely used by customers under the name GFaure; see also the Finder software of the Columbia University by Papageorgiou and Traub [PT] , where the matrices A (i) are empirically and carefully chosen to allow even more accurate computations .
Proposition.
We collect in the following proposition some relations between the preceding (0, s)-sequences and their connection with the scrambling of Owen.
Proposition 1 (i) The sequences of Tezuka-Tokuyama [TT] are a special case of the sequences GFaure of Tezuka [T2] with A (i) = t P i−1 and also of the polynomial arithmetic analogue of Halton sequences in which all polynomials p i satisfy deg(p i )=1.
(ii) The sequences GFaure of Tezuka [T2] are a special case of the generalized Niederreiter sequences [T1] in which all polynomials p i satisfy deg(p i )=1.
(iii) The sequences GFaure of Tezuka [T2] arise from the initial Faure sequences [F1] by the scrambling method of Owen, in the case where the entries of the lower triangular matrices A (i) are all non-zero.
The proof of (i) results from the fact that the matrix product corresponds to the inner product 
Foreword.
The starting point of the following constructions are matrices Σ i we have encountered in another context, for the study of optimal lower bounds for two-dimensional digital (0, s)-sequences; the entries of these matrices are sums of i-binomial coefficients modulo b, with 1 ≤ i < b and b prime:
Proposition 2: The generator matrices C (1) = I and
The proof is easy: these sequences are GFaure sequences where A (i) is the lower triangular matrix with all entries equal to 1 for every i.
Note that σ i (r, j) satisfies the following i-binomial recursion formula (mod b):
Now, what can be said about sequences generated by matrices M i satisfying the i-binomial recursion formula, but with an arbitrary first row and an arbitrary first column ? In the next sub-sections, we shall bring some answers and counter-examples and we shall set this problem in terms of the formal Laurent series framework.
Examples.
We consider the special tri-dimensional case with b = 3 and give two examples of possible generator matrices.
For the first example, choose:
M 1 with m 1 (1, 1) = 1, m 1 (r, 1) = 2 for r ≥ 2 and m 1 (1, j) = 0 for j ≥ 2, M 2 with m 2 (1, 1) = 1, m 2 (r, 1) = 0 for r ≥ 2 and m 2 (1, j) = 0 for j ≥ 2, and M 0 defined by m(r, r) = 1, m(r, r + 1) = 1 for all r ≥ 1 and all other entries naught. Then, for the second example, consider M ′ 1 defined by the first row and the first column of P 2 and the usual binomial recursion formula, M ′ 2 defined by the first column of P , the first row m ′ 2 (r, 1) = 2 r (mod 3) for r ≥ 2 and the 2-binomial recursion formula and finally choose M ′ 0 = M 0 . In both cases, the matrix M 0 takes the place of the matrix P 0 = I in the usual construction.
In order to check if the corresponding sequences are (0, s)-sequences, write the generator formal series associated to the matrices and study the linear independence by the approach of Niederreiter (lemmas 3 and 4 of [N2] ). The first example gives the series of the following rational functions (with j ≥ 1):
and the second one gives the series of the following rational functions (with j ≥ 1):
Now it is not too difficult to prove:
Proposition 3: The generator matrices M i give a new (0, 3)-sequence in base 3 (without truncation) which is not a GFaure sequence, but the generator matrices M ′ i do not give a (0, 3)-sequence in base 3.
Proof: Let respectively F 1 , F 2 , F 3 be either the rational fraction x+1 x or the rational fractions
x . We follow closely the proof of in the special case where b = s = 3, e 1 = e 2 = e 3 = 1 and where the g i,j are replaced by the F i .
In order to apply the lemma 2 of [N2] , we must show that the vectors C 
and show that all the coefficients are naught (as in lemma 4 [N2] ). Replacing the C (i) j,r by the entries of our generator matrices and then substituting the formal series, we arrive at the following relation between elements of G:
in the first case and, in the second one, by (x − 1)
, we get a polynomial, so L = 0 (as in lemma 3 p.56); then, step by step, beginning with q = d 3 , d 3 − 1, . . . , d 2 , d 2 − 1, . . ., we show that all coefficients are naught; therefore we obtain the conclusion of lemma 4, that is the independence of the vectors C
The only difference between the two cases we are looking at lies in the assumption stated in lemma 4: 'without loss of generality we can assume that all d i ≥ 1'; in the first case this assumption is valid since the proof is the same if we neglect some coordinate (ie if we take some d i = 0) whereas in the second case, if we neglect some coordinate, the proof does not work; for instance the generator series The end of the proof for the matrices M i is the same as in [N2] theorem 1, without condition on the degrees since our generator matrices are upper triangular; this remark shows also that our new sequence is not a GFaure sequence (in this case the generator matrices are not upper triangular) and does not need truncation.
General setting.
In the formal series framework introduced by Niederreiter and Tezuka, the preceding problem (end of section 4.1) can be formulated more generally by means of rational fractions or formal series.
The classical construction of Niederreiter [N2] corresponds to the rational fractions g i,j (x) (p i (x)) j with polynomials g i,j and with, in our case [F1] , deg(p i ) = 1. According to the preceding examples, other sequences can be defined by rational fractions
j (with deg(p i ) = 1), but where the F i are also rational fractions. Then the problem becomes: Find minimal conditions on the rational fractions F i to obtain (0, s)-sequences in base b, that is, to obtain linear independence in the sense of [N2] , lemmas 3 and 4.
Two possible realizations are the generalizations of the two preceding examples with b prime, b ≥ s:
First let p i (x) = x − i + 1 and F i (x) = x − α x − β with fixed α and β for all 1 ≤ i ≤ s (generalization of the first example).
x − s (generalization of the second example).
In the same way we proved proposition 3, we can prove the next proposition in which, for the first example (with the F i 's), the coefficients α and β can be arbitrarily chosen. α i x i , with arbitrary α i ; the proof is the same as in proposition 3, because F = F i does not depend on i and therefore can be factorized in the computations. By this way, we obtain new digital (0, s)-sequences depending on arbitrary coefficients α i which can be chosen at random and therefore our new construction allows some randomization as announced in the introduction.
The natural generalization of the first realization above should be the following:
Define the first row of a generator matrix by the rational fraction Q(x) x b−1 − 1 with deg(Q) = b − 2; then an upper triangular generator matrix satisfying the i-binomial relation is defined by the following rows of indexes j ≥ 2:
j . Consider s such generator matrices; a special case of the problem we stated above should be: find conditions on the s polynomials Q so that the corresponding sequences are (0, s)-sequences in base b.
For the sake of simplicity in this first approach, we have considered only the case where b is a prime number and t = 0; of course adaptations should be possible, in a second time, to extend the constructions in the case where b is a prime power and t ≥ 0.
Last remark: all the (0, s)-sequences we have considered in this paper (sections
