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ABSTRACT
Researchers are usually interested in examining the impact of covariates when uncovering sample
heterogeneity. The majority of theoretical and empirical studies with such aims focus on identifying
covariates as predictors of class membership in the structural equation modeling framework. In other
words, those covariates only indirectly affect the sample heterogeneity. However, the covariates’
influence on between-individual differences can also be direct. This article presents a mixture model
that investigates covariates to explain within-cluster and between-cluster heterogeneity simultaneously,
known as a mixture-of-experts (MoE). This study aims to extend the MoE framework to investigate
heterogeneity in nonlinear trajectories: to identify latent classes, covariates as predictors to clusters,
and covariates that explain within-cluster differences in change patterns over time. Our simulation
studies demonstrate that the proposed model generally estimate the parameters unbiasedly, precisely
and exhibit appropriate empirical coverage for a nominal 95% confidence interval. This study also
proposes implementing structural equation model forests to shrink the covariate space of MoE
models and illustrates how to select covariate and construct a MoE with longitudinal mathematics
achievement data.
Keywords Mixture of Experts · Covariates · Nonlinear Trajectories · Sample Heterogeneity · Individual Measurement
Occasions · Simulation Studies
1 Introduction
1.1 Motivating Example
Hochschild (2003) stated that children from less-advantaged families were at least ten percent lower than the national
average on national achievement scores in reading and mathematics. The relationship between the children’s academic
performance and their socioeconomic status also has been examined quantitatively. For example, by associating
nonlinear change patterns or latent classes of nonlinear trajectories in mathematics IRT scores to baseline covariates,
Liu et al. (2019a) and Liu et al. (2019b) have shown that some socioeconomic factors, such as family income and
parents’ education, can explain the variability of growth curves in mathematics ability and differentiate latent classes of
trajectories of mathematics achievement, respectively. These two studies lead to an interesting but challenging question:
how these socioeconomic variables affect between-individual differences in within-individual changes. Specifically,
whether the socioeconomic covariates only affect cluster formation or only explain the within-cluster variability in
trajectories or do both. If the socioeconomic covariates mainly have direct (indirect) effects on trajectories, whether any
other factors play indirect (direct) effects.
Similar challenges exist in multiple domains: if a covariate has a direct and indirect effect on sample heterogeneity,
ignoring either one may result in the covariate misinforms latent class formation. For example, in the biomedical
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domain, cured or uncured latent patient groups may exist for a disease; accordingly, one treatment may affect the cured
patients more but influence the uncured patients less. Including the treatment information only as a cluster-formation
covariate may lead to misinterpretation of it. On the contrary, one may fail to identify latent classes if assuming that all
covariates directly explain sample variability. To address this issue, researchers usually utilize mixture-of-experts (MoE)
models to investigate covariates to explain within-cluster and between-cluster simultaneously. We then extend the MoE
to the structural equation modeling (SEM) framework to answer the questions presented in the motivating example.
1.2 Brief Introduction of Mixture-of-Experts Models
Jacobs et al. (1991) originally proposed the MoE, where the mixing coefficients of mixture components are logistic
functions of covariates, and in each component, the outcome variable is a conditional distribution on covariates. The
MoE literature usually terms mixing probabilities as ‘gating functions’ and component densities as ‘experts’. The notion
behind the terminology is that different ‘experts’ (i.e., components) can build the conditional distribution in different
regions of covariate space divided by ‘gating functions’ (Bishop, 2006). Essentially, a MoE has three main components:
(1) several ‘experts’ that can be any regression functions; (2) ‘gating’ functions that separate the data set into several
parts with considering uncertainty; more importantly, in each separated region, opinions of the corresponding ‘expert’
are trustworthy; and (3) a probabilistic model that combines gating functions and experts (Jordan and Jacobs, 1993).
Solid statistical models, for example, Rosen and Tanner (1999); Hurn et al. (2003); Carvalho and Tanner (2007);
Geweke and Keane (2007); Handcock et al. (2007); Lê Cao and McLachlan (2010) as well as empirical analyses like
Thompson et al. (1998); Gormley and Murphy (2011) with the use of MoE have been published in multiple areas such
as biomedicine, econometrics, and political science. Researchers have utilized this framework to analyze various types
of ‘expert’ densities, including right-censored data (Rosen and Tanner, 1999), time-series (Carvalho and Tanner, 2007),
and ranked preference data (Gormley and Murphy, 2011). Following Gormley and Murphy (2011), we illustrate a
graphical model representation of a full MoE and its possible reduced versions in Figure 1. In the figure, yi and xi are
outcome variable and independent covariates for the ith individual, respectively, zi is a mixing component parameter
(a latent categorical variable) of the ith individual, and βg and βe are ‘gating’ coefficients and ‘expert’ coefficients,
respectively. The difference between the full MoE and three possible reduced versions lies in the presence or absence of
edges between the covariates xi and the mixing component zi or the outcome variable yi. With this representation,
we interpret these models and link them to the corresponding counterpart in the structural equation modeling (SEM)
literature if the equivalent models existed.
=========================
Insert Figure 1 about here
=========================
(a) In the finite mixture model (FMM, Muthén and Shedden (1999)), the outcome variable yi depends only on the
mixing component parameter zi, and the model is independent of any covariates xi. Accordingly, we express
a FMM with K latent classes as
p(yi) =
K∑
k=1
g(zi = k)p(yi|Θ(k)),
where g(zi = k) is the proportion of the sample in cluster k with two constraints 0 ≤ g(zi = k) ≤ 1 and∑K
k=1 g(zi = k) = 1, and Θ
(k) is the class-specific parameters. This framework has received lots of attention
over the past twenty years in the SEM literature, with a considerable amount of applications and theoretical
work examining its benefits and limitations (for example, Bauer and Curran (2003); McArdle and Nesselroade
(2004); Grimm and Ram (2009); Nylund et al. (2007); Grimm et al. (2010)). Researchers usually employ the
FMM to investigate sample heterogeneity and group observations into homogeneous subgroups, for instance,
examining between-individual differences in within-individual changes over time (Muthén and Muthén, 2000).
(b) In the gating network mixture-of-experts model, the outcome variable yi depends on the mixing component
variable zi and the distribution of zi depends on covariates xi. Then we write a gating network MoE mdoel
with K latent classes as
p(yi) =
K∑
k=1
g(zi = k|xei)p(yi|Θ(k)),
where g(zi = k|xei), a function of covariates, is the proportion of the sample in cluster k, and has two
constraints 0 ≤ g(zi = k|xei) ≤ 1 and
∑K
k=1 g(zi = k|xei) = 1. The gating network MoE is also popular
among SEM researchers. Previous studies have shown that including covariates in the gating functions (i.e.,
the predictors for latent classes) can be realized in a confirmatory way through one-step models (Clogg, 1981;
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Goodman, 1974; Haberman, 1979; Hagenaars, 1993; Vermunt, 1997; Bandeen-Roche et al., 1997; Dayton
and Macready, 1988; Kamakura et al., 1994; Yamaguchi, 2000) or in an exploratory fashion through two-step
models (Bakk and Kuha, 2017; Liu et al., 2019b) or three-step models (Bolck et al., 2004; Vermunt, 2010;
Asparouhov and Muthén, 2014).
(c) In the expert-network mixture-of-experts model, the outcome variable yi depends on both latent component
membership zi and covariates xi; yet the distribution of the mixing component variable is independent of the
covariates. So an expert-network MoE model with K clusters is given
p(yi) =
K∑
k=1
g(zi = k)p(yi|xi,Θ(k)),
which has the same constraints as the finite mixture model. To our knowledge, the expert-network MoE
has not yet received enough attention among SEM researchers. However, it can be viewed as a mixture of
multiple-indicator and multiple-cause (MIMIC) models in the SEM framework (Jöreskog and Goldberger,
1975). Each MIMIC model has two components: (1) a measurement model in which exogenous variables
indicate latent variables; and (2) a structural model where covariates are multiple-causal predictors to the latent
variables.
(d) In the full mixture-of-experts model, the outcome variable yi depends on both the mixing component variable
zi and covariates xi. Additionally, the distribution of the latent categorical variable zi also depends on the
covariates xi. We then give a full MoE model with K clusters as
p(yi) =
K∑
k=1
g(zi = k|xei)p(yi|xi,Θ(k)),
which has the same constraints as the gating-network MoE. The full MoE model is not a brand new concept
in the SEM framework. When introducing the FMM into the SEM framework, Muthén and Shedden (1999)
viewed it as a possible generalization of the finite mixture model. It can also be viewed as an extension of
the expert-network MoE by allowing the latent component membership of MIMIC components to be logistic
functions of covariates. Note that the covariates of the mixing components variable zi and the outcome variable
yi can be the same or different.
In short, the FMM is for investigating possible sample heterogeneity based only on the outcome while the full MoE,
the gating-network MoE, and the expert-network MoE are all for examining direct or indirect impacts on the sample
heterogeneity of covariates. Accordingly, the FMM is more suitable for an exploratory study, where researchers only
have vague hypotheses concerning the sample heterogeneity and its possible reasons. For such studies, the current
recommended approach is to investigate the number of latent classes without including covariates. Researchers may
further examine possible predicters to latent classes when obtaining the number of clusters via stepwise methods (Bakk
and Kuha, 2017; Liu et al., 2019b; Bolck et al., 2004; Vermunt, 2010; Asparouhov and Muthén, 2014). There are two
reasons for such a recommendation: a time-intensive exploratory modeling process due to the need to refit the whole
model with different sets of covariates (Vermunt, 2010) and changed membership components resulted from adding or
removing covariates (Vermunt, 2010; Bakk and Kuha, 2017). On the contrary, the other three models are utilized in a
more confirmatory study, where specifying a proper model for the covariates is usually a knowledge-driven process.
The class membership probability of the full MoE is allowed to vary as a ‘gating’ function of covariates, and an ‘expert’
(i.e., a within-class model) can take multiple forms in the SEM framework. For example, it can be a factor model with
covariates, where the latent variables are indicated by the outcome variable yi and caused by covariates xi directly. It
can also be a latent growth curve model with time-invariant covariates (LGC-TICs), where the latent variables (i.e., also
referred to as ‘growth factors’ in the LGC literature) are indicated by the repeated measures of yi and directly caused
by covariates xi. More importantly, researchers can specify the parameters that need to be fixed or freely estimated
in each class. For example, in a two-class MoE with LGC-TICs, the underlying functional form of trajectories could
be specified as quadratic in the first class but linear such that the mean and variance of the quadratic term as well as
quadratic-intercept, quadratic-linear covariances are fixed to zero in the second class.
This article focuses on the MoE with nonlinear LGC-TICs. Specifically, trajectories in each ‘expert’ in the proposed
MoE is a bilinear growth model (Grimm et al., 2016; Liu, 2019; Liu et al., 2019a,b) (see Figure A.1, also referred
to as a linear-linear piecewise model (Harring et al., 2006; Kohli, 2011; Kohli et al., 2013; Kohli and Harring, 2013;
Sterba, 2014; Kohli et al., 2015)) with an unknown knot and time-invariant covariates can explain the variances of
expert-specific growth factors. We decide the bilinear spline growth model with time-invariant covariates (BLSGM-
TICs) as the ‘expert’ since Liu et al. (2019b) has shown that the mixture model with a bilinear functional form is a
better fit for repeated mathematics IRT scores in our motivating data set compared to models with parametric functions
such as linear, quadratic and Jenss-Bayley. Similar to Liu et al. (2019b), we construct the model in the framework of
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individual-measurement occasions by using ‘definition variables’ (observed variables that adjust model parameters to
individual-specific values) (Mehta and West, 2000; Mehta and Neale, 2005) to avoid possible inadmissible estimation
(Blozis and Cho, 2008; Coulombe et al., 2015).
1.3 Challenges of Mixture-of-Experts Models Implementation
Unless a study is conducted in a confirmatory way or driven by answering a specific question, we usually have two
challenges to specify a MoE, deciding the number of ‘experts’ and selecting which covariates, if any, need to be
included, and if so in which ‘expert’ or ‘gating’ networks. Earlier studies have proposed approaches to decide the
number of latent classes for different types of ‘experts’. For example, Tanner et al. (1997) addressed this issue for an
‘expert’ that is a generalized linear model, Rosen et al. (2000) handled this issue in the context of marginal models,
and Rosen and Tanner (1999) developed an approach to deciding the number of experts in the context of mixtures of
proportional hazards models. Additionally, Zeevi et al. (1998); Wood et al. (2002) and Carvalho and Tanner (2005)
advocate for employing a penalizing criterion, such as Akaike Information Criterion (AIC), Bayesian Information
Criterion (BIC), or the Minimum Description Length criterion (MLD), to choose the number of experts in the model.
In the current study, we do not intend to develop a novel metric for choosing the number of ‘experts’ in the context of
mixtures of (modified) factor models. Instead, we follow the convention in the SEM literature to determine the number
in an exploratory fashion. We fit a pool of candidate finite mixture models (i.e., not to include any covariates when
deciding the number) with different latent classes, and pick the ‘best’ model along with the desired number of clusters
via statistical criteria such as the BIC (Nylund et al., 2007).
Covariate selection is also challenging since the candidate pool of independent variables is potentially huge, once we
need to decide which covariates need to enter the ‘expert’ or ‘gating’ network. To shrink the covariate space of MoE
models, we propose a possible approach that can help identify the most important covariates among a set of covariate
candidates efficiently by leveraging machine learning techniques. Specifically, we propose to employ structural equation
model forests (SEM Forests Brandmaier et al. (2016)), an extension of random forests (RFs, Breiman (2001)) in the
SEM framework, to conduct covariate selection. Note that it is not our aim to examine this method comprehensively. We
only want to introduce how to use its output named ‘variable importance’ with a basic understanding of its algorithm.
Both RFs and SEM Forests have their ‘simple-tree’ versions: classification and regression trees (CARTs, Breiman et al.
(1984)) and structural equation model trees (SEM Trees, Brandmaier et al. (2013)). In the original setting, CARTs can
be utilized to analyze univariate continuous outcomes (regression trees) or categorical outcomes (classification trees).
The algorithm lies behind CARTs is intuitive: it regresses the outcome variable on a set of covariates (i.e., the instance
space in the machine learning literature) and starts with an empty tree. At each step, the algorithm needs to select a
covariate to split and the value of the threshold (of a continuous covariate or a categorical covariate with more than two
levels) to optimize a pre-specified metric (for example, to minimize the sum-of-squares errors in a regression problem
or maximize the accuracy in a classification problem). The algorithm usually conducts this optimization by exhaustive
search and does not stop this partition process until the sample homogeneity of each (sub-)split cannot be improved
further (Bishop, 2006). By extending the CARTs from a univariate outcome setting to a scenario with a multivariate
outcome variable, SEM Trees expedite exploratory analyses for the models in the SEM framework (Brandmaier et al.,
2013). One available objective metric to be optimized in the SEM Trees is the likelihood. Accordingly, the algorithm
selects one covariate to partition, along with a selected threshold value, to maximize the likelihood function of this split.
Both CARTs and SEM Trees suffer an overfitting issue that is an inherent limitation of the algorithm. The algorithm
is designed to optimize a metric, say accuracy or likelihood, greedily for one sample so that the fit model cannot be
generalized for other samples well from the same population. Other than remedies such as pruning a tree before it
grows too complicated (Breiman et al., 1984; Brandmaier et al., 2013), an ensemble or ‘bagging’ technique proposed in
RFs (Breiman, 2001) and SEM Forests (Brandmaier et al., 2016) also addresses the overfitting issue for CARTs and
SEM Trees, respectively. As the word ‘forests’ suggests, both a RF and a SEM Forest are a bag of trees constructed on
resamplings with randomly selected covariates of the original data set. A forest is more stable than a single tree as it is
an average of all constructed trees (Breiman, 2001; Brandmaier et al., 2016). More importantly, both forest algorithms
allow for variable importance to quantify the impact a covariate has on the overall predictor of an outcome variable.
The variable importance obtained from SEM Forest is a score to assess how important a covariate is in predicting a
multivariate means and variance-covariance structure. We then only need to examine the effects on sample heterogeneity
of the covariates with high scores.
In the remainder of this article, we describe the model specification and model estimation of the MoE with BLSGMs-
TICs as ‘experts’. In the subsequent section, we depict the design of the Monte Carlo simulation for model evaluation.
We then demonstrate one possible approach to efficiently selecting covariates by implementing the proposed model on
generated data sets. In application, we analyze the motivating data, longitudinal mathematics achievement scores from
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the Early Childhood Longitudinal Study, Kindergarten Class 2010-11 (ECLS-K:2011) demonstrating how to implement
the approach to shrink the covariate space and the proposed MoE. We finally frame discussions concerning the model’s
limitations and future directions.
2 Method
2.1 Model Specification of the Full Mixture-of-Experts
In this section, we specify the MoE presented in Section 1 in the SEM framework. Specifically, we assume that an
‘expert’ takes the form of a bilinear spline growth model with an unknown knot where covariates can explain the growth
factors’ variability. Harring et al. (2006) pointed out there are five parameters in the linear-linear piecewise functional
form: an intercept and slope of each linear piece and a knot. The degree-of-freedom of the bilinear spline reduces to
four as two linear pieces join at the knot. In the current study, we consider the initial intercept, two slopes and the knot
as the four parameters. Although Preacher and Hancock (2015); Liu et al. (2019a); Liu and Perera (2020) have shown
that the knot can be an additional growth factor with considering its variability, we construct a parsimonious model
assuming that the class-specific knot is the same time point for all individuals in one component as the knot variability
is not the aim of the current study. For the ith individual, we express the model in the SEM framework as
p(yi|zi = k,xei) =
K∑
k=1
g(zi = k|xgi)× p(yi|zi = k,xei), (1)
g(zi = k|xgi) =

1
1+
∑K
k=2 exp(β
(k)
g0 +β
(k)T
g xgi)
Reference Group (k = 1)
exp(β
(k)
g0 +β
(k)T
g xgi)
1+
∑K
k=2 exp(β
(k)
g0 +β
(k)T
g xgi)
Other Groups (k = 2, . . . ,K)
, (2)
yi|(zi = k,ηi) = Λi(γ(k))ηi + i, (3)
ηi|(zi = k,xei) = β(k)e0 + β(k)e xei + ζi. (4)
As Jordan and Jacobs (1993), Equation (1) is a probabilistic model that combines gating functions, g(zi = k|xgi), and
experts functions, p(yi|zi = k,xei), where xgi, xei, yi and zi are the gating covariates, expert covariates, J × 1 vector
of repeated outcomes (in which J in the number of measurements) and membership of the ith individual, respectively.
Note that there are two constraints of Equation (1): 0 ≤ g(zi = k|xgi) ≤ 1 and
∑K
k=1 g(zi = k|xgi) = 1. Equation
(2) defines ‘gates’ as logistic functions of covariates xgi, where β
(k)
g0 and β
(k)
g are ‘gating’ coefficients. The ‘gating’
function decides which ‘expert’ to use, depending on the values of the gating covariates.
Equations (3) and (4) together define an ‘expert’ in the SEM framework. Like all factor models, Equation (3) writes
the outcome yi as a linear combination of latent variables (i.e., growth factors of a LGC model) ηi. When assuming
an ‘expert’ is a bilinear spline growth model with an unknown fixed knot, ηi is a 3 × 1 vector of growth factors
(ηi = η0i, η1i, η2i, for an intercept and two slopes); accordingly, Λi(γ(k)) is a J × 3 matrix of factor loadings.
The subscript i in Λi(γ(k)) accouts for individual measurement occasions. Note that Λi(γ(k)) is a function of the
expert-specific knot γ(k). The repeated outcomes yi have different pre- and post-knot expressions
yij =
{
η0i + η1itij tij ≤ γ(k)
η0i + η1iγ
(k) + η2i(tij − γ(k)) tij > γ(k) ,
where yij and tij are the measurement and measurement occasion of the ith individual at time j.
Equation (4) further regresses the growth factors ηi on covariates, where β
(k)
e0 is a 3× 1 vector of class-specific growth
factor intercepts (which is the mean vector of class-specific growth factors if expert covariates are centered), β(k)e is a
3× c matrix of class-specific ‘expert’ coefficients (where c is the number of covariates), xi is a c× 1 vector of ‘expert’
covariates, and ζi is a 3× 1 vector of deviations of the ith individual from the means of growth factors. Note that xgi
and xei can be the same or different.
Harring et al. (2006); Grimm et al. (2016) presented multiple ways to unify pre- and post-knot expressions by
reparameterizing growth factors. In this article, we follow Grimm et al. (2016) since the (inverse-)transformation
matrices for the growth factors and corresponding ‘expert’ coefficients between the original and reparameterized settings
are available for this reparameterizing strategy (Liu et al., 2019a). By extending the (inverse-)transformation matrices
for the reduced model in Liu et al. (2019a), we provide the class-specific reparameterizing process in Appendix A.1.
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Note that the expressions the repeated measurements yi using the parameters in the original and reparameterized
frames are equivalent, and the original parameters are convenient to obtain for interpretation purposes with those
(inverse-)transformation matrices. Details of (inverse-)transformation matrices between class-specific growth factors in
the original setting and those in the reparameterized setting are provided in Appendix A.2.
2.2 Model Estimation
To simplify the model, we make two assumptions. (1) Growth factors of each component follow a multivariate Gaussian
distribution conditional on covariates, that is, the vector of deviations ζi|k ∼ MVN(0,Ψ(k)η ), where Ψ(k)η is the
unexplained variance-covariance matrix of class-specific growth factors. (2) Individual residuals follow identical
and independent normal distribution over time in each component, that is, i|k ∼ N(0, θ(k) I). Accordingly, the
within-class implied mean vector (µ(k)i ) and variance-covariance matrix (Σ
(k)
i ) of repeated outcomes yi for the i
th
individual in the kth component are given as
µ
(k)
i = Λi(γ
(k))(β
(k)
e0 + β
(k)
e µ
(k)
xe ), (5)
Σ
(k)
i = Λi(γ
(k))Ψ(k)η Λi(γ
(k))T + Λi(γ
(k))β(k)e Φ
(k)β(k)Te Λi(γ
(k))T + θ(k) I, (6)
respectively, where µ(k)xe and Φ(k) are the class-specific mean vector (c× 1) and the variance-covariance matrix (c× c)
of the ‘expert’ covariates, respectively.
The parameters need to be estimated in the model specified in Equations (1), (2), (3) and (4) are given
Θfull = {β(k)e0 ,Ψ(k)η , γ(k),β(k)e ,µ(k)xe ,Φ(k), θ(k) , β(k)g0 ,β(k)g }
= {β(k)η0 , β(k)η1 , β(k)η2 , ψ(k)00 , ψ(k)01 , ψ(k)02 , ψ(k)11 , ψ(k)12 , ψ(k)22 , γ(k),β(k)e ,µ(k)xe ,Φ(k), θ(k) , β(k)g0 ,β(k)g },
k = 2, . . . ,K for β(k)g0 ,β
(k)
g ,
k = 1, . . . ,K for other parameters.
(7)
The log-likelihood function of the model specified in Equations (1), (2), (3) and (4) is
``(Θfull) =
n∑
i=1
log
( K∑
k=1
g(zi = k|xgi)p(yi|zi = k,xei)
)
=
n∑
i=1
log
( K∑
k=1
g(zi = k|xgi)p(yi|µ(k)i ,Σ(k)i ,xei)
)
.
(8)
Multiple techniques are available for parameter estimation in MoE models. In the machine learning literature, one
recommended approach is the expectation-maximization (EM) algorithm as the mixing component zi in Equation (8) is
unknown and the EM algorithm gets around this problem by viewing it as known with an initial guess and updating it at
each iteration until achieving convergent status. We first define the cluster responsibilities of an iteration t as
rˆ
(t)
ik =
g(zi = k|xgi)(t−1)p(yi|µˆ(k)(t−1)i , Σˆ(k)(t−1)i ,xei)∑K
k=1 g(zi = k|xgi)(t−1)p(yi|µˆ(k)(t−1)i , Σˆ(k)(t−1)i ,xei)
. (9)
In each iteration, the EM algorithm consists of two steps: E-step, which estimates cluster responsibilities given current
parameter estimates and M-step, which maximizes the likelihood over parameters given current responsibilities. More
technical details about the EM algorithm can be found in Murphy (2012).
The EM algorithm is available in R package OpenMx (Neale et al., 2016; Pritikin et al., 2015; Hunter, 2018; Boker et al.,
2018) with specifying E-step and M-step in the compute plan of a model that uses the EM optimizer. Additionally, the
default optimizer CSOLNP of OpenMx, which utilizes the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm (an
iterative method, belongs to Quasi-Newton methods, for addressing unconstrained nonlinear optimization problems) has
been shown efficiently for mixture models in an existing study (Liu et al., 2019b). For this study, we use the CSOLNP
optimizer to estimate the parameters listed in Equation (7) and provide the OpenMx syntax along with a demonstration
in the online appendix (https://github.com/Veronica0206/Extension_projects).
We can specify the expert-network MoE, gating-network MoE and finite mixture model through removing the relation-
ship between the membership zi and the covariates xi, that between the covariates xi and the outcome variable yi and
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both in the full model defined in Equations (1), (2) (3) and (4), respectively. The mean-vector and variance-covariance
matrix of repeated outcome in Equations (5) and (6), the parameters in Equation (7) and the defined cluster respon-
sibilities of an iteration t in Equation (9) need to be updated accordingly. We provide these equations in Appendix
A.3.
3 Model Evaluation
The proposed MoE with BLSGMs-TICs as experts, along with its three possible reduced versions, is evaluated using a
Monte Carlo simulation study with three goals. In the simulation study, we consider two covariates in gating functions
and another two covariates in ‘experts’. The first goal is to examine how the proposed models perform in terms of
estimating effects and clustering effects when we specify them correctly, no matter in the full or any reduced form. The
estimating effects include the relative bias, empirical standard error (SE), relative root-mean-square error (RMSE), and
empirical coverage for a nominal 95% confidence interval (CI) of each parameter. Definitions and estimates of these
four performance measures are listed in Table 1.
=========================
Insert Table 1 about here
=========================
To evaluate the clustering effects, we first need to calculate the posterior probabilities for each individual belonging
to the kth ‘expert’. Note that the full MoE, expert-network MoE, gating-network MoE and FMM have different
expressions for the posterior probability, as shown in Equations (10), (11), (12) and (13), respectively.
p(zi = k) =
g(zi = k|xgi)p(yi|zi = k,xei)∑K
k=1 g(zi = k|xgi)p(yi|zi = k,xei)
, (10)
p(zi = k) =
g(zi = k)p(yi|zi = k,xei)∑K
k=1 g(zi = k)p(yi|zi = k,xei)
, (11)
p(zi = k) =
g(zi = k|xgi)p(yi|zi = k)∑K
k=1 g(zi = k|xgi)p(yi|zi = k)
, (12)
p(zi = k) =
g(zi = k)p(yi|zi = k)∑K
k=1 g(zi = k)p(yi|zi = k)
. (13)
With the vector of each individual’s posterior probabilities, we then assign the individual to the cluster with the highest
posterior probability to which the individual most likely belongs. We break the tie among competing components that
have equally maximum probabilities randomly, guided by McLachlan and Peel (2000). The clustering effects include
accuracy and entropy. As we have true membership in a simulation study, the accuracy, which is defined as the fraction
of all correctly classified instances, is available to assess how the algorithm separates the samples into ‘correct’ groups
(Bishop, 2006). Entropy is a metric based on the average posterior probabilities (McArdle and Nesselroade, 2004),
which is given
Entropy = 1 +
1
n log(K)
( n∑
n=1
K∑
k=1
p(zi = k) log p(zi = k)
)
.
The second goal is to see whether put all four covariates in gating functions, which is the most common misspecification
as the expert-network MoE has not yet received in the SEM literature, would result in inadmissible solutions or
misleading information. The third goal is to compare the four models that are specified correctly among themselves and
with the misspecified model. The comparison includes investigating the agreement between the membership obtained
from FMMs and the other four models with covariates (three correct models and the misspecified model) by the Kappa
statistic, which is obtained by the R package fmsb (Nakazawa, 2019). We also investigate whether we can apply the
common criteria, including AIC and BIC, to select the ‘best’ model among four correct models.
In the simulation design, we decide the number of repetitions S = 1000 by an empirical approach following citet-
Morris2019simulation. We run a pilot simulation study and observe that standard errors of all parameters except the
intercept variances are less than 0.15. Bias is the most important performance metric, and to keep Monte Carlo standard
error2 of it lower than 0.005, we need at least 900 replications. We then decided to proceed with S = 1000 to be more
conservative.
2Monte Carlo SE(Bias) =
√
V ar(θˆ)/S Morris et al. (2019).
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3.1 Design of Simulation Study
Table 2 lists all conditions we considered in the simulation design. We fix the conditions, including the sample size,
the number of ‘experts’, the variance-covariance matrix of the growth factors, the number of repeated measurements,
and the time-window of individual measurement occasions, which are not of the primary interest in this study. For
example, we select 10 scaled and equally spaced waves as Liu et al. (2019b) has shown that bilinear growth mixture
models performed decently in terms of estimating effects and fewer numbers of repeated outcomes only affect model
performance slightly (Liu et al., 2019a). Similar to Liu et al. (2019a,b), we allow the time-window of individual
measurement occasions to be ‘medium’ level (Coulombe et al., 2015), (−0.25,+0.25) around each wave. As the
variance-covariance structure of the growth factors usually changes with the measurement scales and time scales, we fix
it and keep the index of dispersion (σ2/µ) of each growth factor at a tenth scale to follow Bauer and Curran (2003);
Kohli (2011); Kohli et al. (2015). The correlations between growth factors are set to be a moderate level (ρ = 0.3).
=========================
Insert Table 2 about here
=========================
In the simulation design, the distance between ‘experts’ is measured by the difference between the outcome variable y
of two ‘experts’, which are determined by class-specific growth factors and knot. Accordingly, there are two possible
metrics to gauge the difference between two clusters: the Mahalanobis distance between class-specific growth factors
and the difference in the knot locations (Kohli et al., 2015; Liu et al., 2019b). In this study, we keep Mahalanobis
distance as 0.86 (that is a small distance by (Kohli et al., 2015)) and set 1.0, 1.5 and 2.0 as a small, medium and large
difference in knot locations. With those conditions, we are interested in examining how the separation between two
‘experts’ affects the model performance. We consider two levels of allocation ratios: 1 : 1 and 1 : 2, which are roughly
controlled by the gating function’s intercept.
In the simulation study, we generate ‘gating’ and ‘expert’ covariates separately. It is of great interest to examine how the
covariates in the ‘experts’ and gating function affect the MoE in terms of both estimating effects and clustering effects.
In the simulation design, we standardize ‘expert’ covariates and ‘gating’ covariates so that the effect sizes of the same
type covariates are comparable. We fix the coefficients of two ‘gating’ covariates as log(1.5) (i.e., the odds ratio is 1.5)
and log(1.7) (i.e., the odds ratio is 1.7), respectively. We then adjust the relative importance of the ‘experts’ covariates
against the ‘gating’ covariates by varying ‘experts’ coefficients to account for moderate (13%) and substantial (26%)
growth factor variability (Cohen, 1988). The covariates’ effects on trajectories are set as the same or different for two
‘experts’. We consider two levels of residual variance (1 or 2) to examine how measurement precision affects the model.
We also consider three scenarios (Scenario 1, 2 and 3 in Table 2) to see whether the shape of trajectories influences the
model performance. In each scenario, we vary the knot location and one growth factor while keeping the other two
growth factors the same in two ‘experts’.
3.2 Data Generation and Simulation Step
We carried out two-step data generation for each condition listed in Table 2. In the first step, we obtained the membership
zi from ‘gating’ covariates for each individual; and in the second step, we generated the outcome variable yi and
‘expert’ covariates for each component. The general steps of the simulation were:
1. Created membership zi for the ith individual:
(a) Generated data matrix of ‘gating’ covariates xg .
(b) Calculated the probability vector for each entry based on the ‘gating’ covariates and a set of specified
‘gating’ coefficients with a logit link and assigned each individual to the component with the highest
probability.
2. Generated data of growth factors and ‘expert’ covariates xe simultaneously for each component using the R
package MASS (Venables and Ripley, 2002).
3. Generated the time structure with 10 scaled and equally-spaced waves tj and obtained individual measurement
occasions by allowing the time-window as tij ∼ U(tj −∆, tj + ∆) around each wave.
4. Calculated factor loadings, which are functions of the class-specic knot and individual measurement occasions,
for each individual.
5. Calculated values of the repeated outcomes from the class-specific growth factors, corresponding factor
loadings, and residual variances.
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6. Applied the proposed MoE and its possible reduced forms to the generated data set, estimated the parameters,
and constructed corresponding 95% Wald CIs, along with accuracy and entropy.
7. Repeated the above steps until after obtaining 1000 convergent solutions, calculated the relative bias, empirical
standard error, relative RMSE and coverage probability of each parameter under investigation.
8. Respecified an incorrect model (i.e., the model that puts all covariates in the ‘gating’ function) on the data sets
from which we obtained convergent solutions in the above steps.
4 Results
4.1 Model Convergence
We first examined the convergence3 rate of the proposed full MoE and its three reduced versions for each condition in
this section. The convergence rate of the full MoE, expert-network MoE, gating-network MoE and FMM achieved at
least 89%, 89%, 87% and 87%, respectively across all conditions in the simulation study. The worst scenario regarding
the non-convergence rate is 153/1153, indicating that the process described in Section 3.2 needs to be replicated 1153
times to have 1000 replications with a convergent solution. It occurred when we tried to fit a gating-network MoE under
the conditions with balanced allocation, the small difference between the knot locations, ‘expert’ covariates accounting
for moderate growth factors in both ‘experts’, and the smaller residual variance. The convergence rate was 100% when
the difference between knot locations was large. Note that we only keep the replications where four correct models all
converged as we want to compare these four models.
4.2 Estimating Effects
In this section, we evaluate the estimating effects of the proposed full MoE and its three possible reduced forms. For
communication purposes, we named the latent class with an earlier knot as Class 1 (i.e., the left cluster) and the latent
class with a late knot as Class 2 (i.e., the right cluster) in the result section. Tables 3 and 4 present the median (range)
of the relative bias and empirical standard error (SE) for each parameter of interest of the four models, respectively.
We first calculated the relative bias/empirical SE across 1000 replications for each parameter of interest under each
condition and then summarized its relative biases/empirical SEs across all conditions as the corresponding median
(range).
We observed that all four models produced unbiased point estimates with small relative RMSEs, and the magnitude of
the relative bias and RMSE of each parameter of interest across models were comparable. Specifically, the magnitude
of the relative biases of the growth factor means,(unexplained) growth factor variances, expert coefficients and gating
coefficients were under 0.01, 0.07, 0.07 and 0.05, respectively. The magnitude of empirical SE of all parameters except
those of intercepts (including intercept means, intercept variances and expert-coefficients to intercepts) and gating
coefficients were under 0.20. The empirical SE of µ(k)η0 and ψ
(k)
00 were around 0.50 and 2.50, respectively, which were
slightly larger due to the large scale of their population values.
=========================
Insert Table 3 about here
=========================
=========================
Insert Table 4 about here
=========================
Table 5 lists the median (range) of relative RMSE of each parameter for four models under all conditions that we
considered in the simulation design, which evaluate the model performance holistically by combining bias and precision
together. From the table, four models were capable of estimating parameters accurately. The magnitude of the relative
RMSE of the growth factor means and (unexplained) growth factor variances were under 0.08 and 0.23, respectively.
This relative RMSE magnitude of the expert coefficients and gating coefficients were around 0.4 and 0.3, respectively,
which resulted from their relatively larger empirical SEs. Upon further investigation, the point estimate was slightly
worse when the expert covariates explained more variability of growth factors.
=========================
3Convergence is defined as to achieve OpenMx status code 0, which suggests a successful optimization, until up to 10 attempts
with different collections of starting values (Neale et al., 2016).
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Insert Table 5 about here
=========================
Table 6 shows the median (range) of the coverage probability for each parameter of interest of the four models. Overall,
the proposed models performed well regarding empirical coverage under the majority of conditions as the median values
of coverage probabilities of the mean vector and variance-covariance matrix of growth factors, the expert coefficients,
and the gating coefficients were above 0.90. We noticed that the knots’ coverage probabilities could be unsatisfied
under the conditions with the small or medium difference (i.e., 1 or 1.5) between the knot locations, yet these values
were still around 0.95 when the difference in knot locations was large (i.e., 2).
=========================
Insert Table 6 about here
=========================
4.3 Clustering Effects
We assess the clustering effects across all conditions listed in Table 2 in this section. For each model under each
condition, we first calculated the accuracy mean value and entropy mean value across 1000 replications and plotted these
values in Figure 2. Generally, the clustering effects of the full MoE and the gating-network MoE were slightly better
than the other two models. Specifically, the ranges of mean values of entropy were (0.44, 0.73), (0.47, 0.76), (0.47,
0.75), and (0.47, 0.76) for the FMM, gating-network MoE, expert-network MoE and full MoE, respectively. The ranges
of mean values of accuracy were (0.77, 0.91), (0.80, 0.92), (0.76, 0.91), and (0.80, 0.92) for the FMM, gating-network
MoE, expert-network MoE and full MoE, respectively. The difference in knot locations and the measurement precision
were the primary factors of the accuracy and entropy. Additionally, unbalanced allocation produced relatively larger
accuracy and entropy.
=========================
Insert Figure 2 about here
=========================
4.4 Misspecified Model
In this section, we first examine the convergence rate of the misspecified gating-network MoE that views all four
variables as gating covariates under each condition. Specifically, we fit the misspecified model on each replication, where
all four correct models converged, for each condition. The convergence rate can achieve at least 93.7%, suggesting
that the misspecified model produced 937 replications with a convergent solution out of 1000 repetitions, which still
was satisfied. However, the estimating effects and the cluster effects of the misspecified model were worse than the
results discussed in Sections 4.2 and 4.3. We provide the relative bias and empirical SE of each parameter in Appendix
Appendix B. From these tables, we can see that the relative bias magnitude of the growth factor means, growth factor
variances and gating coefficients may achieve 0.19, 0.23 and 0.80, which were much worse than the corresponding
value presented in Section 4.2.
We also plotted the accuracy mean value and entropy mean value of the misspecified model in Figure 2, from which we
can observe that the accuracy mean value of the misspecified model could be below 70%. The four outliers’ common
conditions were the small difference in knot locations, and expert covariates can account for substantial growth factor
variances at least in one latent class. Additionally, the misspecified model’s entropy mean values could be better than
those correctly-specified models, suggesting that the entropy may not be an ideal performance metric to decide whether
to add which covariates into the model.
4.5 Comparison Among Models
In this section, we compared the four correctly-specified models among themselves and to the misspecified model. We
first plotted the mean values of estimated likelihood, AIC, and BIC across all conditions for five models in Figure 3. In
general, the models without ‘expert’ covariates had much smaller estimated likelihood, AIC and BIC than those with
‘expert’ covariates, which simply suggested that the neither estimated likelihood nor AIC nor BIC can be employed to
decide whether to add which covariates to either gating functions or expert functions.
=========================
Insert Figure 3 about here
=========================
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We then evaluated the agreement between the membership obtained from the FMM and the other three models. We set
the FMM as a reference because the current recommended approach in the SEM literature is to examine the number
and characteristics of latent classes without including any covariates. Based on our simulation studies, the mean values
of the kappa statistic between the FMM, Gating-network MoE and Expert-network MoE were above 0.80, indicating
almost perfect agreement (as Agresti (2012), 1 is the perfect agreement). However, the mean value of the Kappa
statistic between the FMM and the misspecified model described in Section 4.4 was less than 0.10, suggesting slightly
agreement.
5 Possible Approach to Identify Covariates
In this section, we propose a possible approach to shrink the covariate space when constructing a MoE. As shown in
Table 7, we examined eight scenarios with the different relative importance of the ‘expert’ covariates against the ‘gating’
covariates in this section. We considered one ‘expert’ in the first three scenarios and two ‘experts’ in the other five
scenarios. For the scenarios with one ‘expert’, the ‘expert’ covariates were set to explain 2% (small), 13% (moderate)
and 26% (substantial) variability of growth factors, respectively. For the scenarios with two ‘experts’, similar to Section
3.1, we fixed the coefficients in the gating function and varied those in ‘experts’ to adjust the relative importance
between them. We also standardized all covariates in this section.
=========================
Insert Table 7 about here
=========================
Figures 4a and 4b are the general steps to examine variable importance to the scenarios with one and two ‘experts’,
respectively. We first generate data and construct a latent growth curve model in the R package OpenMx and this
one-group model serves as a template model for this generated data set (Brandmaier et al., 2016). As shown in these
figures, the input of the SEM Forests algorithm (available in the R package semtree) is the template model, the original
data set, and the pool of candidate covariates. The output of SEM Forests is the variable importance in terms of
predicting the model-implied mean vector and variance-covariance structure. Note that we added two noise variables
whose importance is supposed to be zero when building forests. In this study the tree parameter setting is bootstrap
sampling, 100 trees, and 2 subsampled covariates at each node. We provide a demonstration on how to build a SEM
Forests model in the online appendix (https://github.com/Veronica0206/Extension_projects).
=========================
Insert Figure 4 about here
=========================
Figure 5 plots variable importance for each scenario that we considered in Table 7. For the conditions that only
include ‘expert’ covariates and noise variables (i.e., Figure 5a, Figure 5b and Figure 5c for one ‘expert’ scenarios where
‘expert’ covariates explain 2%, 13% and 26% variability of growth factors, respectively), the algorithm worked well to
distinguish the‘expert’ covariates from the noise variables and weighted more on ‘experts’ covariates when they can
account for more variability. For the conditions including both ‘experts’ and ‘gating’ covariates with noise (i.e., Figure
5d-Figure 5h for two ‘experts’ scenarios), the SEM Forests model performed well to tell the signal (i.e., ‘experts’ and
‘gating’ covariates) from the noise, and the rank of importance scores of the covariates may change with the relative
importance of ‘experts’ against ‘gating’ variables.
=========================
Insert Figure 5 about here
=========================
Based on the patterns demonstrated in Figure 5, we propose a possible way to identify covariates for a MoE model in the
SEM framework: (1) for a given data set, fit a template model in the R package OpenMx, (2) regress the template model
on a pool of candidate covariates to build SEM Forests using the R package semtree and obtain variable importance
scores, (3) decide a threshold in terms of ‘importance’, and (4) select important covariates. We then recommend
including all selected covariates in all ‘experts’ and all‘gating’ functions for two reasons. First, the line between ‘expert’
and ‘gating’ covariates is usually blurred in practice. Second, it is also rare to have a covariate that has a huge impact on
one ‘expert’ but zero influence on the others.
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6 Application
The application section has two goals: to demonstrate how to employ the proposed approach to identify the most
important covariates and then to demonstrate the use of the MoE with BLSGMs-TIC as ‘experts’ to investigate the
association between nonlinear trajectories and covariates. A random sample with 400 students was selected from
the Early Childhood Longitudinal Study Kindergarten Cohort: 2010-11 (ECLS-K: 2011) with complete records of
repeated mathematics achievement scores, demographic information (sex, race, and age in month at each wave),
socioeconomic status (baseline family income and the highest education level between parents), school information
(baseline school type and location), baseline teacher-reported social skills (including self-control ability, interpersonal
skills, externalizing problem and internalizing problem), teacher-reported approach to learning, and teacher-reported
children behavior question (including attentional focus and inhibitory control).
ECLS-K: 2011 is a nationwide representative longitudinal sample consists of US children from around 900 kindergarten
programs that started from 2010− 2011 school year. Children’s mathematics IRT scores were evaluated in nine waves:
the fall and spring semester of kindergarten, first and second grade, respectively, as well as the spring semester of 3rd,
4th and 5th grade, respectively. As Lê et al. (2011), this study only sampled around 30% students in the fall semester
of 2011 and 2012. Children’s age (in month) rather than their grade was used as we are interested in evaluating the
change in students’ mathematics achievement by their real age. The selected sample (n = 400) consists of 51% boys
and 49% girls. Additionally, 45%, 5%, 38%, 8% and 4% were White, Black, Hispanic, Asian and others, respectively.
We then dichotomized the variable race to be White (45%) and others (55%). The highest parents’ education (ranged
from 0 to 8) and family income (ranged from 1 to 18) were treated as continuous variables for this analysis, and the
corresponding mean (SD) was 5.18 (2.10) and 11.56 (5.42), respectively. At the beginning of the study, 11% and 89%
students were in private and public schools, respectively and 16%, 4%, 50% and 31% students were from a school from
rural areas, town, suburb and city, respectively.
As Section 5, we first fit a bilinear spline growth curve model for these repeated measurements of mathematics IRT
scores and built a SEM Forest to identify the covariates with the highest variable importance scores. As shown in Figure
6, the covariates with the highest variable importance scores were family income (40.75) and parents’ highest education
level (28.95), followed by attentional focus (13.12). We then decided to keep these three covariates with sex and race to
construct models. Among these five variables, the attentional focus is more relevant to academic performance than the
other four, so we decided to set the attentional focus as an ‘expert’ covariate and the other four as ‘gating’ covariate. In
this section, we built four models:
1. A finite mixture model without any covariates;
2. A gating-network MoE with family income, parents’ highest education, sex and race in all gating functions;
3. An expert-network MoE with the variable attentional focus in all ‘experts’;
4. A full MoE with the covariate attentional focus in all ‘experts’ and the the other four covariates in all gating
functions.
=========================
Insert Figure 6 about here
=========================
We chose a three-class solution for all four models based on the fit information, including AIC and BIC, and entropy.
We fit a bilinear spline growth model and bilinear growth mixture models with two-, three- and four-classes. Information
criteria such as the BIC and the entropy suggested that the model with three latent classes was the ‘best’ for among the
four candidate models.
Finite Mixture Model
Table 8 summarizes the estimates of class-specific growth factors. Based on the estimates, we obtained the model
implied trajectory of each latent class, as shown in Figure 7a. The estimated proportions in Class 1, 2 and 3 were
23.75%, 41.25% and 35.00%, respectively. The students grouped into Class 1 had the lowest levels of mathematics
achievement over the study duration (the estimated fixed effects of the intercept and two slopes were 21.448, 1.985 and
0.911 per month). Students in Class 2 had a similar initial status, but lower development rates of both stages compared
to the students in Class 1. Students in Class 3 had the best performance in mathematics throughout the study duration.
=========================
Insert Table 8 about here
=========================
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Gating-network Mixture-of-Experts Model
We then put all selected covariates (i.e., family income, parents’ highest education, race and sex) in all gating functions
and built a gating-network MoE with bilinear spline change patterns and three latent classes. As shown in Figure 7b and
Table 9, the estimated proportions and predicted trajectories slightly changed when adding these selected covariates. On
further investigation, 50 out of 400 students were assigned to a different group by the model with the gating covariates.
The Kappa statistic between student clusters from two models was 0.81 with 95% CI (0.76, 0.86) (Nakazawa, 2019),
suggesting an almost perfect agreement. From the gating-network MoE, we also obtained the effects of gating covariates,
as shown in Table 9. Specifically, with all other covariates, boys are more likely to be in Class 2 (OR: 0.409, 95% CI:
(0.197, 0.851)) and Class 3 (OR: 0.235, 95% CI: (0.105, 0.522)). High family income (OR: 1.128, 95% CI: (1.028,
1.238)) and higher parents’ education (OR: 1.585, 95% CI: (1.220, 2.057)) increased the probability of being in Class
3.
=========================
Insert Table 9 about here
=========================
Expert-network Mixture-of-Experts Model
Next, we included the covariate attentional focus to explain within-cluster trajectory heterogeneity and build an expert-
network MoE model with BLSGMs-TICs as ‘experts’. The estimated proportions and predicted trajectories slightly
changed from those obtained from the growth mixture model as Figure 7c and Table 10. The agreement between the
membership obtained from the FMM expert-network MoE was even higher: the Kappa statistic was 0.85 with 95% CI:
(0.80, 0.89).
One important information to obtain from the expert-network MoE is the estimates related to the ‘expert’ covariate, as
shown in Table 10. First, the estimated means of the standardized attentional focus was negative (−0.518), around zero
(−0.077) and positive (0.410) for Class 1, Class 2 and Class 3, respectively, suggesting that the region with a higher
value of attentional focus was associated with higher mathematics performance and vice versa. Although the variable
attentional focus was positively associated with the initial status of kids’ mathematics performance in each latent class,
the influence was different. Specifically, the estimated effects of attentional focus were 0.911 (p-value = 0.4960), 2.284
(p-value = 0.0071) and 3.003 (p-value = 0.0644), suggesting that the effect size was larger in the region with higher
value of the attentional focus.
=========================
Insert Table 10 about here
=========================
Full Mixture-of-Experts Model
Finally, we built a full MoE by allowing the mixing proportions of the expert-network MoE to be logistic functions of
the other four covariates. Figure 7d and Table 11 suggest the estimated trajectories and proportions were similar to
those produced by the first three models. The Kappa statistic between the membership from the FMM and the full MoE
was 0.82 with 95% CI (0.78, 0.87). The effects on trajectories of ‘expert’ covariate attentional focus and the gating
covariates were the same (in terms of the effect size, direction and significance) to those in the expert-network MoE and
the gating-network MoE, respectively.
=========================
Insert Table 11 about here
=========================
7 Discussion
This article extends MoE models to the SEM framework. The full MoE and its three possible reduced models are
multivariate methods designed to uncover sample heterogeneity underlying longitudinal or cross-sectional data sets. We
linked these four models to the corresponding counterpart in the SEM framework. While the FMMs and gating-network
MoE models have received considerable attention, the expert-network and full MoE models are relatively novel and have
only been implemented in limited settings. The FMMs focus on grouping samples without considering any covariates,
whereas the other three models involve covariates, either in ‘gating’ or ‘experts’ functions or both when implementing
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clustering algorithms. Additionally, the FMMs and gating-network MoE models aim to group the outcome variable of
samples while the expert-network and full MoE are for separating the association between the outcome variable and
covariates.
7.1 Methodological Considerations
Specifically, the current study focuses on applying MoE models to analyze heterogeneity in nonlinear trajectories. It
is not our aim to show that one model is universally preferred. As shown in the simulation studies, all four models
were capable of estimating parameters unbiasedly, precisely and exhibited appropriate empirical coverage for a nominal
95% confidence intervals for data sets generated under the full model assumption. Additionally, we did not recommend
any statistical criteria to select the model among these four models. Based on our simulation studies, the full MoE and
the gating-network MoE worked better than the expert-network and full MoE, respectively, as the former had larger
estimated likelihood, smaller AIC and BIC, as well as higher entropy and accuracy. However, the models without
‘expert’ covariates usually had larger estimated likelihood, smaller AIC and BIC, as well as similar entropy and accuracy
to the corresponding model with ‘expert’ covariates. It is not surprising, as the model structure becomes much more
complicated when we want to analyze the association between the covariates and trajectories in each class.
Although conventionally, researchers usually employed the MoE models in a confirmatory way or driven by answering
a specific question, we realized that a considerable number of studies in the SEM framework usually start from an
exploratory stage, where researchers only have vague hypotheses in terms of sample heterogeneity and underlying
reasons. We propose one possible approach to shrink covariate space by leveraging a novel tool, SEM Forests. As
demonstrated in Section 5, SEM Forests identified important covariates efficiently, though it usually cannot tell where
those identified covariates should be added, either the ‘gating’ functions or the ‘experts’ or both.
Although it is not our aim to comprehensively investigate the SEM Forests, we still want to add two notes about variable
importance to empirical researchers. First, the scoring of variable importance is an ‘arbitrary’ process, which means
the variable with a low score of variable importance is necessary unimportant—for example, the variable approach to
learning, which is highly related to academic performance intuitively, only has −0.57 variable importance score. One
more reasonable explanation for this phenomenon is that the approach of SEM Forests is capable of addressing the
collinearity between covariates. Upon further investigation, the variable approach to learning is highly correlated with
the variables attentional focus and inhibitory control (both correlations were around 0.7). Imagine that the algorithm
selects the attentional focus to predict the model-implied means and variance-covariance structure. This covariate
also takes over the predicting responsibility belonged to the variable approach to learning due to the high correlation
between these two variables and the algorithm will not consider splitting on the variable approach to learning. Second,
in our application, we selected variables with over 10 variable importance score along with the demographic variables
of sex and race in the model. The threshold 10 is also an ‘arbitrary’ choice. We also considered the variable inhibitory
control as another ‘expert’ covariate when fitting models in application but did not report them as final models, though
their performance was also satisfactory in terms of model interpretability and the agreement between memberships.
The reason for removing this variable was due to its high correlation (0.7) with the attentional focus.
Additionally, we recommend selecting an ideal model among the full MoE and its reduced forms by research questions
rather than by any statistical criteria: whether or not to involve any covariates when performing clustering algorithms; if
so, whether or not to account for the direct relationship between covariates and outcome variables, and whether or not
allow some covariates to inform cluster formations.
7.2 Future Research
One limitation of the MoE lies in that it only allows (generalized) linear models for gating and expert functions. Imagine
a covariate that is in the ‘experts’ and ‘gating’ functions. Similar to the variable attentional focus in the application, it is
divided into different regions for several ‘experts’ when estimating its mean and variance in each class. The magnitude
of its gating coefficients could be huge even in a convergent solution to ‘match’ the estimated mean of ‘expert’ covariate
in each latent class. Accordingly, one general recommendation is putting a covariate in either gating or expert functions
but not both in a SEM MoE.
This limitation has been addressed in the machine learning literature. Jordan and Jacobs (1993) has developed a much
more flexible model by allowing for a multilevel gating function to give the hierarchical mixture-of-experts (HMoE)
model. Like a tree-based model, the HMoE model needs to select a covariate to split and the value of the threshold at
each level of gating functions, and one expert is responsible for each region of covariate space. Other possible models
for gates have been proposed, for example, probit function (Geweke and Keane, 2007), Dirichlet process (Rasmussen
and Ghahramani, 2001), max/min networks (Estevez and Nakano, 1995), and neural networks (Lima et al., 2007). All
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these proposed gating functions can be extended to the SEM framework. Additionally, ‘expert’ covariates can also be
time-variant when examining development processes.
The current project proposed a hybrid approach by leveraging a novel approach in the SEM framework, SEM Forests, to
select the most important covariates for explaining sample heterogeneity and then constructing models to evaluate their
effect sizes. We tested its performance using generated data sets under several scenarios with different weights on gating
and expert covariates along with noise variables. Given no published articles other than the original article detailing the
SEM Forests algorithm (Brandmaier et al., 2016) further details the use of the algorithm, it is worth conducting more
comprehensive simulation studies to test its performance. It is also worth investigating how to tune the hyperparameters,
such as the number of trees and covariates selected at each node.
References
Agresti, A. (2012). Models for Matched Pairs, chapter 11, pages 413–454. Wiley.
Asparouhov, T. and Muthén, B. (2014). Auxiliary variables in mixture modeling: Three-step approaches using mplus.
Structural Equation Modeling: A Multidisciplinary Journal, 21(3):329–341.
Bakk, Z. and Kuha, J. (2017). Two-step estimation of models between latent classes and external variables. Psychome-
trika, pages 1–22.
Bandeen-Roche, K., Miglioretti, D. L., Zeger, S. L., and Rathouz, P. J. (1997). Latent variable regression for multiple
discrete outcomes. Journal of the American Statistical Association, 440(92):1375–1386.
Bauer, D. J. and Curran, P. J. (2003). Distributional assumptions of growth mixture models: Implications for
overextraction of latent trajectory classes. Psychological Methods, 8(3):338–363.
Bishop, C. (2006). Combining Models, chapter 14, pages 653–676. Springer-Verlag.
Blozis, S. A. and Cho, Y. (2008). Coding and centering of time in latent curve models in the presence of interindividual
time heterogeneity. Structural Equation Modeling: A Multidisciplinary Journal, 15(3):413–433.
Boker, S. M., Neale, M. C., Maes, H. H., Wilde, M. J., Spiegel, M., Brick, T. R., Estabrook, R., Bates, T. C., Mehta, P.,
von Oertzen, T., Gore, R. J., Hunter, M. D., Hackett, D. C., Karch, J., Brandmaier, A. M., Pritikin, J. N., Zahery, M.,
Kirkpatrick, R. M., Wang, Y., Driver, C., Massachusetts Institute of Technology, Johnson, S. G., Association for
Computing Machinery, Kraft, D., Wilhelm, S., and Manjunath, B. G. (2018). OpenMx 2.9.6 User Guide.
Bolck, A., Croon, M., and Hagenaars, J. (2004). Estimating latent structure models with categorical variables: One-step
versus three-step estimators. Political Analysis, 12(1):3–27.
Brandmaier, A. M., Prindle, J. J., McArdle, J. J., and Lindenberger, U. (2016). Theory-guided exploration with structural
equation model forests. Psychological Methods, 4(21):566–582.
Brandmaier, A. M., von Oertzen, T., McArdle, J. J., and Lindenberger, U. (2013). Structural equation model trees.
Psychological Methods, 1(18):71–86.
Breiman, L. (2001). Random forests. Machine Learning, 45(1):5–32.
Breiman, L., Friedman, J. H., Olshen, R. A., and Stone, C. J. (1984). Classification and regression trees. Chapman &
Hall, New York, NY.
Carvalho, A. X. and Tanner, M. A. (2005). Mixtures-of-experts of autoregressive time series: asymptotic normality and
model specification. IEEE Transactions on Neural Networks, 16(1):39–56.
Carvalho, A. X. and Tanner, M. A. (2007). Modelling nonlinear count time series with local mixtures of poisson
autoregressions. Computational Statistics & Data Analysis, 51(11):5266–5294. Advances in Mixture Models.
Clogg, C. C. (1981). New developments in latent structure analysis. In Jackson, D. J. and Borgotta, E. F., editors,
Factor analysis and measurement in sociological research: A Multi-Dimensional Perspective, pages 215–246. SAGE
Publications, Beverly Hills, CA.
Cohen, J. (1988). Multiple Regression and Correlation Analysis, chapter 9, pages 407–466. Lawrence Erlbaum
Associates.
Coulombe, P., Selig, J. P., and Delaney, H. D. (2015). Ignoring individual differences in times of assessment in growth
curve modeling. International Journal of Behavioral Development, 40(1):76–86.
Dayton, C. M. and Macready, G. B. (1988). Concomitant-variable latent-class models. Journal of the American
Statistical Association, 83(401):173–178.
Estevez, P. A. and Nakano, R. (1995). Hierarchical mixture of experts and max-min propagation neural networks. In
Proceedings of ICNN’95 - International Conference on Neural Networks, volume 1, pages 651–656 vol.1.
15
A PREPRINT - JULY 7, 2020
Geweke, J. and Keane, M. (2007). Smoothly mixing regressions. Journal of Econometrics, 138(1):252 – 290. 50th
Anniversary Econometric Institute.
Goodman, L. A. (1974). The analysis of systems of qualitative variables when some of the variables are unobservable.
part i-a modified latent structure approach. American Journal of Sociology, 79(5):1179–1259.
Gormley, I. C. and Murphy, T. B. (2011). Mixture of experts modelling with social science applications. In Mengersen,
K. L., Robert, C. P., and Titterington, D. M., editors, Mixtures: Estimation and Applications, Wiley Series in
Probability and Statistics, chapter 5, pages 101–121. Wiley.
Grimm, K. J. and Ram, N. (2009). Nonlinear growth models in mplus and sas. Structural Equation Modeling: A
Multidisciplinary Journal, 16(4):676–701.
Grimm, K. J., Ram, N., and Estabrook, R. (2010). Nonlinear structured growth mixture models in mplus and openmx.
Multivariate Behavioral Research, 45(6):887–909.
Grimm, K. J., Ram, N., and Estabrook, R. (2016). Growth Models with Nonlinearity in Parameters, chapter 11, pages
234–274. Guilford Press.
Haberman, S. (1979). Analysis of qualitative data. vol. 2: New developments. New York: Academic Press.
Hagenaars, J. A. (1993). Loglinear models with latent variables. Newbury Park, CA: Sage.
Handcock, M. S., Raftery, A. E., and Tantrum, J. M. (2007). Model-based clustering for social networks. Journal of the
Royal Statistical Society: Series A (Statistics in Society), 170(2):301–354.
Harring, J. R., Cudeck, R., and du Toit, S. H. C. (2006). Fitting partially nonlinear random coefficient models as sems.
Multivariate Behavioral Research, 41(4):579–596.
Hochschild, J. L. (2003). Social class in public schools. Journal of Social Issues, 59:821–840.
Hunter, M. D. (2018). State space modeling in an open source, modular, structural equation modeling environment.
Structural Equation Modeling, 25(2):307–324.
Hurn, M., Justel, A., and Robert, C. P. (2003). Estimating mixtures of regressions. Journal of Computational and
Graphical Statistics, 12(1):55–79.
Jacobs, R. A., Jordan, M. I., Nowlan, S. J., and Hinton, G. E. (1991). Adaptive mixtures of local experts. Neural
Computation, 3(1):79–87.
Jordan, M. I. and Jacobs, R. A. (1993). Hierarchical mixtures of experts and the em algorithm. In Proceedings of 1993
International Conference on Neural Networks (IJCNN-93-Nagoya, Japan), volume 2, pages 1339–1344.
Jöreskog, K. G. and Goldberger, A. S. (1975). Estimation of a model with multiple indicators and multiple causes of a
single latent variable. Journal of the American Statistical Association, 70(351):631–639.
Kamakura, W. A., Wedel, M., and Agrawal, J. (1994). Concomitant variable latent class models for conjoint analysis.
International Journal of Research in Marketing, 11(5):451–464.
Kohli, N. (2011). Estimating unknown knots in piecewise linear-linear latent growth mixture models. PhD thesis,
University of Maryland.
Kohli, N. and Harring, J. R. (2013). Modeling growth in latent variables using a piecewise function. Multivariate
Behavioral Research, 48(3):370–397.
Kohli, N., Harring, J. R., and Hancock, G. R. (2013). Piecewise linear-linear latent growth mixture models with
unknown knots. Educational and Psychological Measurement, 73(6):935–955.
Kohli, N., Hughes, J., Wang, C., Zopluoglu, C., and Davison, M. L. (2015). Fitting a linear-linear piecewise growth
mixture model with unknown knots: A comparison of two common approaches to inference. Psychological Methods,
20(2):259–275.
Lê, T., Norman, G., Tourangeau, K., Brick, J. M., and Mulligan, G. (2011). Early childhood longitudinal study:
Kindergarten class of 2010-2011 - sample design issues. JSM Proceedings, pages 1629–1639.
Lê Cao, K. A., M. E. and McLachlan, G. J. (2010). Integrative mixture of experts to combine clinical factors and gene
markers. Bioinformatics, 26(9):1192–1198.
Lima, C. A. M., Coelho, A. L. V., and Von Zuben, F. J. (2007). Hybridizing mixtures of experts with support vector
machines: Investigation into nonlinear dynamic systems identification. Information Sciences, 177(10):2049–2074.
Liu, J. (2019). Estimating Knots in Bilinear Spline Growth Models with Time-invariant Covariates in the Framework of
Individual Measurement Occasions. PhD thesis, Virginia Commonwealth University.
Liu, J., Kang, L., Kirkpatrick, R. M., Sabo, R. T., and Perera, R. A. (2019a). Estimating knots in bilinear spline growth
models with time-invariant covariates in the framework of individual measurement occasions.
16
A PREPRINT - JULY 7, 2020
Liu, J., Kang, L., Sabo, R. T., Kirkpatrick, R. M., and Perera, R. A. (2019b). Estimating knots in bilinear spline growth
mixture models with time-invariant covariates in the framework of individual measurement occasions.
Liu, J. and Perera, R. A. (2020). Estimating knots and their association in parallel bilinear spline growth curve models
in the framework of individual measurement occasions.
McArdle, J. J. and Nesselroade, J. R. (2004). Latent variable analysis:. In Muthén, B. O., editor, The SAGE Handbook
of Quantitative Methodology for the Social Sciences, chapter 19, pages 345–368. SAGE Publications, Washington,
DC, US.
McLachlan, G. and Peel, D. (2000). Finite Mixture Models. John Wiley & Sons, Inc.
Mehta, P. D. and Neale, M. C. (2005). People are variables too: Multilevel structural equations modeling. Psychological
Methods, 10(3):259–284.
Mehta, P. D. and West, S. G. (2000). Putting the individual back into individual growth curves. Psychological Methods,
5(1):23–43.
Morris, T. P., White, I. R., and Crowther, M. J. (2019). Using simulation studies to evaluate statistical methods. Statistics
in Medicine, 38(11):2074–2102.
Murphy, K. P. (2012). Mixture Models and the EM Algorithm, chapter 11, pages 337–380. The MIT Press.
Muthén, B. and Muthén, L. K. (2000). Integrating person-centered and variable-centered analyses: Growth mixture
modeling with latent trajectory classes. Alcoholism: Clinical and Experimental Research, 24(6):882–891.
Muthén, B. and Shedden, K. (1999). Finite mixture modeling with mixture outcomes using the EM algorithm.
Biometrics, 55(2):463–469.
Nakazawa, M. (2019). fmsb: Functions for Medical Statistics Book with some Demographic Data. R package version
0.7.0.
Neale, M. C., Hunter, M. D., Pritikin, J. N., Zahery, M., Brick, T. R., Kirkpatrick, R. M., Estabrook, R., Bates,
T. C., Maes, H. H., and Boker, S. M. (2016). OpenMx 2.0: Extended structural equation and statistical modeling.
Psychometrika, 81(2):535–549.
Nylund, K. L., Asparouhov, T., and Muthén, B. O. (2007). Deciding on the number of classes in latent class analysis
and growth mixture modeling: A monte carlo simulation study. Structural Equation Modeling: A Multidisciplinary
Journal, 14(4):535–569.
Preacher, K. J. and Hancock, G. R. (2015). Meaningful aspects of change as novel random coefficients: A general
method for reparameterizing longitudinal models. Psychological Methods, 20(1):84–101.
Pritikin, J. N., Hunter, M. D., and Boker, S. M. (2015). Modular open-source software for Item Factor Analysis.
Educational and Psychological Measurement, 75(3):458–474.
Rasmussen, C. E. and Ghahramani, Z. (2001). Infinite mixtures of gaussian process experts. In Advances in Neural
Information Processing Systems, volume 2, page 881–888.
Rosen, O., Jiang, W., and Tanner, M. (2000). Mixtures of marginal models. Biometrika, 87(2):391–404.
Rosen, O. and Tanner, M. (1999). Mixtures of proportional hazards regression models. Statistics in Medicine,
18(9):1119–1131.
Seber, G. A. F. and Wild, C. J. (2003). Multiphase and Spline Regression, chapter 9, pages 433–490. John Wiley &
Sons, Inc.
Sterba, S. K. (2014). Fitting nonlinear latent growth curve models with individually varying time points. Structural
Equation Modeling: A Multidisciplinary Journal, 21(4):630–647.
Tanner, M. A., Peng, F., and Jacobs, R. A. (1997). A bayesian approach to model selection in hierarchical mixtures-
of-experts architectures. Neural networks : the official journal of the International Neural Network Society,
10(2):231–241.
Thompson, T. J., Smith, P., and Boyle, J. P. (1998). Finite mixture models with concomitant information: Assessing
diagnostic criteria for diabetes. Journal of the Royal Statistical Society. Series C (Applied Statistics), 47(3):393–404.
Tishler, A. and Zang, I. (1981). A maximum likelihood method for piecewise regression models with a continuous
dependent variable. Journal of the Royal Statistical Society. Series C. Applied Statistics, 30.
Venables, W. N. and Ripley, B. D. (2002). Modern Applied Statistics with S. Springer, New York, fourth edition.
Vermunt, J. K. (1997). Advanced quantitative techniques in the social sciences series, Vol. 8. Log-linear models for
event histories. Thousand Oaks, CA, US: Sage Publications, Inc.
17
A PREPRINT - JULY 7, 2020
Vermunt, J. K. (2010). Latent class modeling with covariates: Two improved three-step approaches. Political Analysis,
18(4):450–469.
Wood, S. A., Jiang, W., and Tanner, M. (2002). Bayesian mixture of splines for spatially adaptive nonparametric
regression. Biometrika, 89(3):513–528.
Yamaguchi, K. (2000). Multinomial logit latent-class regression models: An analysis of the predictors of gender-role
attitudes among japanese women. American Journal of Sociology, 105(6):1702–1740.
Zeevi, A. J., Meir, R., and Maiorov, V. (1998). Error bounds for functional approximation and estimation using mixtures
of experts. IEEE Transactions on Information Theory, 44(3):1010–1025.
Appendix A Formula Derivation
A.1 Reparameterization of Class-specific Growth Factors
In the original setting of a bilinear spline growth model, we have three growth factors for each individual to define the
underlying functional form of repeated measures: the measurement at t0 (η0i) and one slope of each stage (η1i and
η2i, respectively). To estimate the knot in each latent class, we need to reparameterize these growth factors to be the
measurement at the knot (η0i + η1iγ), the mean of two slopes (η1i+η2i2 ), and the half difference between two slopes
(η2i−η1i2 ) for the i
th individual Seber and Wild (2003).
=========================
Insert Figure A.1 about here
=========================
Tishler and Zang (1981) and Seber and Wild (2003) have proved that a linear-linear regression model can be expressed
as either the maximum or minimum response value of two trajectories. Liu (2019) and Liu et al. (2019a) extended such
expressions to the framework of BLSGM and showed that two possible forms of bilinear spline for the ith individual as
such in Figure A.1. In the left panel (η1i > η2i), the measurement yij is always the minimum value of two lines and
yij = min (η0i + η1itij , η02i + η2itij). The measurements pre- and post-knot can be unified
yij = min (η0i + η1itij , η02i + η2itij)
=
1
2
(
η0i + η1itij + η02i + η2itij − |η0i + η1itij − η02i − η2itij |
)
=
1
2
(
η0i + η1itij + η02i + η2itij
)− 1
2
(|η0i + η1itij − η02i − η2itij |)
=
1
2
(
η0i + η02i + η1itij + η2itij
)− 1
2
(
η1i − η2i
)|tij − γ|
= η0i + η1i
(
tij − γ
)
+ η2i|tij − γ|
= η0i + η1i
(
tij − γ
)
+ η2i
√
(tij − γ)2,
(A.1)
where η0i, η1i and η2i are the measurement at the knot, the mean of two slopes, and the half difference between two
slopes of the trajectory of repeated measures yij . With straightforward algebra, the outcome yij of the bilinear spline in
the right panel, where the measurement yij is always the maximum value of two lines, has the same final expression in
Equation A.1. By applying such transformation for three growth factors in each latent class, we obtain the class-specific
reparameterized growth factors.
A.2 Class-specific Transformation and Inverse-transformation Matrices
As shown in Appendix A.1, we can further write the relationship between the individual-level growth factors in the
original setting and those in the reparameterized frame as matrix forms
η
′
i =
(
η
′
0i η
′
1i η
′
2i
)T
=
(
η0i + γ
(k)η1i
η1i+η2i
2
η2i−η1i
2
)T
=
 1 γ(k) 00 0.5 0.5
0 −0.5 0.5
( η0iη1i
η2i
)
= G(k) × ηi
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and
ηi = ( η0i η1i η2i )
T
=
(
η
′
0i − γ(k)η
′
1i + γ
(k)η
′
2i η
′
1i − η
′
2i η
′
1i + η
′
2i
)T
=
 1 −γ(k) γ(k)0 1 −1
0 1 1
 η′0iη′1i
η
′
2i
 = G−1(k) × η′i.
By the Multivariate Delta Method, the transformation matrix and the inverse-transformation matrix between the mean
vector of class-specific growth factors in the original setting (µ(k)η ) and that in the reparameterized setting (µ
(k)
η
′ ) are
µ
(k)
η
′ = G(k) × µ(k)η and µ(k)η = G−1(k) × µ(k)
η
′ , respectively. Those between the variance-covariance matrix of the
class-specific original growth factors (Ψ(k)η ) and that of the class-specific reparameterized ones (Ψ
(k)
η
′ ) are
Ψ
(k)
η
′ = ∇G(k) ×Ψ(k)η ×∇G(k)T
=
 1 γ(k) 00 0.5 0.5
0 −0.5 0.5
Ψ(k)η
 1 γ(k) 00 0.5 0.5
0 −0.5 0.5
T
and
Ψ(k)η = ∇G−1(k) ×Ψ(k)η′ ×∇G
−1(k)T
=
 1 −γ(k) γ(k)0 1 −1
0 1 1
Ψ(k)
η
′
 1 −γ(k) γ(k)0 1 −1
0 1 1
T .
In the full MoE and expert-network MoE model, we regress growth factors on the ‘expert’ covariates. We need to
re-express the ‘expert’ coefficients if we reparameterize growth factors. The relationship between class-specific growth
factor parameters in the original setting and those in the reparameterized frame can be further expressed with ‘expert’
coefficients as
µ
(k)
η
′ ≈ G(k) × µ(k)η ⇐⇒ E(β
′(k)
e0 + β
′(k)
e xei + ζ
′
i) ≈ G(k) × E(β(k)e0 + β(k)e xei + ζi),
µ(k)η ≈ G−1(k) × µ(k)η′ ⇐⇒ E(β
(k)
e0 + β
(k)
e xei + ζi) ≈ G−1(k) × E(β
′(k)
e0 + β
′(k)
e xei + ζ
′
i),
Ψ
(k)
η
′ ≈ ∇G(k)Ψ(k)η ∇G(k)T
⇐⇒ V ar(β′(k)e0 + β
′(k)
e xei + ζ
′
i) ≈ ∇G(k)V ar(β(k)e0 + β(k)e xei + ζi)∇G(k)T
⇐⇒ V ar(β′(k)e xei + ζ
′
i) ≈ ∇G(k)V ar(β(k)e xei + ζi)∇G(k)T
⇐⇒ β′(k)e V ar(xei)β
′(k)T
e + V ar(ζ
′
i) ≈ ∇G(k)β(k)e V ar(xei)β(k)Te ∇G(k)T +∇G(k)V ar(ζi)∇G(k)T ,
Ψ(k)η ≈ ∇G−1(k)Ψ(k)η′ ∇G
−1(k)T
⇐⇒ V ar(β(k)e0 + β(k)e xei + ζi) ≈ ∇G−1(k)V ar(β
′(k)
e0 + β
′(k)
e xei + ζ
′
i)∇G−1(k)T
⇐⇒ V ar(β(k)e xei + ζi) ≈ ∇G−1(k)V ar(β
′(k)
e xei + ζ
′
i)∇G−1(k)T
⇐⇒ β(k)e V ar(xei)β(k)Te + V ar(ζi) ≈ ∇G−1β
′(k)
e V ar(xei)β
′(k)T
e ∇G−1(k)T +∇G−1(k)V ar(ζ
′
i)∇G−1(k)T .
Since G(k) = ∇G(k) and G−1(k) = ∇G−1(k), we obtain that β′(k)e0 = G(k)β(k)e0 , β(k)e0 = G−1(k)β
′(k)
e0 , β
′(k)
e =
G(k)β
(k)
e and β
(k)
e = G−1(k)β
′(k)
e .
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A.3 Model Specification and Estimation of Expert-network MoE Models, Gating-network MoE Models and
Finite Mixture Models
A.3.1 Model Specification and Estimation of Expert-network MoE Models
The difference between gating-network MoE models and full MoE models lies in that the class-specific growth factors
do not depend on any covariates. Accordingly, we need to modify Equation (1) which defines the full MoE model to be
p(yi|zi = k,xei) =
K∑
k=1
g(zi = k)× p(yi|zi = k,xei). (A.2)
Equations (A.2), (3), and (4) together define an expert-network MoE.
From the definition, the ‘experts’ of the expert-network MoE model are the same as those of the full MoE model.
Accordingly, the within-class implied mean vector (µ(k)i ) and variance-covariance matrix (Σ
(k)
i ) of repeated outcomes
yi for the ith individual in the kth component are Equations (5) and (6), respectively. The parameters need to be
estimated in the model specified in Equations (A.2), (3), and (4) are given
Θexpert = {β(k)e0 ,Ψ(k)η , γ(k),β(k)e ,µ(k)xe ,Φ(k), θ(k) , pi(k)}
= {β(k)η0 , β(k)η1 , β(k)η2 , ψ(k)00 , ψ(k)01 , ψ(k)02 , ψ(k)11 , ψ(k)12 , ψ(k)22 , γ(k),β(k)e ,µ(k)xe ,Φ(k), θ(k) , pi(k),
k = 2, . . . ,K for pi(k), indicating the proportion of the kth expert,
k = 1, . . . ,K for other parameters.
If we want to use the EM algorithm to obtain the estimates from the expert-network MoE, we also need to modify the
cluster responsibilities of an iteration t as
rˆ
(t)
ik =
pˆi(k)(t−1)p(yi|µˆ(k)(t−1)i , Σˆ(k)(t−1)i ,xei)∑K
k=1 pˆi
(k)(t−1)p(yi|µˆ(k)(t−1)i , Σˆ(k)(t−1)i ,xei)
.
A.3.2 Model Specification and Estimation of Gating-network MoE Models
The difference between expert-network MoE models and full MoE models lies in that the gating function of expert-
network MoE does not rely on any covariates. Accordingly, we need to modify Equations (1) and (4) that define a full
MoE model to be
p(yi|zi = k,xei) =
K∑
k=1
g(zi = k|xgi)× p(yi|zi = k), (A.3)
and
ηi|(zi = k) = µ(k)η + ζi, (A.4)
respectively. where g(zi = k) can be viewed as the proportion of the sample in class k with two constraints
0 ≤ g(zi = k) ≤ 1 and
∑K
k=1 g(zi = k) = 1. Equations (A.3), (3), and (A.4) together define a gating-network MoE.
As the gating-network model’s growth factors do not depend on any covariates, we need to remove the covariates from
the model-implied mean vector and variance-covariance matrix and write them as
µ
(k)
i = Λi(γ
(k))µ(k)η , (A.5)
Σ
(k)
i = Λi(γ
(k))Ψ(k)η Λi(γ
(k))T + θ(k) I, (A.6)
where Ψ(k)η is now defined as the variance-covariance matrix of the class-specific growth factors. The parameters need
to be estimated in the model specified in Equations (A.3), (3), and (A.4) are given
Θgating = {β(k)e0 ,Ψ(k)η , γ(k), θ(k) , β(k)g0 ,β(k)g }
= {β(k)η0 , β(k)η1 , β(k)η2 , ψ(k)00 , ψ(k)01 , ψ(k)02 , ψ(k)11 , ψ(k)12 , ψ(k)22 , γ(k), θ(k) , β(k)g0 ,β(k)g },
k = 2, . . . ,K for β(k)g0 ,β
(k)
g ,
k = 1, . . . ,K for other parameters.
Cluster responsibilities at an iteration t also need to be modified accordingly as
rˆ
(t)
ik =
g(zi = k|xgi)(t−1)p(yi|µˆ(k)(t−1)i , Σˆ(k)(t−1)i )∑K
k=1 g(zi = k|xgi)(t−1)p(yi|µˆ(k)(t−1)i , Σˆ(k)(t−1)i )
.
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A.3.3 Model Specification and Estimation of Finite Mixture Models
The difference between finite mixture models and full MoE models lies in that neither the gating functions nor experts
depend on any covariates. Accordingly, we need to modify Equation (1) that define a full MoE model to be
p(yi|zi = k) =
K∑
k=1
g(zi = k)× p(yi|zi = k). (A.7)
Equations (A.7), (3), and (A.4) together define a FMM. The within-class implied mean vector (µ(k)i ) and variance-
covariance matrix (Σ(k)i ) of a FMM can also be expressed as Equations (A.5) and (A.6), respectively. Its cluster
responsibilities at an iteration t is
rˆ
(t)
ik =
pˆi(k)(t−1)p(yi|µˆ(k)(t−1)i , Σˆ(k)(t−1)i )∑K
k=1 pˆi
(k)(t−1)p(yi|µˆ(k)(t−1)i , Σˆ(k)(t−1)i )
.
Appendix B More Results
=========================
Insert Table B.1 about here
=========================
=========================
Insert Table B.2 about here
=========================
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Table 1: Performance Metric: Definitions and Estimates
Criteria Definition Estimate
Relative Bias Eθˆ(θˆ − θ)/θ
∑S
s=1(θˆ − θ)/Sθ
Empirical SE
√
V ar(θˆ)
√∑S
s=1(θˆ − θ¯)2/(S − 1)
Relative RMSE
√
Eθˆ(θˆ − θ)2/θ
√∑S
s=1(θˆ − θ)2/S/θ
Coverage Probability Pr(θˆlow ≤ θ ≤ θˆupper)
∑S
s=1 I(θˆlow,s ≤ θ ≤ θˆupper,s)
1 θ: the population value of the parameter of interest
2 θˆ: the estimate of θ
3 S: the number of replications and set as 1000 in our simulation study
4 s = 1, . . . , S: indexes the replications of the simulation
5 θˆs: the estimate of θ from the sth replication
6 θ¯: the mean of θˆs’s across replications
7 I(): an indicator function
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Table 2: Simulation Design for the Mixture-of-Experts with Bilinear Spline Growth Models with Time-invariant Covariates
as Experts in the Framework of Individual Measurement Occasions
Fixed Conditions
Variables Conditions
Variance of Intercept ψ(k)00 = 25
Variance of Slopes ψ(k)11 = ψ
(k)
22 = 1
Correlations of GFs ρ(k) = 0.3
Time (t) 10 scaled and equally spaced tj(j = 0, · · · , J − 1, J = 10)
Individual t tij ∼ U(tj −∆, tj + ∆)(j = 0, · · · , J − 1; ∆ = 0.25)
Sample Size n = 500
Mahalanobis distance d = 0.86
Manipulated Conditions
Variables Conditions
Locations of knots
µ
(1)
γ = 4.00; µ
(2)
γ = 5.00
µ
(1)
γ = 3.75; µ
(2)
γ = 5.25
µ
(1)
γ = 3.50; µ
(2)
γ = 5.50
‘Gating’ Parameters βg0 = 0, βg1 = log(1.5), βg2 = log(1.7), the allocation ratio is about 1 : 1
βg0 = 0.775, βg1 = log(1.5), βg2 = log(1.7), the allocation ratio is about 1 : 2
‘Expert’ Parameters1
‘Expert’ covariates explain 13% variability in both ‘experts’
‘Expert’ covariates explain 13% variability in one ‘expert’ and 26% variability in the other
‘Expert’ covariates explain 26% variability in both ‘experts’
Residual Variance θ(k) = 1 or 2
Scenario 1: Different means of initial status and (means of) knot locations
Variables Conditions of 2 latent classes
Means of Slope 1’s µ(k)η1 = −5 (k = 1, 2)
Means of Slope 2’s µ(k)η2 = −2.6 (k = 1, 2)
Means of Intercepts µ(1)η0 = 98, µ
(2)
η0 = 102 (d = 0.86)
Scenario 2: Different means of slope 1 and (means of) knot locations
Variables Conditions of 2 latent classes
Means of Intercepts µ(k)η0 = 100 (k = 1, 2)
Means of Slope 2’s µ(k)η2 = −2 (k = 1, 2)
Means of Slope 1’s µ(1)η1 = −4.4, µ(2)η1 = −3.6 (d = 0.86)
Scenario 3: Different means of slope 2 and (means of) knot locations
Variables Conditions of 2 latent classes
Means of Intercepts µ(k)η0 = 100 (k = 1, 2)
Means of Slope 1’s µ(k)η1 = −5 (k = 1, 2)
Means of Slope 2’s µ(1)η2 = −2.6, µ(2)η2 = −3.4 (d = 0.86)
1 For each class-specific growth factor, βe2 = 1.5βe1.
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Table 3: Median (Range) of Relative Bias of Each Parameter Obtained from the Proposed MoE and Its Reduced Forms
Latent Class 1
Para. Full MoE Expert MoE Gating MoE FMM
µη0 0.0001 (−0.0002, 0.0005) 0.0004 (−0.0002, 0.0015) 0.0001 (−0.0003, 0.0006) 0.0003 (−0.0004, 0.0009)
µη1 0.0012 (0.0003, 0.0041) 0.0015 (0.0005, 0.0048) 0.0008 (−0.0001, 0.0035) 0.0014 (0.0002, 0.0060)
µη2 −0.0022 (−0.0095, 0.0006) −0.0029 (−0.0103, −0.0001) −0.0010 (−0.0067, 0.0026) −0.0014 (−0.0075, 0.0013)
µγ 0.0003 (−0.0008, 0.0022) 0.0004 (−0.0008, 0.0036) 0.0001 (−0.0009, 0.0019) 0.0002 (−0.0008, 0.0015)
ψ00 −0.0188 (−0.0456, −0.0093) −0.0158 (−0.0371, −0.0075) −0.0062 (−0.0212, 0.0025) −0.0051 (−0.0203, 0.0043)
ψ11 −0.0266 (−0.0476, −0.0106) −0.0331 (−0.0651, −0.0117) −0.0110 (−0.0286, 0.0008) −0.0150 (−0.0441, −0.0010)
ψ22 −0.0287 (−0.0593, −0.0163) −0.0304 (−0.0623, −0.0192) −0.0108 (−0.0237, −0.0035) −0.0136 (−0.0253, −0.0067)
βe10 −0.0006 (−0.0494, 0.0330) −0.0032 (−0.0594, 0.0300) — —
βe11 −0.0055 (−0.0574, 0.0276) −0.0060 (−0.0630, 0.0252) — —
βe12 −0.0020 (−0.0198, 0.0176) −0.0014 (−0.0194, 0.0205) — —
βe20 −0.0016 (−0.0226, 0.0320) −0.0024 (−0.0237, 0.0299) — —
βe21 −0.0010 (−0.0207, 0.0329) 0.0004 (−0.0294, 0.0271) — —
βe22 0.0023 (−0.0132, 0.0227) 0.0027 (−0.0125, 0.0214) — —
Latent Class 2
Para. Full MoE Expert MoE Gating MoE FMM
µη0 −0.0001 (−0.0006, 0.0001) −0.0002 (−0.0010, 0.0001) −0.0001 (−0.0006, 0.0001) −0.0002 (−0.0006, 0.0000)
µη1 0.0011 (−0.0001, 0.0032) 0.0015 (0.0002, 0.0039) 0.0004 (−0.0008, 0.0020) 0.0005 (−0.0004, 0.0017)
µη2 −0.0021 (−0.0057, 0.0000) −0.0035 (−0.0086, −0.0006) −0.0015 (−0.0034, 0.0010) −0.0021 (−0.0059, 0.0002)
µγ 0.0000 (−0.0015, 0.0009) 0.0000 (−0.0014, 0.0004) 0.0000 (−0.0017, 0.0004) 0.0000 (−0.0012, 0.0005)
ψ00 −0.0140 (−0.0217, −0.0052) −0.0111 (−0.0170, −0.0021) −0.0040 (−0.0109, −0.0005) −0.0038 (−0.0127, 0.0018)
ψ11 −0.0196 (−0.0315, −0.0109) −0.0229 (−0.0374, −0.0136) −0.0085 (−0.0157, −0.0025) −0.0100 (−0.0185, −0.0035)
ψ22 −0.0229 (−0.0394, −0.0086) −0.0271 (−0.0569, −0.0114) −0.0096 (−0.0167, −0.0025) −0.0130 (−0.0316, −0.0025)
βe10 −0.0014 (−0.0259, 0.0229) 0.0004 (−0.0288, 0.0226) — —
βe11 −0.0020 (−0.0193, 0.0388) −0.0018 (−0.0258, 0.0317) — —
βe12 −0.0008 (−0.0271, 0.0155) −0.0010 (−0.0295, 0.0222) — —
βe20 −0.0006 (−0.0171, 0.0215) −0.0010 (−0.0186, 0.0178) — —
βe21 −0.0004 (−0.0180, 0.0338) 0.0001 (−0.0144, 0.0350) — —
βe22 0.0006 (−0.0173, 0.0169) 0.0006 (−0.0167, 0.0201) — —
Coefficients of Gating Covariates
Para. Full MoE Expert MoE Gating MoE FMM
βg20 0.0064 (NA, NA) — 0.0138 (NA, NA) —
βg21 0.0133 (−0.0144, 0.0322) — 0.0161 (−0.0044, 0.0383) —
βg22 0.0147 (−0.0044, 0.0322) — 0.0186 (0.0041, 0.0451) —
1 ‘Expert’ model: Bilinear Spline Growth Model with Time-invariant Covariates
2 — indicates that the metric was not available for the model.
3 NA: Note that for the conditions with balanced allocation, the population value of βg0 = 0 and its relative bias goes infinity. The bias median (range)
of βg20 in the full MoE and gating-network MoE were 0.0008(−0.0129, 0.0281) and 0.0030(−0.0133, 0.0300), respectively.
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Table 4: Median (Range) of Empirical Standard Error of Each Parameter Obtained from the Proposed MoE and Its Reduced Forms
Latent Class 1
Para. Full MoE Expert MoE Gating MoE FMM
µη0 0.4695 (0.3200, 0.8052) 0.5057 (0.3314, 0.9290) 0.5081 (0.3636, 0.8179) 0.5477 (0.3736, 0.9388)
µη1 0.1005 (0.0686, 0.1517) 0.1105 (0.0728, 0.1844) 0.1084 (0.0787, 0.1556) 0.1183 (0.0831, 0.1892)
µη2 0.0992 (0.0721, 0.1594) 0.1107 (0.0755, 0.1852) 0.1065 (0.0794, 0.1637) 0.1200 (0.0831, 0.1944)
µγ 0.0616 (0.0316, 0.1196) 0.0628 (0.0316, 0.1261) 0.0608 (0.0316, 0.1229) 0.0640 (0.0316, 0.1281)
ψ00 2.5701 (1.9284, 3.7178) 2.7216 (1.9712, 4.1917) 3.2474 (2.5226, 4.4111) 3.3892 (2.5710, 4.7459)
ψ11 0.1118 (0.0849, 0.1628) 0.1175 (0.0866, 0.1766) 0.1389 (0.1127, 0.1828) 0.1449 (0.1153, 0.1952)
ψ22 0.1122 (0.0825, 0.1667) 0.1227 (0.0872, 0.1811) 0.1395 (0.1063, 0.1849) 0.1498 (0.1122, 0.2045)
βe10 0.4211 (0.3245, 0.6134) 0.4350 (0.3297, 0.6605) — —
βe11 0.0883 (0.0671, 0.1237) 0.0925 (0.0693, 0.1338) — —
βe12 0.0897 (0.0693, 0.1265) 0.0959 (0.0728, 0.1453) — —
βe20 0.4090 (0.3202, 0.6355) 0.4323 (0.3253, 0.6902) — —
βe21 0.0863 (0.0671, 0.1269) 0.0897 (0.0678, 0.1375) — —
βe22 0.0900 (0.0671, 0.1269) 0.0949 (0.0700, 0.1411) — —
Latent Class 2
Para. Full MoE Expert MoE Gating MoE FMM
µη0 0.3715 (0.2825, 0.5876) 0.4186 (0.2879, 0.6888) 0.4185 (0.2968, 0.6339) 0.4269 (0.3023, 0.6891)
µη1 0.0768 (0.0600, 0.1086) 0.0834 (0.0632, 0.1323) 0.0812 (0.0671, 0.1118) 0.0903 (0.0700, 0.1386)
µη2 0.0787 (0.0624, 0.1044) 0.0875 (0.0640, 0.1269) 0.0834 (0.0671, 0.1086) 0.0917 (0.0700, 0.1364)
µγ 0.0552 (0.0283, 0.0970) 0.0574 (0.0283, 0.1005) 0.0495 (0.0283, 0.1100) 0.0539 (0.0283, 0.0985)
ψ00 2.1682 (1.6546, 3.0127) 2.2699 (1.6722, 3.2818) 2.5960 (2.1469, 3.3337) 2.6408 (2.1632, 3.6699)
ψ11 0.0914 (0.0693, 0.1217) 0.0977 (0.0735, 0.1327) 0.1086 (0.0894, 0.1382) 0.1138 (0.0927, 0.1513)
ψ22 0.0943 (0.0700, 0.1221) 0.0990 (0.0728, 0.1334) 0.1122 (0.0900, 0.1421) 0.1160 (0.0927, 0.1517)
βe10 0.3426 (0.2680, 0.4465) 0.3576 (0.2711, 0.4903) — —
βe11 0.0707 (0.0574, 0.0917) 0.0748 (0.0600, 0.0990) — —
βe12 0.0711 (0.0566, 0.0959) 0.0735 (0.0574, 0.1015) — —
βe20 0.3408 (0.2724, 0.4429) 0.3522 (0.2762, 0.5006) — —
βe21 0.0721 (0.0566, 0.0911) 0.0752 (0.0583, 0.1010) — —
βe22 0.0721 (0.0557, 0.0959) 0.0742 (0.0566, 0.1030) — —
Coefficients of Gating Covariates
Para. Full MoE Expert MoE Gating MoE FMM
βg20 0.1954 (0.1371, 0.3561) — 0.1921 (0.1371, 0.3514) —
βg21 0.1490 (0.1217, 0.2052) — 0.1482 (0.1225, 0.2040) —
βg22 0.1546 (0.1273, 0.2124) — 0.1551 (0.1265, 0.2163) —
1 ‘Expert’ model: Bilinear Spline Growth Model with Time-invariant Covariates
2 — indicates that the metric was not available for the model.
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Table 5: Median (Range) of Relative RMSE of Each Parameter Obtained from the Proposed MoE and Its Reduced Forms
Latent Class 1
Para. Full MoE Expert MoE Gating MoE FMM
µη0 0.0048 (0.0033, 0.0082) 0.0052 (0.0034, 0.0095) 0.0052 (0.0037, 0.0083) 0.0056 (0.0038, 0.0096)
µη1 −0.0202 (−0.0305, −0.0137) −0.0222 (−0.0372, −0.0146) −0.0217 (−0.0313, −0.0158) −0.0237 (−0.0383, −0.0167)
µη2 −0.0382 (−0.0619, −0.0276) −0.0426 (−0.0716, −0.0292) −0.0410 (−0.0631, −0.0304) −0.0461 (−0.0751, −0.0319)
µγ 0.0161 (0.0091, 0.0299) 0.0177 (0.0091, 0.0317) 0.0163 (0.0091, 0.0307) 0.0174 (0.0091, 0.0320)
ψ00 0.1340 (0.1036, 0.1949) 0.1380 (0.1050, 0.2082) 0.1301 (0.1011, 0.1764) 0.1362 (0.1030, 0.1898)
ψ11 0.1499 (0.1151, 0.2090) 0.1571 (0.1173, 0.2204) 0.1392 (0.1129, 0.1833) 0.1462 (0.1151, 0.1963)
ψ22 0.1476 (0.1132, 0.2116) 0.1590 (0.1193, 0.2297) 0.1396 (0.1065, 0.1863) 0.1503 (0.1122, 0.2058)
βe10 0.3725 (0.2592, 0.6936) 0.3965 (0.2633, 0.7461) — —
βe11 0.3980 (0.2683, 0.6990) 0.4131 (0.2771, 0.7560) — —
βe12 0.3994 (0.2775, 0.7149) 0.4248 (0.2898, 0.8212) — —
βe20 0.2426 (0.1709, 0.4790) 0.2537 (0.1736, 0.5197) — —
βe21 0.2612 (0.1780, 0.4780) 0.2708 (0.1810, 0.5175) — —
βe22 0.2688 (0.1788, 0.4775) 0.2864 (0.1863, 0.5309) — —
Latent Class 2
Para. Full MoE Expert MoE Gating MoE FMM
µη0 0.0036 (0.0028, 0.0058) 0.0041 (0.0028, 0.0068) 0.0041 (0.0029, 0.0062) 0.0042 (0.0030, 0.0068)
µη1 −0.0154 (−0.0219, −0.0119) −0.0167 (−0.0267, −0.0126) −0.0162 (−0.0224, −0.0134) −0.0180 (−0.0278, −0.0140)
µη2 −0.0304 (−0.0403, −0.0239) −0.0339 (−0.0490, −0.0248) −0.0322 (−0.0418, −0.0258) −0.0353 (−0.0528, −0.0268)
µγ 0.0106 (0.0051, 0.0195) 0.0110 (0.0051, 0.0201) 0.0091 (0.0051, 0.0220) 0.0100 (0.0051, 0.0198)
ψ00 0.1064 (0.0878, 0.1449) 0.1084 (0.0884, 0.1636) 0.1041 (0.0859, 0.1333) 0.1058 (0.0865, 0.1467)
ψ11 0.1129 (0.0884, 0.1507) 0.1178 (0.0911, 0.1689) 0.1088 (0.0897, 0.1389) 0.1141 (0.0930, 0.1517)
ψ22 0.1166 (0.0923, 0.1561) 0.1232 (0.0941, 0.1722) 0.1127 (0.0899, 0.1432) 0.1164 (0.0929, 0.1549)
βe10 0.3506 (0.2140, 0.5047) 0.3668 (0.2166, 0.5541) — —
βe11 0.3764 (0.2312, 0.5181) 0.3904 (0.2398, 0.5613) — —
βe12 0.3719 (0.2271, 0.5406) 0.3820 (0.2308, 0.5725) — —
βe20 0.2402 (0.1451, 0.3336) 0.2483 (0.1470, 0.3770) — —
βe21 0.2486 (0.1518, 0.3421) 0.2610 (0.1545, 0.3808) — —
βe22 0.2468 (0.1481, 0.3606) 0.2564 (0.1500, 0.3881) — —
Coefficients of Gating Covariates
Para. Full MoE Expert MoE Gating MoE FMM
βg20 NA (0.1924, NA) — NA (0.1938, NA) —
βg21 0.3675 (0.3001, 0.5059) — 0.3658 (0.3022, 0.5031) —
βg22 0.2918 (0.2400, 0.4000) — 0.2931 (0.2389, 0.4076) —
1 ‘Expert’ model: Bilinear Spline Growth Model with Time-invariant Covariates
2 — indicates that the metric was not available for the model.
3 NA: Note that for the conditions with balanced allocation, the population value of βg0 = 0 and its relative RMSE goes infinity. The RMSE median
(range) of βg20 in the full MoE and gating-network MoE were 0.2145(0.1708, 0.3562) and 0.2076(0.1723, 0.3514), respectively.
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Table 6: Median (Range) of Coverage Probability of Each Parameter Obtained from the Proposed MoE and Its Reduced Forms
Latent Class 1
Para. Full MoE Expert MoE Gating MoE FMM
µη0 0.925 (0.865, 0.953) 0.918 (0.812, 0.950) 0.934 (0.888, 0.953) 0.926 (0.865, 0.950)
µη1 0.920 (0.869, 0.955) 0.904 (0.824, 0.954) 0.929 (0.894, 0.952) 0.913 (0.861, 0.944)
µη2 0.918 (0.844, 0.935) 0.899 (0.813, 0.930) 0.933 (0.873, 0.947) 0.911 (0.843, 0.937)
µγ 0.752 (0.359, 0.962) 0.750 (0.303, 0.960) 0.776 (0.387, 0.963) 0.760 (0.327, 0.963)
ψ00 0.918 (0.881, 0.945) 0.915 (0.865, 0.939) 0.930 (0.905, 0.956) 0.928 (0.901, 0.950)
ψ11 0.916 (0.871, 0.949) 0.903 (0.864, 0.940) 0.932 (0.906, 0.945) 0.926 (0.900, 0.945)
ψ22 0.904 (0.840, 0.934) 0.890 (0.831, 0.923) 0.927 (0.893, 0.948) 0.914 (0.870, 0.945)
βe10 0.933 (0.909, 0.957) 0.929 (0.896, 0.948) — —
βe11 0.934 (0.909, 0.951) 0.932 (0.897, 0.948) — —
βe12 0.927 (0.900, 0.955) 0.919 (0.879, 0.945) — —
βe20 0.937 (0.891, 0.960) 0.937 (0.881, 0.959) — —
βe21 0.937 (0.912, 0.952) 0.932 (0.902, 0.952) — —
βe22 0.931 (0.900, 0.947) 0.923 (0.875, 0.945) — —
Latent Class 2
Para. Full MoE Expert MoE Gating MoE FMM
µη0 0.929 (0.881, 0.958) 0.922 (0.836, 0.952) 0.939 (0.907, 0.959) 0.929 (0.873, 0.955)
µη1 0.924 (0.888, 0.945) 0.912 (0.835, 0.937) 0.934 (0.916, 0.955) 0.924 (0.866, 0.949)
µη2 0.929 (0.892, 0.954) 0.913 (0.846, 0.949) 0.937 (0.916, 0.954) 0.926 (0.878, 0.958)
µγ 0.790 (0.414, 0.955) 0.782 (0.410, 0.954) 0.806 (0.455, 0.958) 0.796 (0.388, 0.956)
ψ00 0.924 (0.900, 0.943) 0.921 (0.876, 0.941) 0.938 (0.918, 0.950) 0.933 (0.908, 0.95)
ψ11 0.922 (0.885, 0.941) 0.912 (0.863, 0.938) 0.935 (0.904, 0.957) 0.929 (0.886, 0.945)
ψ22 0.920 (0.888, 0.951) 0.913 (0.859, 0.942) 0.933 (0.910, 0.950) 0.930 (0.896, 0.951)
βe10 0.941 (0.919, 0.955) 0.938 (0.910, 0.954) — —
βe11 0.935 (0.919, 0.949) 0.931 (0.902, 0.946) — —
βe12 0.942 (0.914, 0.962) 0.938 (0.906, 0.963) — —
βe20 0.943 (0.921, 0.957) 0.938 (0.900, 0.956) — —
βe21 0.936 (0.914, 0.954) 0.928 (0.893, 0.950) — —
βe22 0.939 (0.914, 0.959) 0.937 (0.901, 0.955) — —
Coefficients of Gating Covariates
Para. Full MoE Expert MoE Gating MoE FMM
βg20 0.919 (0.806, 0.947) — 0.935 (0.841, 0.950) —
βg21 0.944 (0.910, 0.957) — 0.948 (0.923, 0.963) —
βg22 0.940 (0.914, 0.962) — 0.944 (0.927, 0.962) —
1 ‘Expert’ model: Bilinear Spline Growth Model with Time-invariant Covariates
2 — indicates that the metric was not available for the model.
Table 7: Scenarios of Demonstrating the Approach for Identifying Covariates
Scenario Expert 1 Expert 2 Gating Function
1 Covariates explain 2% variability1 —2 —
2 Covariates explain 13% variability — —
3 Covariates explain 26% variability — —
4 Covariates explain 2% variability Covariates explain 2% variability β1 = log(1.5), β2 = log(1.7)
5 Covariates explain 2% variability Covariates explain 13% variability β1 = log(1.5), β2 = log(1.7)
6 Covariates explain 13% variability Covariates explain 13% variability β1 = log(1.5), β2 = log(1.7)
7 Covariates explain 13% variability Covariates explain 26% variability β1 = log(1.5), β2 = log(1.7)
8 Covariates explain 26% variability Covariates explain 26% variability β1 = log(1.5), β2 = log(1.7)
1 For the expert coefficients in each latent class, we set βe2 = 1.5βe1.
2 — indicates that the corresponding metric is not applicable for that scenario.
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Table 8: Estimates of Growth Mixture Model with Bilinear Spline Change Patterns and Three Latent Classes
Class 1 Class 2 Class 3
Mean of Growth Factor Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Intercept1 21.448 (1.482) < 0.0001∗ 22.272 (0.948) < 0.0001∗ 33.121 (1.470) < 0.0001∗
Slope 1 1.985 (0.087) < 0.0001∗ 1.659 (0.032) < 0.0001∗ 2.077 (0.033) < 0.0001∗
Slope 2 0.911 (0.027) < 0.0001∗ 0.534 (0.051) < 0.0001∗ 0.659 (0.025) < 0.0001∗
Additional Parameter Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Knot 82.816 (0.890) < 0.0001∗ 110.645 (0.833) < 0.0001∗ 97.640 (0.029) < 0.0001∗
Variance of Growth Factor Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Intercept 67.767 (21.322) 0.0015∗ 58.051 (12.331) < 0.0001∗ 179.473 (27.565) < 0.0001∗
Slope 1 0.158 (0.053) 0.0029∗ 0.044 (0.010) < 0.0001∗ 0.066 (0.015) < 0.0001∗
Slope 2 0.014 (0.006) 0.0196∗ 0.076 (0.023) 0.0010∗ 0.006 (0.007) 0.3914
1 Intercept was defined as mathematics IRT scores at 60-month old in this case.
2 ∗ indicates statistical significance at 0.05 level.
Table 9: Estimates of Gating-network MoE Model with Bilinear Spline Change Patterns and Three Latent Classes
Class 1 Class 2 Class 3
Mean of Growth Factor Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Intercept1 21.569 (1.363) < 0.0001∗ 22.507 (0.963) < 0.0001∗ 34.302 (1.441) < 0.0001∗
Slope 1 1.765 (0.071) < 0.0001∗ 1.683 (0.035) < 0.0001∗ 2.053 (0.034) < 0.0001∗
Slope 2 0.837 (0.034) < 0.0001∗ 0.541 (0.054) < 0.0001∗ 0.687 (0.025) < 0.0001∗
Additional Parameter Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Knot 87.993 (0.926) < 0.0001∗ 110.735 (0.828) < 0.0001∗ 97.350 (0.042) < 0.0001∗
Variance of Growth Factor Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Intercept 63.238 (18.115) 0.0005∗ 54.515 (12.015) < 0.0001∗ 169.572 (26.366) < 0.0001∗
Slope 1 0.110 (0.039) 0.0048 0.044 (0.012) 0.0002∗ 0.070 (0.016) < 0.0001∗
Slope 2 0.019 (0.008) 0.0175∗ 0.076 (0.024) 0.0015∗ 0.005 (0.007) 0.4751
Gating Coef. OR (95% CI)3 OR (95% CI) OR (95% CI)
Family Income —4 1.046 (0.963, 1.137) 1.128 (1.028, 1.238)∗
Parents’ Highest Education — 1.079 (0.852, 1.365) 1.585 (1.220, 2.057)∗
Sex(0—Boy; 1—Girl) — 0.409 (0.197, 0.851)∗ 0.235 (0.105, 0.522)∗
Race(0—White; 1—Others) — 0.806 (0.399, 1.625) 0.692 (0.327, 1.461))
1 Intercept was defined as mathematics IRT scores at 60-month old in this case.
2 ∗ indicates statistical significance at 0.05 level.
3 OR (95% CI) indicates Odds Ratio (95% Confidence Interval)
4 We set Class 1 as the reference group.
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Table 10: Estimates of Expert-network MoE Model with Bilinear Spline Change Patterns and Three Latent Classes
Class 1 Class 2 Class 3
Intercept of Growth Factor Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Intercept1 22.429 (1.763) < 0.0001∗ 22.239 (0.868) < 0.0001∗ 31.739 (1.630) < 0.0001∗
Slope 1 2.133 (0.100) < 0.0001∗ 1.621 (0.032) < 0.0001∗ 2.090 (0.040) < 0.0001∗
Slope 2 0.874 (0.033) < 0.0001∗ 0.554 (0.049) < 0.0001∗ 0.656 (0.029) < 0.0001∗
Additional Parameter Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Knot 82.769 (0.830) < 0.0001∗ 110.782 (0.854) < 0.0001∗ 97.692 (0.584) < 0.0001∗
Residual of Growth Factor Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Intercept 65.999 (21.131) 0.0018∗ 54.733 (10.820) < 0.0001∗ 174.902 (26.545) < 0.0001∗
Slope 1 0.116 (0.050) 0.0203∗ 0.054 (0.011) < 0.0001∗ 0.065 (0.015) < 0.0001∗
Slope 2 0.013 (0.006) 0.0303∗ 0.078 (0.022) 0.0004∗ 0.007 (0.007) 0.3173
Mean of Covariates3 Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Attentional Focus −0.518 (0.147) 0.0004∗ −0.077 (0.092) 0.4026 0.410 (0.092) < 0.0001∗
Variances of Covariates Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Attentional Focus 1.107 (0.182) < 0.0001∗ 0.945 (0.110) < 0.0001∗ 0.656 (0.113) < 0.0001∗
Experts Coefficients Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Attentional Focus to Intercept 0.911 (1.338) 0.4960 2.284 (0.849) 0.0071∗ 3.003 (1.624) 0.0644
Attentional Focus to Slope 1 0.106 (0.067) 0.1136 −0.005 (0.028) 0.8583 −0.052 (0.039) 0.1824
Attentional Focus to Slope 2 −0.046 (0.023) 0.0455∗ −0.030 (0.037) 0.4175 0.016 (0.028) 0.5677
1 Intercept was defined as mathematics IRT scores at 60-month old in this case.
2 ∗ indicates statistical significance at 0.05 level.
3 We built the model using standardized ‘expert’ covariate (i.e., parents’ highest education).
Table 11: Estimates of Full MoE Model with Bilinear Spline Change Patterns and Three Latent Classes
Class 1 Class 2 Class 3
Intercept of Growth Factor Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Intercept1 21.871 (1.656) < 0.0001∗ 21.746 (0.844) < 0.0001∗ 32.434 (1.446) < 0.0001∗
Slope 1 2.120 (0.086) < 0.0001∗ 1.625 (0.029) < 0.0001∗ 2.066 (0.037) < 0.0001∗
Slope 2 0.871 (0.031) < 0.0001∗ 0.558 (0.038) < 0.0001∗ 0.673 (0.025) < 0.0001∗
Additional Parameter Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Knot 82.650 (0.035) < 0.0001∗ 110.56 (0.054) < 0.0001∗ 97.640 (0.029) < 0.0001∗
Residual of Growth Factor Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Intercept 57.088 (19.831) 0.0040∗ 50.899 (10.105) < 0.0001∗ 167.452 (24.925) < 0.0001∗
Slope 1 0.097 (0.043) 0.0241∗ 0.057 (0.010) < 0.0001∗ 0.069 (0.016) < 0.0001∗
Slope 2 0.013 (0.006) 0.0303∗ 0.079 (0.020) 0.0001∗ 0.008 (0.007) 0.2531
Mean of Covariates3 Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Attentional Focus −0.480 (0.147) 0.0011∗ −0.085 (0.090) 0.3449 0.359 (0.086) < 0.0001∗
Variances of Covariates Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Attentional Focus 1.109 (0.186) < 0.0001∗ 0.959 (0.113) < 0.0001∗ 0.719 (0.101) < 0.0001∗
Experts Coefficients Estimate (SE) P value Estimate (SE) P value Estimate (SE) P value
Attentional Focus to Intercept 0.649 (1.262) 0.6071 2.073 (0.822) 0.0117∗ 2.950 (1.449) 0.0418∗
Attentional Focus to Slope 1 0.118 (0.064) 0.0652 0.005 (0.027) 0.8531 −0.042 (0.035) 0.2301
Attentional Focus to Slope 2 −0.044 (0.024) 0.0668 −0.034 (0.036) 0.3449 0.006 (0.026) 0.8175
Gating Coef. OR (95% CI)3 OR (95% CI) OR (95% CI)
Family Income —4 1.022 (0.935, 1.117) 1.104 (1.004, 1.215)∗
Parents’ Highest Education — 0.893 (0.701, 1.137) 1.342 (1.038, 1.734)∗
Sex(0—Boy; 1—Girl) — 0.471 (0.218, 1.014)∗ 0.258 (0.110, 0.607)∗
Race(0—White; 1—Others) — 0.569 (0.252, 1.286) 0.482 (0.208, 1.118)
1 Intercept was defined as mathematics IRT scores at 60-month old in this case.
2 ∗ indicates statistical significance at 0.05 level.
3 We built the model using standardized ‘expert’ covariate (i.e., parents’ highest education).
4 We set Class 1 as the reference group.
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Table B.1: Median (Range) of the Relative Bias over Convergent Replications of Each Parameter in Misspecified
Gating-network MoE
Para. Latent Class 1 Latent Class 2
Mean
µη0 0.0003 (−0.0044, 0.0030) −0.0001 (−0.0014, 0.0097)
µη1 0.0016 (−0.0027, 0.0879) −0.0005 (−0.0894, 0.0028)
µη2 0.0030 (−0.0034, 0.1820) −0.0030 (−0.1639, 0.0029)
µγ 0.0008 (−0.0008, 0.1495) −0.0003 (−0.0868, 0.0005)
Variance
ψ00 −0.0116 (−0.0885, 0.0048) −0.0080 (−0.0780, 0.0083)
ψ11 −0.0227 (−0.2140, −0.0029) −0.0097 (−0.1967, 0.0097)
ψ22 −0.0100 (−0.2055, 0.0119) −0.0214 (−0.2289, −0.0052)
Path Coef.
βg20 —1 0.0150 (NA, NA)
βg21 — 0.0129 (−0.7522, 0.0389)
βg22 — 0.0170 (−0.7227, 0.0358)
βg23 — NA (NA, NA)
βg24 — NA (NA, NA)
1 — indicates that the metric was not available for the model.
2 NA: Note that for the conditions with balanced allocation, the population value of βg0 = 0 and its relative bias goes infinity.
Additionally, the population value of gating coefficients of βg23 and βg24 were both 0. The bias median (range) of βg20, βg23 and
βg24 were 0.0056 (−0.7355, 0.1858), 0.0119 (−0.0343, 2.3213) and 0.0178 (−0.0371, 3.4082), respectively.
Table B.2: Median (Range) of the Empirical SE over Convergent Replications of Each Parameter in Misspecified
Gating-network MoE
Para. Latent Class 1 Latent Class 2
Mean
µη0 0.7247 (0.3943, 1.7961) 0.5710 (0.3095, 1.4038)
µη1 0.1522 (0.0843, 0.3425) 0.1105 (0.0707, 0.3041)
µη2 0.1498 (0.0860, 0.3500) 0.1098 (0.0707, 0.2921)
µγ 0.0660 (0.0316, 0.2953) 0.0552 (0.0283, 0.2293)
Variance
ψ00 3.4797 (2.5628, 5.1101) 2.8108 (2.1908, 4.2145)
ψ11 0.1393 (0.0995, 0.1873) 0.1355 (0.0943, 0.2015)
ψ22 0.1636 (0.1145, 0.2638) 0.1158 (0.0906, 0.1404)
Path Coef.
βg20 —1 0.1975 (0.1386, 1.9143)
βg21 — 0.1525 (0.1233, 0.7737)
βg22 — 0.1575 (0.1281, 0.8379)
βg23 — 0.2019 (0.1273, 3.3374)
βg24 — 0.2467 (0.1367, 4.3519)
1 — indicates that the metric was not available for the model.
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Figure 1: The Graphic Model Representation of the Full and Reduced Mixture-of-Experts Model
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Figure 2: Clustering Effects of Four Correctly-specified Models and One Misspecified Model
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Figure 3: Likelihood, AIC and BIC of Four Correctly-specified Models and One Misspecified Model
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(a) One ‘Expert’ (b) Two ‘Experts’
Figure 4: General Steps to Obtain Important Covariates for Heterogeneity of Nonlinear Trajectories
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Figure 5: Variable Importance Generated by SEM Forests for All Scenarios
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Figure 6: Variable Importance Generated by SEM Forests for Nonlinear Trajectories of Mathematics Ability
(a) Trajectories of Growth Mixture Model (b) Trajectories of Gating-network Mixture-of-Experts Model
(c) Trajectories of Expert-network Mixture-of-Experts Model (d) Trajectories of Full Mixture-of-Experts Model
Figure 7: Predicted Trajectories for Each of Three Latent Classes
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Figure A.1: Reparameterizing growth factors for Estimating a Fixed Knot
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