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Abstract 1 
 2 
We evaluated whether sliding-window analysis can reveal functionally relevant brain network 3 
dynamics during a well-established fear conditioning paradigm. To this end, we tested if 4 
fMRI fluctuations in amygdala functional connectivity (FC) can be related to task-induced 5 
changes in physiological arousal and vigilance, as reflected in the skin conductance level 6 
(SCL). Thirty-two healthy individuals participated in the study. For the sliding-window 7 
analysis we used windows that were shifted by one volume at a time. Amygdala FC was 8 
calculated for each of these windows. Simultaneously acquired SCL time series were 9 
averaged over time frames that corresponded to the sliding-window FC analysis, which were 10 
subsequently associated with the whole-brain seed-based amygdala sliding-window FC using 11 
the GLM. Surrogate time series were generated to test whether connectivity dynamics could 12 
have occurred by chance. In addition, results were contrasted against static amygdala FC and 13 
sliding-window FC of the primary visual cortex, which was chosen as a control seed, while a 14 
physio-physiological interaction (PPI) was performed as cross-validation. During periods of 15 
increased SCL, the left amygdala became more strongly coupled with the bilateral insula and 16 
medial prefrontal cortex, core areas of the salience network. The sliding-window analysis 17 
yielded a connectivity pattern that was unlikely to have occurred by chance, was spatially 18 
distinct from static amygdala FC and from sliding-window FC of the primary visual cortex, 19 
but was highly comparable to that of the PPI analysis. We conclude that sliding-window 20 
analysis can reveal functionally relevant fluctuations in connectivity in the context of an 21 
externally cued task. 22 
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1. Introduction 1 
 2 
Intrinsic functional connectivity (FC) networks, obtained with fMRI, are not static but can 3 
change their configuration considerably at different time scales, ranging from seconds, 4 
minutes to hours (Allen et al., 2014; Chang and Glover, 2010; Gonzalez-Castillo et al., 2014; 5 
Handwerker et al., 2012; see Hutchison et al., 2013a, for a review; Shen et al., 2015). Changes 6 
in resting-state FC observed at longer time scales can be induced by learning (e.g., Lewis et 7 
al., 2009; Schultz et al., 2012), and large state transitions such as sleep (e.g., Horovitz et al., 8 
2009; Horovitz et al., 2008), anesthesia (e.g., Boveroux et al., 2010), or stress (e.g., Veer et 9 
al., 2011), whereas variations in intrinsic FC at the time-scales of seconds to minutes are 10 
detectable within one scanning session (Handwerker et al., 2012; cf., Shehzad et al., 2009; 11 
Wang et al., 2012). In contrast to conventional connectivity analysis, in which connections are 12 
typically treated as static, techniques investigating non-stationarity of FC have revealed a rich 13 
dynamic organization of resting-state networks. These networks tend to segregate and 14 
integrate into spatially and temporally overlapping subcomponents over short time intervals 15 
(Karahanoglu and Van De Ville, 2015). For example, the default mode network (DMN), 16 
which is particularly active during resting-state, includes several functionally distinct and 17 
spatially overlapping sub-networks that exhibit their own time-dependent pattern of coupling 18 
with other networks (Smith et al., 2012). Zalesky and colleagues (2014) found that most 19 
dynamic connections are intermodular, which means that these connections link brain regions 20 
from topologically separable modules. Sporadic intervals during which multiple pairs of brain 21 
regions spontaneously fluctuate in and out of high correlation over time might be an efficient 22 
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mechanism of information exchange between neuronal populations (Zalesky et al., 2014), 1 
which, in turn, enables the brain to dynamically integrate and coordinate different neural 2 
systems in response to internal and external stimuli across multiple time scales (Hutchison et 3 
al., 2013a). Hence, the analysis of time-varying FC has the potential to improve our 4 
understanding of brain function. Yet, it remains unclear which techniques are the best for 5 
characterizing functionally relevant brain network dynamics with fMRI. 6 
Due to its analytical simplicity, such as computational efficiency and interpretability, 7 
sliding-window analysis is the most commonly used strategy for examining time-dependent 8 
changes in FC during rest (Chang and Glover, 2010; Hutchison et al., 2013b). Yet, it remains 9 
debatable whether the obtained fluctuations in resting-state FC over time with the sliding-10 
window analysis are truly non-stationary, whether these can be attributed to neuronal activity 11 
(for a review, see Hutchison et al., 2013a; Preti et al., 2016), whether their statistical estimates 12 
are valid and reliable (Betzel et al., 2016; Hindriks et al., 2015; Hlinka and Hadrava, 2015; 13 
Zalesky and Breakspear, 2015), and which of its parameters, such as window size or offset, 14 
should be used to best characterize connectivity dynamics during resting-state when the 15 
timing, duration, and composition of transient FC patterns are unknown (Leonardi and Van 16 
De Ville, 2015; Shakil et al., 2016). To address some of these challenges, previous studies 17 
investigated the performance of the sliding-window analysis with simulated and empirical 18 
data linked to behavioral measures or simultaneously acquired electrophysiology.  19 
Studies that used simulated data identified statistical pitfalls in the assessment of time-20 
varying connectivity retrieved with the sliding-window analysis and analyzed the 21 
performance of the method in characterizing FC dynamics. For example, Hindriks and 22 
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colleagues (2015) pointed out that the mere presence of fluctuations in FC observed with the 1 
sliding-window analysis is not evidence of connectivity dynamics, and emphasized the 2 
importance to test against a null distribution of surrogate data when inferring time-varying 3 
connectivity. The method’s performance strongly depends on window length, which should 4 
be large enough to permit robust estimation of FC, yet small enough to detect potentially 5 
interesting transient fluctuations in FC. Window lengths between 30-60 sec seem favorable 6 
(Allen et al., 2014; Hutchison et al., 2013b; Jones et al., 2012; Liegeois et al., 2016; Shirer et 7 
al., 2012; Yang et al., 2014), but the exact duration of transiently stable FC patterns remains 8 
rather unknown and might change with task demands. Shakil and colleagues (2016) showed 9 
that window size and offset may have the biggest impact on the accuracy of the results, 10 
followed by such factors as noise levels and temporal filtering. In addition, the frequency 11 
components of the fMRI signal tend to interact with the size of the window, and produce 12 
spurious fluctuations of sliding-window connectivity (Leonardi and Van De Ville, 2015). 13 
Such spurious fluctuations can be avoided by first applying a high-pass filter to the original 14 
time series (i.e., before windowing) with a cut-off frequency of 1/w, where w represents the 15 
length of the window in seconds.  16 
For empirical data, the output of the sliding-window analysis is typically fed into a 17 
clustering algorithm to retrieve transient FC patterns, which have their specific temporal and 18 
spatial features, and which are presumed to reflect cognitive operations. With this procedure 19 
empirical research showed that intrinsic FC alternates between a finite number of transient 20 
connectivity patterns, that emerges and dissolves over short periods of time (Allen et al., 21 
2014). Such transient FC patterns can be characterized in terms of their temporal and spatial 22 
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characteristics. For example, their temporal characteristics tend to differentiate between 1 
groups (in case of schizophrenia patients, see Damaraju et al., 2014). Spatially, regions that 2 
exhibit functional diversity tend to participate in different transient FC patterns. Such 3 
association was previously observed for the posteromedial cortex, a key region in the DMN: 4 
The subdivisions of the posteromedial cortex take on different transient FC patterns, and each 5 
subdivision has its own preferred connectivity state (Yang et al., 2014). Interestingly, the 6 
percentage of time that each of these subdivisions spend in a given FC state could be 7 
associated with behavioral performance based on executive functions. While analyses of 8 
transient FC states that occur during resting-state do provide information about intrinsic 9 
connectivity dynamics, such analyses typically assume the presence of distinct FC states. 10 
Sharp transitions between such states, however, may be less likely to occur in the brain than 11 
more gradual changes in FC dynamics.  12 
The gradual changes can be tracked with concurrent independent measurements, such 13 
as simultaneously acquired electrophysiological (e.g., EEG) or peripheral physiological (e.g., 14 
heart rate) data. Simultaneous recordings of fMRI and EEG showed that variations in FC are 15 
to some degree of neuronal origin and perhaps linked with changes in cognitive or vigilance 16 
state (Chang et al., 2013a; Tagliazucchi et al., 2012). In a similar vein, Chang and colleagues 17 
(2013b) demonstrated that intrinsic amygdala sliding-window FC with the brainstem, 18 
thalamus, putamen, and dorsolateral prefrontal cortex is associated with changes in autonomic 19 
state, as indexed by temporal dynamics of heart rate variability. Yet, heart rate variability can 20 
contribute directly to the measured BOLD signal through hemodynamic and pulsatile effects 21 
(Birn, 2012; Chang et al., 2009), so it is uncertain whether measured FC dynamics reflect 22 
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neural coupling or these other, potentially confounding, factors. Although these studies 1 
informed us about (neuro-)physiological contribution to fMRI connectivity dynamics revealed 2 
by sliding-window analysis, one could only speculate whether the obtained dynamics are 3 
functionally relevant. Resting-state indeed seems to reflect the functional architecture of the 4 
brain (Sadaghiani, Kleinschmidt, 2013), as it tends to maintain the connectivity dynamics 5 
induced by a behavioral context (e.g., Lewis et al., 2009; Tambini et al., 2010). Yet, it 6 
remains unclear whether sliding-window analysis is able to capture such functionally relevant 7 
connectivity dynamics. Hence, it might be crucial to first indicate that sliding-window FC is 8 
related to cognitive processing during a well-described cognitive task. 9 
In the current study we therefore investigated whether the sliding-window analysis is 10 
able to capture cognitively relevant fluctuations in FC induced by a task. For this purpose we 11 
tested whether connectivity dynamics during a well-established classical fear conditioning 12 
paradigm, measured with a sliding-window analysis, can be associated with task-induced 13 
changes in physiological arousal and vigilance, as reflected in the skin conductance level 14 
(SCL). Simultaneous acquisition of SCL during the task enabled us to look at gradual changes 15 
in FC associated with cognitive processing that is typically involved in the acquisition of fear.   16 
We used the amygdala as an a priori seed for the FC analysis, because it is crucial for 17 
the acquisition of conditioned fear responses, including modulation of autonomic function 18 
(Phelps and LeDoux, 2005), such as skin conductance. Fear conditioning is typically marked 19 
by the gradual increase in the skin conductance response to a neutral stimulus (the 20 
conditioned stimulus, CS) that is repetitively paired with an aversive stimulus (the 21 
unconditioned stimulus, UCS, typically an electric shock), which in turn leads to changes in 22 
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the SCL over the course of the learning (Delgado et al., 2006; Phelps et al., 2004). In parallel, 1 
fear conditioning leads to changes in amygdala activation (LaBar et al., 1998), and its FC with 2 
the medial prefrontal cortex (Kim et al., 2011; Liu et al., 2011). Thus, simultaneously 3 
acquired SCL reflects changes in physiological arousal and vigilance (Boucsein, 2012), which 4 
are likely associated with changes in amygdala activity and amygdala-prefrontal coupling that 5 
occur during fear conditioning (Davis, 1992; LeDoux, 2000). We expected that sliding-6 
window FC between the amygdala and medial prefrontal cortex would be associated with the 7 
fluctuations in SCL, which in turn would indicate connectivity dynamics involved in the 8 
acquisition of fear. 9 
 10 
 11 
2. Methods and materials 12 
 13 
2.1 Participants 14 
 15 
Thirty-four healthy German volunteers were recruited in Bonn to take part in a study on fear 16 
conditioning and extinction, which comprised a two-day scanning session. Its results were 17 
previously published elsewhere (Bilkei-Gorzo et al., 2012). Two participants were excluded 18 
from the analyses: imaging data (fMRI) of one participant were unavailable, and 19 
physiological data (skin conductance level) of another participant lacked fluctuations over 20 
time. The final sample comprised thirty-two participants (15 female, mean age=26 years, 21 
SD=5.59). 22 
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None of the participants had a lifetime diagnosis or a family history of affective 1 
disorders. All participants gave written informed consent, and the study was approved by the 2 
local ethics committee of the University of Bonn. 3 
 4 
2.2 Study design and procedure 5 
 6 
The original study involved a task for the acquisition and extinction of fear responses that was 7 
based on a partial reinforcement learning paradigm (Phelps et al., 2004). The task led to 8 
significant activation in brain regions responsible for fear memory formation and extinction, 9 
as well as to significant changes in its physiological markers (i.e., skin conductance response), 10 
which was presented in the original report (Bilkei-Gorzo et al., 2012). 11 
For the purpose of this study, we used the data of the fear conditioning phase only. In 12 
this phase, participants were exposed to a mildly painful laser shock to the foot and colored 13 
squares (blue and green), which played a role as aversive unconditioned stimulus (UCS) or 14 
conditioned stimuli (CS), respectively. One of the colored squares (CS+) was partly paired 15 
with the UCS, while the other one (CS-) was never paired with the UCS. Participants were 16 
exposed to the same sequence of 20 presentations each of the CS+ and CS- in a pseudo-17 
randomized order. Ten additional CS+ presentations co-terminated with the UCS. This was a 18 
continuous task, in which every stimulus presentation lasted 4s and an inter-stimulus interval 19 
was set to 12s to allow the skin conductance to recover in between trials. After the acquisition 20 
phase, participants rated the intensity of the pain stimulus on a 10-point Likert scale (0–not 21 
painful at all, 10–unbearable pain). Before the start of the study participants were told that 22 
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they would see blue and green colored squares, and that it might be possible that during the 1 
presentation of either the blue or the green square a painful stimulus would be applied on their 2 
left foot. 3 
 4 
2.3 Imaging data acquisition and preprocessing 5 
 6 
Anatomical and functional imaging data were acquired with a Phillips Achieva 3T scanner at 7 
the Department of Radiology, University of Bonn. A standard high-resolution T1-weighted 8 
anatomical scan (1mm isotropic voxels) was acquired for registration purposes. Functional 9 
images were acquired with a T2*-weighted gradient-echo echo-planar imaging (EPI) sequence 10 
using parallel imaging (sensitivity encoding, SENSE factor 2) with the following scan 11 
parameters: 413 volumes, 39 axial slices, 3×3×2.4mm voxels, 0.6mm slice gap, TR=1960ms, 12 
TE=30, flip angle=80°, FoV=192mm (64×64 matrix).  13 
FMRI data processing was carried out using FEAT (FMRI Expert Analysis Tool) 14 
Version 5.98, part of FSL (FMRIB’s Software Library; Smith et al., 2004). The following 15 
pre-statistics processing was applied: motion correction (MCFLIRT, Jenkinson et al., 2002), 16 
non-brain tissue removal, spatial smoothing using a 6mm full-width at half-maximum 17 
Gaussian kernel, grand-mean intensity normalization of the entire 4D dataset by a single 18 
multiplicative factor. None of the participant exhibited motion that was greater than 3mm 19 
(translation) and 1° (rotation), and the average frame-wise displacement was below 0.3. We 20 
used MELODIC 3.0 as a part of FSL package to decompose each single subject 4D dataset 21 
into different spatial and temporal components using Independent Component Analysis 22 
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(ICA). ICA components were manually classified as ones representing data artifacts from 1 
head motion, cerebrospinal fluid, white matter, and cyclic cardiac and respiratory noise, 2 
which were subsequently removed from the 4D dataset (cf., Salimi-Khorshidi et al., 2014). 3 
The cleaned data were then filtered using a high-pass temporal filter of 0.025 Hz. The filter 4 
cut-off was determined by the window length of 39.2s (i.e., 20 volumes), which was used in 5 
the sliding-window analysis (see below), because the transient fluctuations of functional 6 
connectivity are limited to the cut-off frequency of the window length (Leonardi and Van De 7 
Ville, 2015). We carried out registration of the single subject 4D data to the high-resolution 8 
T1-weighted image, and the T1 to the 2mm isotropic MNI-152 standard space image (T1 9 
standard brain averaged over 152 subjects; Montreal Neurological Institute, Montréal, QC, 10 
Canada). The resulting transformation matrices were then combined to obtain a native to MNI 11 
space transformation matrix and its inverse (MNI to native space). 12 
 13 
2.4 Physiological data acquisition and preprocessing 14 
 15 
Skin conductance was recorded during the fMRI acquisition using Ag/AgCl electrodes 16 
attached to the palmar surface of the left index and middle finger, and the signal was 17 
amplified and digitalized via a skin conductance processing unit (Nexus-16, Mind Media). 18 
The signal was recorded digitally at the sampling rate of 100Hz using Biotrace software 19 
(Mind Media), and then resampled to 32Hz. We preprocessed skin conductance level (SCL) 20 
time series with a low-pass filter of 2 Hz, which is a standard procedure (Boucsein et al., 21 
2012). 22 
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2.5 Sliding-window functional connectivity and statistical analyses 1 
 2 
Seeds of the left and right amygdala were created with the Harvard-Oxford Subcortical 3 
Structural Probability Atlas (80% probability) provided by FSL (Figure S1a). The left and 4 
right amygdala were used separately, because lateralization effects have been reported in the 5 
fear conditioning literature (Baker and Kim, 2004; van Well et al., 2012), and have been 6 
found in the original report of the study as well (Bilkei-Gorzo et al., 2012). To assess time-7 
varying FC, the fMRI datasets and amygdala time series were partitioned into rectangular 8 
windows with a length of 39.2 s (i.e., 20 volumes), well within range of a window length 9 
between 30-60 s, which has been considered feasible previously (Jones et al., 2012). The 10 
windows were shifted by one volume at a time (98% overlap between adjacent windows). 11 
Next, amygdala FC was determined for each window by regressing (using the GLM, as 12 
implemented in the FSL tool “fsl_glm”) the amygdala time series against the time series of all 13 
other voxels. FC maps of all windows were then temporally concatenated to create a single 14 
4D connectivity data set. 15 
Four steps were undertaken to evaluate whether sliding-window analysis can reveal 16 
functionally relevant amygdala connectivity dynamics during the fear conditioning paradigm. 17 
First, to evaluate the functional relevance of patterns of amygdala FC change over time, 18 
simultaneously acquired skin conductance level (SCL) time series were resampled to match 19 
the TR of the fMRI data, and subsequently averaged over time frames that corresponded to 20 
the windowed time series of amygdala FC. Associations between fluctuations in SCL and 21 
amygdala sliding-window FC were assessed using the GLM, and finally tested across the 22 
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group using non-parametric statistics, as implemented in the FSL tool “randomise” (5000 1 
permutations; Winkler et al., 2014). To avoid an arbitrarily selected cluster-size forming 2 
threshold, and to enhance areas of signal that exhibit some spatial contiguity in the group-3 
level statistical map, we used the threshold-free cluster enhancement (TFCE) algorithm, and 4 
subsequently corrected the results for multiple comparisons at p < .05 by using the null 5 
distribution of the maximum TFCE value across the map (Smith and Nichols, 2009). In the 6 
group-level analysis, we used a mask of the minimum whole brain coverage across all 7 
participants (Figure S2). 8 
Second, to provide evidence for non-stationarity of the connectivity results obtained 9 
with the sliding-window analysis and its association with SCL (see Section 3.2), we 10 
performed additional analyses with surrogate data (cf. Hindriks et al., 2015). To obtain 11 
surrogate time series, we used Amplitude Adjusted Fourier Transformed (AAFT) algorithm 12 
implemented in MATLAB as an open-source function (Barnett, 2016), which preserves the 13 
amplitude, mean, variance, and the amount of auto-correlation of the original time series 14 
(Kugiumtzis, 2000). We restricted this analysis to connectivity between the amygdala and a 15 
spherical region of interest (ROI) of 6mm radius centered around the peak significant voxel 16 
(resulting from the first analysis) in the anterior cingulate cortex (ACC; MNI coordinates: 4, 17 
32, 18; see Figure S1b). The BOLD time series from the left amygdala seed and this ACC 18 
ROI were extracted for each individual. Then we generated 1000 AAFT surrogate BOLD 19 
time series of the left amygdala and ACC ROI, and computed sliding-window FC between 20 
them. Subsequently, to test whether the variability of the sliding-window FC (left amygdala-21 
ACC ROI) is higher than could be expected by chance, the standard deviation of the obtained 22 
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sliding-window connectivity time series was computed per iteration. As a result, a null 1 
distribution of group averaged standard deviation values was obtained (Figure S3a), and used 2 
to test whether the group averaged standard deviation of the true left amygdala-ROI sliding-3 
window time series is a random draw from the null distribution. Additionally, to test whether 4 
the association between amygdala sliding-window FC with SCL was merely found by chance, 5 
sliding-window connectivity time series between the left amygdala and the ACC ROI were 6 
extracted for each individual, and then fed into the AAFT algorithm to generate 1000 7 
surrogate time series of sliding-window FC. The surrogate time series were subsequently used 8 
in the GLM with the true individual SCL time series as a predictor. A group averaged t value 9 
was computed per iteration. As a result, a null distribution of group averaged t values 10 
expressing the temporal association between the SCL time series and surrogate sliding-11 
window FC was obtained (Figure S3b). We then tested the null hypothesis that the true 12 
observed group averaged t value would be a random draw from this null distribution. 13 
Third, we assessed the spatial specificity of the sliding-window amygdala 14 
connectivity. Initially, to explore whether sliding-window amygdala connectivity deviates 15 
spatially from its typical static representation (cf. Betzel et al., 2016), we performed a 16 
standard whole-brain seed-based connectivity analysis across the whole task scan for the left 17 
amygdala. A voxel-wise FWE threshold of p < .05 was used to identify a spatial pattern of FC 18 
across participants, which exhibits the strongest temporal association of the amygdala. Note 19 
that TFCE-based correction was not used for this analysis, as the input images (individual 20 
amygdala connectivity maps) mostly contained positive values. In this case, TFCE fails to 21 
produce informative results, as it will produce significance across the whole brain. 22 
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Subsequently, to determine whether the observed pattern of fluctuations in FC is specific for 1 
the amygdala rather than due to unlocalized global activity (Scholvinck et al., 2010), we 2 
performed additional analysis for a control region. Specifically, to better disentangle the 3 
effects of global vs. induced arousal measured with SCL, we chose a region that has a high 4 
signal-to-noise ratio (SNR), and should be activated by the task. The primary visual cortex 5 
fulfilled both these criteria, as it typically shows a high SNR and should be activated by the 6 
presentation of visual stimuli in the task, which were sometimes paired with the electric 7 
shock. The mask for the seed in the visual cortex was derived from a template of the primary 8 
visual cortex by Shirer and colleagues (2012). The template (Functional Imaging in 9 
Neuropsychiatric Disorders [F.I.N.D.] Lab, 2016) was eroded by a kernel of 4mm-radius-10 
sphere, yielding our seed mask of the primary visual cortex seed (Figure S1c). 11 
Fourth, to further test whether the temporal association between the amygdala FC 12 
changes and SCL obtained with the sliding-window analysis are of functionally relevance, we 13 
performed a PPI analysis, which is the conventional method to study connectivity changes 14 
over time when changes in physiology (or task conditions) are known (Friston et al., 1997; 15 
Prado, Weissman, 2011). Although we did not model task predictors in our analysis, SCL can 16 
be used as an indirect model of task-related response, and hence be used as a predictor for FC 17 
changes in the PPI analysis. If its results were to be comparable with the results of the sliding-18 
window analysis, this would increase confidence that the sliding window approach is able to 19 
capture FC dynamics in the context of our task. To this end, we resampled the preprocessed 20 
SCL time series to the total number of volumes in the scanning session (i.e., 413). The skin 21 
conductance impulse response function resembles the canonical hemodynamic response 22 
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function very closely in its shape and latency (Bach et al., 2009; Lim et al., 1997) and thus 1 
SCL could be cross-correlated with BOLD signal without additional processing (i.e., without 2 
convolution with a hemodynamic response function). The GLM was conducted with PPI 3 
regressors of: (1) main effect of the seed regressor, (2) main effect of SCL time series 4 
regressor, and (3) the interaction of the seed (demeaned) and SCL regressor (centered), which 5 
was treated here as the regressor of interest, and which was used in the second level random 6 
effects analysis performed with the same non-parametric statistics as used for the sliding 7 
window analysis (5000 permutations; p < .05, TFCE corrected for multiple comparisons).  8 
Lastly, we assessed the association between fluctuations in BOLD activity and SCL 9 
across the whole task scan to compare the results of sliding-window connectivity with mere 10 
fluctuations in BOLD. To this end, we used SCL, resampled to the number of TRs, as a 11 
predictor in the GLM, and examined both its positive and negative associations for each 12 
participant separately. The resulting individual statistical maps were then subjected to a 13 
second level random effects analysis with the same parameters as were used above (5000 14 
permutations; p < .05, TFCE corrected for multiple comparisons). 15 
Voxelwise uncorrected (t) and corrected (TFCE p) statistical maps, as well as seed 16 
maps of all analyses are available on NeuroVault.org (Gorgolewski et al., 2015) via this link: 17 
http://neurovault.org/collections/2274. 18 
 19 
 20 
 21 
 22 
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3 Results 1 
 2 
3.1 Fluctuations in skin conductance level and presentation of electric shocks 3 
 4 
Standard analysis of skin conductance response, time-locked to the presentation of electric 5 
shocks was previously reported in the original study. To indicate the most representative time 6 
course across the group of participants, we ran a principal component analysis (PCA) on the 7 
set of individual SCL time series. Figure 1a depicts the first eigen-time-series of SCL across 8 
the entire task scan, in which the red vertical lines indicate the timing of electric shocks. SCL 9 
typically rises after the shock and tends to recover in between consecutive shocks. Taken 10 
together, these results indicate that the fear conditioning task, and especially the presentation 11 
of shocks, affected the fluctuations of SCL.   12 
 13 
[Figure 1 about here] 14 
 15 
3.2 Sliding-window analysis of amygdala FC and SCL 16 
 17 
To investigate the temporal relationship between amygdala FC and fluctuations in SCL during 18 
fear conditioning, we employed a whole brain seed-based sliding-window FC analysis with 19 
98% overlap between two consecutive windows (i.e., shifting the window by one volume at a 20 
time). The fluctuations in SCL significantly co-varied with the fluctuations in left amygdala 21 
FC obtained with the sliding-window analysis. We identified a set of regions comprising the 22 
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bilateral insula and medial prefrontal cortex (mPFC), reminiscent of the salience network 1 
(Seeley et al., 2007), which became more strongly coupled with the left amygdala during 2 
periods of increased SCL (Figure 2a; Table 1). We did not find any significant result for the 3 
right amygdala at the corrected threshold of p = .05. Even the uncorrected map, liberally 4 
thresholded at p = .01 did not show the clear pattern of the right amygdala. No negative 5 
associations were observed for the left or right amygdala. 6 
 7 
[Table 1 about here] 8 
 9 
[Figure 2 about here] 10 
 11 
To explore the most representative pattern of fluctuations in sliding-window 12 
connectivity across the group of participants, we performed a PCA on the individual sliding 13 
window connectivity time series between the amygdala and the ACC ROI that showed the 14 
strongest effect. Figure 1b depicts the first eigen-time-series of the sliding-window 15 
connectivity, with vertical red lines (roughly) indicating the time points of electric shocks. 16 
Overall, there seems to be good correspondence between exposure to shocks and increases in 17 
the amygdala-ACC sliding-window connectivity. 18 
 19 
3.3 Assessment of non-stationarity 20 
 21 
To determine non-stationarity of the connectivity time series obtained with the sliding-22 
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window analysis, we calculated 1000 surrogate BOLD time series for the left amygdala and 1 
ACC ROI (cf. Hindriks et al., 2015). Per iteration the standard deviation of the time-varying 2 
connectivity between the two surrogate time series was computed. As a result, a null 3 
distribution of group averaged standard deviation values was obtained (Figure S3a), and used 4 
to test whether the group averaged standard deviation of the true left amygdala-ROI sliding-5 
window time series is a random draw from the null distribution. The true observed group 6 
averaged value of the standard deviation was 0.265, and its probability under the null 7 
distribution was p = .024. This result suggests that the variability of the sliding-window FC 8 
during our task is unlikely to have emerged simply by chance, and could thus be considered 9 
non-stationary. 10 
Secondly, to test the validity of the association between amygdala sliding-window FC 11 
with SCL, we generated a null distribution of group averaged t values expressing the temporal 12 
association between the true SCL time series and a 1000 surrogate sliding-window FC time 13 
series (Figure S3b). We tested the null hypothesis that the true observed group averaged t 14 
value would be a random draw from this null distribution. The true observed value was t = 15 
3.74, and its probability under the null distribution is p < .001. This result suggest that the 16 
temporal association between the fluctuations in left amygdala FC and SCL, as obtained with 17 
the sliding-window analysis, is in fact dependent on the sequence of events in time, rather 18 
than reflecting general low frequency fluctuations that are unspecific to the task. 19 
 20 
 21 
 22 
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3.4 Spatial specificity of the sliding-window amygdala results 1 
 2 
The pattern of static amygdala connectivity is in line with what was reported previously (e.g., 3 
Veer et al., 2011; Roy et al., 2009), although only positive connectivity values were found 4 
here, and qualitatively different for the pattern that emerged from the sliding-window analysis 5 
(see the figure S4). This suggests that the sliding-window connectivity of the amygdala 6 
associated with SCL is spatially distinct from the static (averaged) FC of the amygdala. 7 
Next, we examined whether we could observe similar associations between SCL and 8 
time-varying FC for the primary visual cortex, an area that was not expected to mediate the 9 
effects of fear conditioning present in changes of SCL. We found several regions that 10 
exhibited a positive association between the fluctuations in primary visual cortex sliding-11 
window connectivity and SCL. In comparison to the results of the sliding-window analysis of 12 
the left amygdala, FC of the primary visual cortex seemed to increase with a more dorsal part 13 
of the left mPFC, superior PFC, and caudate during periods of elevated SCL (Figure 1b). 14 
However, a formal statistical test only demonstrated this differentiation at a lenient 15 
uncorrected threshold (p < .05). 16 
 17 
3.5 Physio-physiological analysis 18 
 19 
To test whether the results obtained with the sliding-window analysis are comparable to a 20 
more standard method to test for connectivity changes as a function of SCL, we performed a 21 
PPI analysis. Again, we restricted our analysis to the left amygdala. We found only one 22 
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cluster that showed significant results (right anterior insula: peak coordinates MNI = 46, 14, -1 
12; p = .036; cluster size = 24 voxels). However, at a liberal uncorrected threshold (p < .01) 2 
the PPI analysis demonstrated a connectivity pattern similar to the sliding-window analysis 3 
(Figure 3). This finding does not only suggest that sliding-window analysis may be a feasible 4 
method to capture transient and functionally relevant changes in FC during a task, but also 5 
suggest that it may even be more sensitive than the commonly used PPI analysis to reveal 6 
time-varying connectivity. 7 
 8 
[Figure 3 about here] 9 
 10 
3.6 Association between SCL and fluctuations in BOLD activity across the whole task 11 
scan 12 
 13 
We did not observe any significant results for the positive contrast at a whole-brain corrected 14 
threshold. However, only at the very lenient uncorrected threshold of p =.05 we found clusters 15 
in the bilateral anterior insula. The negative contrast did show an association, which survived 16 
correction for multiple comparisons and is depicted in figure S5. These findings suggest that 17 
SCL alone is associated with a qualitatively different pattern of brain activation than its 18 
relation with amygdala sliding-window functional connectivity. 19 
 20 
 21 
 22 
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4 Discussion 1 
 2 
In the present study we set out to test whether sliding-window analysis could reveal 3 
behaviorally relevant time-varying connectivity fluctuations. To this end, sliding-window 4 
amygdala functional connectivity (FC) was assessed during a well-established fear 5 
conditioning paradigm, and was linked to changes in physiological arousal and vigilance, as 6 
reflected by changes in skin conductance level (SCL). During periods of increased SCL, the 7 
left amygdala became more strongly coupled with the bilateral insula and medial prefrontal 8 
cortex, most notably the anterior cingulate cortex (ACC). This result was unlikely to have 9 
emerged merely by chance, as it was not present in the surrogate data. It was spatially distinct 10 
from the static left amygdala FC and from sliding-window FC of a control seed in the visual 11 
cortex. FC of the right amygdala did not exhibit fluctuations associated with changes in SCL. 12 
Furthermore, the more commonly used physio-physiological interaction (PPI) analysis 13 
demonstrated a connectivity pattern of the left amygdala that was similar to the sliding-14 
window analysis, albeit only at a liberal, uncorrected threshold. 15 
With the sliding-window analysis, we identified a specific connectivity pattern that is 16 
associated with gradual changes in SCL, and spatially distinct from its static (averaged) 17 
connectivity (Roy et al., 2009; Veer et al., 2011). Skin conductance is typically used to 18 
quantify both tonic and phasic arousal (Boucsein, 2012). In the current study, we mostly 19 
captured the tonic component, on top of which phasic changes occurred that were elicited by 20 
the stimulus presentations. Previously, such changes were associated with vigilance 21 
performance in attention demanding tasks, and with the level of arousal elicited by either 22 
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positive or negative pictures. Hence, we attribute the changes in SCL to changes in 1 
physiological arousal and vigilance induced by the presentation of shocks. 2 
SCL was associated with a qualitatively different pattern of fluctuations in BOLD 3 
activity across the whole task scan than its association with amygdala sliding-window FC, 4 
which comprised regions of the salience network (Seeley et al., 2007). This network is 5 
typically associated with the detection of behaviorally salient events and has been implicated 6 
in dynamic switching between the DMN and the central executive network (Chen et al., 2013; 7 
Goulden et al., 2014; Jilka et al., 2014), which can be tracked by a physiological index of 8 
arousal (i.e. heart rate; Young et al., 2016). The salience network was found to be activated 9 
during fear conditioning tasks (Sehlmeyer et al., 2009) and pain perception (Garcia-Larrea 10 
and Peyron, 2013). Notably, the ACC and parts of the bilateral insula seemed strongly 11 
coupled with the left amygdala during the periods of increased SCL. This in contrast to the 12 
connectivity profile of the primary visual cortex, which connectivity changes were likely 13 
induced by the presentation of visual stimuli in the experiment. These results suggest that the 14 
sliding-window method captured time-varying FC of the left amygdala related to distinct 15 
cognitive processing involved in the acquisition of a fear response. Specifically, FC between 16 
the amygdala and insula seems to be associated with regulating vigilance (Denny et al., 2014; 17 
Stein et al., 2007), whereas FC between the amygdala and medial PFC is typically involved in 18 
the regulation of autonomic states, such as skin conductance and cardio-vascular activity 19 
(Etkin et al., 2011; Gianaros et al., 2008; Wager et al., 2009). Ongoing cardio-vascular 20 
parasympathetic activity was previously associated with the fluctuations in the strength of the 21 
amygdala-mPFC coupling while individuals were watching sadness-inducing film excerpts 22 
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(Raz et al., 2012). Therefore, we infer that the observed connectivity changes were likely 1 
driven by the task, which influenced amygdala-insula FC due to an increased, but unknown 2 
probability of receiving an electric shock (vigilance), as well as amygdala-mPFC coupling 3 
due to the presentation of the shock itself (autonomic regulation). This was corroborated by 4 
the seemingly good overlap between shock exposure and increases in both SCL and amygdala 5 
sliding-window connectivity. In contrast, we did not find the effect in the right amygdala, 6 
despite its involvement in fear extinction (LaBar et al., 1998), pain (Ji and Neugebauer, 7 
2009), and processing of negative emotions (Angrilli et al., 1996) has been well established.  8 
Previous studies used simulated data to evaluate the performance of the method, and 9 
provided guidelines for the choice of its parameters, and for how to carry out hypothesis 10 
testing. Following these guidelines, we evaluated the performance of sliding-window analysis 11 
in empirically acquired task data, for which the neural correlates have been well-described 12 
before. We found that sliding-window analysis was able to detect variation in FC over time 13 
associated with changes in SCL, which were (in part) evoked by the fear conditioning 14 
paradigm. Importantly, these changes were significantly different from those obtained with 15 
surrogate data. In a previous study, however, sliding-window derived fluctuations in FC 16 
across time that was based on randomly shuffled data resembled the variability of non-17 
shuffled data quite well (Hindriks et al., 2015), which questioned the validity of the method in 18 
revealing true connectivity dynamics. Although direct comparison of their and our findings is 19 
hampered by the different nature of the data (resting-state vs. task-based condition), similarly 20 
to Hindriks and colleagues we emphasize that a statistical description of sliding-window 21 
fluctuations alone is not sufficient to reveal its functional relevance, but only becomes 22 
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informative when supported by associations with a concurrent behavioral or physiological 1 
measure. That is, in our study, to give meaningful interpretation of potentially insignificant 2 
connectivity fluctuations, we used simultaneously acquired SCL, which enabled us to validate 3 
the time-course of such connectivity fluctuations against another task-derived measure. 4 
Therefore, for future studies we would like to stress the importance of collecting a behavioral 5 
(and/or physiological) measure, which could be used as a temporal model, and thus as an 6 
external validation, for studying gradual network dynamics associated with changes in 7 
cognition. 8 
Lastly, we demonstrated that traditional PPI analysis was able to reveal a similar 9 
pattern of time-varying connectivity as the sliding-window, albeit only at a liberal, 10 
uncorrected threshold, which provides convergent validity for our findings. Moreover, it 11 
seemed that more robust results were generated by the sliding-window analysis. We propose a 12 
twofold interpretation of these results: (i) sliding-window FC did show a cognitively-relevant 13 
pattern of fluctuations that is typically captured by PPI analysis on task-based fMRI data; (ii) 14 
sliding-window analysis may ultimately generate more sensitive results, as it captures the 15 
overall effect of the task, whereas PPI analysis isolates the effects of the seed, the task (i.e., 16 
the SCL in the current analysis), and the interaction, which might lack efficiency when one of 17 
the two main regressors is correlated with the interaction term (Friston et al., 1997). Yet, the 18 
potential higher sensitivity of the sliding-window compared to PPI should be investigated in a 19 
range of task contexts, including the test-retest reliability of the two methods. This would give 20 
more confidence about whether the sliding-window method truly can be deemed more robust, 21 
and could exclude the alternative possibility that the lower p values obtained with the PPI 22 
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analysis may speak for its selectivity rather than less sensitivity. 1 
 2 
4.1 Limitations and possible improvements 3 
 4 
We used SCL as a non-vascular index of autonomic activity that should be less intertwined 5 
with BOLD than cardiovascular measures, such as heart rate variability (e.g., Chang et al., 6 
2013). Yet, both SCL and cardiovascular measures are important markers of autonomic 7 
nervous system activity, and hence are not easy to treat as independent measures. Indeed it is 8 
likely that changes in SCL are accompanied by changes in cardiovascular measures and/or 9 
respiration. Unfortunately, none of theses additional autonomic indices (ECG/pulse oximeter, 10 
respiration) were acquired, thus we could not test to what extent SCL is collinear with these 11 
types of data. 12 
In this study we did not only take advantage of employing simultaneously acquired 13 
SCL as a temporal model of connectivity changes, but also of incorporating task conditions. 14 
While the task paradigm enabled us to infer whether the observed connectivity changes 15 
associated with SCL reflect cognitive processing, in this case threat appraisal, one must 16 
acknowledge that transient co-activation in response to external stimulation can be interpreted 17 
as functional connectivity, even when no information exchange might exist. Nevertheless, we 18 
believe that the dynamics we observed between the amygdala and regions of the salience 19 
network do reflect meaningful “cross-talk” between these regions. The existing literature 20 
shows consistent involvement of the amygdala and the salience network in fear conditioning, 21 
which orchestrated activity creates a state of readiness to respond to potential threat (Fullana 22 
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et al. 2016; Phelps et al. 2001). It is more likely that transient and consistent task induced co-1 
activation truly reflects information exchange if the regions involved are anatomically 2 
connected as well. Both primate and human studies show that the amygdala has a vast number 3 
of anatomical projections to the medial PFC and insula (Barbas and De Olmos 1990; Amaral 4 
and Price 1984; Ghashghaei and Barbas 2002; Kim et al. 2011; Fani et al. 2015; Greening and 5 
Mitchell 2015), which enables the functional integration that contributes to fear processing 6 
and regulation (Stein et al. 2007; Liu et al. 2011; Wheelock et al. 2014; Vytal et al. 2014). 7 
Persistent activity of the network was observed in the aftermath of the fear conditioning, 8 
which further suggests its involvement during the acquisition of fear (Feng et al. 2014). 9 
Lastly, if the synchronization between the amygdala and the salience network was only due to 10 
external stimulation, it should be present among all regions involved in the task. While the 11 
seed in the visual cortex was involved in the task and its activity coincided with the task 12 
stimulation, it showed a qualitatively different spatial pattern of connectivity changes with 13 
SCL. This further corroborates our interpretation of information exchange between the 14 
amygdala and the salience network, instead of having found mere co-activation. 15 
The task paradigm might have induced substantial variation in connectivity 16 
fluctuations over time (Garrett et al., 2013), which differs significantly from fluctuations 17 
observed during resting-state. Such a possibility hampers the generalizability of our findings 18 
to resting-state conditions. However, recently Betzel and colleagues (2016) showed that 19 
during resting-state there is a number of periods during which manifest in- or decreases in 20 
connectivity are present, and, in turn, influence the modular topology of resting-state 21 
networks. In addition, the topography of resting-state networks not only can be obtained by 22 
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temporal correlation of fMRI signals, but also by extracting brief moments when the regions 1 
are transiently co-activated (Tagliazucchi et al. 2016; Liu and Duyn 2013). It is therefore 2 
possible that task-induced co-activations persist in the subsequent resting-state period (Allan 3 
et al. 2015), during which the dynamics of the amygdala connectivity observed in the current 4 
study might be present as well. Future studies should directly investigate the relationship 5 
between connectivity changes during resting and task conditions to better characterize 6 
temporal models of fluctuations in cognition and behavior over time. 7 
Sliding-window analysis typically suffers from a relatively small number of data 8 
points (for a typical TR of 2s), which might be overcome with recent technological advances 9 
in fMRI acquisition. For example, multiband imaging (Feinberg et al., 2010; Moeller et al., 10 
2010) allow sub-second repetition times, and thereby provide an increase the number of 11 
sample points. This, in turn, increases the robustness of the correlation estimates, and enables 12 
better characterization of high-frequency components, which are mostly affected by non-13 
neuronal noise such as cardiac and breathing rhythms. In addition to physiological noise, 14 
fMRI time-varying FC might be affected by variations in the BOLD signal mean and variance 15 
over time, hardware instability, or residual head motion. Though effects of the latter are 16 
highly debated in the functional connectivity community, a recent study demonstrated the 17 
existence of transient FC patterns in anesthetized monkeys (Hutchison et al., 2013b). 18 
Nevertheless, BOLD fluctuations are dominated by low frequencies, which makes fMRI 19 
particularly challenging to study connectivity dynamics. Yet, spectral characteristics of 20 
BOLD activity reveal that resting-state networks are in fact broadband processes that span a 21 
wide frequency spectrum (Niazy et al., 2011), but are temporally blurred by the hemodynamic 22 
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response function. Recently developed signal processing techniques, which are able to 1 
temporally deconvolve fMRI time series, may prove helpful to use the full-spectrum of fMRI 2 
signal, and hence provide better estimates of fMRI connectivity dynamics (e.g., Karahanoglu 3 
and Van De Ville, 2015). 4 
Given that BOLD is an indirect measure of neuronal activity, it remains challenging to 5 
elucidate whether fMRI time-varying FC represents dynamics of neuronal activity between 6 
distant brain regions. Neuronal dynamics mostly have been investigated using 7 
electrophysiological recordings of single cells, local field potentials, and surface EEG (for a 8 
review, see Rabinovich et al., 2012). Oscillations of electrical activity observed at different 9 
frequencies enable populations of neurons to synchronize their activity over various time 10 
scales (Friston and Buzsaki, 2016; Kiebel et al., 2008; Varela et al., 2001). Simultaneous 11 
EEG-fMRI studies have shown that BOLD connectivity variability partly reflects changes in 12 
neuronal synchrony associated with changes in vigilance states (Chang et al., 2013a; 13 
Scheeringa et al., 2012; Tagliazucchi et al., 2012). Hence, dynamics of BOLD connectivity 14 
may emerge through transient synchrony in electrophysiological signals at multiple time 15 
scales. We can only speculate that the fMRI connectivity fluctuations identified with SCL 16 
time series indeed stem from underlying neuronal dynamics. Future studies of simultaneous 17 
EEG-fMRI with a concurrently measured behavioral variable should shed more light on the 18 
neuronal sources of fMRI time-varying FC. 19 
 20 
 21 
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5 Conclusions 1 
 2 
Using sliding-window analysis, we demonstrate that fluctuations in left amygdala FC with 3 
regions of the salience network were associated with transient changes in physiological 4 
arousal and vigilance. These, in turn, were likely induced by a repetitive exposure to 5 
unconditioned aversive stimuli (shocks) in our fear conditioning paradigm. The results of the 6 
sliding-window analysis were demonstrated to be unlikely to have occurred by chance, were 7 
spatially distinct from static amygdala FC and from sliding-window FC of a control seed, but 8 
were highly comparable to the results of the PPI analysis. We conclude that sliding-window 9 
analysis can reveal functionally relevant connectivity fluctuations in the context of an 10 
externally cued task. 11 
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Tables 
 
Table 1. Regions that show a positive association between sliding-window functional 
connectivity of the left amygdala and fluctuations in skin conductance level.  
Region L/R Number of voxels 
Peak coordinates 
(MNI) p-value 
x y z 
Anterior Cingulate Gyrus R 4016 6 22 18 .001 
Inferior Frontal Gyrus/ Pars 
Opercularis 
R 510 56 10 2 .004 
Cingulate Gyrus L 291 -2 -4 38 .025 
Superior Frontal Gyrus R 56 22 46 24 .042 
Brainstem L 50 -4 -14 -10 .017 
Supplementary Motor Cortex L 33 -6 14 54 .045 
Inferior Frontal Gyrus R 18 44 28 4 .037 
Orbitofrontal Cortex R 16 24 30 -14 .033 
Thalamus R 15 16 -10 14 .039 
Brainstem R 11 12 -8 -12 .037 
Postcentral Gyrus L 3 -50 -10 22 .048 
Thalamus L 1 -4 -22 -2 .048 
Clusters are significant at p < .05, TFCE corrected for multiple comparisons. Anatomical 
labels of the peak voxel coordinates are identified with the Harvard-Oxford (Sub-)Cortical 
Structural Probability Atlas. R: right hemisphere; L: left hemisphere.  
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Figures 
 
Figure 1. First eigen-time-series of skin conductance level and amygdala-ACC sliding-
window connectivity across participants. 
The time courses of the first eigen-time-series of (A) skin conductance level across the entire 
task scan, and (B) left amygdala-ACC sliding-window connectivity, which are most 
representative across the group of participants. The red vertical lines indicate the timing of 
electric shocks, for 1a in TRs, for 1b in windows, where shocks are depicted at the window 
numbers in which shocks occurred exactly at the middle TR of the window. 
 
Figure 2. Temporal association between fluctuations in functional connectivity and skin 
conductance level.  
The statistical maps represent regions for which temporal fluctuations in functional 
connectivity of the left amygdala (panel A) and primary visual cortex (panel B), as obtained 
with the sliding-window analysis, show a positive association with fluctuations in skin 
conductance level. The voxelwise TFCE map is significant at p < .05, corrected for multiple 
comparisons, and overlaid on the 2mm MNI template in radiological convention. Numbers in 
the bottom row indicate coordinates of the sagittal, coronal, and axial sections in MNI 
standard space. 
 
 
 
Sliding-window analysis maps amygdala time-varying connectivity  
 48 
Figure 3. Temporal association between fluctuations in functional connectivity and skin 
conductance level using sliding-window and physio-physiological interaction (PPI) 
analyses. 
The statistical maps represent regions for which temporal fluctuations in functional 
connectivity of the left amygdala show a positive association with fluctuations in skin 
conductance level, as obtained with either the sliding-window or PPI analysis. The voxelwise 
TFCE maps are reported for corrected (p < .05) and uncorrected (p < .01) thresholds for the 
sliding window and PPI analysis, respectively, and were overlaid on the 2mm MNI template 
in radiological convention. Numbers in the bottom row indicate coordinates of the sagittal, 
coronal, and axial sections in MNI standard space. 
 
Supplementary material 
 
Figure S1. Seeds used in the functional connectivity analysis. 
(A) Amygdala seeds were created with the Harvard-Oxford Subcortical Structural Probability 
Atlas (80% probability). 
(B) The anterior cingulate cortex (ACC) seed was created with a sphere of 6mm radius, 
centered around a coordinate of peak significance in MNI standard space [4, 32, 18]. 
(C) The primary visual cortex seed was obtained from the template of primary visual network 
(Functional Imaging in Neuropsychiatric Disorders [F.I.N.D.] Lab, 2016; Shirer et al., 2012), 
eroded by a 4mm-radius spherical kernel. 
 
Figure S2. Group level mask of minimum whole brain coverage across all participants. 
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Figure S3. Null distributions used in the surrogate analyses of sliding-window functional 
connectivity.  
(A) Probability density of the standard deviation of the sliding-window functional 
connectivity under the null hypothesis. Functional connectivity was computed between the 
left amygdala and ACC ROI. The observed value was 0.265 (p = .024), which is marked by 
the vertical red line. 
(B) Probability density of the temporal association (t statistics) between skin conductance 
level and the sliding-window functional connectivity between the left amygdala and ACC 
ROI under the null hypothesis. The observed value was 3.74 (p < .001), which is marked by 
the vertical red line. 
 
Figure S4. Left amygdala functional connectivity across the whole task scan. 
The statistical map represents regions that show the strongest positive temporal association 
with the left amygdala activity across the whole task scan. The FWE-corrected voxelwise map 
(p < .05) was overlaid on the 2mm MNI template in radiological convention. Numbers in the 
bottom row indicate coordinates of the sagittal, coronal, and axial sections in MNI standard 
space. 
 
Figure S5. Association between SCL and fluctuations in BOLD activity across the whole 
task scan. 
The statistical map represents regions for which fluctuations in BOLD activity are negatively 
associated with skin conductance level across the whole task scan. The voxelwise TFCE map 
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is significant at p < .05, corrected for multiple comparisons, and overlaid on the 2mm MNI 
template in radiological convention. Numbers in the bottom row indicate coordinates of the 
sagittal, coronal, and axial sections in MNI standard space. 
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