ABSTRACT Data deduplication is a lossless compression technology that has been widely used in storage systems for space optimization. However, due to the removal of redundant data, the data deduplication has negative influences on data writing, data reading, and data reliability. In this paper, we propose a multiobjective-based performance evaluation framework to analyze the data deduplication performances and evaluate existing well-known deduplication approaches with multiple performance objectives, including compression ratio, data read performance, data write performance, and data reliability. Based on the proposed multi-objective framework and the obtained evaluation results, we further propose a multi-objective-based optimization method. Though our extensive experimental evaluation driven by real-world data sets, it is shown that this method can improve data read/write performance and data reliability while at the cost of little compression ratio.
I. INTRODUCTION
Data deduplication is a lossless compression technology that has been widely used in large-scale storage systems. It breaks data streams into serials of chunks and then removes redundant ones to save storage space. The identifier of each data chunk, generally called chunk fingerprint, is produced by hash algorithms according to each chunk content. Any two data chunks that have the same chunk fingerprint are regarded as redundant ones and are stored only once. According to the literatures [2] , [3] , the compression ratio can achieve above 30 : 1 for backup streams in real data centers. However, due to the removal of redundant chunks, data deduplication has negative influences on other performance metrics, such as data reading performance, data writing performance and data reliability, which are detailed in the following.
Firstly, data deduplication de-linearizes data placement and affects data reading performance. During deduplication process, data chunks are classified into two categories: new unique chunks and redundant chunks. The former are writing to permanent disk storage while the latter are removed by being linked to the already-stored ones. In order to maximize deduplication throughput and data write performance, the new unique chunks are always appending to disks sequentially and stored together. But for the redundant ones, their locations are determined by the same already-stored chunks by other data objects (i.e, each data object represents a superset of multiple chunks, such as one data stream, a file directory, one data segment, or a single file). Thus these two kinds of chunks are stored separately although they belong to the same data object. Reading such objects need lots of random disk seeks for their separate locations. In the worst case, it would need one disk seek per one chunk, which significantly affects data read performance. Recently, a few literatures [9] - [12] try to address this problem by writing more data chunks.
Secondly, data deduplication faces a significant disk bottleneck problem due to the limited RAM capacity for redundancy identification, which throttles deduplication process and leads to degraded deduplication throughput and data write performance. For example, when the disk usage for storing data chunks is 8TB, it needs more than 20GB space to store chunk index, with the assumption that the average chunk size is 8KB(i.e., as suggested in [2] ) and each chunk fingerprint is 20Byte long (i.e., the chunk fingerprint is produced by SHA-1 hash algorithm). When detecting chunk redundancy, such large chunk index cannot all be put into memory and most of them must be fetched from disks page by page for the fingerprints comparison, which significantly throttles deduplication process and affects data write performances. So far, many researchers [2] , [4] , [5] have addressed this problem and proposed smart and novel approaches.
Thirdly, the removal of redundant data by data deduplication undermines the improvement of data reliability by data replicates. During deduplication, any data chunk is stored only once. The redundant chunks shared across multiple data objects are always removed. Thus for those data objects who share data chunks, their data reliability and availability are related to each other, because the failure of any shared data chunk will make all of those data objects unavailable. In literatures [6] - [8] , the researchers have addressed this problem by selectively replicating some redundant chunks or storing these chunks by erasure coding.
Observing the above performance metrics, it is obvious that data deduplication has multiple performance objectives. Any deduplication approach needs to affect data reading, data writing, and data reliability as little as possible while pursuing high compression ratio. In this paper, we focus on analyzing deduplication process and evaluating existing deduplication approaches by those performance metrics. Our major contributions are summarized by the following three points.
• Proposing multi-objective based analysis framework.
We have proposed a multi-objective based framework to analyze data deduplication and quantify deduplication performance metrics involving compression ratio, data write performance, data read performance, and data reliability, and further discuss their optimization methods.
• Evaluating existing well-known deduplication approaches. Based on our proposed multi-objective framework, we have analyzed and evaluated recently well-known and widely-used deduplication approaches with multiple performance objectives.
• Proposing multi-objective based optimization method. According to our proposed multi-objective framework and the performance results of existing deduplication approaches, we propose a multi-objective based optimization method called Mopti, trying to improve data read performance, data write performance, and data reliability while sacrificing little compression ratio. The rest of this paper is organized as follows. In the next section we will propose a multi-objective based framework to analyze data deduplication and quantify deduplication performance metrics. In Section III, we will evaluate existing wellknown deduplication approaches with multiple performance metrics driven by real world datasets. Section IV will describe our proposed multi-objective based optimization method. The related work is presented in section V and section VI concludes the paper.
II. MULTI-OBJECTIVE BASED ANALYSIS FRAMEWORK
As described before, the removal of redundant chunks has negative effects on data writing, data reading, and data reliability in deduplication storage systems. In this section, we will analyze the data deduplication and propose a multi-objective based analysis framework to quantify multiple performance objectives and discuss their respective optimization methods.
A. DATA DEDUPLICATION Data deduplication can be divided into two parts: deduplication process used for removing redundant data and the data layout that represents an overview of data placement on the back-end disk storage. So far, most of researchers prefer focusing on deduplication process since it is closely related to compression ratio and deduplication throughput performances, while paying less attention to data layout.
1) DEDUPLICATION PROCESS
Deduplication process can be implemented by either postprocessing model or inline model. For post-processing model, the writing data is first buffered on disks and the removal of redundant data happens in an idle time after the data write operation. While for inline-model, the removal of redundant data occurs before data writing in data write critical path. Some vendors like the former post-processing model since there is a significant disk bottleneck problem during deduplication process(See Section I). However, most of researchers prefer inline processing mode because it can remove abundance of redundant data before data writing, which can improve data write performance especially when the amount of redundant data is exponentially larger than the new data. In this paper, we mainly focus on inline deduplication process with multiple performance objectives.
So far, most of inline deduplication approaches focus on addressing disk bottleneck problem by exploiting data duplicate locality (i.e., spatial locality) and similarity. DDFS [2] is the first deduplication file system that alleviates disk bottleneck with the help of duplicate locality. By exploring duplicate locality where the chunks following a duplicate chunk are likely duplicate ones among different version of the same backup stream, DDFS can prefetch the nearby duplicate chunks to memory when one duplicate chunk is found, thus avoiding disk accesses for them. SiLo [5] , the latest literature on this problem, exploits both the duplicate locality and similarity. It groups contiguous data chunks into segments and then finds redundant chunks in only two kinds of segments, the similar segments inspired by data similarity and the nearby segments inspired by duplicate locality, while at the cost of some compression ratios.
Observing these two deduplication approaches and other well-known similar methods [3] , [4] , it is obvious that the redundancy identification process for inline deduplication is closely related to two critical performance objectives, deduplication throughput and compression ratio. Moreover, these two performance objectives also have some relationship with data layout, due to the fact that it must read the chunks information on disks to identify whether an incoming chunk is redundant or not. For example, if there is little duplicate locality of the data placement, DDFS and SiLo would have VOLUME 5, 2017 degraded deduplication throughput since it needs to take more time to fetch the desired chunks information.
2) DATA LAYOUT
Data layout is an overview of the chunk placement in deduplication storage systems. The related locations of the data chunks are the key to determine data read performance. In order to maximize deduplication throughput and data write performance, new unique chunks are always writing to and stored on disks sequentially. Thus if no redundant data to be removed, all the chunks belonging to the same data object will be stored on disks in the same order as that they emerge, which favorites data reading. However, due to the removal of redundant chunks across multiple data objects, it forces the new unique data chunks to be separate from the redundant ones, which is known as the data fragmentation problem and unfavorable for data reading.
Besides data read performance, data layout is closely related to data reliability and availability. In traditional storage systems, it mainly relies on data replication to improve data reliability. But in deduplication storage systems, replicates must be removed, which enables multiple data objects to share one data chunk and the failure of this chunk can cause all the related data objects unavailable. Thus there is a tradeoff between the redundancy elimination ratio and data reliability. So far, some researchers have tried to improve the data reliability by inserting some replicates [6] or storing the shared chunks with erasure coding [7] , [8] . However, all these approaches are external tools. We try to find ways to improve the data reliability during its own deduplication process and make our methods and those external tools complement each other.
As discussed above, data layout plays a critical and crucial role on both of data read performance and reliability. However, due to the fact that the new data chunks are always appending to disks sequentially, the data layout will be fixed if the new chunks to be stored are not changed. This implies that, the new unique chunks, that are identified during deduplication process, determine the data read performance and data reliability.
B. MULTI-OBJECTIVE BASED ANALYSIS FRAMEWORK
Based on the above analysis of deduplication process and data layout, we propose a multi-objective based analysis framework to quantify multiple performance objectives involving compression ratio, data read performance, data reliability and data write performance. The data segment that is composed of multiple data chunks is selected as the data object in this framework, as suggested in literature [5] , [13] . Moreover, since the redundancy elimination for each segment is independent from each other during deduplication process, we describe this framework by only focusing on one incoming segment for simplicity.
In the following, we first introduce four data sets and show their relationships that are used for describing this framework.
• S = {Chunk 1 , Chunk 2 , . . . , Chunk N } represents the incoming segment S that is composed of N Chunks, and Chunk i (1 ≤ i ≤ N ) represents the ith chunk emerging in segment S. The average chunk size is specified to C.
• X = {x 1 , x 2 , . . . , x N } denotes the data redundancy of segment S identified by deduplication approaches.
can be equal to 0 or 1. When x i = 0, it means that Chunk i is the new unique chunk that must be stored on disks, otherwise x i = 1 means that Chunk i is the redundant chunk that have been identified by deduplication approaches and must be removed.
• A = {a 1 , a 2 , . . . , a N } denotes the locations of the data chunks in segment S, and a i (1 ≤ i ≤ N ) represents the storage address of Chunk i . If x i = 1 and x j = 0, a i ≤ a j , due to the fact that Chunk i is a redundant chunk and it has been stored earlier by preceding segments.
• G = {s 1 , s 2 , . . . , s M } represents the M segments that share redundant chunks with segment S, including segment S itself. s i is equal to the segment number, assuming that all of the segments are numbered automatically by adding 1 based on the latest previous segment number when entering into the system. The first entry segment is always numbered as segment 1. According to the above four data sets, we quantify performance objectives including compression ratio, data read performance, data reliability and data write performance in the following.
1) COMPRESSION RATIO
The compression ratio is equal to the total of data chunks divided by the new unique ones that write to disks, by the following formula
x i in different deduplication approaches. It achieves the highest value when all of the existing redundant chunks are found and removed. However, if
x i = |S|, this formula would throw an exception.
2) DATA READ PERFORMANCE
In our framework, we have a const RandomSize used for differentiating sequential reads and random reads. RandomSize represents the amount of the data that can be read during one disk seek time, being equal to the disk read bandwidth multiplying disk seek time. When reading ith chunk, if ∃ a j , r i = RandomSize + C. According to the rule, the time needed to read an entire segment can be calculated by the formula
Read SeqWidth (2) where Read SeqWidth represents the sequential read bandwidth. In the worst case,
r i will be equal to N * (RandomSize + C), with one random disk seek per chunk.
Thus the key to improve data read performance is to reduce
r i with the help of data relocation and read caching.
Moreover, due to that the new unique chunks have the fixed locations (i.e, appending to the disks sequentially) in deduplication storage systems, the key to reduce
r i is to relocate or reduce the shared chunks stored in those segments in set G.
If the number of these shared chunks is reduced or they have good duplicate locality, a i (1 ≤ i ≤ N ) will be more close to each other to ensure better data read performance.
3) DATA RELIABILITY
The data reliability of each segment depends on the reliability of the segments who share redundant chunks with him. Supposing that the failure rate of each segment is equal to p (0 < p < 1), the data reliability of segment S can be calculated by the formula
where M denotes the number of segments listed in set G who share common chunks with segment S, including segment S itself. According to this formula, F(reliability) will be increased if M or p is reduced. Moreover, if segment S dose not share any chunks with other segments, F(reliability) will be equal to 1 p with the highest value, assuming that p is fixed.
4) DATA WRITE PERFORMANCE
Due to the fact that the of disk seeks needed for redundancy identification are the key to determine deduplication throughput and data write performance as many literatures [2] - [5] addressed, we use the number of these required disk seeks to quantify data write performance. For segment S, its redundant chunks that should be removed are shared with the segments listed in G. Thus, to identify these redundant chunks, it should read the chunks information in those segments in G from disks. Supposing that it can prefetch k segments in advance by reading cache, the number of required disk seeks can be calculated by the following formula
where 
On the other side, if segment S has strong data duplicate locality with the segments in G, the segment numbers of those segments in G will be adjacent to each other, and thus most of them can be read together and prefetched into reading cache to reduce the number of required disk seeks, yielding good data write performance.
C. FRAMEWORK ANALYSIS CONCLUSION
Observing the above quantified performance objectives, it is revealed that the data read performance quantified by F(read_time), data write performance quantified by F(write_disks), and data reliability quantified by F(reliability) are all closely related to the segments stored in set G. The key to improve them is to reduce the number of shared redundant chunks in those segments or make them have better data duplicate locality to alleviate data fragmentation. In the extreme case of no redundant chunks shared between the incoming segment S and the already-stored ones, the set G will be empty, and the data read performance, data write performance, and data reliability will achieve the highest value. However, if some redundant chunks do exist between segment S and the other segments, the ignorance of them to make set G empty would sacrifice large compression ratios. Thus there is a tradeoff between the compression ratio and the data read performance, data write performance and data reliability during deduplication process.
III. THE EVALUATION OF EXISTING DEDUPLICATION APPROACHES
So far, the existing well-known deduplication approaches mainly focus on compression ratio and deduplication throughput, because compression ratio used to measure the storage space optimization is the primary concern for data deduplication, and deduplication throughput is a very important performance metric due to that a disk bottleneck problem exists to throttle deduplication process and prevent data deduplication from being widely used. In this section, we evaluate three classic deduplication approaches, DDFS [2] , Extreme Binning [4] , and SiLo [5] , by the four performance objectives quantified in our multi-objective based framework in Section II-B. DDFS is the first deduplication approach that addresses the disk bottleneck problem by exploring data duplicate locality. It can improve deduplication throughput under limited RAM usage while not losing compression ratio. However, as the removal of redundant data de-linearizing data placement and weakening data duplicate locality, its deduplication throughput is gradually degraded with the increasing amounts of stored data. Extreme Binning is a method that exploits data similarity to improve deduplication throughput. Although its deduplication throughput has no relationship with data duplicate locality, its compression ratio is lower because it only finds redundant chunks among similar data objects. SiLo is a method that exploits both data duplicate VOLUME 5, 2017 locality and data similarity. It finds redundant chunks not only in similar data objects but also in nearby data objects when a similar one is found, thus improving deduplication throughput while not losing too much compression ratio under limited RAM capacity.
A. EXPERIMENTAL SETUP 1) PROTOTYPE SYSTEMS
We have implemented these three prototyped deduplication approaches, SiLo, Extreme Binning and DDFS, to effectively evaluate their performances. As a side note, all of them are implemented based on segments, which means that Extreme Binning finds redundant data chunks among similar segments, rather than similar files as published by their literature [4] . In our implementations, the determination of segment boundaries (anchoring) is similar to anchoring chunks. Each segment varying from 0.5MB and 2MB based on the chunk content. Multiple small files can constitute one segment and a large file can be divided into multiple segments. While in DDFS and SiLo, contiguous segments are grouped into containers for data caching, by setting the container size to 256MB as suggested by [5] .
2) DATASETS
Three kinds of data sets, named one-set, incremental-set and full-set respectively, are used in our experimental evaluation. The one-set is collected from one author's filesystem at a specified time. Incremental-set is collected by 25 graduate students who do successive incremental backups of their file systems, which has been used in the literature [14] . A total of 1568 incremental backup sessions have been collected in this dataset. full-set is successive full backups of their file systems from 25 members under the same research group, totaling about 225 full backup sessions. As a side note, we only collect the dataset from their important personal directories (i.e, including course files, project documents, source trees, developing tools and other private files but without the operating system files), rather than the whole file systems. One-set represents the dataset in primary storage system, while incremental-set and full-set represents the dataset in backup storage systems. Their detailed descriptions are showed in Table 1 . Due to the data privacy issues, we only collect chunk metadata information involving chunk size, chunk fingerprints, and etc., from the three datasets. The data chunks are produced by Rabin fingerprint algorithm [15] and their corresponding chunk fingerprints are generated by SHA-1 hash function [16] according to the chunk content. When doing experiments, we synthesize complete datasets by filling each chunk with randomly generated bytes according to chunk size. This synthesis does not affect the correctness of experimental results because the data deduplication relies only on our collected chunk fingerprints for redundancy identification. The synthetic data chunks are used for data moving to help evaluate data read and write performances, while not disturbing the actual deduplication process.
B. COMPRESSION RATIO
Due to that the removal of redundant data is the primary task for data deduplication, the compression ratio used to measure the efficiency of redundancy elimination is a very important performance metric for deduplication approaches. Table 1 shows the compression ratios of the three datasets if all of the existing redundant data is found and removed during deduplication process. But in practical, these compression ratios vary with different deduplication approaches, which are determined by the amount of redundant data that can be identified and removed. The compression ratios showed in Table 1 are the maximum values that can be reachable. Figure 1 shows the ratios of the duplicate data that can be removed by DDFS, Extreme Binning and SiLo methods. As seen from the results, DDFS can find and remove all the existing redundant data and obtain the maximum compression ratios as showed in Table 1 . While for SiLo and Extreme Binning, their compression ratios are less than that of DDFS, due to that they have kept some redundant data not removed to improve deduplication throughput. For oneset and incremental-set, Extreme Binning only removes about 86% and 91% of the redundant data, while SiLo removes about 96% of them. But for full-set, both Extreme Binning and SiLo can remove about 99% of the redundant data, which is mainly because that, for full backup datasets, the redundant data has strong data duplicate locality and similarity, and thus Extreme Binning and SiLo can benefit much and remove large percentage of redundant data chunks.
C. DATA WRITE PERFORMANCE
As described before, data deduplication faces a significant disk bottleneck that throttles deduplication process and affects data write performance. Thus data write performance is a critical performance metric since it determines whether a deduplication approach is feasible and practical to be integrated into specified storage systems. In the following, we will show both deduplication throughput and data write performance that are obtained from our experiments. Figure 2 plots the data deduplication throughput and data write performance of DDFS, Extreme Binning and SiLo for one-set and incremental-set. As showed in this figure, Extreme Binning gets the highest deduplication throughput and data write performance among all of them, while DDFS has the minimum values on both deduplication throughput and data write performance. This is because that DDFS finds and removes all of the existing redundant data chunks while Extreme Binning only removes redundant chunks among highly similar segments. SiLo, due to that it removes redundant data not only among similar segments like Extreme Binning does but also among nearby segments like DDFS does, can get higher deduplication throughput and write performance than DDFS but less than that of Extreme Binning. On the other side, the weak data duplicate locality of one-set and incremental-set also makes DDFS get lower deduplication throughput than that of Extreme Binning. To present their results concisely, we randomly select the full backup datasets of four members and list their deduplication throughput respectively. As showed in this figure, it is found that DDFS has higher deduplication throughput than that of SiLo in some of full backup sets, which is much different from that in one-set and incremental-set where DDFS's deduplication throughput is always less than that of SiLo. This is because that, some of full backup datasets have strong data duplicate locality, and thus the identification of one segment for DDFS would need less random disk seeks than that for SiLo. While for Extreme Binning, it still has higher deduplication throughput than that of both DDFS and SiLo. However, by comparing Figure 1 and 2, their margins in Figure 2 is much less than that in Figure 1 . This is because that, full backups dataset has large amounts of completely duplicate segments, which takes large percentage of the redundant data and can be found easily by either DDFS, Extreme Binning or SiLo. Thus their margins, not only on deduplication throughput, but also on compression ratios, are very small, as showed in Table 1 and Figure 2 .
D. DATA READ PERFORMANCE
As analyzed before, the removal of redundant data can significantly affect data read performance. In this subsection, we will show how this data read performance is affected by different deduplication approaches. The data read performance showed here is obtained by reconstructing and reading all of the data streams that write to the storage system during our experiments. Figure 4 shows the data read performance of DDFS, Extreme Binning and SiLo for three kind of datasets. As seen from the results, Extreme Binning gets the highest data read performance, and then is SiLo followed by DDFS. This reveals that the more redundant chunks removed, the data fragmentation is more severe and less read performance will be obtained. Thus DDFS that can remove all of the existing redundant data have the worst data read performance. Moreover, by comparing their read performances and write performances, it is found that their margins on read performance is much less than that on write performance. This is because that some read buffers exists in the data reading VOLUME 5, 2017 critical path that have helped much and improved the data read performances.
E. DATA RELIABILITY
Data reliability is a very important performance metric for any kind of storage systems. But for deduplication storage system, the removal of data duplicates that makes multiple data objects sharing one data chunk significantly affects the data reliability, due to that the failure of any shared chunk would make all the related objects unavailable. As seen in our framework, the data reliability quantified by F(reliability) = 1 1−(1−p) M is determined by two items, the chunk failure rate p and the number of related segments M . The reduction of M could improve F(reliability) if p is fixed. Figure 5 shows this average number of related segments M obtained from DDFS, SiLo and Extreme Binning approaches in our experiments. As seen from the results, it is found that Extreme Binning has the highest data reliability since it has the smallest M value. While for DDFS, its data reliability is the lowest, due to that it removes all the existing redundant data that makes more segments sharing redundant chunks. SiLo, who removes less redundant data than DDFS and but more than Extreme Binning, has lower data reliability than Extreme Binning but higher than that of DDFS. 
F. RESULTS CONCLUSION
Observing the above performance results of DDFS, Extreme Binning and SiLo, it is found that all of them fit our analysis as showed in our multi-objective based Framework in Section II. The Extreme Binning approach, due to that it only finds and removes redundant chunks among highly similar data segments, has the lowest compression ratios but can obtain the highest data write performance, data read performance and data reliability. While for DDFS, it removes all the existing redundant chunks and gains the highest compression ratio but has the lowest data write performances, data read performances, and data reliability. While for SiLo, its performances are always between that of DDFS and Extreme Binning. All these experimental results verified that the removal of redundant chunks can de-linearize data placement and weakens data duplicate locality, which has negative influences on data write performance, data read performance and data reliability.
Moreover, there is an interesting result that the margin on data read performance of these three deduplication approaches is much less than that on data write performance and data reliability, due to that some read buffers in data reading critical path have helped much and effectively improved data read performance.
IV. THE MULTI-OBJECTIVE OPTIMIZATION METHODS
As seen from our proposed multi-objective based analysis framework and the experimental results obtained from DDFS, SiLo, and Extreme Binning deduplication approaches, it is found that the root cause of affecting data read performance, data write performance and data reliability is the removal of redundant data that makes multiple segments sharing redundant chunks, thus de-linearizing the data placement and weakening data duplicate locality. In this section, we propose a multi-objective based optimization method called Mopti, which targets a better tradeoff between the redundancy elimination ratio and other performance objectives. We hope that Mopti can effectively improve the data fragmentation to strength data duplicate locality, and thus get higher deduplication throughput, better data read performance and data reliability while sacrificing little compression ratio.
A. MOPTI METHOD
According to our proposed framework in Section II, the existence of the segments listed in set G is the root cause for lower data reliability, data read performance, and deduplication throughput. Mopti focuses on keeping some redundant data not removed to reduce the number of those related segments and make those segments adjacent to each other as much as possible. Furthermore, since we need to target a good tradeoff between the redundancy elimination ratio and the data read performance, data write performance and data reliability, the most important part for Mopti is to determine which redundant chunks not to be removed. Here we define a metric called Duplicate Level (i.e., dl for short) to determine this selection. Duplicate Level, showed by the following formula, measures the redundancy ratio between two data objects.
In this formula, db m and db k represents the data object m and k, |db m ∩ db k | denotes the number of the redundant chunks shared between db m and db k , and |db m ∪ db k | denotes the total number of chunks that exist in either db m or db k . For each couple of data objects, if their Duplicate Level is under a preset value α, Mopti will write their redundant chunks db m ∩ db k to disks instead of removing them, thus to reduce data fragmentation. This preset value α can be adjusted and controlled to trade off the redundancy elimination ratio and the optimization of other performance objectives for different datasets.
Due to the space restriction, we only show the core function of Mopti, while not conveying the detailed system architecture and data flow path. As a side note, Mopti can be used as a middleware for any deduplication storage systems, since it only keeps some redundant data not removed in the backend storage while not disturbing the normal deduplication process. During our experimental evaluation, we integrate Mopti into DDFS file system, by regarding each segment as the data object to calculate Duplicate Level and select the redundant chunks not to be removed. In the following sections, we will show Mopti's performance results and compare them with that of DDFS, SiLo and Extreme Binning on compression ratio, data write performance, data read performance, and data reliability, with the same datasets used in Section III. Figure 6 shows the redundancy elimination ratio of Mopti varying different α values, from 0.05 to 0.3. When α is equal to 0.05 and 0.1, Mopti can remove more than 98% redundant data for either full-set, incremental-set or one-set. But when α increases to 0.15, its redundancy elimination drops significantly. These results imply that we should set α < 0.15 for our datasets if demanding high compression ratio. Figure 7 further compares the results of Mopti with that of DDFS, SiLo and Extreme Binning by setting α = 0.1. As seen from this figure, Mopti looses some redundant data compared with DDFS, but can remove more redundant data than both SiLo and Extreme Binning for either one-set, incremental-set or full-set. This indicates that Mopti would get higher compression ratio than SiLo and Extreme Binning by setting α = 0.1 for our experimental datasets. C. DATA WRITE PERFORMANCE Figure 8 shows the deduplication throughput of Mopti varying different α Values. As seen from the results, it is found Mopti's deduplication throughput grows linearly with the increasing of α Values from 0.05 to 0.3. However, since we demand high compression ratio as described in the previous subsection, setting α with 0.1 is more reasonable for our datasets, although it will loose significantly deduplication throughput compared with other higher α values. In Figure 9 and Figure 10 , we further compare the deduplication throughput and data write performance of Mopti with that of DDFS, Mopti, SiLo and Extreme Binning by setting α = 0.1. Figure 9 shows that for One-set and Incremental-set, Mopti can get higher deduplication throughput and data write performance than that of both DDFS and SiLo, which suggests that Mopti significantly improved the data fragmentation and data duplicate locality by keeping some redundant data not removed. However, by comparing Mopti and Extreme Binning approaches, the deduplication throughput of Extreme Binning is still much higher than that of Mopti. This is because that, the Oneset and Increment-set naturally lack data duplicate locality across data objects and thus Mopti can get limited benefits to improve deduplication throughput even keeping some redundant chunks not removed. Figure 10 shows the deduplication throughput of DDFS, Mopti, SiLo and Extreme Binning for full-set. Due to the space constraint, we only show the results obtained from two members (Full-2 and Full-4)that have been used in Figure 2 where DDFS's deduplication throughput is much less than that of SiLo, ignoring the other two members (Full-1 and Full-3) where there is strong duplicate locality and DDFS can get higher deduplication throughput than SiLo. As showed in this Figure, Mopti can get higher deduplication throughput than that of both DDFS and SiLo, which is the same as that in Figure 9 for the one-set and incremental-set. Figure 11 shows the data read performance of Mopti varying different α values. As seen from the results, its read performance grows steadily with the increasing of α from 0.05 to 0.3. But as analyzed before, we should set α < 0.15 VOLUME 5, 2017 FIGURE 9. The comparison of deduplication throughput and data write performance for one-set and incremental-set. for high compression ratio. Thus in figure 9 , we only compare the results of Mopti with that of DDFS SiLo and Extreme Binning by setting α = 0.1, while ignoring other higher α values. As seen from this figure, Mopti has higher data read performance than that of DDFS. But compared with SiLo and Extrme Binning, its data read performance is still lower than that of them. However, their margin on the data read performance is much small compared that on the data write performance or compression ratio, especially for the full-set datasets as showed in Figure 12 .
B. COMPRESSION RATIO

D. DATA READ PERFORMANCE
E. DATA RELIABILITY Figure 13 shows the average number of related segments that each segment depends on (i.e., share redundant chunks) for Mopti varying different α values. This number of related segments is just the value M to measure the data reliability as quantified in our multi-objective framework(see Section II-B). As seen from our results, the number is significantly reduced when increasing α values, especially from 0.05 to 0.1. While after 0.1, it is reduced more slowly. These results convince us that α = 0.1 is the best choice for our datasets, combined with the evaluated compression ratio, data write and data read performances previously. In Figure 14 , we compare the results of Mopti with that of DDFS, SiLo and Extreme Binning by setting α = 0.1. As seen from the results, Mopti significantly reduces the average number of related segments compared with that of DDFS, and furthermore, it even has less related segments than that of SiLo. According to Formula 3, this scenario indicates that Mopti would have higher data reliability than that of DDFS and SiLo. While for Extreme Binning, due to that it only removes the redundant data among highly similar segments, its data reliability is still higher than that of Mopti, DDFS, and SiLo.
F. RESULTS CONCLUSION
Observing the above experimental results, it is found that Mopti's performances are mainly restricted and controlled by the α value. It can be adjusted to target a good tradeoff between multiple performance objectives for different datasets. In our experimental datasets, α = 0.1 is the best choice, since it can significantly improve the data write performance, data read performance and data reliability while sacrificing little compression ratio based on DDFS file system. Moreover, by setting α = 0.1, Mopti even can get higher compression ratio while still producing higher deduplication throughput and data reliability than that of SiLo. But compared with Extreme Binning, Mopti's performance results are lower than that of Extreme Binning except for compression ratio when α = 0.1. However, by narrowing the search space of redundant data, Extreme Binning's compression ratio is pretty lower than that of Mopti, especially for one-set and incremental-set.
V. RELATED WORK
Data deduplication is a lossless compression technology that has been widely used in primary [17] and secondary storage systems [18] , [19] . Due to the fact that the main task of data deduplication is to remove redundant data and the 5374 VOLUME 5, 2017 deduplication process exists in data writing critical path, most of researchers prefer focusing on how to improve compression ratio and deduplication throughput, rather than data reliability and data read performance.
A. COMPRESSION RATIO
The compression ratio varies with different deduplication approaches. The early storage systems [1] , [20] , [21] remove the redundant data at file level. Venti [22] is the first archival storage system that removes redundant data at chunk level. LBFS [23] firstly explores the variable sized chunks instead of fix-sized ones to find much more redundant data. Other methods, such as fingerdiff [24] and TTTD [25] can provide more flexibility on the variability of the chunk sizes to get higher compression ratios.
B. DEDUPLICATION THROUGHPUT
Research vendors mainly focus on alleviating disk bottleneck to improve deduplication throughput. DDFS [2] is the first system that exploits data duplicate locality to alleviate the disk bottleneck under limited RAM capacity. Other systems, such as Sparse Indexing [3] and Foundation [26] , ChunkStash [27] , and other literature [28] , also take advantage of the duplicate locality by indexing only a subset of chunks in RAM to relieve disk bottleneck. Extreme Binning [4] is a deduplication approach that exploits data similarity, rather than the data duplicate locality, to improve the deduplication throughput for low-locality workloads. SiLo [5] alleviates the disk bottleneck by exploiting both data duplicate locality and similarity that have been used in DDFS [2] and Extreme Binning [4] under limited RAM usage.
C. DATA RELIABILITY
There are a few researchers that have addressed the data reliability in deduplication storage systems. Bhagwat et al. [6] first proposes to build a deduplication archival storage system that provides high data reliability with minim data Redundancy. It chooses a replication level for every chunk and the replication level is a function of the amount of data that would be lost if the chunk were lost. R-ADMAD [7] is another effective method that packs variable-length data chunks into fixed sized objects, and exploits ECC codes to encode the objects and distributes them among storage nodes in a redundancy group, thus to improve the data reliability. Li et al. [8] have analyzed the deduplicated storage and erasure-coded storage, and further proposes a method for system designers to determine when the data deduplication will save space and also improve the data reliability by erasure-coding.
D. DATA READ PERFORMANCE
Recently, a few researchers begin to address the data read performance in deduplication storage systems. iDedup [29] is the first deduplication approach that addresses the data read latency for primary storage systems. Besides primary storage systems, the literature [9] , [10] also propose novel approaches to improve data read performance for secondary systems. Young Jin Nam et al. propose a chunk fragmentation level (i.e., CFL for short) to measure the demanded read performance in literature [9] . Kaczmarczyk et al. [9] propose a novel algorithm called context-based rewriting (CBR in short) to alleviate data fragmentation caused by in-line deduplication. In CBR algorithm, the new redundant chunks of high rewrite utility are selectively written to the disk storage and the old ones are removed to reduce data fragmentation while not losing compression ratio. HP [11] also proposes some techniques to increase restore speed for backup systems, including increasing cache size, container capping, and using a forward assembly area. HAR [12] is the latest defragmentation approach that explores the sparse containers to improve the data restore performance.
Although many deduplication approaches have been proposed to address the compression ratio, deduplication throughput, data reliability and data read performances for deduplication storage systems, there are only a few researchers that have evaluated and compared their performances under the same experimental environment. Moreover, all of the existing performance evaluations, except Fu et al. [13] , mainly focus on only the compression ratios, instead of all the four performance metrics. For example, Policroniades et al. [30] and Meister et al. [31] have experimented with various data sets to access the compression ratios with different chunking algorithm; Partho Nath et al. [32] have evaluates the usefulness of content addressable storage for high-performance data intensive applications with different chunking algorithms. The latest evaluation [33] by Microsoft has collected file system content data from 857 desktop computers and analyzed the data by using the whole-file and chunk-level redundancy elimination, and finally found that the whole-file deduplication can achieve about three quarters of the space savings compared with that of the variable chunk-level deduplication. Distinct from all of them, we focus on the deduplication process (especially the data layout), propose a reasonable analysis framework, and then evaluate the popular deduplication approaches with multiple performance objectives, including not only the compression ratio, but also the deduplication throughput, data read performance and data reliability, and further propose an optimization method to target a better tradeoff between them.
VI. CONCLUSION
Motivated by the observation that data deduplication has negative influences on data write performance, data read performance and data reliability while getting high compression ratio, we propose a multi-objective based analysis framework to quantify multiple performance metrics and evaluate the existing well-known deduplication approaches. Our analysis and experimental results clearly show that the removal of redundant chunks de-linearizes data placement and weakens duplicate locality, which significantly affects data write/read performance and data reliability. Based on these results and our proposed multi-objective framework, we then propose a multi-objective optimization method called Mopti, which focuses on keeping some redundant data not removed to alleviate data fragmentation. According to our experimental evaluation, Mopti's performances are closely related to the preset α value. α value is used to select the redundant chunks not removed and it can be adjusted for different datasets. In our experiments, by setting α = 0.1, Mopti can significantly improve the data write/read performance and reliability while at the cost of little compression ratio. 
