Abstract-In this paper we present MLTBiqCrunch, a hierarchically parallelized version of the open-source solver BiqCrunch [1] . More precisely, this version has two levels of parallelization: a coarse grain, assigning a thread to a node evaluation and a fine grain, parallelizing a node evaluation when some threads are not busy. We present experiments on some classical binary quadratic optimization problems with comparison of their scalability and raw performance. In particular, we obtain a superlinear speedup for some of the most difficult instances.
(1) where the S i 's are real symmetric n × n matrices, the s i 's are vectors in R n , and the a i 's are real numbers. Note that if all S i = 0 then one gets a 0-1 linear program. BiqCrunch requires the objective value of (1) to be integer for any feasible solution.
Many optimization problems can be stated as (1) , for further details about applications and solvers the reader is referred to [2] , [3] . A vast majority of solvers for continuous, mixed or integer problems, even to solve special cases (e.g. [4] ) or relaxations of (1) (e.g. [5] ) are multithreaded. Designing parallel versions is especially useful for Branch-and-Bound-like algorithms (e.g. [6] ), and several authors investigated sophisticated approaches to take advantage of various architectures (e.g. [7] , [8] ). Other authors proposed approaches to provide a more general framework to design such parallel Branch-and-Bound algorithms (e.g. [9] ). Some specific softwares are specialized to design this type of solvers, such as the COIN-OR HighPerformance Parallel Search Framework [10] which provides a base layer of a hierarchy consisting of implementations of various tree search algorithms for specific problem types.
BiqCrunch uses sophisticated high-quality semidefinite bounds [11] and automatically sets the tightness of its bounding procedure node by node in the search tree. Moreover, triangle inequalities are dynamically added and removed from the underlying nonlinear relaxations in order to obtain stronger bounds. A complete description of the solver is given in [1] as well as its mathematical background. The BiqCrunch website is http://lipn.univ-paris13.fr/BiqCrunch/, where the source code, numerical results for several classical combinatorial problems and related papers can be downloaded. The distribution also includes converters and heuristics for some specific problems.
The evaluation of each node can be made independently from the other ones, making BiqCrunch a good candidate for parallel computing. However, the shape of the search tree developed by the branch-and-bound procedure does not immediately extract an optimal level of parallelism.
In this paper, we propose a two-level parallel execution, mixing parallel, low-level computation kernels and task-based, coarser-grained parallelism, to adapt the degree of parallelism at each level of granularity. After a quick review of the literature on related works, we describe BiqCrunch and how it can be parallelized in section II. We evaluate the performance exhibited by each level of parallelism, and its consequence on the overall performance (including the numerical effects of the reorganization of the computation) in section III. Moreover, we compare the new parallel version with the sequential version of the solver by solving three classical NP-hard combinatorial problems (Max-Cut, Max-Independent-Set, and Max-kCluster). Last, we discuss the results and open perspectives in section IV.
II. MULTITHREADED BRANCH-AND-BOUND
The choices we made for MLTBiqCrunch are inspired by previous works. For instance, a performance comparison is available in [12] between multi-core and many-core systems by solving big optimization problems with a Branch-andBound algorithm. Another branch-and-bound implementation is described in [8] using multi-GPU systems. While the previous papers are related to multi-CPU systems on one hand and to multi-GPU systems on another hand, [13] implements a Branch-and-Bound for heterogeneous architectures (both multi-CPU systems with GPU accelerators).
Nevertheless, the solver BiqCrunch has specific characteristics and features that should be taken into account. First, it was initially designed to be used on a standard personal computer, i.e. with a limited amount of memory and up to 8 cores. Second, the nonlinear relaxations used in BiqCrunch have a higher computational cost (from several seconds to several minutes) compared to other bounds used generally in Branchand-Bound-like algorithms (such as linear programming for Proceedings of the Federated Conference on Computer Science and Information Systems pp. 445-452 DOI: 10.15439/2017F329 ISSN 2300-5963 ACSIS, Vol. 11 IEEE Catalog Number: CFP1785N-ART c 2017, PTIinstance). On the other hand, high-quality bounds are obtained here and therefore one can expect a small number of nodes to evaluate. Previous experiments with BiqCrunch2.0 show that actually, even for difficult combinatorial problems, this number is at most a few hundred. This means that the communication cost will be limited in a parallel version if the grain corresponds to one node evaluation.
However, the bounding procedure of BiqCrunch can be very fast since the quality of the relaxation is adjustable. Thus it may be hazardous to allocate many threads to evaluate a given node if other nodes are ready to be evaluated.
A. Single-threaded branch-and-bound
BiqCrunch is mainly written in C, and makes calls to Fortran libraries. The code actually makes heavy use of linear algebra functions (LAPACK [14] or the Intel Math Kernel Library (MKL)), it includes the nonlinear optimization routine L-BFGS-B [15] , [16] , and it is provided with an updated version of the branch-and-bound platform BOB [17] . Nevertheless, the current version of BiqCrunch uses only the serial features of the platform BOB (i.e. one core is used), although the latter is precisely designed to implement Branch-and-Bound-like algorithms that take advantage form the benefits of parallelism.
When branching on variable z i in problem (1), the BOB branch-and-bound platform [17] creates two new subproblems (nodes of the search tree), one where z i is fixed to 0 and the other where z i is fixed to 1. The subproblem that has the weakest bound (among all the nodes previously inserted into the global priority queue) is then selected to be the next subproblem to branch on. In the case of a tie, BOB selects the subproblem which is lower in the search tree (i.e., having the larger number of fixed variables).
At iteration k of the bounding procedure, the algorithm computes a bound F k of all the feasible solutions of the subtree, and takes advantage of the fact that the optimal value of the combinatorial problem is an integer. Hence, if F k < β k + 1, then the node of the branch-and-bound tree is pruned, where β k is the current best feasible solution (since all feasible solutions of the subproblem have an objective value no better than β k ). If this is not the case, then the branch-andbound tree needs to be explored further.
The bounding procedure of BiqCrunch enjoys some nice features. It can actually be fast to run if the node is easy to prune, but is also able to provide tighter but more expensive bounds if necessary. Moreover, it stops when it is likely that a bound which is lower than β k + 1 cannot be reached within a reasonable amount of time. The bounding procedure can be stopped anytime and will always return a valid upperbound for the problem, thanks to duality properties (see [11] ). Therefore, the computation times to evaluate the nodes are bounded, and this bound can be chosen. In addition, generic or specific heuristics take advantage of the fractional solution computed by the relaxation to build a feasible solution for the initial combinatorial problem (1), in order to try improving the current best feasible solution. This is done several times in the bounding procedure (for further details see Section 4.2. and Algorithm 3 in [1] ).
The BiqCrunch solver stores the input problem matrices in a sparse format in memory to keep its memory requirements small. Moreover the memory usage of the nonlinear optimization routine L-BFGS-B is very low and optimized. Typically, a problem with 225 variables and 32206 constraints (which involves a 226 × 226 symmetric matrix, i.e. 25425 variables, to store the underlying relaxation variables) requires at most 32 MB to be solved. In order to design a parallel version of BiqCrunch, thanks to this very limited amount of memory, allocating a private working memory space for each thread is a simple and still low-cost solution, even on a standard personal computer.
B. Multithreaded computation kernels
BiqCrunch uses linear algebra kernels intensively: in particular, profiling data showed that it spends about 60% of execution time in dsyevr, which is itself spending about 20% of the total execution time in dsytrd. Therefore, the most basic step to take advantage of multicore architectures is to use multithreaded routines. This is a fine-grain, low-level parallelism. This approach follows a fork/join model. Computation outside of the BLAS/LAPACK routines is sequential. Besides, each call to a routine has to pay the cost of spawning new threads and joining them at the end. Therefore, this parallelization model might not be sufficient.
C. Task-parallelism
We have seen in section II-A that the branch-and-bound procedure creates a tree: the branch-and-bound search tree. Each node of this tree can create (or not) subproblems. Each of these subproblems forms a node, that can be computed independently from the other ones. Compared with the approach using multithreaded computation kernels, this is a coarsergrain parallelism.
When generated, nodes of the search tree are put in a queue. When an idle thread is available, it pops a node from the queue and evaluates it. Therefore, this approach follows a task-based parallelism model. The priority system provided by BOB handles different priorities between the different nodes and, therefore, the different parallel tasks.
When the current best solution is updated (e.g. when an optimal solution is found), nodes with a evaluation which is not as good are removed from the queue by the BOB platform. Moreover, the other threads that are working may also stop their evaluation if their node can be pruned using this new bound (since the bounding procedure provides valid bounds during all the evaluation process : see remark section II-A).
At the beginning of the computation, only one node exists and therefore, only one thread is computing. As new nodes are generated, more threads can compute them in parallel. Therefore, the level of parallelism increases as nodes are generated. This approach is efficient when the problem generates A short example is given in Figure 1 . The initial node T0 generates two nodes T1 and T4. The sequential version (represented by the tree in Figure 1a ) computes the nodes in the numerical order indicated (from 1 to 9) if we assume that the value of their evaluation implies it : the branch-andbound does a best-first search, so if T2 has a better evaluation than T4, T2 will be chosen first. The optimum is found on T8 : the sequential version has already evaluated T5, T6 and T7 whereas the parallel version (Figure 1b) has not, and potentially stops the execution of T2, T3 and T9 because the best solution has been updated.
A drawback of this approach is possible load unbalance. If a node takes significantly longer than the other ones to be computed, it can delay the whole computation while the other threads are waiting for it to complete. However, in practice, this case does not happen and several mechanisms guarantee bounded evaluation times and roughly equivalent computation time (see section II-A).
D. Two-level parallelization
In order to improve the exploitation of the multiple core platform when the branch-and-bound tree has not generated enough nodes to keep them all busy, both previous approaches can be combined together in a hierarchical parallelization. The core idea is to use multiple threads to evaluate a node when threads are idle, and one thread when there are enough nodes to assign one to each thread.
A possible schedule is given by Figure 2 (note that the tasks are not necessarily related to the ones on Figure 1 ). At the beginning of the computation, only one node exists in the branch-and-bound tree. Therefore, all the threads are used to evaluate it. It generates two nodes: each of them is evaluated on two threads. These nodes generate four nodes in total, which is equal to the number of threads: each node is evaluated on a single thread. At the end, the tree narrows and only two nodes are generated, evaluated on two nodes each.
Choosing the number of threads to evaluate a node is not trivial. If some threads are idle when a node evaluation begins, later during the evaluation of this node, other nodes might be generated and need these threads to compute them. In our system, coarse-grain parallelism has a higher priority than the fine-grain one on thread occupation. Therefore, idle threads are assigned to new node evaluation rather than on multithreaded node evaluation. Various heuristics can be defined to determine the number of threads to be used to compute a given task.
III. PERFORMANCE EVALUATION
We evaluated and compared the performance of our implementation of the algorithms described in section II. In particular, we compared their scalability and raw performance. The problem instances are described thoroughly and the numerical results obtained with the current version of BiqCrunch are given on the BiqCrunch website.
A. Scalability
We limited the number of cores used by the multithreaded BiqCrunch and multithreaded BLAS in order to avoid using too many cores. In particular, if our heuristic makes BiqCrunch choose to use a number of cores for the BLAS routines such that, later, new tasks are executed and the total number of threads used exceeds the number assigned to BiqCrunch, the system limits BiqCrunch in such a way that it does not use more cores than indicated.
We used a 32-core machine that features two Intel Xeon CPU E5-2630 v3 running at 2.4 GHz and 32 GB of RAM. The machine runs a Linux 3.16.0 kernel. All the code was compiled using the GNU gfortran and gcc 4.9.2 compilers with -O3 optimization flag. We compiled the code against OpenBLAS 0.2.12 and LAPACK 3. with the source code. We modified it in order to call routines from the BLAS and LAPACK libraries installed on our system (with a wrapper to call equivalent LAPACK routines instead of the LINPACK ones).
a) Task parallelism: The performance of BiqCrunch increases when threads are added to the computation (see section III-C). We evaluated the scalability of the multithreaded computation (one thread per node of the search tree) on various problems. For instance, Figure 3 presents the scalability (Figure 3a ) and the speedup (Figure 3b ) obtained by the computation of brock-200-4, a Max-Independent Set problem with n = 200 issued from the DIMACS challenge that maximizes the total weight of the vertices in the independent set.
We can see that it scales well, up to a certain number of threads. Unlike small problems, this problem is not limited by the number of nodes in the search tree: it evaluates 185 nodes. Therefore we believe that the scalability is limited by thread management and synchronization costs.
However, this approach faces a strong limitation: in practice, some problems generate only a few nodes, or even only one. If the optimal solution is found on the first node, evaluating nodes in parallel is completely useless, because the one and only node is evaluated by one thread.
b) Multithreaded computation kernels: In order to take advantage of the multiple cores available even when the structure of the search tree does not allow enough parallel tasks (as described in section II-C), we called the BLAS routines using multiple threads. However, on small instances, experimentally, the performance is roughly the same using 1 to 10 threads. c) Hybrid parallelism: We evaluated the performance of the hybrid approach in two contexts: with a number of tasks (used to evaluate the nodes) equal to the number of cores used (a configuration similar to the one presented by Figure 2 ), and with a number of nodes smaller than the number of cores and several threads per node. The latter configuration tries to scale beyond the scalability limits of the node parallelism by assigning several threads to evaluate one node: if solving the problem scales up to 16 node evaluations in parallel, we assigned two threads per node in order to use 32 cores in total: it is a nested parallelism approach. The former uses several threads per node when some threads are idle because the search tree has not generated enough nodes to keep them busy: it is close to a greedy approach. Figure 4 presents the scalability of solving the bqp-250-6 problem (a pure binary quadratic problem with n = 250, available in the OR-library and BiqMac libraries, and used in [18] , [19] ) using half of the idle threads per node evaluation. We can see that it scales poorly. We have limited to 8 threads, since the nodes' queue list is never longer. We analyzed the execution of BiqCrunch and we noticed that, because of the asynchronous nature of the scheduling of the threads that evaluate the nodes, BiqCrunch tends to use more threads than the number of cores assigned to the computation (recall that we limited the number of cores available for each run, for fairness purpose).
In Figure 6 , we are presenting the performance obtained by the brock-200-4 problem with 2 threads per node evaluation.
We can see that it "extends" the scalability of the parallel implementation, but the overall performance is only a few percent better than with one thread per node evaluation ( Figure  3a) . It can possibly be explained by the relatively small speedup obtained by using multithreaded node evaluation in general.
In order to set the balance between the two levels of parallelism, we used performance profiles [20] . Figure 5 gives the performance profiles obtained for a set of 45 Max-k-Cluster problems with n = 100 used in several papers (e.g. [21] ) and publicly available on the BiqCrunch website. The number of threads assigned to BLAS during the node evaluation ranges from 1 (sequential BLAS) up to 8 (in this case all the nodes are evaluated sequentially and BLAS uses all the cores). If one considers a set S of problems used to benchmark the solvers, then for each problem p ∈ S, we define t min p as the minimum time required to solve p over all the solvers. Then, for each solver, we consider the performance profile function θ, which is defined as
where t p is the time required for the solver to solve problem p. The function θ is therefore a cumulative distribution function, and θ(τ ) represents the probability of the solver to solve a problem from S within a multiple τ of the minimum time required by all solvers considered. These results confirm the one obtained in Figure 6 : the best choice is to run the BLAS routines using at most two threads.
B. Numerical issues
For now, the two-level parallelism is still not fully satisfactory. We have noticed that using the current parameters (e.g. tolerance) of the linear algebra functions, the multithreaded version of BLAS tends to be numerically unstable when the underlying nonlinear relaxation is very tight (see [11] for further details about how adjusting the tightness of the relaxation). We have improved this stability by setting new values, but a lot of factors come into play here.
First, there is a "giving up" function in the bounding procedure that stops the evaluation of a node when the progress of L-BFGS is too small compared to the value of the best current feasible solution. Consequently, this can occur at a different moment of the computation if a different number of threads are allocated to the BLAS functions.
Second, the branching procedure actually depends on the fractional solution to select the variable to branch on, and these values can be slightly different when using the multithreaded version of BLAS. Nevertheless, for most problems, it must be pointed out that this second parallelization level does not improve a lot the solver performance. Indeed, the proportion of computation time during which the number of nodes in the queue is smaller than the number of threads is often negligible (except for "easy" problems). Consequently, for difficult problems (i.e. that require a large number of node evaluations), each thread will be kept busy most of the time. Hence, it is possible to avoid these issues by using only a one-level parallelization (i.e. one thread corresponds to one node evaluation). But of course, we must investigate in depth the reasons behind this numerical instability to address the problem: this is an ongoing work.
C. Performance comparison and computational results
In this section, we present computational results obtained for three classical NP-hard combinatorial problems that can be stated as 0-1 quadratic programs. All the tests are run using the same computer: a DELL T-1600 equipped with an Intel Xeon E3-1270 CPU running at 3.40GHz with 8 cores. The same parameters (see the BiqCrunch documentation) are set for both solvers except for the number of cores: BiqCrunch2.0 uses a single core and MLTBiqCrunch uses four cores (except in Figure 7 where the number of cores ranges from two to eight).
We chose instances that are not solved at the root of the search tree by BiqCrunch, and thus are relevant in our context. All the problems are publicly available and have been used by several authors [18] , [21] (see the BiqCrunch website http://lipn.univ-paris13.fr/BiqCrunch/ for further details and references).
In the Max-Independent-Set (MIS) problem (see Table I ), we are given a graph G = (V, E) with vertex weights w i , and the objective is to maximize the total weight of the vertices in an independent set (a set S of vertices having no two vertices joined by an edge in E):
In the Max-k-Cluster problem (see Tables II, III) , we are given an edge-weighted graph with n vertices and a natural number k, and the objective is to find a subgraph of k nodes having maximum total edge weight:
In the Max-Cut problem (see Tables IV, IV , VI, VII,VIII, IX), we are given an edge-weighted graph with n vertices, and the objective is to maximize the total weight of the edges between a subset of vertices and its complement:
MLTBiqCrunch is always faster and in some cases it generates fewer nodes. In some other cases (for example brock200 1) the optimal solution is found late in the traversal of the search tree; that explains the much larger number of nodes for MLTBiqCrunch. Let us to point out that solving this problem requires only 47 MB with MLTBiqCrunch. It involves 200 binary variables (20 100 for the underlying relaxations) and 5267 equality constraints.
When using MLTBiqCrunch, we have observed a superlinear speedup for several problems, especially for the most difficult instances (see Table III ). Actually, as pointed out in Section II-C, the current best feasible solution can be updated earlier (maybe several times) and therefore, fewer nodes are generated in the search tree. Moreover, since the bounding procedure can be interrupted at any time, a superlinear speedup can even occur with the same number of nodes in the search tree when several bounding procedures are stopped earlier at the same time. In Figure 7 , we illustrate the expected performance from a standard user point of view when using MLTBiqCrunch instead of BiqCrunch (the current version is BiqCrunch2.0). This figure gives the performance profiles [20] obtained for the set of problems used in Figure 5 . Obviously, increasing the number of threads improves the performance profiles of the solver. Recall that now BLAS uses at most two threads, and thus all the additional free cores are assigned to evaluate the available nodes in the queue. 
IV. CONCLUSION
In this paper, we have analyzed and compared the performance gain of two parallelization strategies for the BiqCrunch branch-and-bound solver. We have seen that a coarse-grain, task-based approach gives a satisfying speed-up, but is limited by the start-up phase of the computation, when the search tree is not wide enough to take advantage of all the available cores.
On the other hand, we have seen that a fine-grain, kernel-level parallelization is too fine-grained to give a good speed-up, even in these phases. Although the evaluation of each node is hardly data-parallel, parallelizing the evaluation of each node is an interesting approach that deserves some consideration. The bigger granularity of this approach might give better results that the one based on multithreaded computation routines, would the data dependencies allow it. Overall, the coarse-grain, node-level parallelization presents good results, with a satisfying speed-up on large problems that generate a non-trivial number of nodes. Large instances can be solved in less than an hour, which is very positive: these instances can be solved in reasonable time on a desktop workstation. Smaller instances can already be solved in reasonable time, so they are not the core target of MLTBiqCrunch, which aims at making it possible to solve 0-1 quadratic problems on mainstream desktop computers. In that sense, the multithreaded version we are presenting here fulfills this goal.
Quite surprisingly, we have noticed that the small loss of precision suffered by parallel computation routines, due to the reorganization of the computation in the kernels, can affect the branch-and-bound computation dramatically, causing a slower convergence or, more annoyingly, creating extra nodes in the search tree. The numerical stability and accuracy of the parallel computation routines is therefore of major importance. Another perspective for future works consists in exploring the gain provided by extended-precision or arbitrary-precision routines, such as MPACK [22] or xBLAS [23] .
