A border of a string is a non-empty prefix of the string that is also a suffix of the string, and a string is unbordered if it has no border. Loptev, Kucherov, and Starikovskaya [CPM '15] conjectured the following: If we pick a string of length n from a fixed alphabet uniformly at random, then the expected length of the maximal unbordered factor is n − O(1). We prove that this conjecture is true by proving that the expected value is in fact n − Θ(σ −1 ), where σ is the size of the alphabet. We discuss some of the consequences of this theorem.
Introduction
A string S is a finite sequence of n characters from an alphabet Σ of size σ. S[i, j], 1 ≤ i ≤ j ≤ n, is the sequence of characters of S starting in i and j, both indices included. We denote S[i, j] a factor of S. The factor S[1, j] is a prefix of S and S[i, n] is a suffix. A border of a string is a non-empty prefix of the string that is also a suffix of the string. If S = αβ = λα, for non-empty strings β and λ, then α is a border of S with length |α|. The maximal border of S is the longest border among all borders of S. S is unbordered if it does not have a border. The maximal unbordered factor is the longest factor that does not have a border. A string is periodic if it can be written as S = α k α ′ , where α k is the string α repeated k > 0 times and α ′ is a prefix of α.
Borders were first studied by Ehrenfeucht and Silberger [2] with emphasis on the relationship between the maximal unbordered factor of a string and its minimal period. This relationship has since received more attention in the litterature [1, 4, 5] .
Loptev, Kucherov, and Starikovskaya [10] prove that for σ ≥ 2 the expected length of the maximal unbordered factor is at least n(1−ξ(σ)·σ −4 )+ O(1), where ξ(σ) converges to 2 as σ grows. When σ ≥ 5 and n is sufficiently large this implies that the expected length of the maximal unbordered factor is at least 0.99n. Supported by experimental results, the authors of [10] conjectured that the expected length of maximal unbordered factor is n − O(1). We prove that this conjecture is true and obtain the following theorem. The problem of computing the maximal unbordered factor of a string has been studied by Loptev et al. [10] and Gawrychowski et al. [3] , who give algorithms with average-case running times O( n 2 σ 4 + n) and O(n log n), respectively. It can be decided in O(n) time if a string of length n has a border by computing the border array (also known as the failure function, made famous by the KMP pattern matching algorithm [7, 11] ). Entry i of the border array B of a string S contains the length of the maximal border of the prefix S [1, i] . If B[n] = 0 then S is unbordered. Let B j be the border array for the suffix S[j, n]. If B j [i] = 0 it means that the factor S[j, i] is unbordered. Computing B j for j = 1 . . . n and scanning these to find the maximal unborderd factor of S takes O(n 2 ) time. As mentioned in [10] , we can compute the B j 's in decreasing order of the suffix length and stop the algorithm once n − j is smaller than the currently longest unbordered factor and obtain an algorithm with average-case running time O((n − µ + 1)n) where µ is the expected length of the maximal unbordered factor. With our new bound on the expected length of the maximal unbordered factor, we therefore get the following corollary.
Corollary 1.
There is an algorithm with average-case running time O(n) that finds the maximal unbordered factor. This improves the previously best known average-case bounds for finding the maximal unbordered factor of a string.
Related work. The worst-case running time of the above mentioned algorithm is still O(n 2 ). Gawrychowski et al. [3] give an algorithm with worstcase running time O(n 1.5 ).
Holub and Shallit [6] investigated the expected length of the maximal border of a random word.
Data structures for answering a border query have also been developed. A border query takes two indices i and j and the answer is the maximal border of the factor S[i, j]. Kociumaka et al. [8] show several time-space trade-offs for this problem. For one of these, their data structure can answer border queries in O(log 1+ǫ n) time and uses O(n) space. Kociumaka et al. [9] improved this to O(1) time for answering border queries while using O(n) space.
The Proof of Theorem 1
Fix A and σ ≥ 2. Let X n be the expected length of the maximal unbordered factor of a random string of length n. We define X 0 = 0, and we let Y n = n − X n . We prove in the following that Y n ≤ c, where c is given by:
Since c ≤ 32 σ this will prove the theorem. This follows from σ ≥ 2 and the following calculation: c = 2
We will prove the claim by induction on n. By definition this is true whenever n ≤ 1. So fix some n and assume that Y m ≤ c for all m < n.
Let S be a random string of length n. Let f = f (S) be the smallest positive integer < n such that
, n] as well and f ′ < f which is impossible. Let L = L(S) be the length of the maximal unbordered factor of S. Then:
If 1 ≤ ℓ < n 2 then S[ℓ + 1, n − ℓ] is independent of the event f = ℓ, since f = ℓ is determined by S [1, ℓ] and S[n − ℓ + 1, n]. The longest unbordered factor in S[ℓ + 1, n − ℓ] is also an unbordered factor in S and hence for ℓ < n 2 :
If n is odd (2) holds for all integers ℓ ∈ 1, 2, . . . ,
. If n is even we see that if ℓ = n 2 the right hand side of (2) is 0 and hence it also holds for all integers 1, 2, . . . , . If f = 0, then S is an unbordered factor, and therefore E(L | f = 0) = n. So we can use this observation together with the inequality (2) to upper bound Y n in (1) by:
Nielsen [12] proved the following lower bound on the probability that S is unbordered. Since S is unbordered iff f = 0 we get: Theorem 2 (Nielsen [12] ).
Using Theorem 2 together with the fact that Y n−2ℓ ≤ c we get: 
Inserting (4) and (5) into (3) gives:
Y n ≤ 2σ (σ − 1) 2 + c(σ −1 + σ −2 ) = c which finishes the induction and the proof.
