We show how to construct a canonical choice of stochastic area for paths of reversible Markov processes satisfying a weak Hölder condition, and hence demonstrate that the sample paths of such processes are rough paths in the sense of Lyons. We further prove that certain polygonal approximations to these paths and their areas converge in pvariation norm. As a corollary of this result and standard properties of rough paths, we are able to provide a significant generalization of the classical result of Wong-Zakai on the approximation of solutions to stochastic differential equations. Our results allow us to construct solutions to differential equations driven by reversible Markov processes of finite p-variation with p < 4.
Introduction

Overview
Differential equations of the form dy t = f (y t ) dx t (1) arise in many areas of mathematics. Cartan development [13] , the path ordered exponential, the stochastic differential equations of Itô [12] , control theory and even the standard linear filter of engineering provide examples of this formalism. These are all dynamical systems subject to an exogenous control. As the control is not necessarily smooth, it is important to give meaning to (1) for "rough paths". Classical analysis gives (1) meaning if x has bounded variation. Itô calculus gives it meaning if x is a typical Brownian path in R d and, more generally, for almost all semi-martingale paths. In this paper we use the theory of rough paths [17] and a generalization of a theorem of Lévy to give meaning to the equation for a much wider class of Markov processes with values in R d . Suppose x t is a smooth path in a vector space V and f is a linear map from this vector space to the Lipschitz vector fields on some state space M. Observe that dx t dt is an element of V , and if v ∈ V , then f(.)v is a vector field, f(y)v is a tangent vector at y and (1) can be interpreted as the differential equation
If we reparameterise time for the path x, then this produces a solution y that is simply a reparameterisation of the original solution. This shows immediately that in some sense, the parameter t and its differential "dt" are irrelevant. In addition it demonstrates how it is unnatural to expect that the path x t should always be (piecewise) differentiable and that therefore one should be able to interpret (1) for more general paths.
The first serious extension of (1) to a class of non-differentiable paths x came in 1942-44 when Itô published [10] , [11] , papers that were to have a profound long term impact. He observed, using an integral constructed via an L 2 isometry, that (1) could be given meaning for almost every (multi-dimensional) Brownian path. That is, if W is Wiener measure on the continuous functions, then he constructed a map I f : C[0, 1] → C[0, 1] so that for W-almost every path x the identity (1) holds. He used his result to construct new stochastic processes, and in so doing immediately demonstrated existence of solutions to wide classes of elliptic and parabolic partial differential equations. For over 50 years, his work, and the work of others in this area have profoundly affected engineering and more recently the world of finance.
Brownian paths are nowhere differentiable and it has been difficult to build a bridge between the classical interpretation of (2) and the meaning given to (1) by Itô. The first step is to build a slightly different "Stratonovich" integral and differential equation. Any reasonably smooth Itô differential equation can be recast as a Stratonovich equation and vice versa. The Stratonovich differential equation, like its smooth counterpart is invariant under changes in co-ordinates. The second important bridge between the Itô-Stratonovich stochastic differential equations and classical differential equations came in work of Wong and Zakai [23] , [24] . They considered the one dimensional version of a stochastic differential equation of the form (1) and proved that if x (n) is a sequence of bounded variation paths converging uniformly to a Brownian path, x, then the solutions to the corresponding differential equations converge to the Stratonovich solution to the original stochastic differential equation. This work has been extended by Clark [4] , for the more difficult multi-dimensional Brownian case, by Stroock and Varadhan [22] , in a support theorem for SDE's and, much later, Chap. 6 of Ikeda and Watanabe [9] focused on the same issues, but in greater depth.
Despite this important bridge with classical systems there is still a significant limitation in the interpretation of (1) provided by Itô. The function I f , introduced above is only defined up to null sets of paths. It does not give an analytic interpretation of (1) for any given path x. Moreover, these methods only apply to a class of stochastic processes known as semi-martingales.
One significant attempt to provide a pathwise definition of (1) for a class of paths rich enough to encompass the SDEs of Itô can be found in [17] . In the first instance one considers the map I f as a function defined on the space S(V ) of paths of bounded variation in a Banach space V . Then [17] introduces a class of metrics on S (V ) of p-variation type (a precise definition is in Sect. 2) and proves that I f is a uniformly continuous function on bounded sets in this metric. This approach allows x to be any "rough path" in the completion of S (V ). We denote this completion by g, p (V ). 1 Classical work of Lévy explains how one can regard almost every Brownian path as an element of g, p R d for p > 2, and so gives a pathwise interpretation for stochastic differential equations driven by Brownian motion and more generally by semi-martingales. In this paper we prove that a much wider class of diffusion processes in R d can be regarded as having sample paths in g, p (R d ); in particular we have a good interpretation of (1) for these processes. This approach provides an extension of the Wong-Zakai theorem as we prove that solutions to (1) can be viewed as the limit of a Cauchy sequence of polygonal approximations. The result is striking because processes such as diffusions with paths on connected fractal subsets of R d are included and these are rather far from the semi-martingale paradigm considered by Itô. Our conclusions cannot (to our knowledge) be recovered using the usual Itô calculus methods.
Lévy also observed the convergence of the sequence obtained by taking the integral ω • dx (n) of the area form ω = x i dx j − x j dx i against the piecewise linear dyadic approximations x (n) to a Brownian path x. The resulting limit is known as the Lévy area process and can be regarded as a solution to a differential equation of the form (1) . In fact it is the antisymmetric 2 tensor component of the differential equation describing the noncommutative exponential function (4). Our main technical achievement is a generalisation of this result. We produce a Lévy area and show that it has finite p-variation for a class of reversible Markov processes satisfying a certain uniform Hölder condition.
Outline
The structure of the paper is as follows. Firstly we give an introduction to the theory of rough paths to provide the algebraic and analytic framework for our results. Then we show how to carry through the following program for constructing a canonical version of the Lévy area and higher order iterated integrals for a class of paths in R d that are rougher than Brownian motion.
1. We begin by proving the existence of a canonical area between two fixed times for paths of a reversible Markov process with suitable α-variation, where the process is started from its stationary measure. Without loss of generality, the interval can be taken to be 0, 2 −n . Our approach will be to take the dyadic polygonal approximations to the path of our process over this fixed time interval, compute the area for these approximations and then show the existence of the limit. This argument is essentially probabilistic, and exploits the reversible structure of the process and our assumptions about its sample path properties.
At the same time as we construct this area we estimate its moments. A crucial part of our argument is the forward-backward martingale argument of Lyons and Zheng [20] . 2. The next stage is to construct the area process. In other words we need to define the area simultaneously for all pairs of times s < t ∈ [0, 1] and estimate the p-variation of the resulting two time parameter process. This is an essentially deterministic argument, and can be deduced from arguments that follow from Lemma 3 of Sect. 2 of [19] . The area and its p-variation are deterministically controlled by areas and increments defined over dyadic intervals alone. These form a countable collection and, with the moment conditions, give control over the whole path segment. 3. The previous steps show that (at least when p < 3) the Markov process, when enhanced by this new stochastic area process, is a rough path in the sense of [17] . It can be approximated by smooth paths in such a way that the paths and areas converge in the appropriate p-variation sense. However, to prove the WongZakai theorem in the desired form we will need to prove that the polygonal approximations we used to construct the area over the fixed interval do actually converge in the p-variation sense along the whole interval. This follows quite easily from the work in [19] but is not stated there. The Wong-Zakai theorem can be deduced from this result using the main theorem in [17] . 4. For 3 ≤ p < 4 the construction of the area, and the estimates on its variation still hold true, however, as they stand they are not sufficient to construct a rough path, or deduce the analogue of the Wong-Zakai theorem. As the roughness of the path increases, we require an increasing but finite number of higher order iterated integrals in order to solve differential equations of the form (1). For 3 ≤ p < 4 one requires a second "area like" integral to converge 2 as well. In Sect. 5 we will show that for p < 4 the same Hölder condition that we used previously, implies the existence of the required third order iterated integral. The proof of the analogue of the Wong-Zakai theorem then follows in the same way as before.
Finally we show that the conditions for existence of area hold for Dirichlet processes, that is diffusions associated with uniformly elliptic operators in divergence form; diffusion processes on nested fractals [16] and on Sierpinski carpets [1] , [2] . We will also give an example of a non-reversible diffusion on the Sierpinski gasket for which the canonical choice of area does not exist. Finally we conclude with some open problems.
We will sometimes need arbitrary constants in the paper and use the convention that c i are constants that change though they remain fixed within a proof. For fixed constants appearing in Section n we will write c n.i
Rough paths
The algebra of iterated integrals
The solution of differential equations driven by rough paths requires the construction of iterated integrals of the driving noise. The first iterated integral is just the increment of the path. Our aim is to construct the higher order iterated integrals of a path and before we do this it will be helpful to set up some notation. Iterated integrals have a strong algebraic content and it will be important to understand this a little.
Let S be the space of finite piecewise smooth path segments {x(u)| u ∈ [0, t], x(0) = 0} in our vector space V , where we associate any path segment
There is a natural associative multiplication on S given by concatenation. Let x, y ∈ S be paths defined on [0, t], [0, s], respectively; then
defines a path in S defined on the interval [0, t + s]. We now show that there exists a natural projection of S into the free nilpotent group of step ν, a projection that respects the multiplication * .
Let T (ν) denote the truncated tensor algebra given by
with multiplication given by ⊗ with the convention that products producing tensors of degree greater than ν are zero. T (ν) is an associative algebra. We give it a Lie bracket in the canonical way by defining [x, y] = x ⊗ y − y ⊗ x. This algebra is clearly nilpotent of degree ν (nested brackets of degree greater than ν always produce zero). The sub-Lie algebra A (ν) generated by V is of particular importance. It is a graded space
where for example [V, [V, V ] ] is the linear space spanned by all Lie brackets of triples from V . Because we are in the truncated tensor algebra the exponential series always converges, and it makes sense to consider which is a finite series. Thus this series converges for any x ∈ G (ν) whose scalar component is one. The function log is then inverse to exp when restricted to G (ν) . From this we see that the correspondence between elements of G (ν) and A (ν) is one to one and that we may regard them as two different co-ordinate charts for the group. In the one chart multiplication is given by tensor multiplication, in the other by the Campbell-Baker-Hausdorff formula.
The connection between the groups we defined above and the space of paths S comes via the iterated integrals. There is a natural map of S into G (ν) . Let x ∈ S and define
where of course x r 0t ∈ V ⊗r . We may take the x r 0t , r ≤ ν together as a sequence to construct our map,
Obviously φ(x) ∈ T (ν) ; in fact it takes its values in G (ν) and the map φ is a homomorphism in the sense that
Both of these facts can easily be proved using the two elementary but key identities which together explain the significance of the iterated integrals
and the non-commutative exponential characterization:
In analogy with the argument above, it is obvious from (3) that the range of φ is closed under multiplication, and from (4) that the image of a path run backwards is the inverse of the image of the path run forwards.
The Lévy area
Initially we define the area for a path x ∈ S. 
It also depends on the inner product on the underlying space -but only in a simple fashion.
If the path x is nowhere differentiable, perhaps generated by a stochastic process, then, if the piecewise polygonal approximations to the path along the dyadic partition converge, it will be called the Lévy area. The dyadic partitions are not crucial to this result and any other geometrically increasing sequence of partitions that is deterministic and has intervals of equal length would produce the same analysis. We anticipate that the resulting area does not depend upon the particular partition but do not have a proof of this.
We can now interpret the ideas on rough paths in relation to this Lévy area. We have seen that there is a map from S into G (ν) for any ν. If we are to solve differential equations driven by the paths of a stochastic process it is clear from (4) that one must be able to construct the iterated integrals x (ν) 0,t associated to the path. The map into G (1) simply takes x to the increment x 0t = x t − x 0 = 0≤u≤t dx u and is clearly defined for all paths (and is obviously a homomorphism between concatenation of paths and addition in V ). The map into G (2) is more easily seen when we change variables to Lie co-ordinates
where A 0t = 1 2 0≤u 1 ≤u 2 ≤t dx u 1 , dx u 2 is the area determined by the path. If our path is Brownian motion, this will be the Lévy area of the path.
Thus constructing the Lévy area is equivalent to constructing, for every subsegment of the path of our stochastic process, a lift into the group G (2) and solving the exponential differential equation at least in step 2. In addition, if we can establish analytic conditions on these incremental lifts we will, by results in [17] , ensure the existence of canonical choices of lift to all G (ν) where ν > 2 providing p < 3.
The analytic conditions are expressed in terms of p-variation and we discuss here the p-variation norm for a rough path. Suppose {x t , t ∈ [0, T ]} is a piecewise smooth path in a Banach space V . It is said to have finite p-variation if
where D denotes the set of all partitions of
. We can define p-variation for a multiplicative functional (rough path)
Lie coordinates (we write X st = X t − X s for the path increment).
Definition 2.2. The p-variation distance between
, where we define
As the area is the antisymmetric part of the second iterated integral, controlling ω X0 using area is equivalent to controlling it using the second iterated integral X 2 . We can extend our definition of p-variation to multiplicative functionals in G (ν) , up to any degree ν, as
We can also write our definition of p-variation distance in Lie coordinates and state the following fact relating the p-variation in ordinary and Lie coordinates. If we define, for X,X ∈ G (ν) with constant term 1,
We say that X has finite p-
Once we have these ideas we can formulate a key result of [17] , contained in Theorem 2.2.1. Indeed it can be shown that the extension map is uniformly continuous on bounded sets. In particular if we can show that the iterated integrals for our polygonal path approximations are Cauchy in this p-variation metric, the result provides a construction of all iterated integrals of our stochastic path.
Theorem 2.3 (Exponential extension). Let x
Finally we can give a meaning to the solution of the stochastic differential equation (1) . Let X be a path which has finite p-variation for all p > ν. If there is a sequence of piecewise smooth approximations x n , to the path X, which are Cauchy in the p-variation metric involving the first [ν] iterated integrals of X, and the vector fields are Lipschitz of smoothness γ > ν, then the sequence of solutions y n to (1) is also Cauchy in the p-variation metric for the same p > ν and hence we can define the Stratonovich solution Y to the stochastic differential equation.
Existence of area
In this section and for the rest of the paper, we will assume that we have a continuous path generated by a reversible Markov process and that it lies in V = R d . We note that this path may be a function of the underlying Markov process. Now fix a time interval and consider a sequence of polygonal approximations to the path. Our aim is to show that the sequence of areas associated to these polygonal approximations converge.
Now consider a general continuous path
be the path sampled at these dyadic times. We may extend the path x n . to a piecewise linear path by interpolation:
The paths x n+1 and x n agree at the times in the partition t n . As one goes from x n to x n+1 one can associate with each linear segment of x n , two edges from x n+1 making an oriented triangle, and by considering all the intervals in t n we obtain a sequence of 2 n oriented triangles (see Fig. 1 ). If x is Markov and we define the filtration generated by the n-th approximation,
then we note that the triangles are independent random variables given F n . Now fix attention on the path {x t ; t ∈ [0, T ]} and let A n = A 0T (x n ) be the area generated by the n-th successive approximation to the path. We study the convergence of A n . Now A 0 = 0, and
) is the sum of the areas in the 2 n triangles mentioned above and illustrated in the schematic picture shown as Fig. 1 .
Our aim is to show that the limit of
as k → ∞, exists. A naive approach to the construction of the area would be to compute the area of each triangle and then add them all together. This would fail if the path were Brownian -in the sense that the sum is not absolutely convergent. However, it is obvious from reflection symmetry that in the Brownian case the elements
(x n+1 )|F n = 0 and thus A n is an F n martingale.
Convergence of the area then follows easily as the bracket process is seen to converge very rapidly indeed. It seems essential to the argument that one uses some cancelation, and we observe in this paper that, in the case where x is Markov, reversibility seems to be the key. Assumption 3.1. Assume the path x is generated by a continuous reversible Markov process {X t ; t ∈ (0, T ]}, started from a finite stationary measure µ which we take to have mass one 3 , on a probability space ( , G, P).
We now make the assumption that the β moments of the increments of the process are controlled.
Assumption 3.2. There exist constants α < 4 and c
We denote by E x the expectation of the process started from a point x and hence this assumption is a uniform Hölder condition on the paths. We will see that this implies that our path has finite p-variation for all p > α. These two assumptions will be assumed until Sect. 6, where we will show that they hold for a variety of examples. Our main theorem in this section is the following. (5)) and there are constants c 3.2 (β) such that for all β ≥ 1,
We prove this result through several preliminary lemmas. Consider the following filtrations
determined by the path run forward in time and the path run backward in time respectively. Firstly, in the spirit of [20] , we show that there is a forward-backward martingale decomposition for functions of reversible Markov processes. Let π(x, y) denote a path from x to y.
we have a forward-backward martingale decomposition,
where the martingales are given by
Proof. By the definition of the function ψ, we have that for any path X, and any n,
The process is started from its stationary measure and hence the path {X t ; t ∈ [0, T ]}, observed going forwards or backwards from a particular point X t n i , satisfies
By (8) , using the usual Doob-Meyer decomposition for the forward and the backward processes, we obtain the forward and backward martingales M n ,M n . We include the final two terms in (7) to cater for the discrepancies at the beginning and end of the path.
The existence of area will be established by showing the existence of the limit in (5) . As the area formed by a curve depends on orientation, we see that the area generated by the path traversed backwards is just the negative of the area generated by the path traversed forwards. Thus, if we define
then we can write
and apply the lemma. Now we make the simple geometric observation that the area of a triangle, A t n i t n i+1 (x n+1 ) is bounded above by the product of the lengths of the vectors which define it, 
Proof. By (9), we can bound the random variable |A t n i t n i+1 (x n+1 )| by the product of the lengths of the increments of the path x n+1 .
Now apply Cauchy-Schwarz and our hypothesis on the increments,
as desired.
Proof of Theorem. In order to prove that, in (5), the limit A m exists as m → ∞ we will show that it has finite mean. For this we need to control the brackets of the martingales in the forward-backward martingale decomposition (7). The bracket processes are given by
and
Using the fact that
Lemma 3.5 and (9), we have pathwise control on the bracket of the forward martingale, as
Taking expectations we have
We now need to show that we can add up each estimate for the area and keep control on the whole sum,
We do this by establishing that the moments of each of the four sums is finite. The L β ( , P) norm of the area is estimated by
For the forward martingale we use Burkholder's inequality and (12) to show, provided β ≥ 2,
Then, for α < 4, we have
This is finite and decays exponentially quickly giving the almost sure existence as well.
The same approach shows that the backward martingale part is also well behaved. We can also control the correction terms using the estimate obtained in (10) . For the first backward term n E A t n 2 n t n
and similarly for the first forward term.
Thus we have that all the sums are convergent and we have the almost sure existence of A 0T . Replacing the terms in (14) to see that A β ≤ c 10 T 2/α , and using monotonicity of the norm, gives the required moment estimate.
Recall that A n 0T is the area of the piecewise polygonal path x n . From the above results we can easily deduce a moment estimate on the rate of convergence of these approximating sums. 
Area between an arbitrary pair of times and finite p-variation
We have proved the existence of an area random variable for a fixed pair of times. We now wish to establish the existence and continuity of a two parameter 2-tensor valued process A st , which we will call the area process for a path of our underlying continuous process {X t : t ∈ [0, T ]}. In order to be able to establish convergence results we will establish that X st = (X st , A st ) has finite p-variation for suitable p. We will follow the same approach as that used in [8] , Sect. 4, but remark that, in common with [19] , there is less work to be done as we have the area between any pair of dyadic times. Our aim is to construct the area process and control its p-variation using dyadic intervals. First we fix an interval [s, t] and define inductively, a series of disjoint dyadic intervals as follows. Let n 0 be the first integer such that there exists a k ∈ Z such that
and define I 0 = k2 −n 0 , (k + 1) 2 −n 0 . For n > 0 define I n to be the unique dyadic interval of length 2 −(n 0 +n) to the right of ∪ i<n I i , if it is contained in [s, t] , and the singleton
if it is not. Define I n for n < 0 in a similar way to be the intervals on the left. We use this dyadic division to define the rough path for any pair of times s, t. As the path is an element in G (ν) we can write
Clearly the series is eventually constant if s and t are dyadic, and so by the multiplicative property of X gives a compatible definition for those times. We will state our results in some generality and for the next result regard X = (1, X 1 , X 2 , . . . ) as an element of the full tensor algebra. Now observe that for n > 0,
We will write
where γ > p − 1, as this will be useful for the dyadic control on the p-variation of the r-th component of X. We will abuse this notation slightly and write, for the area (the antisymmetric part of X 2 ),
Lemma 4.1. There exists a universal constant c 4.1 , depending on p, such that for a γ > p − 1,
Proof. For the case of ω(0, 1) with ν = 2, this is equation (2) of [19] . We extend this result to ω XX (0, 1) for any finite ν. In order to deal with higher order terms we will make use of the non-commutative identity
for any sequences {a i }, {b i }, where we define 
Now apply (17) to the terms in (18), 
Using this twice we have
Thus the variation over any interval can be expressed in terms of the variation over dyadics.
Consider an arbitrary partition. Firstly we use Hölder's inequality for the product of k terms and then sum over all disjoint dyadic intervals to estimate the p-variation, 
By the definition of η we have the desired result.
Corollary 4.2. There exists a constant c 4.2 such that for all p
Proof. Rewriting Lemma 4.1 withX = 0, we have
Now observe that if
and apply this to get the result.
We now move to Lie coordinates and ν = 2.
Theorem 4.3. The pair (X t , A st ), of the path and its area process, have finite p-variation for all p > α, P-a.s.
Proof. From our Assumption 3.2, we have
and using the moment estimates of Theorem 3.3, we have
Hence, using the Corollary 4.2, we can estimate the expectation of ω(0, T ),
The right hand side is easily seen to be finite almost surely, for all p > α. We have simultaneously proved the existence and finite p-variation of the path (X, A). It is clear that it satisfies the algebraic relation of a multiplicative functional since it must do so at every basic time pair and they are dense on the line. We have completed the proof of the theorem. Proof. We use Lemma 4.1 with the approximating sequence x m ,
We consider the terms separately and, noting that x m = 0 for n ≥ m, we have
We can take expectations and use Cauchy-Schwarz to control the cross term,
Using this, our moment assumptions and Corollary 3.6,
Observing that Eη(
where the constants depend upon p, α and require α < p ≤ 4. If α < 4 < p we have the estimate
Thus we have exponential control on the moments and a routine Borel-Cantelli argument shows that, in the case where p ≤ 4,
There is a similar result for the case when p > 4. Thus we have established the convergence in p-variation for all p > α.
Finally we can state a version of the Wong-Zakai theorem for our reversible Markov processes. 
Higher order iterated integrals
Consider now the case where the sample paths of our process have a Hölder continuity of order at most 1/3. In order to use the results of [17] to solve differential equations along the sample paths of these Markov processes it is sufficient to find a canonical construction, valid for every path, for a third iterated integral satisfying the appropriate algebraic and analytic properties. We will discuss two natural approaches to this problem. The most direct method is to exploit the existence of the area process we have already constructed. The argument is analytically robust and would work for other choices of the area in addition to the canonical one we have introduced. We will prove that the solutions to the differential equations obtained by taking helical approximations on our dyadic partitions, chosen so that the curves over the time intervals k2 −n , (k + 1) 2 −n have the same increment and area as the restriction of the underlying stochastic path to the same interval, converge. Then we will consider the case where we construct the third order term just using the polygonal paths, without knowledge of the exact area process as constructed in the previous section.
In order to give the extension of the Wong-Zakai theorem to the third order case we need convergence of the approximations. We will be able to show that if we take either approach and compute the third iterated integrals of these approximations, then these will converge in the p-variation sense required for continuity of the solutions to the differential equations.
Constructing the third order term, approach one
Our first approach is quite close to the original argument of [17] used in proving Theorem 2.3. The key point is that we do not try to show that the polygonal approximations converge with their iterated integrals of degree up to three. Rather we use the existence of the Lévy area and the reversibility to construct the third iterated integral directly.
In order to compute the third order iterated integral we follow the same approach as for the area; decompose the time interval at dyadic times and consider a limit of products in T (3) , the enveloping algebra. For a dissection D we use our knowledge of the path and its area to define
where we take the obvious inclusion (not Lie!) of A (2) ⊂ A (3) to place the product in T (3) . Recall that we used the notation t n for the dyadic partition. Our aim will be to show that for these t n , the products x . First we consider this set of times to be fixed and construct the third order term as a sum in the same way as the area (5),
From the Campbell-Baker-Hausdorff formula and (21), the term B t n
) is given by
Note that all terms are third order and we can bound them above by 
Proof. In order to demonstrate the existence of the third order iterated integral for a fixed pair of times we follow the same reasoning as for the area and show that the limit of B m as m → ∞ has finite mean. Let
in (23) we see that it changes sign as the path is reversed. This, combined with the reversibility of the path, allows us to apply Lemma 3.4 to get the forward-backward martingale decomposition
where the forward martingale is defined to be
and the backward martingale is defined similarly, where the filtrations are those given in (6). We can then establish
following the proof of Lemma 3.5, using (24), Cauchy-Schwarz, the moment assumption on the increments and the moment estimate for the area process. The next step is to estimate the brackets of the martingales and this is done in the same way as in the derivation of (12) . We get pathwise control on the first term in (26) and use (27) to estimate the second. Taking expectations gives
Thus we can control the forward and backward martingales provided α > 6. Now we can let m → ∞ in (22) and see that the mean of the sum for the third order term will converge, to establish the existence, provided α < 6. The moment estimate will follow in exactly the same way.
In Sect. 3 we showed that, with probability one, the dyadic polygonal approximation to our path, when enhanced with its natural area process as in Definition 2.1, converges in p-variation. In analogy with our definition of canonical area for a piecewise smooth path we can define an n-th order canonical iterated integral for a piecewise smooth path. It is natural to ask if there is a similar theorem here. In other words we would like to identify a sequence of piecewise smooth paths x m , with the same increment and area over the intervals [t n i , t n i+1 ], as our path (X, A) constructed above, which converges in p-variation to (X, A, B) .
The first point is to identify a sensible replacement for linear interpolation as straight line segments have no area. The appropriate quantity is a helix, t , defined by
if the dimension is odd. In general, any curve is a helix if it can be isometrically embedded as a segment of t for suitable choices of a i , r i . The a i are the angular velocities and the r i are the radii associated with the helix. It is an elementary piece of linear algebra that a helix with given increment and area always exists, indeed there are infinitely many but at most d have minimal length and generically the one of minimal length is unique. We will use these helical segments to interpolate and produce a piecewise smooth path with given increment and area over the intervals [t
In order to prove that the approximating paths converge to the limit path in p-variation we need to control the p-variation of rough paths up to the third order term. For the third order case the p-variation of our path X in Lie coordinates is
From Corollary 4.2, we can control it using the values at the dyadics of the iterated integrals up to order 3,
By taking expectations in (28), substituting our moment estimates and applying Borel-Cantelli, we have the following. 
Now writing out the control on the third term and using the fact that
From the relationship between the two coordinate charts for the group we can write
If we combine this with (29), take expectations and apply Hölders inequality we have
Using the fact that there are constants such that Eη(X; 1, p) ≤ c 6 and Eη(X; 2, p) ≤ c 7 , we see that it is enough to show the convergence of the terms η(X − x m ; 1, p), η(A − A m ; 2, p) and η(B − B m ; 3, p). Firstly, observe that as the path and its dyadic approximation are equal at the dyadic time points, we can write
and similarly
The third order term is different as we have to take account of the initial terms
Constructing the third order term, approach two
Thus far we have constructed the third order term, given that we already have the Lévy area process itself. In this section we will consider the question of constructing the third order term given that we only have the polygonal approximations to the path. In this situation we will not be able to add up the separate pieces, there will be a contribution to the third order iterated integral from pieces of the path outside the particular increment. However, we will see that this new piece will still undergo a change of sign as the path is reversed and hence we will be able to apply the forward-backward martingale decomposition to prove the existence of this part of the third iterated integral. As the techniques used here are essentially the same as in the previous section we will omit detailed proofs. We consider building our polygonal approximations to the path by considering a particular dyadic interval [t n i , t n i+1 ] in the interval [0, T ]. We determine the effect on the rough path at level 3 of the polygonal approximation over this interval by comparing the second and third order terms for the path in that interval with the full path in T (3) , log(e
+A t n i t n i+1
, x t n i+1 T ]). Thus the second order term required is the area, which we saw how to compute in the previous sections. The third order term is composed of two parts. There is our third order term B t n i t n i+1 , defined on the increment, and a new third order term, generated by terms outside of the increment, given bŷ
].
In approach one we have seen how to construct the third order term B t n i t n i+1 . Observing that the area of a line segment is 0 we have, from (23) , that for purely polygonal paths,
,
We now need to ensure that the other component of the third order term, constructed from pieces of path outside the increment, is also well behaved. The piece we need isB 0T (X ) which we obtain as the limit as m → ∞ of
If we run the path backward, then both increment and area are reversed in sign and hence the termB t n i t n i+1 (x n+1 ) = −B t n i t n i+1 (x n+1 ). Thus this function of the path segment satisfies the conditions needed to apply our forward-backward martingale decomposition, Lemma 3.4. From the definition of the new piece of the third iterated integral we have that there exists a constant c 5.3 such that
We can control both the global and local parts of this expression with our assumption on the Hölder continuity and hence we can construct a canonical choice of third order iterated integral from the polygonal approximations to the path. 
Using the same approach as above we can combine the above results to establish our final result. Note that the rate of convergence in the two approaches differs. As can be seen from the calculations, for the second approach we have for α < p ≤ 4,
Examples and open problems
We illustrate our results by considering some examples. When we can construct the stochastic area process, or, if necessary, the third order iterated integral process, we can make sense of differential equations driven by the path of our reversible Markov process. This allows us to solve differential equations driven by processes which are not necessarily semi-martingales. In particular we can consider paths which arise from divergence form operators or diffusion processes on such fractals as the Sierpinski carpet.
Elliptic operators
We assume that the diffusion is generated by a second order elliptic operator in divergence form. Let U ⊂ R d be open, and take a symmetric matrix a i j which is positive definite and has a i j , (∂/∂x i )a i j ∈ L 2 loc (U, dx) for 1 ≤ i, j ≤ d (where we interpret the derivative in the sense of Schwarz distributions). Define the operator L on L 2 (U, dx) by
There is a Dirichlet form (E,
The Dirichlet form is local and regular and by the theory of Dirichlet forms, there is an associated continuous Hunt process X = {X t ; t ≥ 0} on U. There is also a continuous heat kernel which enables us to define the Hunt process started from every point. This process is reversible and Markov and hence we can apply our results if there is a uniform Hölder condition on the paths. By standard results, such as Aronson's heat kernel bounds, we have that there exist constants c 6.
and hence there is an area process associated with the path.
Brownian motion on nested fractals
The first fractal to have a Brownian motion defined was the Sierpinski gasket. The construction of the process was facilitated by the finite ramification of the fractal, that any connected subset of the fractal can be disconnected from the rest of the fractal by the removal of only a finite number of points. Nested fractals were proposed in [16] in order to define a class of fractals with the property of finite ramification, symmetry and exact self-similarity. Lindstrøm was able to prove the existence of a Brownian motion on these sets. They are defined as fixed points of a family of similitudes. For α > 1, an α-similitude is a map ψ :
where U is a unitary, linear map and
, and let n (B) = • · · · • (B). The map , on the set of compact subsets of R d , has a unique non-void fixed point F, which is a self-similar set satisfying F = (F).
Let F be the set of fixed points of the mappings ψ i , 1 ≤ i ≤ m. A point x ∈ F is called an essential fixed point if there exist i, j ∈ {1, . . . , m}, i = j and y ∈ F such that ψ i (x) = ψ j (y). We write F 0 for the set of essential fixed points. Now define
We will call the set ψ i 1 ,...,i n (F 0 ) an n-cell. The lattice of fixed points F n is defined by F n = n (F 0 ), and the set F can be recovered from the essential fixed points by setting F = cl(∪ ∞ n=0 F n ). We can now define a nested fractal as follows. The existence of a continuous strong Markov process, X = {X t ; t ≥ 0}, reversible with respect to the Hausdorff measure on the fractal, was proved via Brouwer's fixed point theorem in [16] . Recently the uniqueness of this process has been demonstrated in [21] . The transition density estimates for these fractals were established in [14] .
From [14] 
The exponent for the Hölder continuity is given by d w , an exponent called the walk dimension for the fractal satisfying d w > 2. Hence we can construct the area process for diffusion processes on nested fractals for which d w < 4 and, in the case where 3 ≤ d w < 4, we can construct the third order iterated integral and thus give a meaning to differential equations driven by these processes provided that d w < 4. It is also straightforward to extend this to affine nested fractals as defined in [7] . Note that these results cover those obtained in [8] for the Sierpinski gasket. If we consider the d-dimensional Sierpinski gasket, formed from d + 1, d-dimensional tetrahedra, then the walk dimension can be computed and is given by d w = log (d + 3)/ log 2. Thus for 2 ≤ d < 5 we have 2 < d w < 3, and we can construct the area and solve differential equations. If 5 ≤ d < 13 we have 3 ≤ d w < 4 and we need to construct the third order iterated integral. In the case where d ≥ 13 our technique does not allow us to construct a canonical choice of area.
Sierpinski carpets
We consider a further class of fractals which do not have the property of finite ramification. These are Sierpinski carpets as considered in [1] , [2] , [3] . We take the unit cube F 0 in dimension d > 1 and take a suitable family of similitudes ψ = {ψ i ; 1 ≤ i ≤ N}. We define the map = ∪ N i=1 ψ i . Let F n = n (F 0 ) denote the n − th approximation to the Sierpinski carpet, then the carpet E, the fixed point of the set of similitudes, is given by E = ∩F n = (E).
We call E a generalized Sierpinski carpet if it satisfies the following. The recent results of [3] show how to construct a Brownian motion on the generalized Sierpinski carpet in any dimension. Estimates on the heat kernel for the resulting process are also obtained which give the uniform Hölder condition in terms of a walk dimension, d w . This is the same bound as in (32), however there is no explicit expression for the walk dimension. As in the case of nested fractals it is possible for the carpet to have walk dimension satisfying 3 ≤ d w < 4, where we need to consider the third iterated integral. It is also possible to have d w ≥ 4, in which case we do not know how to make a canonical choice of area. Thus we can solve Stratonovich stochastic differential equations driven by the paths of diffusions on generalized Sierpinski carpets with d w < 4.
Non-existence of the canonical area
We conclude with an example which demonstrates that it may not be possible to find a canonical choice of area for diffusions with a Hölder condition, if they are not reversible. For this we consider a class of non-reversible processes on the Sierpinski gasket, called p-stream diffusions, constructed by Kumagai [15] . The diffusion process is constructed as a limit of random walks, where the walks have a preferred direction of rotation around the Sierpinski gasket. Consider the random walk on the lattice approximation to the Sierpinski gasket and allow it to make transitions in a clockwise direction with probability p 2 on the outer edge and p(1 − p) toward the centre. In the anticlockwise direction we allow it to move to the centre with probability p(1 − p) otherwise (1 − p) 2 . The time scaling factor required to rescale the random walks can be calculated and is given by τ p = 2(1 + p(1 − p))/(1 − 2 p (1 − p) ). It is known that the resulting diffusion is not symmetric for p = 1/2 and has paths with d w = log τ p / log 2 variation. Note that for p = 1/2 we obtain the usual Brownian motion on the Sierpinski gasket, for p = (1 + 1/ √ 5)/2, we have τ p = 4 and d w = 2 and for p = 1 we have τ p = 2 and, if we start from the origin, the process is uniform clockwise motion around the outer triangle.
A description of the length of a path which crosses the unit triangle can be provided by a multitype branching process. As in [8] , the growth rate of the area can be calculated as the new levels of random walk path are added. A careful analysis of this process shows that our canonical area does not exist for the pstream diffusion in the case where the walk dimension d w ≥ 2. For the case where d w < 2 we can construct the area from the path itself in a deterministic way.
