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Mechanical and chemical equilibrium in mixtures of active spherical particles:
predicting phase behaviour from bulk properties alone
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We study the phase coexistence of mixtures of active particles using Brownian dynamics simula-
tions. We measure the pressure and the compositions of liquid-gas coexistences and show that they
collapse in the pressure-composition plane onto a single binodal in the phase diagram. This confirms
that the two phases are in mechanical equilibrium. Additionally, we demonstrate that the coexisting
phases are in chemical equilibrium by bringing each phase into contact with particle reservoirs, and
showing that for each species these reservoirs are characterized by the same density in both phases.
Hence, we show explicitly that the phase separation is governed by bulk properties. Lastly, we
show that phase coexistences can be predicted quantitatively for torque-free active systems simply
by measuring these bulk properties - the same as in equilibrium.
Recent experimental realizations of “active” colloidal
particles, i.e. colloidal particles that self-propel, have
opened the door to exploiting active building blocks in
new colloidal systems (see e.g. [1–4]). These active par-
ticles incessantly convert energy into self-propulsion and,
as such, systems containing active particles are inherently
out-of-equilibrium.
Intriguingly, while active systems often exhibit be-
haviour fully prohibited in equilibrium systems, such as
gas-liquid phase separation in purely repulsive systems
(see e.g. [5, 6]) and symmetry-breaking motion [7, 8],
the steady-state behaviour of active systems can often
be summarized by phase diagrams similar to their pas-
sive counterparts, i.e. consisting of single-phase regions
and coexistence regions where the lever rule holds. For
instance, fairly classic phase diagrams have recently been
observed in the attraction-induced liquid-gas phase co-
existence of active Lennard-Jones particles [9, 10], the
motility-induced phase separation observed in repulsive,
self-propelled spheres [5], and even squares [11], as well
as binary mixtures [12]. In equilibrium, phase bound-
aries and coexistences are inherently tied to bulk thermo-
dynamic properties. Since coexisting phases have equal
pressures and equal chemical potentials, the bulk prop-
erties of the individual phases provide a direct route to
predicting phase coexistences - a strategy commonly used
to draw phase diagrams. However, for active particles no
such rules exist and it remains an open question whether
their phase behavior can be predicted from bulk (ther-
modynamic) quantities. In other words, is it possible to
determine whether two phases of active particles coexist
purely by measuring their bulk properties?
Perhaps the most studied bulk property in active sys-
tem is the pressure [13–19]. Recently, Solon and cowork-
ers [13, 15] have shown that there is a well-defined
equation of state for torque-free, self-propelled particles.
Specifically, for this class of active particles the pressure
is purely a function of the bulk density. In this Letter,
we take this as a starting point and explore the phase be-
haviour of an out-of-equilibrium mixture of passive and
active attractive particles, and an active-active mixture
of purely repulsive particles. Using computer simula-
tions, we show that, similar to equilibrium, the phase
behaviour of these binary mixtures collapses onto a single
binodal. Moreover, we demonstrate that the coexisting
phases are in chemical equilibrium by bringing each phase
into contact with particle reservoirs, and showing that
for each species these reservoirs are characterized by the
same density in both phases. Hence, we show explicitly
that the phase coexistence is governed by bulk proper-
ties, which are the pressure and a chemical potential-like
bulk variable for each individual species, as represented
by the reservoir density. Note that this has been assumed
in several approximate theoretical treatments (see e.g.
[20–24]). However, to date, no simulations have directly
addressed this question, nor verified the existence of a
chemical potential-like variable. Furthermore, using the
requirement of three sets of equal thermodynamic poten-
tials we predict phase coexistences for a torque-free active
system simply by measuring bulk properties.
We start this study by looking at three-dimensional
systems ofN spherical particles that interact via the well-
known Lennard-Jones potential:
βU(r) = 4βLJ
((σ
r
)12
−
(σ
r
)6)
(1)
truncated and shifted at rc with σ the particle diameter,
βLJ the energy scale, and β = 1/kBT , where kB is the
Boltzmann constant and T is the temperature. Out of
the N particles, we “activate” a subset of Na particles
by introducing a constant self-propulsion force fa along
the self-propulsion axis uˆi. We denote the fraction of
active particles by x = Na/N . The system is simulated
using overdamped Brownian dynamics. Specifically, the
equations of motion for particle i are:
r˙i(t) = βD0 [−∇iU(t) + fiuˆi(t)] +
√
2D0ξi(t) (2)
˙ˆui(t) =
√
2Druˆi(t)× ηi(t), (3)
where ξi(t) and ηi(t) are stochastic noise terms with zero
mean and unit variance. Note that for passive particles
fi = 0, and for active particles fi = fa. The transla-
tional diffusion coefficient D0 and the rotational diffusion
ar
X
iv
:1
60
9.
03
86
7v
2 
 [c
on
d-
ma
t.s
of
t] 
 5 
M
ar 
20
17
2(a)
−50 0 50
z/σ
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
(b) ρσ3
x
βPNσ
3
FIG. 1: (a) Liquid-gas coexistence of an active-passive mix-
ture with an overall active fraction x = 0.22 at an overall den-
sity ρσ3 = 0.20. For the active particles the self-propulsion
force equals fa = 10kBT/σ. (b) The corresponding density,
composition, and pressure profile along the long direction z
of the box. The system contains N = 8192 particles.
constant Dr are linked via the Stokes-Einstein relation
Dr = 3D0/σ
2. We measure time in units of the short-
time diffusion τ = σ2/D0. Note that we define the total
density of the system ρ = N/V , where V is the volume
of the system. Moreover, we define the partial active and
passive densities ρa = xρ and ρp = (1−x)ρ, respectively.
To start our investigation we construct a liquid-gas
coexistence in an active-passive mixture, in the regime
where the system phase separates due to attractions [9].
To this end, we set the interaction cutoff radius rc = 2.5σ
and the energy scale βLJ = 1.2, which for a purely pas-
sive system (x = 0) results in a well-characterized liquid-
gas coexistence at intermediate densities [25]. In the fol-
lowing we fix the self-propulsion force fa = 10kBT/σ for
all active particles, and perform simulations for a range of
values of the active fraction x and overall system density
ρ in an elongated simulation box. For more simulation
details we refer to the Supplementary Materials (SM)
[26].
In Figure 1(a), we show a typical snapshot of an active-
passive mixture exhibiting a liquid-gas coexistence. Here,
the active and passive particles are plotted as red and
blue, respectively. In Figure 1(b), we plot the corre-
sponding density ρ(z), active particle fraction x(z), and
the normal pressure PN (z) along the long axis of the box.
The expression and derivation of the normal pressure can
be found in the SM [26], where we have used methods
presented in Refs. 27–29. Note that in the bulk regime
of either phase, this normal pressure PN will be equal to
the bulk pressure P of the phase in question. Figure 1(b)
shows that, in this case, the system exhibits a gas-liquid
coexistence with the gas characterized by density ρG and
composition xG, and the liquid characterized by density
ρL and composition xL. We always find the gas phase
to be more rich in active particles, which is reminiscent
of segregation phenomena seen in other studies of active
mixtures [30, 31]. Note that in all of our simulations, the
pressure is the same in both coexisting phases indicating
that the system is in mechanical equilibrium.
Using composition and pressure profiles, similar to
those shown in Figure 1(b), we map out the coexist-
ing compositions and pressures of our active-passive mix-
tures, for a wide range of overall system densities ρ and
compositions x. The results are plotted in Figure 2(a).
Similar to passive systems, we find that the phase be-
haviour collapses in this representation, i.e. the lever
rule holds within the coexistence region.
The validity of the lever rule is also evident when plot-
ting the phase diagram in the active density - passive den-
sity (ρa-ρp) representation, as shown Figure 2(b). This
is consistent with the recent simulation results of Ref.
12 where they summarized the phase behaviour of a dif-
ferent active-passive mixture in the ρa-ρp representation.
We also investigate the pressure dependence of the par-
tial densities of each species in the coexisting liquid and
gas phases. In Figure 2(c) we plot these partial densities
ργi vs. pressure P with i denoting the species (active or
passive) and γ denoting the phase (liquid(L) or gas(G)).
Interestingly, we find that in the gas phase, the partial
densities of the active and passive species are approxi-
mately the same along the entire coexistence curve.
Our results so far clearly demonstrate that the pressure
is a key variable in controlling phase coexistences in our
active-passive mixture: all phase coexistences are charac-
terized by equal bulk pressures in the two phases. How-
ever, phase coexistence in an equilibrium binary system
requires not only equal pressures between the two phases,
but also equal chemical potentials for both species. This
raises the question whether we can identify bulk proper-
ties analogous to the chemical potential in active-passive
mixtures which similarly control the phase coexistence.
The standard method for showing chemical equilib-
rium in passive systems is to measure the chemical po-
tential in both phases, for both species. For a pas-
sive system, this can be done in a number of different
ways depending on the exact circumstance - ranging from
e.g. grand canonical simulations to thermodynamic in-
tegration [32]. However, for active systems the situation
is much more complex and currently there is no well-
established method to measure the chemical potential.
To avoid this issue, we go back to more basic definitions
of the chemical potential. In a textbook derivation of the
chemical potential, one typically attaches the system in
question to a large particle reservoir, and allows the par-
ticles of a given species to travel between the subsystem
in question, and the particle reservoir. The subsystem is
then in a grand-canonical (µV T ) ensemble, with µ set by
the chemical potential of the reservoir. Hence, if two sys-
tems have the same chemical potential, one must be able
to connect them to the same particle reservoir, i.e. one
with the same particle density. Here, we follow a similar
procedure with our simulations. Specifically, we select
a binary gas and liquid that coexist, and connect them
to particle reservoirs that only contain a single species.
Note that in total we will need four simulations per coex-
istence point, namely: the gas in contact with a passive
particle reservoir, the gas in contact with an active parti-
cle reservoir, the liquid in contact with a passive particle
reservoir, and the liquid in contact with an active par-
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FIG. 2: (a) Phase diagram of the Lennard-Jones active-passive mixture in the P -x representation. (b) The same phase diagram
in the ρa-ρp representation. (c) Coexistence lines in the P -ρa and P -ρp representations.
(a)
(c)
(b)
(d)
Reservoir Bulk Reservoir
Reservoir Bulk Reservoir
−40 −20 0 20 40
z/σ
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
(e)
xL
ρLσ3
−40 −20 0 20 40
z/σ
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
(f)
xG
ρGσ3
FIG. 3: (a) The gas in contact with a passive particle reservoir. (b) The gas in contact with an active particle reservoir. (c)
The liquid in contact with a passive particle reservoir. (d) The liquid in contact with an active particle reservoir. Note that the
reservoirs associated with the gas (a,b) and liquid (c,d) phase have different cross-sections, making the reservoir densities in
(a,b) seem a lot higher compared to those in (c,d) – even though they are equal. (e,f) Density and composition profiles of the
liquid (e) and gas (f) in contact with a passive reservoir. The partial densities of the binary phases were chosen to correspond to
the coexistence at pressure βPσ3 = 0.34. Note that some active particles adsorb at the wall. We thus exclude these interfacial
regions (shaded areas) in the determination of the bulk density and composition, as well as in the determination of the reservoir
density.
ticle reservoir. The goal will be to determine whether
the active (and passive) reservoirs associated with the
coexisting phases are the same. If they are, then we can
infer that there exists a chemical potential-like variable
that governs the coexistence. Note that this method re-
lies on the system being multicomponent, as for a single-
component system, the reservoir and the system in this
method would be by definition identical.
To this end, we divide our simulation box into two sec-
tions, one which contains the “bulk” liquid or gas phase,
with the other part of the box acting as a passive (or
active) particle reservoir (see Figure 3(a-d)). We place
a semi-permeable membrane at the division which only
allows one of the two species, which we call species R,
to pass through at no energy cost. For the other species,
the wall is impenetrable with the wall-particle interaction
given by the purely repulsive Weeks-Chandler-Andersen-
like wall potential:
βU(z) = 4βWCA
((σ
z
)12
−
(σ
z
)6
+
1
4
)
, (4)
where z is the distance of a particle in the bulk to the
nearest semi-permeable wall, βWCA = 40, and the inter-
action is cut off at a distance z = 21/6σ. During the sim-
ulation we measure the partial densities of each species
in the center of the bulk phases (i.e. away from the semi-
permeable membrane). We then tune the density of the
reservoir so that the partial density of species R in the
bulk matches the targeted partial density. During equi-
libration, a small fraction of the bulk phase builds up on
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FIG. 4: (a) The density in the active particle reservoir over
time for both the liquid and the gas. Both phases converge to
the same reservoir density of active particles. (b) The reser-
voir densities as a function of the coexistence pressure Pcoex.
The liquid and gas phase are in contact with the same reser-
voirs, showing that there is chemical equilibrium between the
phases, for each species. Please note that while the passive
particle reservoir density is essentially constant, the active
particle reservoir density increases rapidly with increasing co-
existence pressure. This hints that for this system the bulk
properties of the system are essentially dictated by the active
particles.
the semi-permeable membrane, and sometimes depletes
the bulk region of the confined species. To counteract
this adsorption (depicted in Figure 3 (e,f)) and ensure
that the bulk phase has the correct density and compo-
sition far away from the semi-permeable membrane, we
also tune the number of particles of the confined species
during equilibration. Eventually, the average partial den-
sities of both species in the bulk region reach a constant.
In Figure 4(a), we show the time evolution of the den-
sities in the active particle reservoirs for the coexisting
liquid and gas phases at βPσ3 = 0.34. Note that al-
though we chose a high initial density of the reservoirs in
both cases, both reservoir densities quickly converged to
the same density. In Figure 4(b), we plot the densities
of both the active and passive reservoirs as a function of
the coexistence pressure Pcoex. Clearly, for all coexist-
ing liquid-gas pairs we find the same reservoir densities:
ρres,Lp = ρ
res,G
p and ρ
res,L
a = ρ
res,G
a . Hence, while we still
cannot directly measure the chemical potential of our ac-
tive systems, this demonstrates the existence of a bulk
variable that is conjugate to the number of particles in
these active systems, thereby providing clear simulation
evidence of an active chemical potential.
So far, we have shown that gas-liquid coexistence for
an active-passive mixture of Lennard-Jones particles is
entirely controlled by properties which can be measured
purely in the individual coexisting phases, namely the
bulk pressure and reservoir densities per species. This
of course raises the interesting question whether or not
such phase coexistence rules can also be found for sys-
tems undergoing a motility-induced phase separation,
and whether or not they can be used to predict the phase
diagram.
To this end, we use the Weeks-Chandler-Andersen po-
tential with the interaction cutoff radius rc = 2
1/6σ
and the energy scale βWCA = 40. Here, we consider
a two dimensional active-active mixture with the self-
propulsions of fast and slow species being ff = 160kBT/σ
and fs = 120kBT/σ, respectively. Note that in this case
we find a phase separation between a high density crystal
phase and a low density gas phase. For more simulation
details we refer to the SM [26]. For this active-active
mixture, we observe a clear collapse of the direct coex-
istence data onto a single binodal, as summarized in the
phase diagram in Figure 5(a).
As a next step we predict the phase boundaries by cal-
culating the pressure P and reservoir densities ρresf and
ρress for a wide range of binary crystal and gas phases
(shaded area in Figure 5(a)). We summarize the results
in Figure 5(b), where the red and blue surfaces corre-
spond to the gas and crystal phase, respectively. The in-
tersection between the two surfaces implies a phase coex-
istence between the two phases. Namely, for these points
mechanical and chemical equilibrium are satisfied: both
the pressure as well as the two reservoir densities are
equal.
The resulting binodals are in good agreement with the
direct coexistence data [Figure 5(a)]. We thus have pre-
dicted the phase diagram for an active-active mixture
undergoing motility-induced phase separation. This re-
sult highlights that also for these systems, which are ex-
tremely far from equilibrium, simple coexistence rules are
satisfied. Therefore, this result sheds new light on the
thermodynamics of systems of active spherical particles.
In conclusion, we have demonstrated, for the first time,
that the phase coexistence of active spherical particles is
fully governed by mechanical and chemical equilibrium.
Specifically, our results clearly show that phase coexis-
tence for mixtures of active particles is entirely controlled
by properties which can be measured purely in the indi-
vidual coexisting phases, namely the bulk pressure and
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FIG. 5: (a) Direct coexistence results for the phase diagram
of the active-active mixture of WCA particles (markers), and
the predicted phase diagram (line). Note that X denotes the
crystal phase while G denotes the gas phase. (b) Surface
plots of the gas (red) and crystal (blue) reservoir densities vs
pressure. From the intersection between the two surfaces we
obtain the predicted binodals in (a).
5reservoir densities per species. Using this requirement of
three sets of equal thermodynamic potentials we have
quantitatively predicted phase coexistences for torque-
free active systems simply by measuring bulk properties
- the same as in equilibrium.
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