I. INTRODUCTION
HEN AN ELECTROMAGNETIC wave is scattered by a perfect conductor, the scattered field can be determined by integration when the surface current density induced on the surface of the conductor is known. This surface current density can be determined from the incident field by solving either the magnetic field integral equation (MFIE) or electric field integral equation (EFIE) . which are consequences of the boundary conditions at the conducting surface.
If the perfect conductor is replaced by a dielectric, there is a nonvanishing transmitted field and the boundary conditions are more complicated. The procedure followed for the perfect conductor can be generalized by defining electric and magnetic current densities on the surface [ l ] , [2] , thus doubling the number of unknown functions.
A similar problem occurs in the scattering of electromagnetic waves by gratings, where a formalism was developed to generalize the theory from perfect conductors to dielectrics or gratings of finite conductivity without increasing the number of unknown functions [3] . This approach has been used successfully for numerical calculations in the scattering of monochromatic plane waves by a metallic grating. The problem is essentially reduced to the solution of a one-dimensional integral equation for a scalar function over a finite interval.
We generalize this procedure to the scattering of an arbitrary electromagnetic wave by a given uniform dielectric body. In this case, we reduce the problem to a two-dimensional vector integral equation for a single tangential vector field over the surface of the three-dimensional body.
We have previously developed a mathematically rigorous treatment of this problem within the context of the theory of distributions [4] : in this paper we show how the equations can be obtained from the heuristic approach more familiar to engineers and physicists, where delta functions and Green functions are used in the appropriate versions of Green's theorem as if they were ordinary functions.
We first develop the formalism for transient fields. The resulting integral equations can be solved by a stepping-in-time procekfanuscript received April 9, 1982;revised November 1, 1982. The author is with the National Bureau of Standards, Washington. DC 20234.
dure, which takes advantage of the physical principle of causality. In Section I1 we consider the problem for a scalar field, because it is simpler than the electromagnetic field and it is often used in approximate theories. An incident wave is scattered by an arbitrary body of uniform composition, and we reduce the determination of the scattered and transmitted waves to the solution of one singular integral equation of the first kind for a function defined on the surface of the body.
We then extend this procedure to the scattering of electromagnetic waves by a dielectric body, and in Section Ill we define a tangential rector field on the surface that obeys a singular vector integral equation of the first kind.
In Section IV we present the minor modifications that are required to apply the equations to monochromatic fields. For these fields, a simple generalization allows us to include dispersive media with a finite conductivity.
This approach should facilitate numerical calculations for three-dimensional scattering problems.
SCALAR WAVE SCATTERING
We first develop the new method to reduce the determination of scattered and transmitted scalar waves to the solution of a single integral equation on the surface separating two homogeneous media. Space is divided into two regions V , and V 2 , separated by a surface S, and the media are characterized by the speed of propagation of a scalar wave. The incident wave is specified at the initial time t = 0 in the region VI.
The field @ satisfies the equations
and the boundary conditions
where the subindex on a d'alembertian operator refers to the speed of propagation, Q has a constant value, the normal A points into V 2 , and the subscripts plus and minus indicate the limits as
x' approaches S from V2 and VI, respectively.
The elementary solution G(jt, t ) satisfies the scalar wave equation with a Dirac delta function source, oqx', t ) = 6(3)(2)6(t), (5) and vanishes for t < 0. We know that the solution is
where r = 1; I. Then the free-space retarded Green function is G L ' ) ( . ' , t ; 2', t') = G(2 -x", t -t'). U S . Government work not protected by U.S. copyright.
We obtain a form of Kirchoff s integral representation of a function $ defined in the volume V and bounded by a surface S with sources p(x'. t ) and given initial and boundary values by substituting $ and GAo' in the appropriate form of Green's theorem. We get
Since either $ or a$/an is given on S. this equation does not give a solution for $ until we determine the function that is not
given. If we let 2 approach the surface from the outside, the left side of (8) The field in VI is separated into the incident and scattered parts, (9) and the incident field is determined from the initial conditions as if S and V2 did not exist. We find from (8) that
or a$/an vanishes on S, the transmitted field vanishes and the scattered field can be computed from a single function on S that obeys an integral equation. If the transmitted field does not vanish, it would seem that we have to determine two unknown functions on S. Following [3] . we show how to define a single function on S that obeys an integral equation and provides both the scattered and transmitted fields by integration.
We first study a generic field x that obeys the same wave equation in V , and V , and has given jumps for y and adan on the surface S. We then define two auxiliary fields I ) , and $,, express them in terms of a single function q on S, and proceed to derive an integral equation for q. Once this equation is solved, IJ can be found from q by integrations.
We use (8) to find a field x(;. t ) that obeys the homogeneous wave equation in all space, satisfies homogeneous initial conditions and has given jumps Q = Ax and q = A(ax/arr) for positive times on S. We obtain -q[;', t')GP)(2x', t;x'', t') 1 ' (1 1) (the boundary values in (8) are the negative of the jumps). We use (6) and to reduce (1 1) to where we use the notation for func+tion of the retarded time T = t -R/u, where 2 = -?',
x when 2 is not on S; we extend this definition to S by choosing the principal value when an integral is singular. We also introduce the notation The functionals defined in (16) and (17) produce functions of 2 and t when functions q(2, t)?nd Q(2, t ) are given for 5 on the surface S and for all t. Since dS contains a factor of the order of R ; the two integrals that are not preceded by P are not singular.
The time derivative in (17) can also be moved outside the integral if this facilitates numerical computations.
The values of singular integrals can be determined by separating the surface into a small patch SI about the limiting field point G2 can be obtained from 17 by integrations, and find the integral equation obeys.
Since $ is continuous across S, (1 5) reduces to 
to show that x+(;, t) = 2 ; 4(2, t ) + x(;, t): X'ES.
The first term in the limit implied in X? comes from the contribution of the patch SI and the second term corresponds to the integral over 5. We compute Vx in the special case when 4 = 0 and find
To express these jumps in terms of we use (35) for and (24) and (28) 
where we use the notation N~G~{ v I = N~{ G~{ v ) ) .
( 43 1 The functional N2G1 is well defined, since given q on S we can compute Gl{q} in all space, and, in particular, on S. This function then serves as the argument of the functional N 2 .
Once 77 is determined, can be found by integrations as shown by (35) and (40j, and we write I ) ( ; ,
$ ( ; , t) = n r 2 {~9 + a~, { a $~~/ a n }
(45) It is now fairly straightforward to show [4] that $ satisfies all required conditions.
SCATTERING BY DIELECTRICS
We now follow a similar procedure to determine the scattered and transmitted electromagnetic fields that result from the where p is the charge density and j the current density. These 1 ack' )(x' , r;;', r') sources satisfy the charge conservation equation
so that p has to be given only at the initial time. From (48) and (49) we derive the relationships which allow us to calculate the normal coFpone2ts of and 2 in terms of the tangential components of E and B, and the initial values of the normal components. The expression V,.ii stands for the surface divergence of a vector field E; defined on a surface.
We can use the Green function for the scalar wave equation with a speed of propagation u = (ell)-to obtain [5] I [7] &x', t)
To deteTine the fields in a region V , it is sufficient to give the sources_j for ajl times and p only at the initial tinie, the initial values of E and B subject to the cozstraints (46) and (47), and the tangential component of either E or B on the surface S. The other tangential component can be determined from (53) or (54) used as an integral equation, plus the relations (51) and (52) for the normal components. The initial values of the normal components are determined from the initial values of the fields.
.$ Wten both tangential fields are given arbitrarily, the fields E and B determined by (53) and (54) 
i X i + = h X X -,
i z X B : = & X B -, ZES,
The boundary conditions that have t o be satisfied are
where Q = p2/p1.
The fields in the region V1 are separated into incident and
where the incident fields by definition obey the homogeneous Maxwell equations and propagate in a homogeneous space, thus satisfying no boundary conditions on S. We assume that the incident fields are restricted initially to the region Vl so that the scattered fields vanish at t = 0 and the incident fields satisfy the initial conditions. Equations (53) and (54) reduce to i L
gin(?: t )
We now consider generic fields E and 8 that obey the homogeneous Maxwell equations with the same consta+nts $ all sp$ce, vanish at t = 0, and satisfy jump conditions A € = Q and AB = q on S. The fields are given by the appropriate terms in (53) + + + and (541,
Equations (51) and (52) imply that the normal components of the jumps are related to the tangential components by
Silce $ and i vanisb at. 17 0, these equations determine and ri.4 in terms of ii X Q and n X G, respectively.
We substitute Gfe' from (6), (7), and (12) into (62) and (63) and integrate over time to obtain expressions of the form i = Z { i x I} + G{l; x G}, (66) 13 =i{i x ; } +${i x $1, (67) where the functionals 2, d , and d' are defined by where n.; and 2. ; are functionals of A X 4 and X via (64) and (65). The fields depend on u both explicitly and through retardation e.ffects. Also in this case the time derivatives can be moved outside the integrals which do not become singular on the We let again the field point approach S from either side, and the resulting limiting values of the fields are
: + ='+ ;+B.
(72)
4
We pyceed to define two sets of auxiliary fields. The fields
El and B 1 propagate in a medium of constants el and pl, they are equal t? the scattered field in Y , , and the+ tangential component of E , is continuous across S. We set i X Q = 0 in (66) and (67), and we obtain
The tangential vector field X is the unknown field for wkich we have to find an integral equation, The field X is analogous to the electric and magnetic surface Curtent densities of the equivalence principle
[2], but it does not ,have a particular physical meaning and is just a convenient intermediate vari2ble in t,he computation of the electromagnetic fields. The fieldsE2 and B2 are equal to the transmitted fields in V 2 , and they v y i s h in yl. The discontinuities of the tangential components of E2 and B2 across S are determined by the boundary conditions (56) and (57), and they are + i x A E 2 =~x 2 2 + = i x 2 + = i x 2~ I ; x~2 = i x 2 2 + = i x~+ =~x x -
= & x i i i " + o u i x~,~.
'f
We substitute E , -and B , -from (71) to (74), and we find
~x~2 =~x~n -~o l ; l X~+~X~l { i X~ z
t h e y equations express the jumps of the tangential components of E2 and+B2 in t+erms of ; z X 6. We use these jumps in the equations for E2 and B2 obtained from (66) and (67)
We now have to find a field ii X that will make and & vanish in VI. We impose the condition ixB,-=o,
which leads to the integral equation
We make the dependence on X G explicit and obtain 
; 1 x [ f M l -L 2 M l + a ( f~2 -n j 2 i l ) ] { ; t x~}
~= 3 " + i 1 { ; I x ; } , 2 E V 1 ,
Similarly, for monochromatic electromagnetic Rerds, Maxwell's
Then the field $ can be obtained from q through (44) and (45).
equations of motion become The formalism developed in the previous sections can be applied almost unchanged to monochromatic fields, since we are dealing mostly with boundary conditions on the surface S.
In this section we give new meanings to many of the symbols used previously; we do not add a subindex w as is sometimes done.
The scalar field is represented by a complex function 
where k is the complex propagation constant defined by
The normal components of the fields on S are given in terms of the tangential components by (92) and (93), which become These equations allow the explicjt elimination of the normal components from the operators L ? 2, and k' given by (68)- (70) . For monochromatic fields we have where r is the distance to a fixed origin. The elementary solution of the Helmholtz equation that satisfies this condition is 
condition, and so does the transmitted field when the region V , extends to fmity.
We define the auxiliary fields
Zl,
andB2 as in Section Fields $ 1 and $2 can be defined by (29) and (34) with only 111, and these fields can be expressed in' terms of the discontinuity minor modifications, and the discontinuity 77 ofa$,/a, across S ;2 x { of the tengential component of B l across S by (73), (741, satisfies (42) known tangential field X obeys the i$egralTquation (83) and, once this equation is solved, the fields E and B can be found by integrations from (85)-(88).
V. CONCLUSION
In this paper we have shown how the method of solution of the problem of an electromagnetic wave scattered by a perfect conductor is extended to the case of a uniform dielectric without increasing the number of integral equations. We have also presented in detail the analogous problem for scalar waves, both as a preliminary and for its importance in other fields.
We have dealt with the mathematical difficulties in a nonrigorous way, but the results can all be justified [4] if we use the theory of distributions.
This method can be applied in several different ways to scalar and electromagnetic fields, and it can be generalized to other wave equations. For instance, we c+m obtain a Somewhat different Mtegrtl equation by setting A X B2-= 0, or we can assume that I ; X B1 is continuous across S and determine ri X 3, or we can start from the vector wave equation for the electric field and use a dyadic Green function [4] .
It is not likely that an extension of this method to the problem of scattering by inhomogeneous bodies can be formulated, because then we have to consider integral equations over the volume, not just the surface, of the scatterer. Nevertheless, similar considerations may reduce the number of unknowns and equations to a minimum.
The integral equation found by this method in electromagnetic scattering by gratings has been used successfully in the numerical solution of dirgct. and inverse problems, and we intend to do likewise for small solids and arbitrary surfaces.
