We consider in this paper the efficient ways to generate multi-stage scenario trees. A general modified K-means clustering method is first presented to generate the scenario tree with a general structure. This method takes the time dependency of the simulated path into account. Based on the traditional and modified K-means analyses, the moment matching of multi-stage scenario trees is described as a linear programming (LP) problem. By simultaneously utilizing simulation, clustering, non-linear time series and moment matching skills, a sequential generation method and another new hybrid approach which can generate the whole multi-stage tree right off are proposed. The advantages of these new methods are: the vector autoregressive and multivariate generalized autoregressive conditional heteroscedasticity (VAR-MGARCH) model is adopted to properly reflect the inter-stage dependency and the time-varying volatilities of the data process, the LP-based moment matching technique ensures that the scenario tree generation problem can be solved more efficiently and the tree scale can be further controlled, and in the meanwhile, the statistical properties of the random data process are maintained properly. What is more important, our new LP methods can guarantee at least two branches are derived from each non-leaf node and thus overcome the drawback in relevant papers. We carry out a series of numerical experiments and apply the scenario tree generation methods to a portfolio management problem, which demonstrate the practicality, efficiency and advantages of our new approaches over other models or methods.
Introduction
How to represent the underlying random data process is a major subject in decision problems under uncertainty, especially in multistage stochastic programming problems. To reduce the computation burden of the problem solution, one usually resorts to scenario tree generation methods to get the representative scenarios of the data process, which can be seen as a discretization of the original continuous process or an aggregation of the large-scale discrete process.
By now, there have been a lot of scenario generation methods. Sampling and simulation are most simple and basic approaches [1] [2] [3] . In order to approximate the data process as precise as possible, we need to generate a large number of independent data paths. However, because of the large number of the discrete outcomes, the resulting deterministic programming problem is of large scale and still hard to solve. For this reason, many papers consider the reduction technique for large scenario trees [4] [5] [6] [7] [8] [9] . Based on the stability results of stochastic programming problems, the bound constructed as a distance function between the original uncertain outcomes and its surrogate scenario trees is found for the decision problem. By minimizing this distance, the reduction scheme can determine an optimal scenario tree with a fixed size, or find an optimal scenario tree under the condition that the distance is less than a given tolerance [4, 6] . Due to the introduction of the filtration distance, the reduction technique becomes more sophisticated in the multi-stage situation [7] . In these papers, 
Algorithm 1 (K-means Method for Multi-stage Scenario Tree Generation).
Step 1. Initialization. Set t = 0, k t = 1.
Step 2. Initial center selection. Randomly select b t+1 branches passing through the current node k t as initial cluster centers, denoted byξ Step 4. Cluster update. Takeξ ∈C i , i = 1, . . . , b t+1 .
Step 5. Calculation of probability. Chooseξ i t+1 as the relevant node of the scenario tree, and the probability of this node is set as the sum of the probabilities corresponding to those branches assigned to the cluster C i .
Step 6. Termination test. If k t < N t , let k t = k t + 1, go to Step 2; otherwise, let t = t + 1, if t = T , stop; else let k t = 1, go to Step 2.
In the above procedure, the K-means clustering process is performed on the data at individual stages, it does not take into account the inter-stage dependency of the data process. To overcome this drawback, we improve the distance function used in the above traditional K-means clustering method by considering simultaneously all the follow-up stage-wise data along the data path, the details are shown in the following algorithm.
Algorithm 2 (Modified K-means Method for Multi-stage Scenario Tree Generation).
Step 2. Initial center selection. Randomly select b t+1 paths passing through the current node k t as initial cluster centers, denoted byξ Step 4. Cluster update. Takeξ i as the mean of all the paths assigned to the cluster C i ,
Step 5. Calculation of probability. Selectξ i t+1 as the relevant node of the scenario tree, and the probability of this node is chosen as the sum of the probabilities corresponding to those paths ξ s assigned to the cluster C i .
For the above two algorithms, the distance functions are the same only at the last stage. Because of the forward property of the clustering procedure, the scenario trees generated by Algorithms 1 and 2 would very often be different. Algorithm 2 takes the inter-stage dependency of the data path into account by exploring the remaining data sequence of the examined scenario.
Since the simulated data paths are not discarded at each stage, the clustering method can model extreme events. However, the number of data paths in each cluster decreases as the stage t increases, and the clustering procedure might not work properly according to the pre-specified branching structure under some situations. To avoid this trouble, the clustering process can be restarted because of the randomness in the selection of the initial centers. Alternatively, we can either adjust the prescribed branching structure or increase the number of the simulated paths.
Although the clustering technique can be used to reduce the size of the fan tree, the statistical properties of the generated scenario tree may be very different from those of the original data process. The moment matching method in the next subsection can be employed to overcome this deficiency.
Moment matching methods
The moment matching method is proposed in [12] to generate the scenario tree. The basic idea of the method is that the statistical properties of the scenario tree to be generated should be as close as possible to those of the original data process. In many decision problems, it is usually enough to adopt the first four central moments as the statistical properties to be matched. The moment matching is implemented in [12] by solving a non-linear non-convex optimization problem, which is hard to find the global optimum. Under some assumptions, the moment matching process is simplified in [13] to the solution of an LP problem.
For the convenience of presentation, we assume that we are dealing with a financial decision problem with m risky assets, the uncertain data are return rates. The following notations will be used hereafter.
N: the number of branches from the current node;
T : the mean return rate vector of risky assets; = (Σ ij ) m×m : the variance-covariance matrix of the random returns of risky assets; S = (S 1 , . . . , S m ) T : the third order central moment vector of the random returns of risky assets;
T : the fourth order central moment vector of the random returns of risky assets;
T : the ith outcome vector of the random returns of risky assets, i.e., the ith scenario, i = 1, . . . , N. Denote
: the probability for the occurrence of the ith scenario,
T . With these notations, the optimization problem under the moment matching principle can be written as follows:
Here ω
i are weighting coefficients, the superscripts '+' and '−' stand for the positive and negative parts of the corresponding variable, vector or matrix, respectively.
The above non-linear and non-convex optimization problem is a variant of the model in [12] , where, to measure the matching error, the authors use the squares of the differences between the statistical properties of the generated scenario tree and those of the original data process. By using the absolute deviations, the advantage of the above formulation is that it can be transformed into an LP problem under suitable assumptions about the outcome matrix X corresponding to different scenarios.
If X is predetermined, the variables in problem (1) will be scenario probabilities and those auxiliary variables. Generally speaking, the most important statistical property is the mean vector. It is thus natural to require that the scenario tree can always match the corresponding means perfectly, that is to say, Xp ≡ M. Under this assumption, the moment matching optimization problem (1) can be simplified into the following LP problem:
This LP moment matching model can be solved more efficiently than the former non-linear model (1) . However, the model (2) is only suitable for the single stage scenario tree generation. To generate a multi-stage scenario tree, the VAR model is adopted in [13] to determine the conditional probability distribution of the random data process, then the model (2) is used to generate the scenarios stage by stage. In general, the VAR model of order r, VAR(r), for the m-dimensional return time series {R t = (R 1,t , . . . , R m,t ) T } can be written as
where c ∈ R m and Θ t−i ∈ R m×m , i = 1, . . . , r, are the coefficient vector and matrices to be estimated, ϵ t = (ϵ 1,t , . . . , ϵ m,t )
T is the white noise vector or the innovation term. The VAR model considers the time variation of the first order moment and the interrelationship among returns of risky assets. However, it cannot account for the time-varying volatility and the conditional heteroscedasticity which are well-recognized features of the financial data. Due to the importance of the time-varying property of the volatility in many financial problems such as risk management, portfolio selection and asset pricing, we introduce an GARCH effect on the innovations of the VAR model (3). To properly describe the multi-dimensional return process and to reduce the computational burden, we adopt the dynamic conditional correlation MGARCH (DCC-MGARCH) model in [17, 18] .
Concretely, it is assumed that ϵ t in (3) satisfies
where F t−1 is the information set available at stage t, H t follows the DCC-MGARCH(p, q) model which is recursively determined by the following equations: 
Here D t is the m × m diagonal matrix of time-varying standard deviations
from univariate GARCH models, with h it being specified in (6) as an univariate GARCH(p i , q i ) model.ε t ∼ N(0, Σ t ) is the residual vector standardized by its conditional standard deviation, Σ t is the time-varying correlation matrix, which depends on Q t through (7), (9) determines the dynamic correlation structure for Q t , withQ being the unconditional covariance of the standardized residuals resulting from the first stage estimation. Q * t is the diagonal matrix composed of square roots of the diagonal elements of Q t . As for multi-dimensional returns, they are not only correlated between each other at each stage, but also interacted among stages, with significantly time-varying volatilities and conditional heteroscedasticities. In order to fully reflect all these features, we propose to combine the VAR model with the MGARCH model. That is, the model (3)-(9) will be used to describe the vector random return process, we denote it by VAR(r)-MGARCH(p, q).
In order to predetermine the possible realizations of scenarios (i.e., X), Ji et al. [13] divide the range of each return rate into sub-intervals, and then select a point from each sub-interval to construct a return vector as a possible outcome of asset returns. Nevertheless, the pool of possible outcomes expands exponentially with the number of the assets and the number of sub-intervals for each asset, there are so many outcomes that it is hard to select the representative points. To overcome this drawback, the K-means clustering approach can be utilized to determine the possible scenarios. Inspired by this idea, two new approaches for generating the multi-stage scenario tree are proposed in the next subsection by combining simulation, K-means clustering and LP moment matching methods.
Multi-stage scenario tree generation methods using LP
As we have mentioned in the preceding subsection, Algorithms 1 and 2 may not work properly under some bad situations. One way to avoid this difficulty is to generate the scenario tree by combining the K-means clustering method with the sequential simulation method, as illustrated in Fig. 3 . In order to make the generated scenario tree more accurate in sense of keeping original statistical properties, we can further use the LP moment matching model (2) , instead of the K-means clustering technique, to determine the probability of each node.
The main ideas of our new algorithm are: we first simulate a single-stage fan tree from the root node, use the K-means clustering method to obtain the scenario nodes, and then solve the LP moment matching problem (2) to determine the probabilities of the nodes. In the same way, we simulate new paths from each of the nodes at stage 1 separately, and perform the same procedure on each new fan tree to determine the branches at the next stage. Repeat this process until the final stage is reached, and finally we can get the desired scenario tree. The details of this new method can be described as follows.
Algorithm 3 (The Hybrid Sequential Generation Method for Multi-stage Scenario Tree).
Step 1. Initialization. Choose the parameters r, p, q used for simulation, and define the branching structure of the scenario tree to be generated, i.e., the branching number b k at each non-leaf node k; denote the node number at stage t by N t , t = 0, 1, . . . , T , here N 0 = 1 means the root node; set t = 0, k t = 1.
Step 2. Simulation. Simulate a single-stage fan tree from the current node k t according to the VAR(r)-MGARCH(p, q) model (3)- (9) , and estimate the conditional statistical properties M, Σ, S and K to be matched in model (2).
Step 3. Clustering. According to the branching number b k t at the node k t , use the K-means clustering method to cluster the simulated paths into b k t classes C 1 , . . . , C b k t , choose the meanξ i of each class C i , i = 1, . . . , b k t , as the representative path of the random data, which constitutes the matrix X in model (2).
Step 4. Calculation of probability. Take the statistical properties M, Σ, S, K and the scenario matrix X into model (2) , and solve it to determine the probability of each scenario. Save these outcomes as the corresponding nodes in the next stage.
Step 5. Set k t = k t + 1, if k t ≤ N t , go to Step 2; otherwise, let t = t + 1, if t = T , stop; otherwise, let k t = 1, go to Step 2.
At each non-leaf node of the scenario tree, the above approach is actually a single stage scenario tree generation method. Compared with the method in [13] , it becomes much easier in Algorithm 3 to determine the scenario node with the help of the K-means clustering approach. Besides, if we simply set the probability of each scenario as the sum of the probabilities of all the paths in the corresponding cluster, the first constraint in problem (2) automatically holds. This guarantees the feasibility of the LP problem (2) we need to solve. Further, since the feasible solution set of problem (2) is bounded, there always exists an optimal solution to this moment matching problem. With all these observations, it is easy to verify the following proposition. This proposition demonstrates that it is reasonable and feasible to generate the scenario tree by combining the K-means clustering approach and the LP moment matching method.
Another advantage of the above method is that it can avoid the shortage of the paths (passing through some node) for the K-means clustering method to work, which might occur in Algorithms 1 and 2. However, we need to estimate conditional moments at each non-leaf node in Algorithm 3, this makes it difficult for us to control the statistical properties of the scenario tree as a whole. For this reason, we propose another new multi-stage scenario tree generation method in the following.
One important thing during the formulation of the LP model (2) in Section 2.2 is that the scenario tree nodes must be prescribed. For the multistage problem, the scenario nodes can be scientifically determined by the K-means clustering methods introduced in Section 2.1, and then one can determine the relevant scenario probabilities through solving an LP moment matching problem analogous to problem (2), rather than setting the probabilities as that in the cluster analysis. This explains the motivation of the following new algorithm. These improvements can make the multistage scenario tree generation method more practical and flexible, and more importantly, can ensure that the statistical properties of the generated scenario tree are more accurate with respect to those of the underlying real random process.
In the multi-stage situation, all the notations introduced above would become stage dependent. Assume that there are N t nodes at stage t, the corresponding outcome vectors of the returns of risky assets are
In the same way, all other variables with a subscript t would stand for the variables corresponding to the tth stage. Different from the single stage situation, the correct relationship of the conditional probabilities of the nodes in different stages must be ensured in the multi-period case. What is more important, scenario trees should be generated so that the decision maker can make real conditional decisions under uncertainty in the multi-period optimization model. This means that at least two branches should be derived from each non-leaf node. Most existing algorithms cannot guarantee this or do not pay attention to this requirement. On the other hand, for multi-period investment problems, we need to ensure that there are sufficient branches from each non-leaf node to exclude the arbitrage opportunity. Taking these facts into consideration, we propose the following new LP model to generate multi-stage scenario tree:
Here λ t is the weighting factor for all the properties at stage t,
T is the conditional probability vector corresponding to N t nodes at stage t, the constraint (12) means that the probability of each node at stage t − 1 should be the sum of the probabilities of all its successor nodes at the next stage t. The row number of C t equals to the number of the nodes at stage t − 1, and all the non-zero elements in C t , which are determined by the branching structure of the scenario tree, are equal to 1. Φ(k t−1 ) denotes the set of all the son nodes of the node k t−1 at stage t − 1, the inequality constraint (16) is derived from
, which ensures that the conditional probability of each successor node of the scenario tree is less than 1. This group of constraints ensure that each non-leaf node has at least two branches and avoid the critical drawback in most existing algorithms. In practice, ε should be set to a rather small value such as 0.05 or 0.02.
With the above preparation, we can now present the iteration procedure of the new multi-stage scenario tree generation method:
Algorithm 4 (The General Hybrid Multi-stage Scenario Tree Generation Method). Step 1. Initialization. Specify the branching structure of the scenario tree to be generated and choose the parameters r, p, q for the VAR(r)-MGARCH(p, q) model.
Step 2. Simulation. Generate a fan-liked tree by simulating a large number of data paths according the VAR(r)-MGARCH(p, q) model. Calculate the first four order central moments of the fan-liked tree at each stage t, M t , Σ t , S t and K t , t = 1, . . . , T , which are the properties to be matched.
Step 3. Clustering. Use the traditional or modified K-means clustering type Algorithms 1 or 2 introduced in Section 2.1 to aggregate the fan-liked tree into the desired tree structure defined in Step 1, and choose the corresponding mean values of the corresponding cluster as representative outcomes X t for t = 1, . . . , T . If the clustering process cannot continue properly, go to Step 2 and increase the number of the simulated paths.
Step 4. Calculation of probability. Substitute the target properties M t , Σ t , S t , K t and the matrices X t , t = 1, . . . , T , into model (10)- (18), solve the resulting LP problem and obtain the probabilities of the scenarios.
By using the same argument as that for Algorithm 3, we can establish the following conclusion. (10)- (18) This proposition ensures that the scenario tree construction with Algorithm 4 is feasible and reasonable. The main advantage of the above multi-stage scenario tree generation algorithm is that it can make the statistical properties of the generated scenario tree much closer to those of the original data process by simultaneously controlling the probabilities of all the nodes. It not only avoids the loss of the statistical properties resulted by the clustering method, but also simplifies the current moment matching model through solving LPs, which are much easier to solve.
Every step in Algorithms 3 and 4 is easy to implement, we can thus take advantage of many off-the-shelf softwares. In the next section, the advantages of the proposed methods will be demonstrated numerically.
Numerical experiments
In this section, the proposed scenario tree generation methods will be tested by using real financial data and applied to a multi-period portfolio management problem, and the merits and shortcomings of each method will be empirically examined.
Four indices in the Shenzhen stock market, China, are selected as risky assets in the following experiments. They are the pharmaceutical index (PHA), the financial index (FIN), the petrochemical index (PET), and the metal & non-metal index (MET). The 488 weekly close prices of these indices from July 6, 2001 to March 11, 2011, downloaded from http://www.google.com/finance, are adopted in the experiments. These data provide 487 log-returns for each index which are used to estimate the coefficients of the time series model. All the algorithms are implemented in Matlab 7.1 on a PC with 2.61 GHz frequency and 1.87 GB main memory, under the Windows XP operating system.
To find the best order r in the VAR(r) model, we carry out several tests by using the 487 historical returns. The Akaike info criterion (AIC) and Schwarz criterion (SC) indices achieve their smallest values when r = 1. Thus, the VAR(1) model is adopted to describe the return process. To examine the time-varying property of the volatility, we have done the ARCH effect test on the residuals resulted from the VAR(1) model by using the build-in function archtest in Matlab, the p-values under the confidence level 0.95 for the four indices are 0.0096, 0.0003, 0.0115 and 0.0006, respectively. These values show that historical returns indeed have time-varying volatility, the volatility clustering phenomenon can also be seen from the residual series in Fig. 4 . After a series of statistical estimations and tests with the above historical return data, and comparisons of different combinations such as p = 1, q = 1; p = 1, q = 2; p = 2, q = 1 and p = 2, q = 2, we find that the best parameter setting is p = 1, q = 1, which is similar to empirical conclusions in other papers. Due to this and the numerical efficiency, the MGARCH(1,1) model is adopted. Thus, we use the VAR(1)-MGARCH(1,1) model to generate the simulated paths in our experiment. Based on the above fundamental analysis, we will examine the scenario trees generated by different algorithms from two perspectives. First, the statistical properties of the scenario trees are compared in the following subsection. Then, the robustness of the new scenario tree generation methods and their advantages over existing methods are verified through a multi-period portfolio management problem in the second subsection. Table 2 The covariance matrices of the fan tree with 15000 paths. 
Statistical results
To start with, a 4-stage fan-liked tree with 15000 paths is simulated under the VAR(1)-MGARCH(1,1) model, with respect to which our algorithms will be tested. The first four central moments of the vector return process corresponding to this tree are shown in Tables 1 and 2 . As usually done in the literature, we assume that the desired scenario tree is symmetric. First, we use Algorithm 1 to generate a scenario tree with the branching structure (10, 8, 5, 3) , the first four order central moments of the return process corresponding to the generated scenario tree are given in Tables 3 and 4 . Comparing these results with those of the original return process given in Tables 1 and 2 , it is easy to see that the means of the two trees are identical, but there are differences between other moments; the total absolute deviation of other moments is 0.0086, which is acceptable in practice. This demonstrates that the K-means clustering approach for the scenario tree generation can retain the mean values of the original vector return process, but cannot maintain other higher order moment information. Table 4 The covariance matrices of the scenario trees generated by Algorithms 1 and 4. If we determine the probabilities of the scenario tree through solving the problem (10)-(18) rather than use probabilities obtained by the K-means clustering method. That is, Algorithm 4 is used to generate the scenario tree. Then the statistical properties of the vector return process corresponding to the generated scenario tree are much closer to those of the original return process; see Tables 3 and 4 for detailed values. The total absolute deviation of these moments is reduced to 0.0017, with a relative improvement of 80.23% compared with Algorithm 1. Here, the parameters ω Another more important feature of Algorithm 4 is that many of the scenario probabilities determined by the LP moment matching model (10)- (18) equal to zero, which means that we can greatly reduce the size of the tree by the moment matching method. To further demonstrate this advantage of Algorithm 4, we carry out a series of experiments by specifying different tree structures, and compare the node number of the scenario tree generated by Algorithm 4 with that of the scenario tree generated by the K-means clustering approaches, Algorithm 1 or Algorithm 2. Table 7 displays the node number at each stage of different scenario trees. As one can see, the LP moment matching based Algorithm 4 always reduces the scenario tree to a much smaller tree and maintains the statistical properties as close as possible to those of the original process. The latter advantage can be deduced from the pairwise absolute deviation values in the last column of Table 7 . These advantages are very important for the solution of complex decision problems under uncertainty, they ensure that we can find the optimal decision through solving a much smaller deterministic programming problem.
We have also aggregated the fan-liked tree by using Algorithms 2 and 4 with the modified K-means clustering method. For the convenience of comparison, we adopt the same branching structures as prescribed above. The first four order central moments of the scenario trees generated by these two algorithms are listed in Tables 5 and 6 . Comparing these results with those in Tables 1 and 2 , we can find the similar characteristics as those with the preceding experiment, the statistical properties of the scenario tree generated by Algorithm 4 are much closer to those of the original vector data process than those obtained by Algorithm 2. The total absolute deviations between the statistical properties of the scenario tree generated with Algorithm 4 or Algorithm 2 and those of the original fan tree are 0.0058 and 0.0110, respectively. The moment deviation under Algorithm 4 is less than half of that under Algorithm 2. Meanwhile, the size of the scenario tree generated by Algorithm 4 is much smaller than that got by Algorithm 2, as one can easily see from the node numbers of the scenario trees at different stages in Table 7 . Table 6 The covariance matrices of the scenario trees generated by Algorithms 2 and 4. If we compare the statistical results of the above two groups of experiments with those of the original data process in Tables 1 and 2 , it is obvious that the first order moment is perfectly matched, which is consistent with the theoretical results in Propositions 1 and 2. On the other hand, the deviation of the statistical properties caused by Algorithm 2 is somewhat larger than that caused by Algorithm 1. This is because that the distance function in the modified K-means procedure takes the whole path information into consideration, while the last part of a path is not used when calculating statistical properties. Another interesting observation is that, as displayed in Table 7 , the size of the scenario tree generated by Algorithm 4 with the modified K-means clustering procedure is very often smaller than that of the tree generated by Algorithm 4 with the traditional K-means approach, but the difference is not large. Finally, for the K-means methods, the smaller the size of the desired scenario tree is, the larger the deviation of the statistical properties would be. This is rather natural in terms of the K-means clustering principle and confirms the current conclusions in [2, 19] . However, the corresponding deviation would be greatly decreased if the LP moment matching model (10)- (18) is used to determine the node probability, and at the same time, the scale of the scenario tree becomes rather moderate.
To verify the robustness of the above conclusions, we also generate some three stage scenario trees with different branching structures by using proposed methods. Table 8 shows the node number at each stage of the generated scenario tree, and the total absolute deviation of statistical properties. Comparing these results with those in Table 7 , the same conclusions can be observed and the detailed demonstration is thus omitted. Furthermore, to intuitively illustrate the advantages of Algorithm 4, Fig. 5 depicts a 3-stage symmetric scenario tree with the branching structure (8, 5, 3) generated from a fan-liked tree with 15 000 paths by Algorithm 1 or Algorithm 2, the scenario trees generated by Algorithm 4 with the traditional and modified K-means clustering approaches, respectively, are depicted in Figs. 6 and 7. From the trees in these three figures, we can see that the scenario trees generated by Algorithm 4 are much more sparse than those got with Algorithm 1 or Algorithm 2.
It can be seen from Tables 7 and 8 that the four kinds of the moments of the scenario trees generated by Algorithm 4 do not perfectly match with those target values as there are some deviations. The main reasons for this phenomenon are: as an overall optimization method for multi-stage scenario tree generation, Algorithm 4 aims to generate a scenario tree with the prescribed structure as a whole; just as demonstrated in [12] and other papers, it is extremely difficult for the overall optimization method, like Algorithm 4, to achieve a perfect match of considered moments when it is used to generate general multi-stage scenario trees. In Algorithm 4, the multi-stage scenario tree is generated in two main steps, the branching structure and the nodes of the scenario tree are first determined by using the K-means clustering method, then the probabilities of the scenarios of the tree are determined by solving an LP problem. This ''two stage'' structure will affect the final precision of the moment matching and make it difficult to achieve a perfect match. This difficulty also exists in papers like [11, 12] . In practice, the target moments are either specified from historical data or set by the judgment of experts and investors, this usually results in some inconsistencies in those specifications, which makes it impossible to obtain a perfect match either. Anyway, the deviation sizes in Tables 7 and 8 are rather small, which should be acceptable in practice. What is more important, the deviation sizes in our revised paper are much smaller than those corresponding deviations in papers such as [11, 12, 14] . As a concrete application, we plot for each chosen financial index the corresponding return tree according to its return rates. Figs. 8 and 9 depict the scenario trees generated by Algorithm 4 with the traditional K-means clustering method and the modified K-means clustering method, respectively. Here, the return rate at the root node is set to 0 for simplicity. The tree structures in these two figures show that the scenario tree generated by Algorithm 4 with the traditional K-means clustering method has nearly the same return range at different stages, while the corresponding return ranges of the scenario tree generated by Algorithm 4 with the modified K-means clustering method expand with the evolution of the tree. This enhancement is due to that the modified K-means clustering approach takes the whole path property into account when determining the scenario nodes, the traditional K-means clustering method does not account for this point. The return range expansion in Fig. 9 reflects the fact that the farther in the future, the greater the uncertainty, which coincides with our intuition. From this point of view and considering the multi-period nature of the simulated paths, Algorithm 4 with the modified K-means clustering procedure should be the best for generating the general multi-stage scenario tree. It simultaneously takes the time and random dependencies of the data process into consideration.
It is worthwhile to point out here that the K-means clustering approaches may fail to work in later stages when the size of the desired scenario tree is large. For example, this situation occurred once in a while during the generation process of a 4-stage scenario tree with the branching structure (12, 7, 4, 3) . Nevertheless, this trouble can be easily avoided by restarting the K-means clustering method due to its stochastic nature. To examine this phenomenon, we have also tested the scenario tree generation algorithms by considering other fan trees with 10 000 and 20 000 simulated paths, respectively. For the fan tree with 10 000 paths, the K-means clustering approaches fail more frequently during the generation process of the scenario trees with the branching structures (12, 7, 4, 3) and (10, 8, 5, 3) , respectively. Nevertheless, this phenomenon does not occur for the fan tree with 20 000 paths. Therefore, if the size of the desired scenario tree is relatively large, we should either increase the number of the simulated paths or introduce a re-starting mechanism in the K-means clustering procedure.
Last but not least, to avoid the failure of the K-means approaches, we can also use the sequential generation method Algorithm 3 to generate the multi-stage scenario tree. In fact, we have also carried out a series of experiments about the comparison of Algorithm 3 with Algorithm 1 or Algorithm 2, just like what we have done for Algorithm 4. Because the overall conclusions for Algorithm 3 are rather similar to what reported for the methods in [13] , the detailed results are not reported here due to the space limitation. We just mention that: the main advantage of Algorithm 3 over the approaches in [13] and other relevant methods is that it becomes much easier and faster for Algorithm 3 to select suitable scenario nodes, due to the LP moment matching framework.
Application to the portfolio management problem
To test the performance of our new scenario generation methods, we consider the following stochastic linear goal programming model in [13] for the multi-period portfolio management problem.
Here, x t and y i,t , i = 1, . . . , m, denote the investments in the risk-less asset and m risky assets at stage t, respectively, R Table 9 The values of different criteria corresponding to the optimal decision under different scenario trees generated by Algorithm 1. 
Table 10
The values of different criteria corresponding to the optimal decision under different scenario trees generated by Algorithm 4 with the K-means clustering method. is the weight put onto the down-sided deviations in different periods. The superscript k t means the k t th node of the scenario tree at stage t, a(k t ) stands for the ancestor node of the node k t at stage t − 1. In real applications, the investor may possess both the risk-less asset and some risky assets at the initial time, the constraints (20) and (24) in the above model reflect this fact and extend the corresponding constraints in the model in [13] . When coping with financial optimization problems via the scenario tree approach, a critical issue is that the scenario tree must be arbitrage-free [20] . A necessary condition to preclude the arbitrage opportunity is that the branching number from each non-leaf node of the scenario tree must be greater than or equal to the number of the assets considered in the portfolio management problem [20] . For our new scenario generation method, it is easy to satisfy this condition by simply utilizing the parameter ε in the model (10)- (18) to control the branching number from each non-leaf node of the scenario tree. For example, if we set ε = 1 − 1 n in (16), there will be at least n branches from each non-leaf node in the generated scenario tree. After the scenario tree is generated, we can resort to the testing method in [21] to detect whether there exists an arbitrage opportunity under the generated scenario tree. If the arbitrage opportunity appears, we re-generate the scenario tree from a new simulated fan tree.
In the following experiments, we consider 3-period portfolio management problems. PHA, FIN, PET and MET introduced in the last subsection are selected as risky assets, and there is one risk-less asset, whose return rate is set to 1.0014. The unit transaction costs for buying and selling risky assets are 0.001 and 0.002, respectively. We set ε = 1 − 1 7 . It is worth noting that, if we let W 0 = 1 in problem (19)-(25), the decision variables will stand for proportions of the wealth invested in different assets. For simplicity, the initial investment in the risk-less asset is chosen as 1000 000, and the initial investments in risky assets are 0. The stage-wise target wealths in problem (19) - (25) is selected as G = (1003 000, 1005 000, 1007 000), the weight vector is λ − = (15, 5, 1) .
First of all, we examine the impact of different tree structures and different scenario tree generation algorithms on the performance and robustness of the multi-period investment strategy. The corresponding results are shown in Tables 9-12 . Here, to reflect the performance of the multi-period investment strategy under different scenario tree generation methods, we compute the resulting expected shortfall with respect to (w.r.t) goal (ESG), the associated probability of shortfall w.r.t goal (PSG) and the expected wealth (EW), which can be easily derived from the optimal solution of problem (19)-(25).
As we can see from these tables, values of ESG, PSG and EW in the first stage are rather stable under different scenario tree generation algorithms. This stability property of the examined criterion still maintains to some extent in later stages. This observation demonstrates that the proposed scenario tree generation methods possess good out-of-sample stability or convergence property [22] from a numerical point of view.
If we compare the results got with the K-means method, Algorithm 1 in Table 9 with those results in Table 10 got with Algorithm 4 with K-means method, it is easy to see that, although the relevant criterion values are nearly the same in the first stage, at stages 2 and 3, the values of ESG and PSG in Table 10 tend to be less than those corresponding values in Table 9 , and the EWs in Table 10 are greater than the counterparts in Table 9 . The similar phenomenon can be observed in Tables 11 Table 11 The values of different criteria corresponding to the optimal decision under different scenario trees generated by Algorithm 2. 
Table 12
The values of different criteria corresponding to the optimal decision under different scenario trees generated by Algorithm 4 with the modified K-means clustering method. and 12. These facts show that the optimal investment strategy obtained from the scenario tree generated by Algorithm 4 usually achieve higher expected wealths and lower risk than those corresponding investment strategies got by Algorithm 1 or Algorithm 2.
If we compare results in Table 11 with those in Table 9 , we can find that, the optimal strategies obtained from the scenario tree generated by the modified K-means method, Algorithm 2, could yield higher expected wealths and lower ESGs than those corresponding investment strategies got from the K-means approach, Algorithm 1. Meanwhile, the ESG value in Table 9 increases as the stage t increases, while it decreases with respect to t in Table 11 . This is because that the scenario tree generated by Algorithm 2 is much near to its mean at earlier stages (see Figs. 8 and 9 ), good decisions in earlier stages could make a smaller loss in later stages. However, the scenario tree generated by Algorithm 2 may lose extremal events in earlier stages (see Fig. 9 ), and lead to progressive decisions at earlier time points. Compared with that, the decisions derived from the scenario tree generated by the K-means method are more moderate. As for the selection of Algorithm 1 or Algorithm 2 in real applications, it depends on the risk preference of the investor. The similar conclusions can be derived from Tables 10  and 12 , but the results obtained from Algorithm 4 are much better than those got by Algorithm 1 or Algorithm 2.
Except for affecting the performance of the final investment strategy, the size of the scenario tree naturally affects the scale of the resulting multi-period portfolio management problem and its solution cost. To investigate this influence, we examine the stage-wise node numbers, given the branching structure, of the scenario tree generated by different algorithms and the time spent to solve the resulting multi-period portfolio management problems. The corresponding results are listed in Tables 13 and 14 . It is obvious to see from these two tables that Algorithm 4 can not only produce scenario trees with much smaller sizes, but can significantly reduce the time to solve the resulting investment decision problem.
To further verify the super performance and stability of Algorithm 4 when it is applied to the multi-period portfolio management problem, we have generated 50 scenario trees by Algorithm 4 with the same branching structure (16, 9, 8) from 50 fan-liked scenario trees, and solved the corresponding portfolio management problems (19)-(25) based on the generated scenario trees. The variations of the optimum value of problem (19)-(25) with respect to 50 generated scenario trees are shown in Fig. 10 , in which the dotted line corresponds to those optimum values derived from Algorithm 4 with the K-means clustering method, the real line corresponds to those optimum values derived from Algorithm 4 with the modified K-means clustering method. From this figure, we can see that the optimum values are quite stable, which is consistent with the in-sample stability property. This is a fact that good scenario generators should possess [22] . In a word, all the above results sufficiently show the superiority of Algorithm 4 for general multi-period scenario tree generation. Last but not least, we would like to show the advantages of our scenario generation algorithms over other methods, especially when they are applied to multi-period portfolio management problems. For this purpose, we compare the effects of Algorithm 4 with the K-means clustering method and the scenario generation approach in [13] . Here, we consider the scenario trees with the branching structure (12, 9, 8) . The four kinds of the moments (mean, variance-covariance, skewness and kurtosis) of the scenario tree generated by Algorithm 4 are not the same as those by the approach in Ji et al. [13] . It is difficult and not necessary to do so since the approach in [13] is essentially a single-stage scenario tree generation method. As we know, for multi-period decision problems based on the scenario tree, the main motivation is to find a robust first stage decision. Therefore, the most important information is the optimal decisions at earlier stages. We list in Table 15 the optimal decisions at first two periods of the problem (19)-(25) based on the scenario tree generated by Algorithm 4 with the K-means clustering method and the approach in [13] , respectively. Here, a positive (negative) number indicates the investor buys (sells) the corresponding risky asset. Under each scenario, the first row shows the optimal decisions based on the scenario tree generated by Algorithm 4, the second row shows the corresponding results got from the scenario tree generated by the approach in [13] . The optimal investment decisions at the initial stage are almost the same under two scenario generation methods, the investor buys only the risky asset ''PET''. That is because that the expected return of ''PET'' in the first stage, 1.0033, is the largest among expected returns of four indexes, which are 1.0025,1.0016,1.0033 and 1.0024, respectively. The similarity in the optimal investment decision at the initial time between two examined methods is due to that both of Fig. 10 . Variation of the optimum value of the decision problem with respect to scenario trees generated by Algorithm 4 with the (modified) K-means clustering method.
Table 15
Optimal decisions at the root node and at stage 1 got from the scenario trees generated by Algorithm 4 and the approach in [13] . them are based on the moment matching principle and they match the expected return perfectly. Nevertheless, the optimal investment decisions at later stages are obviously different under two methods, as one can see from the optimal decisions at stage 1 in Table 15 . The optimal value of the problem (19)-(25) and the final expected wealth got from the scenario tree generated by the approach in [13] are 37103.29 and 1004717.36, respectively, while these two values obtained from the scenario tree generated by Algorithm 4 are 36023.08 and 1004821.00. Therefore, with our new scenario generation method, the investor can find more robust and superior investment strategy, which can help him to further reduce the down-side risk and earn higher final expected wealth. This fact and its convenience and flexibility in the selection of the scenario nodes and the control of the branching structure make our methods far superior than the approach in [13] .
We have also carried out a series of experiments to test the impact of different target wealths G, the weight vector λ − and the branching structure of the scenario tree on the performance of the optimal investment strategy of problem (19)-(25) under our new scenario generation methods and existing methods. Since the overall conclusions are consistent with those found in [13] , we would not show those results here due to the space limitation.
According to our numerical experiences, all of the algorithms proposed in this paper are easy to implement, and Algorithms 3 and 4 have the best performance. In practice, using which of these two algorithms to generate the scenario tree would depend on the properties of the real decision problem and the risk preference of the investor.
Conclusion
By modifying the distance function used in the traditional K-means clustering analysis, we first present a modified K-means clustering procedure, which takes the time dependency of the simulated paths into account, to generate the scenario tree. Based on the K-means clustering analysis, a sequential LP moment matching method is proposed to generate the multi-stage scenario tree. To wholly control the statistical properties of the scenario tree and to enhance the overall performance, we finally propose a generic LP moment matching algorithm for the general multi-stage scenario tree generation by combining simulation, clustering and LP moment matching skills. We have introduced a group of simple but effective constraints to ensure the least branching number from each non-leaf node of the scenario tree, which overcomes the shortcomings in the current literature and is very important for real applications.
The practicality and efficiency of proposed new methods are demonstrated through numerical experiments. The scenario trees generated by our algorithms, especially Algorithm 4, have moderate sizes, and the statistical properties of the generated scenario tree are rather close to those of the original data process. Empirical applications to the multi-period portfolio management problem not only show that superior and stable investment strategies can be obtained with Algorithm 4 while significantly reducing the solution time, but also demonstrate that our new methods possess better in-sample and out-of-sample robustness. By improving the existing LP based moment matching method, it becomes much easier for our new algorithms to find the global optimum and to efficiently generate the general multi-stage scenario tree. The detailed numerical analyses and comparisons sufficiently show the advantages of Algorithm 4, which can thus be used to generate multi-stage scenario trees for solving complex multi-stage decision problems under uncertainty.
In our new model, we use a parameter to enforce that the generated scenario tree satisfies the necessary condition of no-arbitrage, which is somewhat simple but a little rough. Other more elaborate conditions can be introduced to ensure the specific number of branches (with non-zero probabilities) from each non-leaf node of the scenario tree, one possible way is to introduce integer variables into the LP problem. Another interesting topic is to apply our new scenario tree generation methods to complex and large multi-period decision problems such as the large-scale financial optimization problems. All these topics are left for future research.
