In this paper we are proposing algorithm for image recognition by sound patterns generated by the image. There are five senses in human sight, smell, taste, touch, and hearing. Sight is probably the most developed sense in humans, followed closely by hearing. Blindness is the condition of lacking visual perception due to physiological or neurological factors. For blind persons their ears work as their eyes. This paper presents a novel idea of generating an audio signature from an image which can be used to visualize the image. After some training sessions the user (may be blind person) will be able to recognize the image. This paper is divided in seven parts the first part of paper give the introductory second part deals with related work the important part of the paper is methodology and propose algorithm the last part is conclusion.
INTRODUCTION
Some blind people navigate within their environment by listening echoes from the environment. They create some sounds by tapping their sticks, this ability is termed as echolocation. A person can be trained to navigate the environment by echolocation. Various characteristics like location and size of the nearby object can also be gathered by echolocation. various spatial information can be conveyed by echoes and other sounds. A blind person can use sound to recognize an object better than a person having sight because he or she can better concentrate towards sound as his brain does not waste its energy in vision. So if somehow we generate sound pattern from a given image then that pattern can be used to recognize the image. In this paper we are generating sound according to the orientation and length of the edges present in the image. This system can be used by a blind person to see (listen) an image and he or she can also navigate in the environment without a stick.
RELATED WORK
In 1940-1950 a device was developed by Dr. Coopper at Haskins Laboratory which was used to play a tone corresponding to a pattern and the tone could be used to recognize the pattern [2] [3][4] [5] . In daily life we see various examples of identifying characteristics of an object by the sound generated or echoed by the object. Our idea is inspired by this novel human ability of perception [1] . The traditional way of dealing with blindness and deafness has been some form of sensory substitution -allowing a remaining sense to take over the functions lost as the result of the sensory impairment. With visual loss, hearing and touch naturally take over as much as they can, vision and touch do the same for hearing, and in the rare cases where both vision and hearing are absent (e.g., Keller 1908) [6] 
PROPOSED METHODOLOGY
The proposed system basically deals with the production of sound through an image:
The Method works as follows -the method is divided in two phases A) Phase 1-
1-
Detection of horizontal, vertical and diagonal edges of the image (using Sobal operator) .
2-
Find length and orientation (Horizontal, Vertical and diagonal) of each edge and record it to be used in second phase for sound generation.
B)
Phase 2-1-Three audible frequencies are selected and assigned to three kinds of edges ( Horizontal, vertical and diagonal). 2-Now read the recorded data (orientation and length of the edge and play the sound by selecting the frequency according to the orientation and duration according to the length of the edge.
 Edge Detection  Sound Production  Assignment of sound to the detected edges to generate specific sound signature.
Edge detection in an image
This is the first module. Edge detection is a pre-processing step for our system, to refer to algorithms which aim at identifying points in a digital image at which the image brightness changes sharply or more formally has discontinuities. The purpose of detecting sharp changes in image brightness is to capture important events and changes in properties of the objects in the image.
Discontinuities in depth, Discontinuities in surface orientation, Changes in material properties and
Variations in scene illumination.
An image is a set of pixels which are arranged in the form of matrix. An image consists of horizontal, vertical and diagonal edges. In our work sobel operator is used to detect the edges of the image. Next section explains the function of sobel operator.
Sobel Operator for edge detection
The Sobel operator [ fig-1 ] is used in image processing, particularly within edge detection algorithms. Technically, it is a discrete differentiation operator, computing an approximation of the gradient of the image intensity function. At each point in the image, the result of the Sobel operator is either the corresponding gradient vector or the norm of this vector. The Sobel operator is based on convolving the image with a small, separable, and integer valued filter in horizontal and vertical direction and is therefore relatively inexpensive in terms of computations. The Sobel operator performs a 2-D spatial gradient measurement on an image. Typically it is used to find the approximate absolute gradient magnitude at each point in an input grayscale image. The Sobel edge detector uses a pair of 3x3 convolution masks, one estimating the gradient in the xdirection (columns) and the other estimating the gradient in the y-direction (rows). A convolution mask is usually much smaller than the actual image. As a result, the mask is slid over the image, manipulating a square of pixels at a time. The actual Sobel masks are shown below:
Fig 1. Sobel Operator
The magnitude of the gradient is then calculated using the formula:
An approximate magnitude can be calculated using: |G| = |Gx| + |Gy|
The GX mask highlights the edges in the horizontal direction while the GY mask highlights the edges in the vertical direction. After taking the magnitude of both, the resulting output detects edges in both directions[ fig-2][fig-3 ].
Detect edges using the Sobel method The Sobel operator represents a rather inaccurate approximation of the image gradient, but is still of sufficient quality to be of practical use in many applications. More precisely, it uses intensity values only in a 3×3 region around each image point to approximate the corresponding image gradient, and it uses only integer values for the coefficients which weight the image intensities to produce the gradient approximation.
Sound production:
In this module we have generated sound using MATLAB"s sound function. MATLAB can send data to our computer"s speaker, allowing us to visually manipulate our data, and listen to it at the same time. Here we have used a sound function whose syntax is given as follows: To differentiate between horizontal edge and vertical edge we have used two different frequencies. Listening to the sound generated with variations due to different frequencies one can make out the presence of horizontal and vertical edges. If there are more no of horizontal edges in an image then the frequency allotted to horizontal edge is more prominent. Same is the case for vertical edges and mixed sound is produced in case of equal no of horizontal and vertical edges. Efficient working of this system is fulfilled after proper training at user side. In summarized way we can say that -frequency of the sound will be selected according to the orientation of the edge (Horizontal or vertical) and duration of sound will be decided by the length of the edge
Automated Training Database Designing:
Here we are performing the automated training and database designing. Seeing is something that most of us expect to do with our eyes. But what if you are born blind or lose your sight later in life? Peter Meijer suggests you consider seeing with your ears instead. The concept of our system is to make easy for a blind person to identify an image on the basis of the sound which is produced after scanning an image. Automated training allows us to represent visual information -to "see" -with sounds. The device used here is a laptop or a PC integrated with webcam, microphone and headphones. In automated training we will design a database of some images such as a tree, a building, furniture, a car etc. That images can be of square, rectangle, circle, rhombus, and triangle or any other shape.
Requirements for automated training : 
CONCLUSION
We can see system works great for simple images, the performance decreases with the complexity in image. With automated training session we can overcome this problem. Above results shows the potential in the technology. This system can be a boon for blind persons if they are given proper training they will be able to identify the type of object which is in front of them and it produces very good results.
